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Foreword

The present volume contains contributions presented at the ninth European Confer-
ence on Complex Systems, held at Université Libre de Bruxelles, Brussels, from 2
to 7 September 2012, under the sponsorship of the Complex Systems Society.

The volume is divided into seven parts. The first six parts comprise contributions
to the main conference, whether oral or poster, compiled according to the six confer-
ence main tracks. The last part includes contributions to some of satellite meetings
hosted at the conference.

We are pleased to acknowledge the invaluable help of the colleagues who assisted
in the organization of this event, starting with the Organizing Committee members,
Vincent Blondel, Timoteo Carletti, Enrico Carlon, Anne De Wit, Pierre Gaspard, Al-
bert Goldbeter, Renaud Lambiotte, and Carlo Vanderzande, and the Steering Com-
mittee, responsible for the development and support of the ECCS conference series,
whose members are Fatihcan Atay, Vittoria Colizza, Thomas Gilbert, Janusz Holyst,
Jürgen Jost, Markus Kirkilionis (Chair), Kristian Lindgren, Andras Lorincz, Jorge
Louçã, Roberto Serra, Mina Teicher, Stefan Thurner, and Jeff Johnson (President of
the Complex Systems Society). The six Track Committees were skillfully chaired
by Claude Baesens, András Lörincz, Eve Mitleton-Kelly, Jacques Demongeot, Pe-
ter Allen, and Sorin Solomon, who benefited from the support of Anne De Wit,
Pierre Gaspard, Hugues Bersini, Serge Massar, Annick Castiaux, Stéphane Vannit-
sem, Geneviève Dupont, Tom Lenaerts, Renaud Lambiotte, Nicolas Vandewalle,
Vincent Blondel, Timoteo Carletti, Natasa Golo, as well as of many anonymous
referees. The eighteen satellite meetings hosted at the conference were masterfully
organized by independent committees to whom we are indebted. In addition, we
wish to thank the students and staff members at the Université Libre de Bruxelles,
without whom the conference could not have been organized.

We wish to express our gratitude to Theo Geisel who delivered the inaugural
talk, as well as to the eight invited keynote speakers Charles H. Bennett, Jean-Louis
Deneubourg, Manfred Eigen, Santo Fortunato, Peter Grassberger, Jean-Marie Lehn,
Raymond Kapral, and Sylvia Walby.

Finally, it is our pleasure to thank the sponsors who enthusiastically supported
this conference: the Université Libre de Bruxelles, the Fonds de la Recherche

v



vi Foreword

Scientifique—FNRS, the Belgian Science Policy Office-Belspo, ASSYST—Action
for the Science of complex SYstems and Socially intelligent icT, funded under
the CORDIS Seventh Framework Programme, Naxys—Namur Center for Com-
plex Systems, Springer Complexity, Oxford University Press, Cambridge University
Press, Groupe De Boeck, World Scientific, Wolfram Research, and Star Alliance.

Thomas Gilbert, Conference Chair
Gregoire Nicolis, Program Chair

Markus Kirkilionis, Chair of the Steering Committee
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Chapter 1
Aggregation and Emergence in Agent-Based
Models: A Markov Chain Approach

Sven Banisch, Ricardo Lima, and Tanya Araújo

Abstract We analyze the dynamics of agent-based models (ABMs) from a Marko-
vian perspective and derive explicit statements about the possibility of linking a
microscopic agent model to the dynamical processes of macroscopic observables
that are useful for a precise understanding of the model dynamics. In this way the
dynamics of collective variables may be studied, and a description of macro dynam-
ics as emergent properties of micro dynamics, in particular during transient times,
is possible.

1.1 Introduction

Our work is a contribution to interweaving two lines of research that have devel-
oped in almost separate ways: Markov chains and agent-based models (ABMs).
The former represents the simplest form of a stochastic process while the latter
puts a strong emphasis on heterogeneity and social interactions. The usefulness of
the Markov chain formalism in the analysis of more sophisticated ABMs has been
discussed by [7], who look at 10 well-known social simulation models by repre-
senting them as a time-homogeneous Markov chain. Among these models are the
Schelling segregation model [11], the Axelrod model of cultural dynamics [1] and
the sugarscape model from [6]. The main idea of [7] is to consider all possible con-
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figurations of the system as the state space of the Markov chain. Despite the fact that
all the information of the dynamics on the ABM is encoded in a Markov chain, it is
difficult to learn directly from this fact, due to the huge dimension of the configura-
tion space and its corresponding Markov transition matrix. The work of Izquierdo
and co-workers mainly relies on numerical computations to estimate the stochastic
transition matrices of the models.

Consider an ABM defined by a set N of agents, each one characterized by in-
dividual attributes that are taken from a finite list of possibilities. We denote the
set of possible attributes by S and we call the configuration space � the set of all
possible combination of attributes of the agents, i.e. � = SN . This also incorporates
models where agents move on a lattice (e.g. in the sugarscape model) because we
can treat the sites as “agents” and use an attribute to encode whether a site is occu-
pied or not. The updating process of the attributes of the agents at each time step
typically consists of two parts. First, a random choice of a subset of agents is made
according to some probability distribution ω. Then the attributes of the agents are
updated according to a rule, which depends on the subset of agents selected at this
time. With this specification, ABMs can be represented by a so-called random map
representation which may be taken as an equivalent definition of a Markov chain
[10]. Hence, ABMs are Markov chains on � with transition matrix P̂ . For a class
of ABMs we can compute transition probabilities P̂ (x, y) for any pair x, y ∈ � of
agent configurations. We refer to the process (�, P̂ ) as micro chain.

When performing simulations of an ABM we are actually not interested in all
the dynamical details but rather in the behavior of variables at the macroscopic
level (such as average opinion, number of communities, etc.). The formulation of
an ABM as a Markov chain (�, P̂ ) enables the development of a mathematical
framework for linking the micro-description of an ABM to a macro-description of
interest. Namely, from the Markov chain perspective, the transition from the micro
to the macro level is a projection of the Markov chain with state space � onto a new
state space X by means of a (projection) map Π from � to X. The meaning of the
projection Π is to lump sets of micro configurations in � according to the macro
property of interest in such a way that, for each X ∈ X, all the configurations of �
in Π−1(X) share the same property.

The price to pay in passing from the micro to the macrodynamics in this sense
[5, 8] is that the projected system is, in general, no longer a Markov chain: long
memory (even infinite) may appear in the projected system. In particular, well
known conditions for lumpability [8] make it possible to decide whether the macro
model is still Markov. Conversely, this setting can also provide a suitable framework
to understand how aggregation may lead to the emergence of long range memory
effects.

1.2 Application to the Voter Model

We illustrate these ideas at the example of the Voter Model (VM) (see Refs. [4, 9]).
In the VM, S = {0,1} meaning that each agent is characterized by an attribute xi ,
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Fig. 1.1 The micro chain for
the VM with 3 agents and its
projection onto a random
walk obtained by
agglomeration of states with
the same number of black
agents b

i = 1, . . . ,N which takes a value among two possible alternatives. The set of all
possible combinations of attributes of the agents is � = {0,1}N , that is, the set of
all bit-strings of length N . At each time step in the iteration process, an agent i is
chosen at random along with one of its neighboring agents j . If the states (xi, xj )
are not equal already, agent i adopts the state of j (by setting xi = xj ). At the micro-
scopic level of all possible configurations of agents the VM corresponds therefore to
an absorbing random walk on the N -dimensional hypercube. It is well known that
the model has the two absorbing states (1, . . . ,1) and (0, . . . ,0). For a system of
three agents this is shown in Fig. 1.1.

Opinion models as the VM are a nice examples where our projection construction
is particularly meaningful. There, we consider the projectionΠb that maps each x ∈
� into Xb ∈ X where b is the number of agents in x with opinion 1. The projected
configuration space is then made of the Xb where 0≤ b ≤N (see Fig. 1.1). Markov
chain theory, in particular lumpability, allows us to determine conditions for which
the macro chain on X = (X0, . . . ,Xb, . . . ,XN) is again a Markov chain. We find
that this requires that the probability distribution ωmust be invariant under the group
SN of all the permutations of N agents and therefore uniform. This underlines the
theoretical importance of homogeneous or complete mixing in the analysis of the
VM and related models.

In this way our method enables the use of Markov chain instruments in the math-
ematical analysis of ABMs. In Markov chains with absorbing states (and therefore
in the ABM) the asymptotic status is quite trivial. As a result, it is the understanding
of the transient that becomes the interesting issue. In order to analyze the transient
dynamics for the macro dynamics, all that is needed is to compute the fundamental
matrix F of the Markov chain [8]. For the binary VM we are able to derive a closed
form expression for the elements in F for arbitrary N which provides us with all the
information needed to compute the mean quantities and variances of the transient
dynamics of the model. In addition, we show in the VM with three opinion alterna-
tives (S = {0,1,2}) how restrictions in communication (bounded confidence) lead
to stable co-existence of different opinions because new absorbing states emerge in
the macro chain.
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1.3 Some Results

The micro chains obtained via the random map representations helps to understand
the role of the collection of (deterministic) interaction rules used in the model from
one side and of the probability distribution ω governing the sequential choice of the
rules used to update the system at each time step from the other side. The importance
of this probability distribution is to encode social relations and exchange actions. In
our setting it becomes explicit how the symmetries in ω translate into symmetries
of the micro chain. If we decide to remain at a Markovian level, then the partition,
or equivalently the collective variables to be used to build the macro model must
be compatible with the symmetry of the probability distribution ω. In order to ac-
count for an increased level of heterogeneity the partition of the configuration space
defining the macro-level has to be refined. A first result into this direction is that the
symmetry group of agent permutations on ω informs us about ensembles of agent
configurations that can be interchanged without affecting the probabilistic structure
of micro chain. Consequently, these ensembles can be lumped into the same macro
state and the dynamical process projected onto these states is still a Markov chain. It
is clear, however, that, in absence of any symmetry, there is no other choice than to
stay at the micro-level because no Markovian description at a macro-level is possible
in this case.

In our opinion, a well posed mathematical basis for linking a micro-description of
an ABM to a macro-description may help the understanding of many of the proper-
ties observed in ABMs and therefore provide information about the transition from
the interaction of individual actors to the complex macroscopic behaviors observed
in social systems. We summarize our main results below:

1. We formulate agent-based models as Markov chains at the micro level with ex-
plicit transition probabilities.

2. This allows the use of lumpability arguments to link between the micro and the
macro level.

3. In case of a non-lumpable macro description this explains the emergence non-
trivial dynamical effects (long memory).

4. In the Voter Model, homogeneous mixing leads to a macroscopic Markov chain
which underlines the theoretical importance of homogeneous mixing.

5. This chain can be solved including mean convergence times and variances.
6. The stable co-existence of different opinions with in the bounded confidence

model follows from the emergence of new absorbing states in the macro chain.
7. Heterogeneous mixing requires refinement and we show how to exploit the sym-

metries in the mixing distribution (ω) to obtain a proper refinement.

For further reading, see Refs. [2, 3].
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Chapter 2
Chemically-Driven Miscible Viscous Fingering:
How Can a Reaction Destabilize Typically Stable
Fluid Displacements?

L.A. Riolfo, Y. Nagatsu, P.M.J. Trevelyan, and A. De Wit

Abstract We experimentally demonstrate that chemical reactions, by producing
changes in viscosity at the miscible interface between two fluids, can be the very
source of viscous fingering in systems that are otherwise stable in the absence of
a reaction. We explain how, depending on whether the reaction product is more or
less viscous than the reactants, different patterns develop in the reaction zone.

2.1 Background

Viscous fingering (VF) is the hydrodynamic instability that classically appears when
a fluid with a given viscosity displaces another more viscous one in porous me-
dia or a Hele-Shaw cell [1]. It has diverse implications in various fields such as
hydrology [2], petroleum recovery [1], liquid crystal [3], polymer processing [4],
chromatography [5] or CO2 sequestration to name a few [6].

Experimental [7, 8] and theoretical [9, 10] studies have shown that chemical
reactions, by modifying the viscosity of the solutions at hand, can influence miscible
VF. Changes in the viscosity profile, induced by a chemical reaction, give rise to
variations in the displacement evolution and hence different patterns are observed.

The present work, going further, presents experimental demonstration of reaction-
driven viscous fingering of the interface between a more viscous liquid displacing
a less viscous one, a displacement that in absence of reaction would typically be
stable. It has been theoretically predicted [9, 10] that the necessary condition for
such a reactive displacement to undergo fingering is to yield a reaction product with
a viscosity either larger or smaller than the viscosity of the reactants. Specifically,
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if μi and μd denote the viscosity of the invading solution and that of the displaced
solution respectively, purely chemically-driven VF of the classically stable μi > μd
situation should occur provided μr , the viscosity in the reaction zone, is either larger
than μi or smaller than μd [9, 10].

We study here both scenarios, viscosity maximum (μr > μi ) and minimum
(μr < μd ), exploiting the viscosity dependence of polymer solutions on pH. From
the experimental findings, the different fingering patterns are analyzed as a function
of the viscosity contrast generated by the chemical reaction [11].

The article organizes as follows: In the next section we explain the experimental
set up and the chemicals utilized in the experiments. Also in this second section we
present our experimental findings. In Sect. 2.3 we discuss and explain the evolution
on the displacements presented in the second section. Finally, conclusions are drawn
while highlighting the possible impact of this experimental work.

2.2 Methods

Experiments are carried out in a horizontal Hele-Shaw cell consisting of two trans-
parent glass plates 100 mm wide, 500 mm long and 14 mm thick separated by a gap
width b= 0.25 mm. The fluids are injected linearly at a constant flow rate q . As the
displacing more viscous fluid, we use aqueous polymer solutions. When these so-
lutions displace a less viscous dyed non-reactive solution, no instability is observed
at the miscible interface between the fluids. However, if the displaced fluid reacts
with the polymer, generating a maximum or a minimum in the viscosity profile,
the interface can become unstable undergoing fingering. In the displacement exper-
iments where the maximum develops, a more viscous aqueous solution of 0.30 %wt
polyacrylic acid (PAA—1250000 MW—Sigma Aldrich) displaces a dyed 0.06M
sodium hydroxide (NaOH) aqueous solution. The liquids react at the miscible inter-
face. The reaction product, sodium polyacrylate (SPA), typically presents a viscosity
larger than that of both reactants. The chemical reaction at the miscible interface is
PAA + NaOH → SPA.

On the other hand, in the case where the minimum in viscosity develops,
a sodium polyacrylate (SPA—2100000–6600000 MW—Wako) aqueous solution
0.125 %wt pushes a less viscous 60 %wt glycerol aqueous solution containing 0.5M
HCl. In this case the polymer reacts with the acid producing PAA, which here has a
viscosity lower than that of both reactants. The reaction is then SPA + HCl→ PAA
+ NaCl.

Figure 2.1 shows the temporal evolution of reaction-driven VF observed in a lin-
ear displacement for both cases. When the maximum in viscosity develops, fingers
grow behind the reactive interface (Fig. 2.1(a)). On the other hand, in the case of
a minimum in viscosity, the interface undergoes fingers that grow towards the dis-
placed fluid (Fig. 2.1(b)).
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Fig. 2.1 Temporal evolution of reaction-driven VF in a linear displacement. (a) A more viscous
solution of PAA displaces from left to right a less viscous aqueous dyed solution of NaOH in
concentration 0.06M. Flow rate q = 0.5 ml/min. Time from top to bottom t = 75, 150 and 225 s.
(b) A more viscous SPA solution displaces from left to right an aqueous dyed solution of 60 %wt
glycerol + HCl 0.5M. Flow rate q = 0.25 ml/min. Time t = 140, 280 and 360 s. Field of view of
each image = 4 cm × 8 cm

2.3 Results

In order to understand the systems’ evolution we analyze experimentally the vis-
cosity contrasts generated during the displacement experiments. We measure the
viscosity of the pure reactants and estimate the viscosity developed in the reaction
zone as the viscosity of a mixture of the pure reactants. The respective viscosities
are measured with a rotational viscosimeter (Brookfield—Pro Extra II) at the shear
rate corresponding to the experimental conditions.

In the displacement experiments with a maximum in viscosity the reactants vis-
cosity are: invading fluid (0.3 %wt PAA) μi = 870 cp, displaced fluid (0.06M
NaOH) μd = 1 cp. Hence, the initial viscosity contrast is stable, because the more
viscous fluid displaces the more mobile one. However, in the reaction zone the vis-
cosity developed is approximately μr = 3880 cp. Therefore, an unstable contrast of
viscosity is developed between the invading fluid and the reaction zone: μi < μr
and we have locally a less viscous fluid pushing a more viscous one. As the unstable
region is located between the invading fluid and the reaction zone, the fingers should
develop in this region. This is consistent with the experiments (Fig. 2.1(a)), where
the fingers develop behind the reaction zone toward the invading fluid.

In the displacement with a minimum in viscosity, the viscosities are: invading
fluid (0.125 %wt SPA) μi = 794 cp, displaced solution (60 % glycerol + 0.5M
HCl) μd = 10 cp. The viscosity falls to μr = 5 cp in the reaction zone. Therefore,
even if the initial viscosity contrast is stable, locally an unstable region develops in
time between the reaction zone and the displaced fluid (μr < μd ). The development
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of the instability is then predicted to occur in the region between the reaction zone
and the displaced fluid. This conjecture from the viscosity profiles agrees with the
experimental findings exposed in Fig. 2.1(b).

We show here that depending on the unstable viscosity contrast developed during
the displacement different patterns develop, and the interface deforms towards op-
posite directions, either in the displacement direction if a viscosity minimum devel-
ops, or against the displacement direction if a maximum in viscosity is chemically
induced.

In this way, we have provided experimental evidence of viscous fingering trig-
gered by a chemical reaction at the miscible interface between a more viscous solu-
tion displacing a less viscous one in a Hele-Shaw cell. Such a situation is classically
stable in the absence of a reaction as we have a fluid with low mobility invading
another more mobile one. The chemical reaction, by generating a product either
more or less viscous than both reactants, triggers in time a non-monotonic viscos-
ity profile. A locally unstable configuration with adverse mobility gradient develops
around the extremum. This leads to fingers developing respectively behind or ahead
of the reaction zone depending whether the viscosity profile exhibits a maximum or
a minimum.

This results may help to prevent undesirable mixing during fluids displacements,
such in the case of waste management in soils [12, 13], but also could lead to con-
trol of mixing enhancement in a unique direction in complex scenarios such as in
microfluidics [14].
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Chapter 3
Dynamical Localization in Kicked Rotator
as a Paradigm of Other Systems: Spectral
Statistics and the Localization Measure

Thanos Manos and Marko Robnik

Abstract We study the intermediate statistics of the spectrum of quasi-energies and
of the eigenfunctions in the kicked rotator, in the case when the corresponding sys-
tem is fully chaotic while quantally localized. As for the eigenphases, we find clear
evidence that the spectral statistics is well described by the Brody distribution, no-
tably better than by the Izrailev’s one, which has been proposed and used broadly
to describe such cases. We also studied the eigenfunctions of the Floquet operator
and their localization. We show the existence of a scaling law between the repulsion
parameter with relative localization length, but only as a first order approximation,
since another parameter plays a role. We believe and have evidence that a similar
analysis applies in time-independent Hamilton systems.

3.1 Introduction

One of the most important manifestations of quantum chaos of low-dimensional
classically fully chaotic (ergodic) Hamiltonian systems is the fact that in the (suf-
ficiently deep) semiclassical limit the statistical properties of the discrete energy
spectra obey the statistics of Gaussian Random Matrix Theory (RMT). The oppo-
site extreme are classically integrable systems, which quantally exhibit Poissonian
spectral statistics (see [1]).

Quantum kicked rotator (QKR) is a typical example in the field of quantum
chaos [2]. A typical property of the QKR is the chaos suppression for sufficiently
large time scales. The study of the statistical properties of the classical and quantum
(semiclassical) parameters in such systems is of great importance. Here we study in
detail the semiclassical region where k > K > 1, i.e. the regime of full correspon-
dence between quantum and classical diffusion (on the finite time scale t ≤ tD) and
the manifested quantum dynamical localization for t > tD . Furthermore, we are fo-
cused in the probability level spacing distributions in the regime where the system is
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classically strongly chaotic (K ≥ 7) but quantally localized, i.e in the intermediate
or soft quantum chaos, as it is described in the literature [5].

3.2 The Quantum Kicked Rotator Model

The QKR model [3] is described by the following function

Ĥ =−�
2

2I

∂2

∂θ2
+ ε0 cos θ

∞∑

m=−∞
δ(t −mT ), (3.1)

where � is Planck’s constant, I is the moment of inertia of the pendulum and ε0
is the perturbation strength. The motion after one period T of the ψ wave function
then can be described by the following mapping

ψ(θ, t + T )= Ûψ(θ, t), (3.2)

Û = exp

(
i
T �

4I

∂2

∂θ2

)
exp

(
−i ε0

�
cos θ

)
exp

(
i
T �

4I

∂2

∂θ2

)
, (3.3)

where the ψ function is determined in the middle of the rotation, between two suc-
cessive kicks. The evolution operator Û of the system corresponds to one period.
Due to the instant action of the perturbation, this evolution can be written as the
product of three non-commuting unitary operators, the first and third of which corre-

sponds to the free rotation during half a period Ĝ(τ/2)= exp(i T �4I
∂2

∂θ2 ), τ ≡ �T/I ,

while the second B̂(k) = exp(−ik cos θ), k ≡ ε0/� describes the kick. The sys-
tem’s behavior depends only on two parameters, i.e. τ and k and its correspondence
with the classical systems is described by the relation K = kτ = ε0T/I . In the case
K ≡ kτ � 1 the motion is well-known to be strongly chaotic. The transition to clas-
sical mechanics is described by the limit k→∞, τ → 0 while K = const. In what
follows � = τ and T = I = 1. We shall consider mostly the semiclassical regime
k >K , where τ < 1.

In order to study how the localization affects the statistical properties of the
quasienergy spectra we use the model’s representation with a finite number N of
levels [4, 5]

ψn(t + T )=
N∑

m=1

Unmψm(t), n,m= 1,2, . . . ,N. (3.4)

The finite unitary matrix Unm determines the evolution of a N -dimensional vector
(Fourier transform of ψ ) of the model

Unm =
∑

n′m′
Gnm′Bn′m′Gn′m, (3.5)
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whereGll′ = exp(iτ l2/4)δll′ is a diagonal matrix corresponding to free rotation dur-
ing a half period T/2 and the matrix Bn′m′ describing the one kick has the following
form

Bn′m′ = 1

2N + 1

2N+1∑

l=1

{
cos

[(
n′ −m′) 2πl

2N + 1

]
− cos

[(
n′ +m′) 2πl

2N + 1

]}

× exp

[
−ik cos

(
2πl

2N + 1

)]
.

The model (3.4) with a finite number of states is considered as the quantum analogue
of the classical standard mapping on the torus with closed momentum p and phase
θ where Umn describes only the odd states of the systems, i.e. ψ(θ)=−ψ(−θ).

3.3 Intermediate Statistics and Comparison of Probability
Distributions

Let us first compare the Brody and Izrailev probability distribution functions (PDFs)
for the study of the intermediate level statistics. The Brody distribution is defined
by the relation

PBR(s)= C1s
βBR exp

(−C2s
βBR+1), (3.6)

where the two parameters C1 and C2 are determined by the normalization con-
ditions

∫∞
0 PBR(s)ds = 1 and

∫∞
0 sPB(s)ds = 1. Izrailev suggested the following

distribution (see [5] and references there for the details and the argumentation)

PIZ(s)=A
(

1

2
πs

)βIZ

exp

[
− 1

16
βIZπ

2s2 −
(
B − 1

4
πβIZ

)
s

]
, (3.7)

in order to describe the intermediate statistics, where the parameters A and B are
determined again by the two above normalization conditions. Both β parameters,
in the strongly localized regime tend asymptotically to 0 with Poissonian statistics
while in the chaotic one tend to 1, which excellently approximates the Gaussian
Orthogonal Ensemble (GEO) of the RMT. On the other hand, the non-integer β
in the PDFs could be associated with the statistics of the quasienergy states with
chaotic localized eigenfunctions.

Here, we use N = 4000 (which is considerably much larger size compared to
the one used in the past studies) and K = 7 with k = 30. In Fig. 3.1(a) we show
the numerical data (histogram) and the two PDFs. Their repulsion parameters have
been calculated with best fit procedure independently. The corresponding values are
found to be βBR ≈ 0.424 and βIZ ≈ 0.419 for the two PDFs respectively. In the inset
figure of Fig. 3.1(a), we may see how the PBR(s) manages to capture and describe
better the peak of the distribution where the most significant part of quasienergies
ω is concentrated. The dot-dashed gray line indicates the Wigner surmise while
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Fig. 3.1 Intermediate statistics (panel (a)) for distribution P (s) (histogram—black solid line) of
the model (3.4)–(3.5) fitted with distribution PBR(s) (black dashed line) and PIZ(s) (black dotted
line) for N = 4000, K = 7 and k = 30 (see text for discussion). The gray lines indicate the two
extreme distributions, i.e. the Poisson and Wigner. In panels (b)–(d) we show the comparison of
the Brody (black line) and Izrailev (gray line) PDFs with the numerical using the U -function and
W -distribution (see text for discussion)

the dot-dot-dashed one the Poisson distribution. Similar findings have also been
found even for smaller sizes of the matrix Unm, where the statistics are improved by
sampling more matrices with slightly different values of k as e.g. in [5].

The above statement, regarding the PBR(s) better agreement with the numer-
ical data, becomes more clear when checking the so-called U -functions U(s) =
(2/π) arccos

√
1−W(s) of the two above distributions [6]. TheW(s)= ∫ s

0 P(x)dx

is the cumulative (or integrated) level spacing distribution function (CDF). The
U -function has the advantage that its expected statistical error δU is independent
of s, being constant for each s and equal to δU = 1/(π

√
Ns), where Ns is the total

number of objects in the W(s) distribution. The numerical pre-factor 2/π is deter-
mined in such a way that U(s) ∈ [0,1] when W(s) ∈ [0,1]. We may note here that
the β values for the CDFs may be in principle slightly different compared to those
found by the PDFs. In Fig. 3.1(b), we show the UBR − U and UIZ − U vs. UBR

where one may see that the Brody one is in general closer to zero (black line) than
the Izrailev one (gray color). This fact indicates that the Brody one fits better the nu-
merical data. This is also evident in Fig. 3.1(c), where the WBR −W and WIZ −W
vs. WBR are presented while in Fig. 3.1(d) the WBR −W and WIZ −W vs. s. The
horizontal zero line in these panels indicates the complete agreement between the



3 Dynamical Localization in Kicked Rotator as a Paradigm of Other Systems 19

numerical data and theoretical predictions. The repulsion parameters for the CDFs
used in panels (b), (c), (d) are βBR ≈ 0.396 and βIZ ≈ 0.366 respectively.

3.4 Scaling Laws and Localized Chaotic Regimes

A number of different ways to measure and estimate the localization length of
the eigenfunctions have been proposed in the literature. Here, we adopt the well-
accepted measure described and justified in e.g. [5]: For each N -dimensional
eigenvector of the matrix Unm the information entropy is HN(u1, . . . , uN) =
−∑N

n=1 u
2
n lnu2

n, where un = Reϕn and
∑
n u

2
n = 1. The distribution of u2

n for the
GOE in the large N -limit tends to the Gaussian distribution and we get HGOE

N =
ψ(0.5N + 1)−ψ(1.5)� ln(0.5Na)+O(1/N), where a = 4/ exp(2− γ )≈ 0.96,
while ψ is the digamma function and γ the Euler constant (� 0.57). Then the en-
tropy localization length lH is defined as lH = N exp(HN −HGOE

N ). The fluctua-
tions can be minimized when using the mean localization length 〈lH 〉 ≡ d , which is
computed by averaging over all eigenvectors of the same matrix (or over an ensem-
ble of similar matrices) d =N exp(〈HN 〉 −HGOE

N ).
The parameter that determines the transition from weak to strong quantum chaos

is not the strength parameter k but the ratio of the localization length l∞ to the size
N of the system,Λ= l∞/N , where l∞ =Dcl/2�2 andDcl is the classical diffusion
constant

Dcl =
{ 1

2K
2[1− 2J2(K)(1− J2(K))], if K ≥ 4.5

0.30(K −Kcr)3, if Kcr < K ≤ 4.5,
(3.8)

where Kcr � 0.9716 and J2(K) the Bessel function. The localization parameter is
then defined as βloc = d/N . The scaling law we used is βloc(x) = γ x/(1 + γ x),
where x ≡Λ and γ ≈ 4.2 which is slightly different (but in agreement) to the one
proposed in [7], where x = k2/N and K = 5. In Fig. 3.2(a), we compare βBR repul-
sion parameter of the PBR(s) with the localization parameter βloc through the lo-
calization length d = 〈lH 〉. For the numerical calculations and results regarding the
spacing distributions P(s) for the quasienergies, we have considered a wide range
of the quantum perturbation parameter k keeping the classical parameter fixed (clas-
sically always fully chaotic). In order to ameliorate the statistics, we considered a
sample of 161 matrices Unm of size N = 398 (≈ 64000 elements), in a similar man-
ner as e.g. in [5]) with slightly different values of k (�k =±0.00125� k).

3.5 Summary

We studied aspects of dynamical localization in the kicked rotator, following
[4, 5, 7], and largely confirm these results. We here considered the case with
K ≥ 7, where the dynamics is already fully chaotic (ergodic). The fractional power
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Fig. 3.2 (a) The fit parameter βBR as a function of βloc for 161 × 398 elements, K = 7 (+),
14 (×),20 (∗),30 (�),35 (�) for a wide range of k values. (b) The parameter βloc vs. Λ where
the scaling law (see text) is shown with the black line

law level repulsion is clearly manifested, and globally the level spacing distribu-
tion is very well described by the Brody or by the Izrailev distribution, with a clear
and systematic (although not very large) trend towards Brody rather than Izrailev.
We show that the scaling law (βloc vs. Λ) exists, but only as a first order approx-
imation, as we see some scattering of data around the scaling curve. It seems that
with increasing dimension of the matrices the scaling curve asymptotes to the lim-
iting curve with only statistical scattering of the data points left. Further research
confirms that a similar picture describing the dynamical localization applies also in
time-independent systems, like e.g. billiards [8].
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8. Batistić B, Robnik M (2010) Semiempirical theory of level spacing distribution beyond the
Berry-Robnik regime: modeling the localization and the tunneling effects. J Phys A, Math
Theor 43:215101



Chapter 4
A + B → C Reaction Fronts in Hele-Shaw Cells
Under Modulated Gravitational Acceleration

Laurence Rongy, Kerstin Eckert, and Anne De Wit

Abstract We study the dynamics of A+B→ C reaction fronts propagating under
modulated gravitational acceleration by means of parabolic flight experiments and
numerical simulations. We observe an accelerated front propagation under hyper-
gravity along with a slowing down of the front under low gravity. By reaction-
diffusion-convection simulations of anA+B→ C front propagating in a thin layer,
we can relate this periodic modulation of the front position to the amplification and
decay, respectively, of the buoyancy-driven double vortex associated with the front
propagation. A correlation between grey-value changes in the experimental shadow-
graph images and characteristic changes in the concentration profiles are obtained
by a numerical simulation of the imaging process (Eckert et al., Phys. Chem. Chem.
Phys., 14:7337–7345, 2012).

4.1 Background

In a variety of chemical systems, buoyancy-driven convection has been shown to re-
markably influence the propagation of reaction fronts. For example, the propagation
speed of autocatalytic fronts in capillary tubes depends on the angle of inclination
of the tube with regard to the vertical [2]. Simpler and more common chemical re-
action types than autocatalysis are second-order irreversible reactions of the form
A + B → C. Provided that the two reactants A and B are initially separated in
space, a reaction front can also propagate in these chemical systems. It has recently
been shown that the reaction-diffusion properties of such fronts [3, 4] are not re-
covered if they develop in thin horizontal liquid layers where gravity points across
the thin layer [5]. This suggests that the dynamics of these fronts can be influenced
by chemically-driven buoyancy convection if A,B , and C have different densities.
Rongy et al. [6, 7] have shown numerically that the nonlinear dynamics is character-
ized by one or two flow vortices developing around the front in covered horizontal
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Fig. 4.1 Top: Sketch of the
reaction-diffusion profiles in
the reactive liquid-liquid
system. Bottom: Velocity field
superimposed on salt
concentration field ranging
from s = smax in the middle
(red) to s = 0 on the sides
(blue) in the hyper-gravity
phase. The maximum
intensity of the velocity
vectors is 1.1 in
dimensionless units

layers. They have furthermore classified the various possible density profiles and
related flow properties in a parameter space spanned by the three Rayleigh numbers
of the problem. We provide here a direct comparison between experiments and these
theoretical predictions. We show moreover that they can be used to understand sit-
uations on earth but also more complicated scenarios with modulated gravity, such
as the ones observed in parabolic flights.

4.2 Chemical System and Model

The experimental container is a Hele-Shaw (HS) cell where propionic acid (A) un-
dergoes a mass transfer from an organic phase (cyclohexane) into the aqueous layer
and is subsequently neutralised by the base TMAH (B), producing a salt, tetram-
ethylammonium propionate (C), according to A + B→ C (see Fig. 4.1). The re-
action front in the HS cell is followed by means of the shadowgraph technique [9].
This technique is sensitive with respect to the Laplacian of the refractive index n
and the shadowgraph produces a relative change in the light intensity, from which
the reaction front position Xf can be extracted. In ground experiments the resulting
hydrodynamic instabilities have been well characterized [5, 8] and we focus here on
microgravity situations.

To reduce complexity, the simulations focus entirely on the aqueous phase, in-
stead of treating the complete liquid-liquid system with the mass transfer through
the interface. This is justified because, after some minutes only, the reaction front is
already sufficiently far from the interface. Thus we consider a two-dimensional (2D)
thin aqueous solution layer placed horizontally in the gravity field in which an acid-
base reaction, A+B→ C, takes place. The governing equations for the acid, base,
and salt concentrations are isothermal reaction-diffusion-convection equations. The
evolution of the 2D velocity field, �v, is described by the incompressible Stokes equa-
tions and is coupled to the evolution of the concentrations through an equation of
state. In the latter we assume a linear dependence between the solution density, ρ,
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Fig. 4.2 Flight protocol of
the normalized magnitude of
the gravitational acceleration,
g/g0 with g0 = 9.81 m/s2,
versus time, as used in the
simulations

and the concentrations, introducing Rayleigh numbers directly proportional to the
experimental contribution of each species to the changes in density. To simulate the
gravity modulations of the parabolic flight we let the normalized magnitude of the
gravitational acceleration, g/g0 , with g0 = 9.81 m/s2, vary with time following the
flight protocol (see Fig. 4.2).

4.3 Experimental and Numerical Results

When two miscible solutions containing A and B , respectively, are brought into
contact, the dynamics of the A+B→ C fronts developing in the liquid layer mea-
sured experimentally during parabolic flights differ from those obtained on earth
[5]. This confirms that, even in thin liquid layers, convective motions can influence
the properties of such fronts drastically. When gravitational acceleration varies pe-
riodically, we observe an associated periodic change between an accelerated front
propagation under hyper-gravity and a slowed down propagation under low gravity.
These results are explained by the numerical integration of our reaction-diffusion-
convection model. The simulations reproduce the experimental behavior and allow
to relate the modulation of the front position to the changes in the buoyancy-driven
flow field consisting of a double vortex (see Fig. 4.1). This vortex consists of a
rising flow at the reaction front, advecting fresh reactants towards it. The amplifi-
cation or decay of such a double vortex when increasing or decreasing the g-level,
respectively, explains the periodic behavior of the front position.

Figure 4.3 indicates a representation of the reaction front under parabolic flight
conditions by two characteristic lines, the leading edge (LE) and the trailing edge
(TE) (see caption of Fig. 4.3). The width of the front, defined as the distance be-
tween these two lines, is maximum in the low-gravity phase and minimum in the
hyper-gravity phase. Thanks to the numerical simulations of the experimental shad-
owgraph visualization, we are able to interpret the meaning of LE and TE and to
establish a correlation between the changes of the grey values in the experimental
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Fig. 4.3 Shadowgraph
images of the system during
the three characteristic stages
of the parabolic flight:
normal-gravity, hyper-gravity,
and low-gravity phases. The
position of the front is
followed thanks to two
characteristic lines, TE and
LE. TE corresponds to the
trailing edge, which is the
brightest contour of the
shadowgraph, and LE is the
leading edge, which is the
darkest contour and is
directed towards the fresh
aqueous phase

Fig. 4.4 Experimental (left) and numerical (right) behavior of the positions XLE
f and XTE

f of
leading and trailing edges versus time during different stages of one parabola

images with those of the concentration fields. In particular, the observation of an
increasing front width at decreased contrast during the low-gravity phase can be re-
lated to a change in the curvature of the concentration profiles. Indeed, the positions
of the leading and trailing edges are deduced from the positions of minimum and
maximum d2〈n〉/dx2 during one period of g-modulation, where n, the refractive
index, is reconstructed from the numerical concentration profiles as a linear combi-
nation of the concentration fields of each species.

Figure 4.4 illustrates the behavior of the two characteristic lines, LE and TE,
during the different stages of the parabolic flight. There is an excellent qualitative
agreement between the experimental and numerical results. In the numerical part of
Fig. 4.4 we also evidence the acceleration of the reaction front in the parabolic flight
conditions compared to the situation under constant normal gravity g = 1g0.
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Chapter 5
Effect of Limited Stirring on the Belousov
Zhabotinsky Reaction

Florian Wodlei and Mihnea R. Hristea

Abstract The effect of a limited stirring phase on the general behavior of the pe-
riodic color change in the Belousov Zhabotinsky was investigated systematically.
The effects of stirring on the BZ reaction has other consequences too apart from the
pure homogenization of the system. We have investigated the system under different
conditions (changing dimensions and volume of the beaker, different stirring rates
and times). We found that the stirring can result in the disappearance of an aperi-
odic phase which is present in the non-stirred case. We suppose that the stirring time
plays the role of a ‘bifurcation parameter’.

Keywords Belousov Zhabotinsky reaction · Stirring · Rotational flow

5.1 Introduction

The Belousov Zhabotinsky reaction (BZ reaction), named after B.P. Belousov [1]
and A.M. Zhabotinsky [2], is a homogeneous chemical reaction system. It performs
periodic color changes from red to blue (in case of the ferroin indicator) or from
translucent to light yellow (in case of cerium as indicator). In last more than half
a century there has been a constant interest in studying BZ reaction because of its
rich and complex behaviors ranging from periodic to chaotic nature. Our interest in
BZ reaction arose from its high similarity to biological processes. By studying this
system we expect to get a better understanding of physicochemical and biological
processes such as pattern formation, metabolism, reproduction or adaptability.

As the color oscillations are in visible range one can easily monitor the concen-
tration of ferroin (or cerium) by measuring the transmittance of the light through
the solution. The reaction is normally studied in a constantly stirred tank reactor
(CSTR) [6]. According to our knowledge until now the effect of a limited stirring
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Fig. 5.1 Evolution of periodic color change corresponding to the periodic change of the ferroin
concentration. There exist four distinct regions (phases): the first periodic phase (PI), the stirring
phase (SP) and a short periodic phase right after (PS), the aperiodic (chaotic) phase (CH) and the
second periodic phase (PII). Phases are separated by vertical lines and different background colors
for which, except from the stirring phase, the times for the transion from one to the other phase are
not that clear

phase has never been investigated systematically although there exists some report
where the system was stirred for a limited time [7].

Apart from the experimental investigation of the BZ reaction we are also inter-
ested in a theoretical model capable of describing such behavior. For that reason we
are also engaged in the physicochemical description of the system in the context of
non-equilibrium thermodynamics and hydrodynamics. The mathematical methods
needed to describe the system involve functional analysis and nonlinear differential
equations. We followed the general ideas of Ilya Prigogine et al. [5] and R.J. Field,
E. Körös and R.M. Noyes (FKN model) [3, 4]. A first simplified model able to
describe the qualitative behavior we have observed was presented at the European
Conference on Complex Systems 2011 [9, 10]. Our model can be understood as a
dynamical FKN model as the parameters are time dependent.

In this work we report our investigation on the effect of a limited stirring phase
on the behavior of the BZ reaction. The effects of stirring on the BZ reaction has
other consequences too apart from the pure homogenization of the system. This can
be seen easily from the fact that if the BZ reaction is stirred at a ‘high’ rate, the color
oscillations stop immediately, and when the stirring is stopped, almost immediately
the oscillations restart. If the BZ reaction is stirred at a ‘low’ rate, the color oscil-
lations sustain and moreover the time period of the oscillations becomes regular. If
the stirring is done for a limited time the general behavior changes. A typical time
evolution of the periodic color change with an stirring phase of 30 minutes is shown
in Fig. 5.1.

5.2 Materials and Methods

The experiments were performed with chemicals of analytical quality without fur-
ther purification. We prepared solutions from the chemicals with the following con-
centration: Sodium bromate (NaBrO3) 0.5 M, sodium bromide (NaBr) 0.18 M, mal-
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onic acid 1.5 M, sulfuric acid (H2SO4) 3.06 M and ferroin (complex built from o-
phenantroline-chloride monohydrate and iron(II)sulfate-7-hydrate) 0.026 M. In an
Erlenmeyr flask 7 ml distillated water was poured together with 8 ml NaBrO3 solu-
tion, 10 ml from malonic acid solution, 10 ml H2SO4 solution, 4 ml NaBr solution
and 0.6 ml ferroin solution constituting the total volume to 30 ml. The solution was
mixed for 2 minutes after adding sodium bromide and 1 minute after adding ferroin.
Right after, the solution was poured into a photometric quartz UV grade spectropho-
tometric cuvette with a colume of approx. 4 ml. For the measurements, where the
system was stirred, a teflon-coated magnetic stirrer of approx. 0.6 mm length was
on the bottom of the cuvette.

The time evolution of the transmittance was monitored by a photometric unit con-
sisting of a light dependent resistor (D 9960-23) with the peak wavelength at 600 nm
and a light emitting diode (LED 5 mm) with the peak wavelength at 700 nm. The
photometric unit was incorporated in an electric circuit such that the color change
could be monitored by measuring the voltage from the apparatus constructed. The
voltage measurements were performed and recorded using VC820 multimeter from
Voltcraft. The measurement was executed in a black box, where the cuvette was in-
serted such that the photometric unit was measuring the color change approx. 1.5 cm
from the bottom of the cuvette and 2.5 cm from the liquid-air interface.

5.3 Results and Discussion

The effect of a limited stirring phase was investigated under different conditions
(changing dimensions and volume of the beaker, different stirring rates and times).
We found out that the main experimental difference between unstirred and stirred
systems is that the ‘phase transition’ from chaotic phase (CH) to the second periodic
phase (PII) takes place earlier in the case where the system is stirred. Furthermore
we found out that if the time of stirring is increased up to 60 minutes the chaotic
phase disappears completely. In Fig. 5.2 from bottom to top one can see that the time
of stirring results in a shortening of the time of the chaotic phase (CH) which can
result in a complete disappearance of the chaotic phase (upper panel of Fig. 5.2).

The general behavior is as follows: The color change disappears after some few
oscillations (initial phase, periodic phase I) (Fig. 5.1, PI). When stirring is started
with a certain stirring rate (approx. 9 Hz) the color oscillations come back and be-
come stable (Fig. 5.1, S). After a time (30 minutes in Fig. 5.1) the stirring is stopped.
The periodic behavior continues for some more time (Fig. 5.1, PS) but the oscilla-
tions become irregular and smaller. A phase of ‘small’ irregular oscillations and not
always distinguishable from the noise of the measuring apparatus starts and can last
up to 1 hour (chaotic phase) (Fig. 5.1, CH). After that a phase of large, regular and
ordered oscillations starts which can last up to 10 hours (periodic phase II) (Fig. 5.1,
PII).

In general we can distinguish three scenarios. The first scenario, which is shown
in the lower panel of Fig. 5.2, appears if the BZ reaction is not stirred. Then the
periodic color change evolves from a periodic (PI) over an aperiodic (CH) to an
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Fig. 5.2 Effect of a limited stirring phase on the evolution of the periodic color change. Lettering
as in Fig. 5.1. Lower panel: time evolution without stirring phase. Middle panel: time evolution
with a limiting stirring phase of 30 minutes (grey area, letter S) (the middle panel of this figure
is shown in more detail in Fig. 5.1). Upper panel: time evolution with a limiting stirring phase of
60 minutes (grey area, letter S). Note that a chaotic phase (CH), as in the cases where the solution
is not stirred or only stirred for 30 minutes, is no more visible

again periodic phase (PII) (such a behavior is also reported by Rustici et al. [7]) [8].
The second scenario, which is shown in the middle panel of Fig. 5.2, appears if the
BZ reaction is stirred for (at least) 30 minutes right after the first periodic phase (PI).
During stirring the oscillations become regular and after stopping they continue for
some while. Then a chaotic phase (CH), as in the first scenario, starts and which
again after some time changes into a second periodic phase (PII). And the last and
most interesting scenario, which is shown in the upper panel of Fig. 5.2 and in more
details in Fig. 5.3, appears if the BZ reaction is stirred for (at least) 60 minutes right
after the first periodic phase (PI). During stirring the oscillations become regular
and after stopping they remain regular and the periodic behavior continues, i.e. the
chaotic phase disappears.

In all experiments where we stirred the system for 60 minutes and more there
appears an interesting ‘shift’ where the mean transmittance decreases for a couple
of oscillations and then comes back again (inset c in upper panel of Fig. 5.3). We
still do not yet understand what that means but it might be connected to the disap-
pearance of the chaotic phase.

5.4 Conclusion

We show here that a limited stirring phase changes the general behavior of the time
evolution of the BZ reaction. As long as the stirring rate is not too ‘high’ the stirring
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Fig. 5.3 Evolution of periodic color change with a 60 minute stirring phase. Lettering as in
Fig. 5.1. Lower panel: full record of the periodic color change. Upper panel: Magnification of
bold-framed box from lower panel of this figure. Framed boxes (a)–(c) are magnified in insets of
this panel (a): Magnification shows the transition from phase PI to S. (b): Magnification shows
the transition from phase S to PII. Note that there is a smooth transition without the appearance of
a chaotic phase. (c): Magnification shows a ‘shift’ where the mean transmittance decreases for a
short time (details in Sect. 5.3)

time is more important then the stirring rate for this change. Moreover there exists a
threshold value in stirring time (more than 30 minutes and less or equal to 60 min-
utes) for which the chaotic (inter)phase (CH) disappears. If the stirring time is only
30 minutes the chaotic phase is still present, but compared to the non-stirred case it
is shorter (approx. 35 %); if the stirring phase is 60 minutes the phase is not present
anymore. In that sense the stirring time plays the role of a ‘bifurcation parameter’
(see difference between Fig. 5.2 middle and upper panel).

We do not yet have a quantitative model describing the complex behavior we
have observed in experiment. However we have developed a first qualitative model,
which was presented at the European Conference on Complex Systems 2011 [9, 10]
and is still one of our key topic of interest to further investigating the Belousov
Zhabotinsky reaction.

Acknowledgements Intensive and fruitful discussions with Christian Wodlei and Oliver Pirker
are gratefully acknowledged. We thank Sampurna Chaterjee (Max Planck Institute of Neurological
Research, Cologne, Germany) and Debabrata Deb (Department of Chemical and Petroleum Engi-
neering, University of Pittsburgh, USA) for the English language support and also for productive
discussions.

References

1. Belousov BP (1959) A periodic reaction and its mechanism. Sb Ref Radiat Med 1:145 (in
Russian)



34 F. Wodlei and M.R. Hristea

2. Zhabotinsky AM (1964) The periodic course of the oxidation of malonic acid in a solution.
Biofizika 9(3):306–311 (in Russian)

3. Noyes RM, Field RJ, Körös E (1972) Oscillations in chemical systems. I. Detailed mechanism
in a system showing temporal oscillations. J Am Chem Soc 94(4):1394–1395

4. Field RJ, Körös E, Noyes RM (1972) Oscillations in chemical systems. II. Thorough anal-
ysis of temporal oscillation in the bromate-cerium-malonic acid system. J Am Chem Soc
94(25):8649–8664

5. Prigogine I, Glansdorff P (1971) Thermodynamic theory of structure, stability and fluctua-
tions. Wiley, New York

6. Scott SK (1993) Chemical chaos. Clarendon, Oxford
7. Rustici M, Branca M, Caravati C, Marchettini N (1996) Evidence of a chaotic transient in a

closed unstirred cerium catalyzed Belousov-Zhabotinsky system. Chem Phys Lett 263:429–
434

8. Rossi F, Budroni MA, Marchettini N, Cutietta L, Rustici M, Liveri MLT (2009) Chaotic
dynamics in an unstirred ferroin catalyzed Belousov–Zhabotinsky reaction. Chem Phys Lett
480:322–326

9. Wodlei F, Hristea MR (2011) Stirring effect on the Belousov Zhabotinsky reaction. In:
Thurner S, Szell M (eds) Book of abstracts ECCS’11, Vienna, p 136

10. Contribution to ECCS’11. http://www.ilsr.at/eccs11_stirring_effect.pdf

http://www.ilsr.at/eccs11_stirring_effect.pdf


Chapter 6
Size Distribution of Barchan Dunes
by a Cellular Dune Model

Atsunari Katsuki

Abstract Barchans, which are crescent sand dunes, are observed in desert and on
the surface of the Mars. They form barchan field through interaction such as col-
lision processes. In order to investigate dynamics of barchan field, we used cel-
lular dune model. The model includes only saltation and avalanche as the basic
sand transport processes. We succeed to reproduce a few hundred of barchans
in a numerical simulation. The size of barchans grows more and the number of
them is less. Also the size distribution has long-time tail like log-normal distribu-
tion.

Keywords Sand dune · Barchan

6.1 Introduction

Sand dunes are found in various places such as desert on the Earth and on the surface
of Mars. They are formed through interplay between sand and air flow. Morpholog-
ical shapes of dunes are determined by the directional variability of flow and the
amount of available sand on the ground [1]. In the case of the unidirectional wind
flow over a year and the insufficient amount of sand for covering the entire bedrock,
barchans are observed. The shape of a barchan is characterized by the two horns
that point downwind and the slip face among them [2, 3]. The slip face is a steeps
slope formed by an avalanche.

Its dynamics of dune geomorphology has studied by using both laboratory ex-
periments [4, 5] and numerical simulations[6–11]. Most of these researches mainly
focused on the morphology and interaction among a few number of barchans. On
the other hand, much more still about understanding of barchan field remains to be
done. Hastenrath [12] has reported from field measurements that size distribution of
dune has a Gaussian distribution. The amount of statistics is not sufficient. Hersen
et al. also has reported that size and spacing between barchans are well selected
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[13]. Duran et al. has measured the size distribution of barchan in some places [14].
They found a log-normal distribution of size of barchans. Thus we reproduce a lot
of barchans in a numerical field and investigate a size distribution.

6.2 Model

We introduce a numerical model of barchans. It is necessary to keep calculation
costs to a minimum in order to reproduce a lot of barchans. Since most of previous
dune models have performed on calculation for fluid flow and sand movement, it
takes high calculation costs. Thus we simplify these complicated processes down to
a few simple steps. Our model is basically a variant of cell models [7, 15] and takes
into account only saltation and avalanche as the element processes of a barchan. Al-
though this model has been simplified considerably, it can reproduce many realistic
features of dunes [11, 16].

The dune field is divided into square cells. Each cell represents an area of sandy
ground that is sufficiently larger than a sand grain. With regard to the basic con-
cept of a cell model, we do not consider a detailed structure inside the cell. A field
variable h(x, y, t) that expresses the local surface height is assigned to each cell; t
denotes discrete time step and spatial coordinates x and y denote the central position
of each cell in the flow direction and in the lateral direction, respectively. The edge
length of a cell is considered as a unit length. It should be noted that while x, y,
and t are discrete variables, h(x, y, t) assumes a continuous value.

Saltation is the transported process of sand grains by the flow. We model this
process by a simple transportation rule without considering fluid dynamical details.
The saltation length and saltation mass are denoted by LS and qS , respectively.
Here, the saltation mass is the volume of sand transferred from one cell to another.
Since the area of a cell is unity, qS represents the change in the height of a cell after
saltation. In each time step of the simulation, the saltation mass qS is shifted from a
cell (x, y) to the leeward cell (x+LS,y). We further assume that the saltation occurs
only on an upwind face. The saltation length Ls and the amount of transported sand
qS are modeled by the following rules,

LS = a + bh(x, y, t)− ch2(x, y, t), (6.1)

qS = d, (6.2)

where a = 1.0, b= 1.0, c= 0.01 and d = 0.1 are phenomenological parameters. In
form (6.1), the second term represents that sand are transported farther as the height
of sand surface at the take-off cell is higher. The last term is introduced for Ls to
saturate at a certain value. Equation (6.1) is used only in the range where LS is an
increasing function of h(x, y, t). The saltation mass qS is fixed as 0.1 for simplicity.
Avalanche is another process in which sand slides down the steepest slope when the
angle of the local slope exceeds the angle of repose. This procedure is repeated until
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Fig. 6.1 Size distribution of
barchan dunes (φ = 0.009).
The upwind area (area 1) and
the downwind area (area 4)
shows “plus” and “triangle”,
respectively

all the cells satisfy the stability condition. The angle of repose is fixed at 34◦ in the
present simulations.

6.3 Results and Discussion

We reproduced a few hundred of barchans by a numerical simulation using the above
model. The supplied sand from an upwind boundary has constant density φ. We
investigate about size distribution. The width as the size of the barchan is defined as
the distance between two horns. In the numerical field, there are some curious dune
like deformed barchans, temporarily. Since it is known that the width and the length
of barchan is proportional to height, we exclude the deformed barchans which is far
from the scaling 10 %.

In order to investigate time evolution of the size distribution with φ = 0.009, we
divides the numerical field to four parts and have studied size distribution in each
area (Fig. 6.1). Barchans are formed by self-organization. They are larger through
the barchans collisions and the supplied sand, decreasing the number density of
them. The large barchan is sometimes divided by collision with small barchan. In the
result, small barchans are observed around a large barchan and the size distribution
of all barchans in the downwind area become like log-normal distribution. This log-
normal distribution is consistent to field measurement by Duran et al. [14].

6.4 Conclusion

We reproduced the barchan field by a coarse-grained dune model, which has only
two processes, saltation and avalanche. Next we investigate time evolution of size
distribution of barchans. At the upwind area, small barchans emerge and become
larger through supplied sand and collision process. The large barchan is divided by
collision with small one and becomes smaller. In the result, the size distribution of
barchans is like log-normal distribution.
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Chapter 7
Experimental Study of Buoyancy-Driven
Instabilities Around Acid-Base Reaction Fronts

L. Lemaigre, L.A. Riolfo, and A. De Wit

Abstract The interplay between hydrodynamics and chemistry can give rise to
complex non linear dynamics. To study how a simple A + B → C reaction can
affect buoyancy-driven instabilities, we experimentally investigate convective flows
appearing at the miscible interface between a solution of a reactant A put on top of
a solution of another reactant B in the gravity field when a reaction takes place. The
main observation is that the symmetry of the hydrodynamic patterns is drastically
modified by the chemistry.

7.1 Introduction

The interplay between hydrodynamics and chemistry can give rise to complex non
linear dynamics [1]. For instance, when a hydrodynamic instability appears between
two reacting fluids, the flow will bring the reactants in contact and enhance the re-
action, which, in turn, will modify the concentrations and affect the flow. In order to
better understand the different mechanisms involved in such complex phenomena,
it is important to study simple model systems. To study how a simple A+B→ C
reaction can affect buoyancy-driven instabilities, we experimentally investigate con-
vective flows appearing at the miscible interface between a solution of a reactant A
put on top of a solution of another reactant B in the gravity field when a reaction
takes place.

Let us first review the instabilities taking place in non reactive systems. The con-
vective instabilities affecting a stratification of a fluid A on top of a miscible fluid
B in the gravity field are classified in three regimes [2]. The Rayleigh-Taylor (RT)
instability occurs when a denser fluid A is put in top of a less dense fluid B. The
interface deforms into rising and sinking “fingers” (Fig. 7.1(b)) hence also the name
“density fingering” sometimes attributed to this convective mode.

If ρA the density of fluid A is lower than ρB, the density of fluid B, i.e. if
we start from an initially statically stable stratification, instabilities can neverthe-
less occur because of differential diffusion effects. These can take place if DA and
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DB, the diffusion coefficients of A and B are sufficiently different i.e. if their ratio
δ =DB/DA �= 1. If δ > 1, the so-called double-diffusive (DD) instability (also com-
monly named “salt fingering” because of its genericity in ocean dynamics [3]) can
be triggered. In this case symmetric ascending and descending fingers also develop
across the initial contact line (Fig. 7.1(a)) [2, 4, 5].

In order to study how a chemical reaction can affect these hydrodynamic insta-
bilities, we have experimentally studied the dynamics obtained when the solutes
react according to a simple A+ B→ C reaction. The main observation is that the
symmetry of the hydrodynamic patterns is drastically modified by the chemistry.

The coupling between an acid-base reaction and buoyancy-driven instabilities
has been already partly characterized experimentally for immiscible fluids [6] in
a Hele-Shaw cell. This cell is analogous to a porous medium and can be approxi-
mated to a 2-dimensional system. The two reactant solutions are injected one on top
of the other inside a vertical Hele-Shaw cell in order to obtain a flat contact line.
As the cell is composed of two glass plates, the dynamics can easily be visualized
by shadowgraphy [7]. This optical technique allows to visualize the variations in
refractive index, which are in turn related to the composition of the fluid. It is par-
ticularly interesting to visualise colourless solutions. It has indeed been shown that
the presence of a colour indicator influences the dynamics [8, 9].

7.2 Results

In a first set of experiments, we start with less dense NaOH on top of a denser
solution of HCl (Fig. 7.1(c)). After an induction time of the order of the minute, fin-
gers start to rise from the initial contact line. These fingers merge, then move away
from each other and some new fingers appear. The influence of the concentration
has been investigated by varying the concentration of the base while keeping the
concentration of the acid constant. As the concentration of the base increases, the
fingers appear and grow faster, indicating that the system becomes more and more
unstable. This result has been confirmed by measuring the length of the fingers by
image processing.

As the acid diffuses faster than the base, we are here in the conditions to have a
double diffusive instability if there were no chemical reaction. Indeed, this type of
instability appears when the upper solute has a lower molecular diffusion coefficient
than the lower solute, the lower solution being the denser one [3]. In the non-reactive
case, fingers grow symmetrically above and under the contact line (Fig. 7.1(a)).
However, in the reactive case the fingers only develop on one side of the contact line.
The reaction thus breaks the symmetry of the double diffusive patterns (Compare
Figs. 7.1(a) and 7.1(c)).

This breaking of symmetry has also been observed in the case of a Rayleigh-
Taylor instability, i.e. when the overlying NaOH solution is denser. Again, a break-
ing of symmetry is observed (Fig. 7.1(d)). However, when the density of the over-
lying solution is even more increased, a symmetrical Rayleigh-Taylor is recovered.
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Fig. 7.1 Convective patterns
observed for: (a) non-reactive
double diffusion,
(b) non-reactive
Rayleigh-Taylor, (c) reactive
double diffusion, (d) reactive
Rayleigh-Taylor instabilities.
Field of view of each image
= 2.5 cm

It must be noted that double diffusion and Rayleigh-Taylor are not the only possi-
ble buoyancy-driven instabilities. When the overlying solute has a larger molecular
diffusion coefficient than the lower solute and the lower solution is denser, fingering
appears because of diffusive layer convection. The interplay between this instability
and the acid-base reaction involving NaOH and HCl has already been studied in the
literature [10–12]. A breaking of symmetry due to the chemical reaction has also
been observed in that case.

During this study, the convective patterns induced by the coupling between an
acid-base reaction and buoyancy-driven instabilities have been studied experimen-
tally. Future research will focus on performing linear stability analysis and non lin-
ear simulations of a related reaction-diffusion-convection model in order to study
the stability conditions as well as the nonlinear dynamics at longer times.
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Chapter 8
Dynamical Trap Effect in Virtual Stick
Balancing

Arkady Zgonnikov, Ihor Lubashevsky, and Maxim Mozgovoy

Abstract We present the experimental evidence of the dynamical traps model de-
scribing the human fuzzy rationality in the dynamical systems framework. The re-
sults of the experiments on virtual stick balancing are compared to the results of the
previous studies on the dynamical trap effect. According to the results obtained, we
suggest that the dynamical traps model actually captures certain essential features of
human fuzzy rationality and therefore may serve as an alternative to the traditional
notion of stable equilibrium in describing the behavior of human as an element of
complex social systems.

Keywords Mathematical modeling · Emergence mechanism · Human fuzzy
rationality · Dynamical traps

8.1 Introduction

Wide variety of physical formalism and notions have been used recently in describ-
ing social systems and behavior of human as a part of such systems (e.g., see [1, 2]).
Particularly, the basic concepts of Newtonian mechanics are commonly applied in
the modeling of traffic flow and motion of groups of animals (fish schools, bird
flocks, etc.) [3]. The notions of master equation and Hamiltonian as an energy func-
tion were used in the theory of opinion dynamics and the dynamics of culture and
language (e.g., [4]). Among other concepts of physics that are widely used in so-
cial systems analysis are fluid dynamics, Ginsburg-Landau equations and reaction-
diffusion systems (e.g., [5]).

Despite aforementioned advances, one can still note that the mathematical theory
of human behavior in social systems is far from being developed well. Apparently,
inanimate objects under consideration of Newtonian physics differ substantially in
its nature from animate beings, since such features as motivation, morale, mem-
ory, learning, etc. are inapplicable to the former. So we may assume that the corre-
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sponding mathematical formalism still should be developed in the domain of social
systems in addition to the existing notions derived from the physical ones.

One of such notions widely met throughout probably all branches of physics is a
fixed-point attractor, or stable equilibrium point; it is also commonly used in social
psychology [6] as like as the notions of periodic attractor and latent attractor. Nev-
ertheless, social objects and systems in the real world demonstrate anomalous dy-
namics and irregular behavior which often cannot be reduced to established patterns
like equilibrium points or limit cycles. The development of individual, specialized
notions accounting for the peculiarities of human beings may enable us to better
describe and understand complex social systems involving human as a key element.

Let us consider a hypothetical dynamical system controlled by the operator
whose purpose is to stabilize the system near an equilibrium point. We assume that
the operator does not react on the small deviations from this equilibrium, though
these variations are clearly recognized by her perception. In other words, the opera-
tor is comfortable with the deviations of a small magnitude. Thus, until the variation
becomes large enough, the operator prefers not to intervene the system dynamics.
Therefore, any point from a certain neighborhood of the equilibrium one is treated
equally by the operator. This assumption is in fact due to the phenomenon of hu-
man fuzzy rationality [7]. In the present paper we discuss the notion of dynamical
traps which was previously introduced in order to mimic this feature of the bounded
capacity of human cognition [8]. Considering the series of virtual experiments we
discover the evidence of the dynamical trap effect presence in the human behavior
during the stick balancing process. The results obtained may be treated as a step to-
wards understanding the nature of various anomalous phenomena caused by human
imperfect rationality in complex social systems.

Dynamical Traps In order to illustrate the dynamical traps concept, let us assume
that considered hypothetical dynamical system is described by the following equa-
tions

ẋ = y,
ẏ =Ω(x,y)F (x, y)+ ξ(t), (8.1)

and has an equilibrium in the origin of coordinates (0,0). HereΩ(x,y) stands for the
dynamical trap effect, F(x, y) is the sum of the regular forces (implicitly including
human control) and ξ(t) is the random factor. Ω(x,y) could be defined as follows

Ω(x,y)≈ 0 if (x, y) ∈Qtr,

Ω(x, y)= 1 otherwise,

where Qtr is a certain vicinity of the equilibrium point.
In order to explain the meaning of cofactor Ω(x,y) we consider the behav-

ior of the operator who is approaching the desired phase space position (x = 0,
y = 0). Let us assume that if the current position is far from the origin, the operator
perfectly follows the optimal control strategy. If the current position is recognized
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Fig. 8.1 The structure of
phase space of system (8.1)

by the operator as “good enough” ((x, y) ∈Qtr , i.e. it may not be strictly optimal)
due to her fuzzy rationality, she halts active control over the system so that system
dynamics is stagnated in certain vicinity of the desired position. Therefore, Qtr is
called the region of dynamical traps. The structure of the described system phase
space is presented on Fig. 8.1.

The investigation of the dynamical traps model was originally inspired by a class
of intrinsic cooperative phenomena found in the dynamics of vehicle ensembles on
highways [9]; later it was shown that the dynamical trap effect could cause emergent
phenomena in the chain of oscillators mimicking the interaction of motivated objects
[8, 10]. Among other results obtained in [10], it was demonstrated numerically that
the “motivated” oscillator from the particle chain under the presence of dynamical
trap forms the specific phase space trajectories (see Fig. 8.2). The phase variables
distributions were shown to take non-Gaussian forms. The reviewed results demon-
strate that the dynamical trap effect could be responsible for establishing of complex
patterns of the system motion near the equilibrium point.

Inspite of these achievements up to now there were no experimental evidences of
the dynamical trap effect existence in the real world. The purpose of the current work
is to provide an experimental background to the theoretical framework developed
earlier by comparing the results of previous studies on the dynamical trap effect and
the results of the series of experiments aimed at elucidation of some characteristics
of human fuzzy rationality in stick balancing task.

In order to exemplify theoretical studies on the dynamical trap effect we con-
sider the process of the inverted pendulum balancing by human. The task of dy-
namic stick balancing has been investigated widely from various perspectives; stud-
ies on both real-world and virtual experiments are available (see, e.g., [11, 12]).
However, attention is mainly paid to the in-depth understanding of the mechani-
cal and psychomotor aspects of the human control, while we aim to provide an
experimental background to the simple model of human cognition which may be
useful in the modeling of complex systems where human decisions play crucial
role.



46 A. Zgonnikov et al.

F
ig

.8
.2

Ph
as

e
va

ri
ab

le
s

de
ns

ity
fu

nc
tio

ns
an

d
ph

as
e

tr
aj

ec
to

ri
es

of
a

si
ng

le
pa

rt
ic

le
fr

om
th

e
en

se
m

bl
e

of
in

te
ra

ct
in

g
m

ot
iv

at
ed

pa
rt

ic
le

s
go

ve
rn

ed
by

fu
zz

y
ra

tio
na

lit
y

[1
0]

.T
he

to
p

th
re

e
di

ag
ra

m
s

co
rr

es
po

nd
to

th
e

ca
se

of
th

e
si

ng
le

m
ov

in
g

pa
rt

ic
le

os
ci

lla
tin

g
be

tw
ee

n
tw

o
fix

ed
ne

ig
hb

or
s.

O
n

th
e

de
ns

ity
di

ag
ra

m
s

so
li

d
li

ne
s

co
rr

es
po

nd
to

th
e

ca
se

of
st

ro
ng

dy
na

m
ic

al
tr

ap
ef

fe
ct

an
d

do
tt

ed
li

ne
s

m
at

ch
th

e
ab

se
nc

e
of

dy
na

m
ic

al
tr

ap
.

Fo
ur

bo
tt

om
di

ag
ra

m
s

de
pi

ct
ph

as
e

po
rt

ra
its

an
d

de
ns

ity
fu

nc
tio

ns
of

th
e

pa
rt

ic
le

in
th

e
m

id
dl

e
of

10
00

-p
ar

tic
le

ch
ai

n
w

ith
lo

w
(l

ab
el

1)
an

d
hi

gh
(l

ab
el

2)
de

ns
ity

of
pa

rt
ic

le
s



8 Dynamical Trap Effect in Virtual Stick Balancing 47

8.2 Virtual Experiments

In present work we focus on the computer-based simulation of two-dimensional in-
verted pendulum motion in viscous environment. Real-world motion capture-based
stick balancing experiments were also held, as well as virtual experiments simulat-
ing stick balancing in non-viscous environment. Preliminary analysis of the exper-
imental data demonstrated that the corresponding dynamical systems exhibit more
complex behavior than the system currently under consideration due to the increased
number of phase space variables. Therefore its detailed analysis requires an individ-
ual study and does not fall under the scope of present work.

The mechanical system under consideration is described by the following dimen-
sionless mathematical model:

τ θ̇ = sin θ −Aυ(t) cos θ. (8.2)

Here phase space variable θ is the angle between the stick and the vertical axis, τ
is a time scale parameter characterizing the operator perception and the right-hand
part of the equation represents the sum of friction and gravity force moments. υ(t)
stands for the velocity of platform motion which is actually the control parameter
affected by system operator while A is constant amplifying coefficient of control
effort.

It is notable that the phase space of system (8.2) should comprise not only angle
θ but also its derivative θ̇ . This assumption is due to the fact that the operator con-
trolling the system evidently perceive the angular velocity of the stick and regulates
the value of control effort υ(t) based on the current values of both factors. Hence,
the system dynamics is determined not only by the stick angle but by the angular
velocity as well. The similar approach of the phase space extension was previously
proposed in the studies on the car following theory [9] where “position-velocity”
phase space was extended by the acceleration as the third independent phase vari-
able.

We developed a simple tool that implements the model described above. The
operator has to maintain the angle between the virtual stick and the vertical axis near
unstable equilibrium position θeq = 0 by moving the platform via computer mouse.
The total number of subjects participating in the experiment was 12, including both
male and female students and professors of different nationalities. Therefore, we
achieved participants diversity in nationality, gender and age in order to make the
experimental group more or less representative.

A few sessions of the experiments were held. During each session subjects had
to control virtual inverted pendulum for the time period of 5 to 20 minutes after
5-minutes adaptation period. To prevent the fatigue effect, sessions were held on the
different days. For each participant we have acquired at least three sets of data for
various durations of control process.

The numerical data captured from each subject was analyzed separately. It was
found that after a short period of adaptation each participant mainly starts to follow
the simple strategy of system control:
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Fig. 8.3 Phase portrait and phase variables distribution (normalized) of the virtual inverted pen-
dulum motion in viscous environment under the control of male student during the time interval of
5 minutes, τ = 0.3,A= 0.5. The distribution of the angular velocity is represented in logarithmic
scale

– wait until the angle or angular velocity of the stick exceeds certain threshold;
– correct the platform position so that the angular velocity is damped and the stick

position is approximately vertical and so on.

From each raw data set obtained we extracted the data required to visualize the
phase space trajectories of the inverted pendulum motion in “angle-angular veloc-
ity” phase space. It was discovered that the phase portraits of the system under
human control are extremely similar in their basic properties for all participants and
for any considered process duration. It is notable that though the average magnitude
of deviation from the equilibrium and the average time of continuous balancing vary
from one subject to another, the structure of phase portrait is stable within the whole
group, as like as the probability distribution functions of the phase space variables
θ and ω = θ̇ . Figure 8.3 represents the typical system motion trajectory and corre-
sponding distribution functions.

8.3 Discussion

Surprisingly, the structure of the phase trajectory produced by the virtual stick under
human control is quite similar to the ones of a single oscillator from the particle
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ensemble studied in [10] (see Fig. 8.2). The certain dissimilarity of the trajectories
in the neighborhood of the equilibrium points is probably due to the fact that these
equilibria are of different nature; the oscillators in the chain are artificially exposed
to the external white noise disturbance, while the virtual stick is itself unstable at
θ = 0.

This comparison may lead us to the assumption that human behavior during the
process of two-dimensional inverted pendulum balancing is in some sense analo-
gous to the behavior of the particle balancing its position between two neighbors
described by the dynamical trap model. Furthermore, the analysis of the system
(8.2) phase variables distributions revealed that the probability density functions for
both variables have anomalous bimodal form (see Fig. 8.3), as like as the corre-
sponding functions (Fig. 8.2) found during the analysis of the system of interacting
oscillators in [10]. Besides, the form of the angular velocity distribution found is
like cusp ∝ exp(−|ω|), which again is anomalous and highly analogous to the re-
sults of the previous studies on the dynamical trap effect. All these facts could be
considered as the first experimental evidence of the dynamical trap existence in the
real world.

We may therefore expect that the bounded capacity of human cognition could be
described by the proposed dynamical trap model, which in turn could be used for
modeling of wide variety of complex systems comprising large numbers of inter-
acting human beings. Moreover, one may even speculate that the results obtained
give evidence to the fact that the standard notion of fixed-point attractor may not be
applicable in dynamical systems where human role is crucial due to the phenomena
of fuzzy rationality.

Acknowledgements The work was supported in part by the JSPS “Grants-in-Aid for Scientific
Research” Program, Grant no. 245404100001.
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Chapter 9
Bounded Capacity of Human Cognition
as a New Mechanism of Instability in Dynamical
Systems

Ihor Lubashevsky

Abstract A new emergence mechanism related to the bounded capacity of human
cognition is considered. It assumes that individuals (operators) governing the dy-
namics of a certain system try to follow an optimal strategy in controlling its motion
but fail to do this perfectly because similar strategies are indistinguishable for them.
The main attention is focused on the systems where the optimal dynamics implies
the stability of a certain equilibrium point in the corresponding phase space. In such
systems the bounded capacity of human cognition gives rise to some neighborhood
of the equilibrium point, the region of dynamical traps, wherein each point is re-
garded as an equilibrium one by the operators. So when a system enters this region
and while it is located in it, maybe for a long time, the operator control is suspended.
The present work draws on the results obtained previously as well as new ones and
is mainly aimed at elucidating the basic principles in constructing a mathematical
formalism describing this human feature. In particular, it is demonstrated that oscil-
lator with dynamical traps can be derived within rather general assumptions about
human behavior.

In the present extended description the main attention is focused on the reasons
and motives for developing the concept of dynamical traps.

Keywords Bounded capacity · Human cognition · Dynamical traps · Instability ·
Emergence

9.1 Introduction

During the last decades there has been a great deal of modeling social systems and
behavior of humans as a part of such systems using physical formalism (for a re-
view see, e.g., articles of Encyclopedia [1]). In particular, the basic concepts of
Newtonian mechanics are commonly applied to modeling traffic flow, motion of
pedestrians, groups of animals (fish schools, bird flocks, etc.) (e.g., Refs. [2–4]), the
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phenomenological theory of phase transitions was used to mimic jam formation in
congested traffic [5], animal forging was imitated by random walks (for a review
see Ref. [6]), probabilistic formalism of statistical physics was demonstrated to be
useful in describing opinion dynamics, the dynamics of culture and language (e.g.,
Refs. [7–9]). The Lotka-Volterra model and the reaction-diffusion systems found
their applications in stock market, income distribution, and population dynamics
[10], the replicator equations were employed to simulate the moral dynamics [11].

One of basic notions concerned with directly in the present work and widely met
throughout probably all the branches of physics is the stationary point, the system
dynamics in the vicinity, and emergent phenomena occurring via its instability. The
notion of a fixed-point attractor as a stable stationary point in the system dynamics
that corresponds to some local minimum in a certain potential relief is widely met
in social psychology [12]. The latter is extended even to collections of such fixed
point attractors forming a basin. Besides, social psychology uses the notion of latent
attractors, periodic attractors representing limit cycles, and deterministic chaos. In
addition, the concept of synchronization of interacting oscillators was used to model
social coordination [13].

In spite of these achievements we have to note that the mathematical theory of
social systems is currently at its initial stage of development. Indeed, animate be-
ings and objects of the inanimate world are highly different in their basic features,
in particular, such notions as willingness, learning, prediction, motives for action,
moral norms, personal and cultural values are just inapplicable to inanimate ob-
jects. This enables us to pose a question as to what individual physical notions and
mathematical formalism should be developed to describe social systems in addi-
tion to the available ones inherited from modern physics. For example, Kerner’s
hypothesis about the continuous multitude of metastable states representing the syn-
chronized phase of traffic flow, on one hand, stimulated developing the three-phase
traffic model explaining a number of observed phenomena in congested traffic flow
[14, 15]. On the other hand, a microscopic mechanism enabling the coexistence of
many different metastable states actually at the same point of the corresponding
phase space is up to now a challenging problem.

Previously the concept of dynamical traps was introduced to describe the
bounded capacity of human cognition in evaluating events, actions, etc. according
to their preference and its effects in governing a certain system or entity [16–18],
which was partly stimulated by studying the car following dynamics for bounded
rational drivers [19, 20]. When, for example, two actions are close to each other
in quality from the standpoint of a person (operator) making a decision their choice
may be random because he ought to consider them equivalent. The notion of dynam-
ical traps accounts for this feature. In particular, dealing with a dynamical system
in the phase space Rxy its stationary point {x = 0, y = 0} being initially stable is
replaced by a certain neighborhood Qtr called the dynamical trap region such that
when the system goes into Qtr its dynamics is stagnated. This mimics vain actions
of an operator in directing the system motion towards the point {0,0} precisely. In-
deed, when the system under the operator control gets any point in Qtr the operator
may consider the current situation perfect because he just does not “see” the point
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{0,0} and until the system leaves Qtr he has no reason to keep the control active.
Broadly speaking, it is an alternative to the notion of stationary point in dynami-
cal systems [18]. We note that a concept of dynamical traps but of different nature
is met in theory of relaxation oscillations [21] and Hamiltonian systems (see, e.g.,
Ref. [22]).

9.2 Dynamical Trap Model

The present work is devoted to the general principles in constructing the governing
equations allowing for dynamical traps caused by human properties. By way of
example, at the starting point of theory development it is assumed that if the operator
was able to govern the system perfectly following a certain optimal strategy then its
dynamics would be described by the coupled equations

τ
dx

dt
= Fx(x, y), τ

dy

dt
= Fy(x, y). (9.1)

Here τ is a time scale characterizing the operator perception delay, the “forces”
Fx(x, y) and Fy(x, y) are determined by both the physical regularities of the sys-
tem mechanics and the active behavior of the operator in controlling the system
motion. The origin {0,0} of the coordinate frame is placed at the equilibrium point
of system (9.1), i.e., the equalities

Fx |x=0
y=0

= 0, Fy |x=0
y=0

= 0 (9.2)

are assumed to hold. In this context the perfect rationality of the operator means his
ability to locate precisely the current position of the system on the phase plane Rxy ,
to predict strictly its further motion, and, then, to correct the current motion con-
tinuously. Exactly in this case it is possible to consider that the operator orders the
strategies of behavior according to their preference and then chooses the optimal
one. As a result the equilibrium point {0,0} must be stable when the aim of operator
actions is to keep the system in close vicinity to this point (Fig. 9.1(b)).

The motion of the given system has been presumed to be a cumulative effect
of the physical regularities and the operator actions. The notion of dynamical trap
kernel implements this feature. Namely, the operator is considered to be able to
halt the system motion at a certain multitude L of points in the phase space Rxy

to be called the locus of partial equilibrium Lpe if after getting any point of Lpe

the system will stay at it without furthers actions of the operator. In this case the
system motion along Lpe is due to random factors or the operator action. If after the
operator suspending his control over the system its dynamics becomes unstable with
a relatively small increment, the multitude L is called the unstable kernel Luk. The
two cases differ from each other only in the mechanism forcing the system to leave
the dynamical trap region Qtr . In the former case it is random or uncontrollable
motion of the system in the phase space Rxy (Fig. 9.1(c)), in the latter case it is
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Fig. 9.1 The structure of the phase space Rxy of the system under consideration (a); a schematic
illustration of its dynamics near the stable equilibrium point {0,0} in the cases of the perfect ra-
tionality (b), and illustration of system trajectories in the case of dynamical traps with a partial
equilibrium locus (c) and a unstable kernel (d)

the weak system instability without the operator control (Fig. 9.1(d)). The given
coordinate frame is chosen so that the partial equilibrium locus Lpe be tangent to the
x-axis at the origin or the unstable kernel Luk correspond to small variations in y.
The system motion outside Qtr is governed by the active behavior of the operator
and the physical regularities. The points where the operator control is suspended or
resumed are called the action points and treated as random events. In the given work
the continuous approximation of action points is used within which the transition
from active to passive behavior of the operator is mimicked by introducing noise
ξ(t) with amplitude ε and the factor

Ω(x,y)= �
2 + (x/θx)2 + (y/θy)2

1+ (x/θx)2 + (y/θy)2 (9.3)

such that in the region Qtr it takes small value �2 � 1 whereas outside Qtr it is
about unity. The thresholds θx and θy determine the dimensions of the region Qtr ,
namely, Qtr = |x|� θx and |y|� θy .

Considering, for example, systems with partial equilibrium locus the following
model called the oscillator with dynamical traps

ẍ =−Ω(ẋ)[x + σ ẋ] + εξ(t). (9.4)
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is derived under rather general assumptions. Here the cofactor Ω(ẋ)

Ω(ẋ)= �
2 + (ẋ)2

1+ (ẋ)2 , (9.5)

describes the dynamical trap effect and σ can be treated as a certain viscous friction.
Using model (9.4) it is demonstrated that dynamical traps can cause this oscillator
to undergo non-equilibrium phase transitions of a new type where noise plays a con-
structive role whereas the regular “force” does not exhibit a change in its structure
similar to the bifurcation of stationary points. In addition, the work briefly presents
available experimental evidence of the dynamical traps obtained in balancing a vir-
tual pole with strong friction.

Then the model of one oscillator with dynamical traps is generalized to a chain of
such oscillators to analyze the emergent cooperative phenomena. It is demonstrated
that due to the dynamical trap effect complex spatial-temporal patterns can arise, the
distribution functions of the particle velocities and positions take anomalous forms
with heavy tails and several scales, and it is possible to introduce the notion of dy-
namical phases which are treated as individual entities arising via self-organization.
Special attention is paid to the systems with complex dynamics without noise. In
this case a particle can leave the dynamical trap region only because of the mis-
match between the operator actions. Besides, a sequence of phase transitions with
anomalous properties caused by weak noise is discussed in brief.

9.3 Conclusion

The obtained results enable us to state that the bounded capacity of human cognition
in ordering, e.g., events or actions can be regarded as a new mechanism of complex
emergent phenomena in systems where human factor plays a crucial role. The math-
ematical formalism required for the description of this effect draws on the concept
of dynamical traps being a certain alternative to the notion of stationary points in
dynamical systems. It should pointed out that the dynamical trap effect can cause
the system instability giving rise to emergent phenomena even in the case when the
initial stationary point was stable.
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Chapter 10
Complex Systems with Trivial Dynamics

Ricardo López-Ruiz

Abstract In this communication, complex systems with a near trivial dynamics are
addressed. First, under the hypothesis of equiprobability in the asymptotic equi-
librium, it is shown that the (hyper) planar geometry of an N -dimensional multi-
agent economic system implies the exponential (Boltzmann-Gibss) wealth distri-
bution and that the spherical geometry of a gas of particles implies the Gaussian
(Maxwellian) distribution of velocities. Moreover, two non-linear models are pro-
posed to explain the decay of these statistical systems from an out-of-equilibrium
situation toward their asymptotic equilibrium states.

Keywords Statistical models · Equilibrium distributions · Decay toward
equilibrium · Nonlinear models

10.1 Introduction

In this paper, different classical results [1–4] are recalled. They are obtained from a
geometrical interpretation of different multi-agent systems evolving in phase space
under the hypothesis of equiprobability [5, 6]. Two nonlinear models that explain
the decay of these statistical systems to their asymptotic equilibrium states are also
collected [7, 8].

We sketch in Sect. 10.2 the derivation of the Boltzmann-Gibbs (exponen-
tial) distribution [6] by means of the geometrical properties of the volume of an
N -dimensional pyramid. The same result is obtained when the calculation is per-
formed over the surface of a suchN -dimensional body. In both cases, the motivation
is a multi-agent economic system with an open or closed economy, respectively.

Also, a continuous version of an homogeneous economic gas-like model [7] is
given in the Sect. 10.2. This model explains the appearance, independently of the
initial wealth distribution given to the system, of the exponential (Boltzmann-Gibbs)

R. López-Ruiz (B)
Dept. of Computer Science, Faculty of Science and Bifi, Universidad de Zaragoza,
50009 Zaragoza, Spain
e-mail: rilopez@unizar.es

T. Gilbert et al. (eds.), Proceedings of the European Conference on Complex Systems
2012, Springer Proceedings in Complexity, DOI 10.1007/978-3-319-00395-5_10,
© Springer International Publishing Switzerland 2013

57

mailto:rilopez@unizar.es
http://dx.doi.org/10.1007/978-3-319-00395-5_10


58 R. López-Ruiz

distribution as the asymptotic equilibrium in random markets, and in general in
many other natural phenomena with the same type of interactions.

The Maxwellian (Gaussian) distribution is derived in Sect. 10.3 from geometrical
arguments over the volume or the surface of an N -sphere [5]. Here, the motivation
is a multi-particle gas system in contact with a heat reservoir (non-isolated or open
system) or with a fixed energy (isolated or closed system), respectively.

The ubiquity of the Maxwellian velocity distribution in ideal gases is also ex-
plained in the Sect. 10.3 with a nonlinear mapping acting in the space of velocity
distributions [8]. This mapping is an operator that gives account of the decay of any
initial velocity distribution toward the Gaussian (Maxwellian) distribution.

Last section contains the conclusions.

10.2 Systems Showing the Boltzmann-Gibbs Distribution

10.2.1 Multi-agent Economic Open Systems

Here we assume N agents, each one with coordinate xi , i = 1, . . . ,N , with xi ≥ 0
representing the wealth or money of the agent i, and a total available amount of
money E:

x1 + x2 + · · · + xN−1 + xN ≤E. (10.1)

Under random or deterministic evolution rules for the exchanging of money among
agents, let us suppose that this system evolves in the interior of the N -dimensional
pyramid given by Eq. (10.1). The role of a heat reservoir, that in this model supplies
money instead of energy, could be played by the state or by the bank system in west-
ern societies. The formula for the volume VN(E) of an equilateral N -dimensional
pyramid formed by N + 1 vertices linked by N perpendicular sides of length E is

VN(E)= E
N

N ! . (10.2)

We suppose that each point on the N -dimensional pyramid is equiprobable, then
the probability f (xi)dxi of finding the agent i with money xi is proportional to the
volume formed by all the points into the (N − 1)-dimensional pyramid having the
ith-coordinate equal to xi . Then, it can be shown that the Boltzmann factor (or the
Maxwell-Boltzmann distribution), f (xi), is given by

f (xi)= VN−1(E − xi)
VN(E)

, (10.3)

that verifies the normalization condition
∫ E

0
f (xi)dxi = 1. (10.4)
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The final form of f (x), in the asymptotic regime N→∞ (which implies E→∞)
and taking the mean wealth ε =E/N , is:

f (x)dx = 1

ε
e−x/εdx, (10.5)

where the index i has been removed because the distribution is the same for each
agent, and thus the wealth distribution can be obtained by averaging over all the
agents. This distribution has been found to fit the real distribution of incomes in
western societies [9, 10].

10.2.2 Multi-agent Economic Closed Systems

We derive now the Boltzmann-Gibbs distribution by considering the system in iso-
lation, that is, a closed economy. Without loss of generality, let us assume N in-
teracting economic agents, each one with coordinate xi , i = 1, . . . ,N , with xi ≥ 0,
and where xi represents an amount of money. If we suppose that the total amount of
money E is conserved,

x1 + x2 + · · · + xN−1 + xN =E, (10.6)

then this isolated system evolves on the positive part of an equilateralN -hyperplane.
The surface area SN(E) of an equilateral N -hyperplane of side E is given by

SN(E)=
√
N

(N − 1)!E
N−1. (10.7)

If the ergodic hypothesis is assumed, each point on the N -hyperplane is equiprob-
able. Then the probability f (xi)dxi of finding agent i with money xi is propor-
tional to the surface area formed by all the points on the N -hyperplane having
the ith-coordinate equal to xi . It can be shown that f (xi) is the Boltzmann factor
(Boltzmann-Gibbs distribution), with the normalization condition (10.4). It takes the
form,

f (xi)= 1

SN(E)

SN−1(E − xi)
sin θN

, (10.8)

where the coordinate θN satisfies sin θN =
√
N−1
N

. After some calculation the Boltz-
mann distribution is newly recovered:

f (x)dx = 1

kτ
e−x/kτ dx, (10.9)

with ε = kτ , being k the Boltzmann constant and τ the temperature of the statistical
system.
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10.2.3 The Continuous Economic Gas-Like Model

We consider an ensemble of economic agents trading with money in a random man-
ner [9, 10]. This is one of the simplest gas-like models, in which an initial amount
of money is given to each agent, let us suppose the same to each one. Then, pairs of
agents are randomly chosen and they exchange their money also in a random way.
When the gas evolves under these conditions, the exponential distribution appears
as the asymptotic wealth distribution. In this model, the microdynamics is conserva-
tive because the local interactions conserve the money. Hence, the macrodynamics
is also conservative and the total amount of money is constant in time.

The discrete version of this model is as follows [9, 10]. The trading rules for each
interacting pair (mi,mj ) of the ensemble of N economic agents can be written as

m′i = σ(mi +mj),
m′j = (1− σ)(mi +mj), (10.10)

i, j = 1 . . .N,

where σ is a random number in the interval (0,1). The agents (i, j) are randomly
chosen. Their initial money (mi,mj ), at time t , is transformed after the interaction
in (m′i ,m′j ) at time t+1. The asymptotic distribution pf (m), obtained by numerical
simulations, is the exponential (Boltzmann-Gibbs) distribution,

pf (m)= β exp(−βm), with β = 1/〈m〉gas, (10.11)

where pf (m)dm denotes the PDF (probability density function), i.e. the probability
of finding an agent with money (or energy in a gas system) between m and m +
dm. Evidently, this PDF is normalized, ‖pf ‖ =

∫∞
0 pf (m)dm= 1. The mean value

of the wealth, 〈m〉gas, can be easily calculated directly from the gas by 〈m〉gas =∑
i mi/N .
The continuous version of this model [11] considers the evolution of an initial

wealth distribution p0(m) at each time step n under the action of an operator T .
Thus, the system evolves from time n to time n + 1 to asymptotically reach the
equilibrium distribution pf (m), i.e.

lim
n→∞T

n
(
p0(m)

)→ pf (m). (10.12)

In this particular case, pf (m) is the exponential distribution with the same average
value 〈pf 〉 than the initial one 〈p0〉, due to the local and total richness conservation.

The derivation of the operator T is as follows [11]. Suppose that pn is the wealth
distribution in the ensemble at time n. The probability to have a quantity of money
x at time n+ 1 will be the sum of the probabilities of all those pairs of agents (u, v)
able to produce the quantity x after their interaction, that is, all the pairs verifying
u+ v > x. Thus, the probability that two of these agents with money (u, v) interact
between them is pn(u) ∗ pn(v). Their exchange is totally random and then they can
give rise with equal probability to any value x comprised in the interval (0, u+ v).
Therefore, the probability to obtain a particular x (with x < u+v) for the interacting
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pair (u, v) will be pn(u) ∗ pn(v)/(u + v). Then, T has the form of a nonlinear
integral operator,

pn+1(x)= Tpn(x)=
∫ ∫

u+v>x
pn(u)pn(v)

u+ v dudv. (10.13)

If we suppose T acting in the PDFs space, it has been proved [7] that T conserves
the mean wealth of the system, 〈Tp〉 = 〈p〉. It also conserves the norm (‖ · ‖), i.e.
T maintains the total number of agents of the system, ‖Tp‖ = ‖p‖ = 1, that by
extension implies the conservation of the total richness of the system. We have also
shown that the exponential distribution pf (x) with the right average value is the
only steady state of T , i.e. Tpf = pf . Computations also seem to suggest that other
high period orbits do not exist. In consequence, it can be argued that the relation
(10.12) is true. This decaying behavior toward the exponential distribution is essen-
tially maintained in the extension of this model for more general random markets.

10.3 Systems Showing the Maxwellian Distribution

10.3.1 Multi-particle Open Systems

Let us suppose a one-dimensional ideal gas of N non-identical classical particles
with masses mi , with i = 1, . . . ,N , and total maximum energy E. If particle i has a
momentum mivi , we define a kinetic energy:

Ki ≡ p2
i ≡

1

2
miv

2
i , (10.14)

where pi is the square root of the kinetic energy Ki . If the total maximum energy is
defined as E ≡R2, we have

p2
1 + p2

2 + · · · + p2
N−1 + p2

N ≤R2. (10.15)

We see that the system has accessible states with different energy, which can be
supplied by a heat reservoir. These states are all those enclosed into the volume
of the N -sphere given by Eq. (10.15). The formula for the volume VN(R) of an
N -sphere of radius R is

VN(R)= π
N
2

Γ (N2 + 1)
RN, (10.16)

where Γ (·) is the gamma function. If we suppose that each point into the N -sphere
is equiprobable, then the probability f (pi)dpi of finding the particle i with coor-
dinate pi (energy p2

i ) is proportional to the volume formed by all the points on the
N -sphere having the ith-coordinate equal to pi . It can be shown that

f (pi)=
VN−1

(√
R2 − p2

i

)

VN(R)
, (10.17)
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which is normalized,
∫ R
−R f (pi)dpi = 1. The Maxwellian distribution is obtained in

the asymptotic regime N→∞ (which implies E→∞):

f (p)dp =
√

1

2πε
e−p2/2εdp, (10.18)

with ε = E/N being the mean energy per particle and where the index i has been
removed because the distribution is the same for each particle. Then the equilibrium
velocity distribution can also be obtained by averaging over all the particles.

10.3.2 Multi-particle Closed Systems

We start by assuming a one-dimensional ideal gas of N non-identical classical par-
ticles with masses mi , with i = 1, . . . ,N , and total energy E. If particle i has a
momentum mivi , newly we define a kinetic energy Ki given by Eq. (10.14), where
pi is the square root of Ki . If the total energy is defined as E ≡R2, we have

p2
1 + p2

2 + · · · + p2
N−1 + p2

N =R2. (10.19)

We see that the isolated system evolves on the surface of an N -sphere. The formula
for the surface area SN(R) of an N -sphere of radius R is

SN(R)= 2π
N
2

Γ (N2 )
RN−1, (10.20)

where Γ (·) is the gamma function. If the ergodic hypothesis is assumed, that is, each
point on the N -sphere is equiprobable, then the probability f (pi)dpi of finding the
particle i with coordinate pi (energy p2

i ) is proportional to the surface area formed
by all the points on the N -sphere having the ith-coordinate equal to pi . It can be
shown that

f (pi)= 1

SN(R)

SN−1(

√
R2 − p2

i )

(1− p2
i

R2 )
1/2

, (10.21)

which is normalized. Replacing p2 by 1
2mv

2, f (p) takes the following form g(v)

in the asymptotic limit N→∞,

g(v)dv =
√

m

2πkτ
e−mv2/2kτ dv. (10.22)

This is the typical form of the Maxwellian distribution, with ε = kτ/2 given by the
equipartition theorem.



10 Complex Systems with Trivial Dynamics 63

10.3.3 The Continuous Model for Ideal Gases

Here, as we have done in the anterior case of economic systems, we present a new
model to explain the Maxwellian distribution as a limit point in the space of velocity
distributions for a gas system evolving from any initial condition [8].

Consider an ideal gas with particles of unity mass in the three-dimensional (3D)
space. As long as there is not a privileged direction in the equilibrium, we can take
any direction in the space and study the discrete time evolution of the velocity dis-
tribution in that direction. Let us call this direction U . We can complete a Cartesian
system with two additional orthogonal directions V,W . If pn(u)du represents the
probability of finding a particle of the gas with velocity component in the direction
U comprised between u and u+ du at time n, then the probability to have at this
time n a particle with a 3D velocity (u, v,w) will be pn(u)pn(v)pn(w).

The particles of the gas collide between them, and after a number of interactions
of the order of system size, a new velocity distribution is attained at time n+1. Con-
cerning the interaction of particles with the bulk of the gas, we make two simplistic
and realistic assumptions in order to obtain the probability of having a velocity x in
the direction U at time n+ 1: (1) Only those particles with an energy bigger than x2

at time n can contribute to this velocity x in the directionU , that is, all those particles
whose velocities (u, v,w) verify u2+v2+w2 ≥ x2; (2) The new velocities after col-
lisions are equally distributed in their permitted ranges, that is, particles with veloc-
ity (u, v,w) can generate maximal velocities ±Umax =±

√
u2 + v2 +w2, then the

allowed range of velocities [−Umax,Umax] measures 2|Umax|, and the contributing
probability of these particles to the velocity x will be pn(u)pn(v)pn(w)/(2|Umax|).
Taking all together we finally get the expression for the evolution operator T . This
is:

pn+1(x)= Tpn(x)=
∫ ∫ ∫

u2+v2+w2≥x2

pn(u)pn(v)pn(w)

2
√
u2 + v2 +w2

dudvdw. (10.23)

Let us remark that we have not made any supposition about the type of inter-
actions or collisions between the particles and, in some way, the equivalent of the
Boltzmann hypothesis of molecular chaos [12] would be the two simplistic assump-
tions we have stated on the interaction of particles with the bulk of the gas. Then,
an alternative framework than those usually presented in the literature [13] appears
now on the scene. In fact, it is possible to show that the operator T conserves in
time the energy and the null momentum of the gas. Moreover, for any initial velocity
distribution, the system tends towards its equilibrium, i.e. towards the Maxwellian
velocity distribution (1D case). This means that

lim
n→∞T

n
(
p0(x)

)→ pα(x)=
√
α

π
e−αx2

(10.24)

with α = (2〈x2,p0〉)−1. In physical terms, it means that for any initial velocity
distribution of the gas, it decays to the Maxwellian distribution, which is just the
fixed point of the dynamics. Recalling that in the equilibrium 〈x2,pα〉 = kτ , with k
the Boltzmann constant and τ the temperature of the gas, and introducing the mass
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m of the particles, let us observe that the Maxwellian velocity distribution can be
recovered in its 3D format:

pα(u)pα(v)pα(w)=
(
mα

π

) 3
2

e−mα(u2+v2+w2) with α = (2kτ)−1. (10.25)

In general, it is observed that the convergence of the T -iterations of any distribution
p(x) to its Gaussian limit pα(x) is very fast.

10.4 Conclusion

We have shown that the Boltzmann factor describes the general statistical behavior
of each small part of a multi-component system whose components or parts are
given by a set of random variables that satisfy an additive constraint, in the form of
a conservation law (closed systems) or in the form of an upper limit (open systems).

Let us remark that these calculations do not need the knowledge of the exact or
microscopic randomization mechanisms of the multi-agent system in order to reach
the equiprobability. In some cases, it can be reached by random forces, in other
cases by chaotic or deterministic causes. Evidently, the proof that these mechanisms
generate equiprobability is not a trivial task and it remains as a typical challenge in
this kind of problems.

In order to explain the ubiquity and stability of this type of distributions two
models based on discrete mappings in the space of distributions have been pro-
posed. On one hand, the gas-like models interpret economic exchanges of money
between agents similarly to collisions in a gas where particles share their energy.
The continuous version of a gas-like discrete model where the agents trade in binary
collisions has been introduced to explain the stability of the exponential distribution
in this kind of economic systems. On the other hand, a nonlinear map acting on
the velocity distribution space of ideal gases, which gives account of the decay of
an out-of-equilibrium velocity distribution toward the Maxwellian distribution, has
been presented. Some properties concerning the dynamical behavior of both opera-
tors have also been sketched.
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Chapter 11
Advection of Optical Localized Structures

F. Haudin, R.G. Rojas, U. Bortolozzo, M.G. Clerc, and S. Residori

Abstract We present an experimental and numerical study on the effects of a trans-
lational nonlocal coupling induced on localized structures (LS) in the context of
nonlinear optics. LS are obtained in a light-valve experiment and made to drift by
a mirror tilt in the feedback loop. Phase singularities are detected for small drifts,
whereas for large drifts, periodic organizations are observed.

11.1 Background

Advection phenomena are commonly studied in the framework of hydrodynamics
where fluid particles or scalar passive quantities can be transported by a flow. One of
the most famous examples of the advection phenomenon is the formation of Bénard-
von Kármán streets, occurring when a viscous fluid is flowing past an obstacle.
Above a critical Reynolds number, organizations with two rows of eddies on either
side of its wake can develop [1]. Also in superfluids and Bose-Einstein condensates,
vortex shedding from a moving obstacle has been evidenced by numerical simula-
tions of the nonlinear Schrodinger equation [2, 3], showing several analogies with
vortex streets in Newtonian fluids [4]. The formation of pairs of vortex-antivortex,
also accompanies phase transitions associated with symmetry breaking [5]. Exam-
ples can be mentioned in magnets, superfluids [6] or in plasma jets [7].

In optics, vortices have been introduced as the topological defects arising above
the laser transition [8]. In this context, they have been identified as the singular
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points where the field amplitude is zero, while the circulation of the phase gradient
on any loop which encloses the vortex core is equal to ±2π , with conservation of
the total vorticity.

In nonlinear optics, the first observations of vortices pairs have been reported
twenty years ago in photorefractive cavities [9–11] and in Kerr media [12]. The idea
of drifting structures was used in a photorefractive cavity, where a wake of alternat-
ing vortices has been studied in the transverse field [13], showing analogies with the
street of eddies previously mentioned. Concerning localized states, in the LCLV ex-
periment, triangularly shaped localized structures have also shown to present optical
vortices [14], where the breaking of the circular symmetry is responsible for the ap-
pearance of pairs of oppositely charged phase singularities [15]. In an experiment
with two VCSELs facing each other, vortex structures have been recently reported
[16]. Furthermore, other studies in the LCLV experiment have evidenced that in-
ducing a translational non local effect can induce secondary instabilities of patterns
[17, 18] such as transitions from hexagons to stripes, squares to zigzag [19].

In this context of study, the question we are addressing is how optical localized
states can be affected by a translational non local effect. The answer is not obvious a
priori since LS are particular objects. Indeed, they have wave properties, described
by the amplitude of the electric field, but they are “particle-like” too, if we consider
them as elementary pixels that can be switched on and off due to bistability [20].
Recently, the issue of drifting LS guided by using a spatial light modulator has been
addressed [21]. However, the deformation of LS due to a translational coupling, TC,
and the emission of optical vortices were not studied before. The present results are
reported in [22].

11.2 Methods

To characterize the effect of a drift on LS, structures are generated in an exper-
iment comprising a liquid crystal light-valve, LCLV, with optical feedback [23]
(Fig. 11.1(a)). The LCLV is made of a thin nematic liquid crystal (LC) layer, with
thickness of 15 microns. This layer is sandwiched between a glass plate and a pho-
toconductive wall. The photoconductor is responding like an impedance varying
with the intensity of the light it receives and a dielectric mirror is deposited on it.
A planar anchoring is imposed to the molecules thanks to a prior treatment of the
surfaces in contact with the LC (nematic director parallel to the confining walls).
A voltage is applied across the cell. An expanded He-Ne laser beam, with wave-
length 632.8 nm, linearly polarized along the vertical direction, is illuminating the
cell. More precisely, the optical beam passes through the LC is then reflected back
by the dielectric mirror on the rear side of the valve. Finally the light beam is sent
in the feedback loop. An optical fiber bundle is used to close the loop and redirect
the beam back to the photoconductive side of the LCLV. The nematic director is
oriented at 45 degrees and a polarizing cube splitter introduces polarization interfer-
ence between the ordinary and extraordinary waves. This condition is responsible
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Fig. 11.1 (a) Experimental set up with an interferometer. LCLV means Liquid Crystal Light Valve,
L1 is a lens with focal distance f = 25 cm; L2 is a lens with short focal distance, CP a polarisor
cube, λ/2 is a half-wave plate, P a polarisor, L is the free propagation length of light; (b) ex-
perimental profile of a quasi-motionless LS, (c) interferogram of the same structure and (d) two
experimentally advected LS

for the bistability between differently orientated states of the LC [24]. To observe
LS, the second effect needed in the system is diffraction, which is introduced by
displacing the fiber bundle over a L distance from this self-imaging configuration:
this leads to the selection of a transverse spatial characteristic size for the LS scal-
ing as the square-root of L. A CCD (Charged Coupled Device) camera is used to
record the intensity of the LS on an optical plane equivalent to the one of the photo-
conductor. Starting from a situation with LS in the transverse plane, a mirror of the
feedback loop is quickly misaligned, LS start to move in the direction induced by
the detuning.

11.3 Results

When they are moving, LS lose their circular symmetry. For relatively small trans-
lations, their profile is only slightly deformed. Wavelets are visible in the wake of
LS. For larger drifts, the deformation becomes more important.

From the intensity profiles, there is no direct access to the phase of the electric
field. Nevertheless, it is possible to detect phase singularities by interferometry, that
is, by taking a reference beam and making it to interfere at a given angle with the
beam extracted from the feedback loop. Phase singularities are, then, detected as
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Fig. 11.2 For a small drift: (a) interferogram of an advected LS and (d) same interogram with
inversion of colors and evidence of the fringes to detect phase singularities. For a larger drift:
(c) interferogram and (d) same interogram with inversion of colors and evidence of the fringes to
detect phase singularities

fringe dislocations appearing in the interference pattern. To optimize the location of
the singularities, we have settled the experiment with a large L in order to have large
structures, and the interferometer is adjusted to get a suitable number of fringes per
LS. Without using the reference beam, one gets the profile of intensity without the
fringes (Fig. 11.1(b)). In an ideal case without any translational effect (dx = 0), LS
have the usual circular geometry and no phase singularity is detected (Fig. 11.1(c)).
When the mirror is detuned, the symmetry of the LS is breaking (Fig. 11.1(d)). In
their intensity profile, phase singularities exist, detected by the fringe dislocations,
organized by pairs in a symmetric way on each side of the structure and visible
either in the front part of the structure or in its wake (Figs. 11.2(a) and (b)). For
bigger misalignments of the mirror, periodic organizations develop looking like a
necklace of LS (Figs. 11.2(c) and (d)). A remarkable feature is that the characteristic
size inside the organization is smaller than the natural size of the LS (for dx = 0).
Looking at the interference pattern, the presence of dislocations proves the presence
of phase singularities periodically distributed in space. All the experimental results
show qualitatively two regimes and the existence of phase singularities in both of
them.

To better analyze the appearance of these singularities in the profile of drifting
LS, numerical simulations are performed. They are done by integrating the equa-
tions of the full LCLV model [24] describing the dynamics of the localized struc-
tures in the presence of diffraction and a voltage, and by adding a translational cou-
pling. More precisely, the integration of the model is made by using a pseudo spec-
tral method, for which the spatial derivatives and the diffraction operator are solved
in Fourier space. The temporal derivate is calculated with an adaptive Runge-Kutta
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Fig. 11.3 Numerical intensity profiles of LS for growing dx values. In blue (respectively red)
are represented the null-lines of the real part (respectively imaginary part) of the electric field.
Intersections between blue and red lines correspond to phase singularities. The parameters are
the following: L = −16 cm, the voltage V0 across the LCLV is 12.9 V, the parameter for the
intensity is αIin = 1.2 and the different values for the drift parameter are: (a) dx = 0, (b) dx = 56,
(c) dx = 112, (d) dx = 169, (e) dx = 211 and (f) dx = 253 µm

algorithm. In the bistable regime, a single LS is generated by applying a Gaussian
pulse, then, a translation dx of the intensity on the photoconductor layer is intro-
duced. In the numerical profiles of the electric field of the LS, phase singularities
are detected every time a null-line of the real part of the field is crossing a null-line
of the imaginary part. When looking at the intensity profiles of LS for increasing
value of the translational coupling dx, the numerical results show behaviors similar
to the experimental ones. When the LS are motionless, the null-lines of the elec-
tric field are circular and never cross each-other. The deformation induced by the
translation brings the lines to intersect at multiple points, where optical vortices are
nucleated by pairs (Fig. 11.3).
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Chapter 12
Comparative Analysis of Buoyancy-
and Marangoni-Driven Convective Flows
Around Autocatalytic Fronts

M.A. Budroni, L. Rongy, and A. De Wit

Abstract We introduce a reaction-diffusion-convection (RDC) model to study the
combined effect of buoyancy- and Marangoni-driven flows around a traveling front.
The model allows for a parametric control of the two contributions via the solu-
tal Rayleigh number, Rac, which rules the buoyancy component and the solutal
Marangoni number, Mac, governing the intensity of the velocity field at the interface
between the reacting solution and air. Complex dynamics may arise when the bulk
and the surface flows describe an antagonistic interplay. Typically, spatiotemporal
oscillations are observed in the parameter region (Rac < 0, Mac > 0).

12.1 Background

In spatially extended systems, autocatalytic reactions can sustain propagating chem-
ical fronts [1, 2] when coupled to diffusion. The study of such fronts has been
traditionally carried out in gels in order to avoid complications due to the onset
of convective flows. Convective instabilities inevitably occur in aqueous solutions,
where propagating waves generate a self-organised interface between two misci-
ble phases (the products and the fresh reactants respectively) and fluid motions
may arise, promoted by density and surface tension gradients across the chem-
ical front. The resulting convective flows feedback with the reaction dynamics,
modifying the reaction-diffusion structures. Interestingly, transport phenomena do
not act here as homogenising agents, but actively couple with the nonlinear ki-
netics to induce spatiotemporal reaction-diffusion-convection self-organisation. In
this framework, chemical fronts represent nice model systems for studying chemo-
hydrodynamic instabilities, which have implications also in practical terms, since
emergent behaviours due the coupling between reactions and transport phenomena
are widespread in different fields ranging from the atmosphere and the environ-
mental chemistry to the realm of applied processes. In the last years, the dramatic
influence of bulk and surface flows on the wave dynamics has been pointed out in
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Fig. 12.1 Sketch of the
vertical slab defining the
spatial domain of our RDC
problem

Fig. 12.2 Classification of the dynamical regimes for the asymptotic front mixing length, W ,
in the parameter space (Rac,Mac). The first and the third quadrants frame dynamics in which
Marangoni and buoyancy effects are cooperative while in the second and the fourth quadrant the
two convective contributions act antagonistically. Empty diamonds represent stationary solutions.
Oscillatory behaviours are located in the second quadrant. When the two effects are antagonist but
comparable, W stabilises over a minimum, which scales linearly with Rac and Mac , as indicated
by black filled squares. No oscillatory behaviour is observed in the fourth quadrant, even if the
chemical front experiences the antagonist influence of the Marangoni- and buoyancy-driven flows

both experimental [3, 4] and theoretical works [4–8], showing that chemical fronts
can be distorted, accelerated or even broken by the hydrodynamic feedback. The
reaction-diffusion-convection coupling was proved to be also responsible for order-
disorder transitions in chemical oscillators, where it controls the route from periodic
regimes to spatiotemporal chaos [9].

Several numerical studies were aimed to isolate the role played by pure
buoyancy-driven and pure surface-driven flows in chemical travelling structures
[5, 6]. While these limit cases were successfully understood, the combined inter-
play of surface and buoyancy effects still remains unexplored.
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12.2 Methods

Here we propose a reaction-diffusion-convection (RDC) model, where both buoy-
ancy and surface solutal contributions to hydrodynamic flows are taken into account.
The model is derived by coupling a cubic kinetics, which well describes autocat-
alytic processes, to Fickian diffusion and to the Navier-Stokes equations governing
the velocity of the fluid in the reactor. We consider a 2-dimensional slab of length
Lx and height Lz, where the gravity force g is oriented against the vertical direction
z (see Fig. 12.1). The autocatalytic product c, characterized by the density ρp and
the surface tension γp , propagates towards positive x (from left to right in Fig. 12.1)
invading the fresh reactant with density ρr , surface tension γr and initial concentra-
tion a0. The reactor is assumed to be in isothermal conditions. The system equations,
conveniently casted into a dimensionless form and written in the vorticity-stream
function (ω−ψ ) form [7],1 read

∂c

∂t
+

(
∂ψ

∂z

∂c

∂x
− ∂ψ
∂x

∂c

∂z

)
=∇2c+ c2(1− c) (12.1)
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∂ω
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∇2ω− Ra

∂c

∂x

)
(12.2)

∂2ψ

∂x2
+ ∂

2ψ

∂z2
=−ω. (12.3)

The surface effect is introduced by using the Marangoni boundary condition at
the upper free surface border:

ω=−Mac
∂c

∂x
at z= Lz. (12.4)

This mathematical description provides a mean for a comparative study of the
buoyancy and surface-driven effects via the change of two key parameters: the solu-

tal Rayleigh number, Rac =− 1
ρ0

∂ρ
∂c

a0L
3
0g

Dν
, which quantifies the buoyancy influence

and the solutal Marangoni number, Mac = − 1
μ
√
kD

dγ
dc

, which tunes the intensity

of surface effects at the interface between the reacting solution and air.2 The front
dynamics is probed by changing the relative importance of Rac and Mac and the
resulting chemical patterns are quantitatively characterised through the analysis of
(i) the asymptotic front mixing length, W , (which measures the distance between
the tip and the rear of the front) and (ii) by the topology of the velocity field.

1The equations are scaled by using the time scale of the chemical process t0 = 1/(ka2
0) and

the reaction-diffusion characteristic length L0 = √Dt0; D is the diffusivity of the autocatalytic
species; k the kinetic rate constant of the reaction; μ is the water dynamic viscosity, which is re-
lated to the kinematic viscosity, ν, via ν = μ/ρ0, where ρ0 is the water density; the vorticity, ω, and
the stream function, ψ , are tied to the velocity field v= (u, v)T through the relations ω=∇×v, ψ ,
u= ∂zψ and v =−∂xψ . In Eqs. (12.1)–(12.4), the Schmidt number, Sc = ν/D, gives the balance
between momentum and mass diffusion.
2See footnote 1.
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Fig. 12.3 Spatio-temporal
oscillations of a typical RDC
structure obtained for the
antagonist case
(Rac =−5,Mac = 200). On
the left is the autocatalytic
species propagating into the
fresh reactants on the right

12.3 Results

An overview of the various possible scenarios can be summarised in the (Rac, Mac)
parameter space, as sketched in Fig. 12.2, where we report the asymptotic dynamics
of the front mixing length. Steady asymptotic regimes are found when the bulk and
the surface contributions to fluid motions act cooperatively, typically in the regions
of the parameter space where the control parameters have the same sign (Rac > 0,
Mac > 0 or Rac < 0, Mac < 0). Complex dynamics may arise when the two effects
combine for an antagonistic configuration. An example of these are spatiotemporal
oscillations observed as the parameters are set in the region (Rac < 0, Mac > 0) (see
Fig. 12.3). Periodic behaviour develop even in the absence of any double-diffusive
interplay, which in previous literature was identified as a possible source of com-
plexity [10]. Oscillations at the autocatalytic front occur because the local region
of solute denser product brought on top of the less dense non-reacted fluid by the
Marangoni surface flow starts sinking under the influence of the gravitational field,
forming a finger. The time scale at which this tongue moves down along the z-
direction is comparable to that of the front propagation, so that they can annihilate.
This mechanism iterates, supporting the oscillatory dynamics. The necessity of an
active synergy between the convective contributions for oscillations to occur is con-
firmed by the strict dependence of the transition upon the reactor height, Lz, which
can affect the importance of buoyancy driven flows. Below a critical threshold of
Lz, no oscillatory dynamics can be observed, since the buoyancy contribution is
suppressed. Nevertheless, we show that a hydrodynamic antagonism is not a suffi-
cient condition for periodic or more complicated oscillations. This is numerically
proved by considering the parameters region (Rac > 0, Mac < 0), where, even if
the system experiences the competing effect of the two convective contributions, it
always saturates to an asymptotic steady-state. For both antagonistic cases, the anal-
ysis of the front dynamics shows a self-similar architecture which relates the trends
of the front observables in the (Rac,Mac)-space. This study complements earlier ef-
forts to give a significant overview of the possible instability scenarios originated by
a chemo-hydrodynamic feedback. Experimental observations in the most common
chemical clocks, such as the Iodate Arsenous Acid (IAA) and the Chlorite Tetra-
tionate (CT) reaction, can be framed within this “taxonomy”. New experiments are



12 Comparative Analysis of Buoyancy- and Marangoni-Driven Convective Flows 77

expected to be designed for validating our numerical predictions about the new route
to spatiotemporal oscillations found in this work.
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Chapter 13
A Field Theory for Self-organised Criticality

Gunnar Pruessner

Abstract Although self-organised criticality has been introduced more than two
decades ago, its theoretical foundations remain somewhat elusive: How does it
work? What is its link to ordinary critical phenomena? How can exponents be cal-
culated systematically? Does it actually exist at all? In the following a field theory
is introduced that addresses these questions. In contrast to previous attempts, this
field theory is not phenomenological, or based on symmetry arguments. Rather, it
is based on the microscopic dynamics of the Manna Model. Exponents can be cal-
culated in an ε-expansion perturbatively in a systematic way. Above the upper criti-
cal dimension, the field theory becomes (asymptotically) exact, allowing immediate
comparison to numerical results.

13.1 Introduction

Twenty five years ago Bak, Tang and Wiesenfeld [1] conceived the idea of self-
organised criticality (SOC), as the phenomenon that some slowly-driven systems
dissipate their “load” by sudden outbursts of activity, so called “avalanches”, the
statistical features of which are scale free [2, 3]. These systems very much behave
like ordinary critical phenomena, which somehow mange to tune themselves to the
critical point.

Over the last couple of decades, a plethora of models have been developed with
the aim to identify the sufficient and necessary conditions for SOC. This has facil-
itated the development of a range of theories of the mechanism underpinning the
SOC phenomenon. Among these models are some that display self-organised crit-
icality in a robust and solid fashion, most notably the Manna Model [4] and the
Oslo Model [5]. Numerical evidence suggests that both models belong to the same
universality class [6].

Recently, extensive numerical work has been carried out to characterise the
Manna model on different (regular) lattices in d = 1,2,3 dimensions [7, 8], as well
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as at and above the upper critical dimension d = 4 on hypercubic ones [9, 10].
On that basis, the coefficients of an ε = 4 − d expansion can be extracted [8],
suggesting the existence of a field theoretic description. In a convoluted way,
a field theory exists already: The equation of motion of the Oslo Model is the
quenched Edwards Wilkinson equation [11], which has been painstakingly anal-
ysed by Le Doussal, Wiese and Chauve [12]. Based on the link between inter-
face roughness exponent χ and avalanche dimension D = d + χ [13, 14], one
finds D = 4 − (2/3)ε + 0.04777ε2 from [12], which compares acceptably well
to the numerical result of D = 4 − 0.658(5)ε + 0.00962(13)ε2 (with a some-
what uncertain second order term), at least to leading order. On the other hand,
numerically z = 2 − 0.239(4)ε (with a second order undetermined), compared to
z= 2− (2/9)ε − 0.0432087ε2 from field theory.

A number of SOC models have been analysed using renormalisation group meth-
ods in the past. Diaz-Guilera [15, 16] focussed on a Langevin-like description of
the Zhang model [17], which highlighted the technical problems associated with
the appearance of sharp thresholds [18, 19]. Pietronero, Vespignani and Zapperi
[20] presented a physically very appealing real-space renormalisation procedure,
which seemed to capture all relevant correlations to produce a very good estimate
of τ = 1.253 . . . for the two-dimensional Manna Model (compared to τ = 1.273(2),
numerically [7]). Although the dynamical exponent z = 1.234 was not reproduced
as well (z≈ 1.54, according to [4, 7, 21]), this procedure was very widely and suc-
cessfully applied to a number of SOC models [22–25].

On the other hand, based on symmetry and conservation arguments Hwa and Kar-
dar [26] and later Grinstein, Lee and Sachdev [27] were able to determine stochastic
equations of motion for SOC models such as the Bak-Tang-Wiesenfeld model [1],
which displayed non-trivial scaling. This work has been extended to other models
[28–31] focusing more recently on the question whether the universality class of
conserved directed percolation, which should contain the Manna Model, is truly
distinct from that of ordinary directed percolation [32, 33].

So far, however, none of the established SOC models has been analysed using
traditional techniques. Either the method of analysis was developed phenomenolog-
ically, for example by ignoring certain correlations, or the equations of motion were
determined on the basis of symmetry considerations and expansions rather than the
underlying rules. Both approaches were undoubtedly successful, quantitatively as
well as qualitatively. Yet, a complete, field-theoretic treatment of SOC based on the
microscopic dynamics and using the established methods of critical phenomena re-
mains elusive. What is more, while non-trivial scaling had been found at the relevant
fixed points, no dedicated mechanism for the self-organisation to the critical point
was identified. Rather, it was observed [20] that SOC models flow to an attractive,
non-trivial fixed point.

Dickman, Vespignani and Zapperi [28, 34] proposed a more phenomenological
explanation of SOC on the basis of absorbing state phase transitions. While this es-
tablished the link between ordinary (non-equilibrium) phase transitions more firmly
(originally suggested by Tang and Bak [35]), the proposed tuning-mechanism has
the shortcoming of being essentially linear, thus failing to explain how it triggers
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a fundamentally non-linear phenomenon. At closer inspection, it remains unclear
why the self-organisation occurs at precisely the right pace [36] and how it is linked
to the underlying absorbing state phase transition[37].

In summary, to date, there is no theoretical foundation of SOC, which would

– explain how SOC is related to ordinary critical phenomena,
– explain what mechanism triggers the scale invariance observed in SOC systems,
– most importantly, predict exponents and other universal quantities in SOC sys-

tems.

In the present manuscript, I present a summary of recent work which tries to
overcome these limitations. Using the language of second quantisation, a field the-
oretic description of the Manna Model can be derived. This field theory is an exact
representation of its (Poisonian) dynamics. Taking the usual field theoretic steps re-
duces the number of non-linear vertices to four, resulting in the effective field theory
of the Manna Model, which is the first field theory of its kind.

13.2 The Manna Model and Its Field Theory

The Abelian Manna Model [4, 38] is defined as follows. Each site i carries a num-
ber of particles zi . Whenever zi exceeds 1, site i topples, whereby two particles are
removed from that site (thus reducing zi by 2) and placed at two uniformly, ran-
domly, independently chosen nearest neighbouring sites j (thus increasing their zj
by 1 each). In turn, these sites might topple, as their zj may exceed the threshold
of 1. Some sites i are boundary sites where particles are lost. These sites can be
thought of as having “virtual” nearest neighbours “outside” the lattice which can be
charged, but which never topple.

The Manna Model is normally initialised with an empty lattice, zi = 0 every-
where, and driven by adding a particle (“charging”) at a randomly chosen site (thus
increasing zi by 1). The driving has to cease whenever a sequence of topplings oc-
curs, thereby implementing a separation of time scales. The totality of all topplings
between any two driving steps constitutes an avalanche. In particular, the avalanche
size s is given by the total number of topplings occurring between any two external
charges.

When deriving the field theory, one key step is to capture the seemingly fermionic
nature of the Manna Model, as quiescent sites do not support more than one parti-
cle. One might be tempted to generalise the Manna Model by stipulating that a site
topples after being charged with probability zj /n, where n is a carrying capacity.
For n = 1 the Manna Model is recovered, yet, there is no guarantee that the scal-
ing behaviour would remain unaffected by this rather brutal manhandling of the
fermionicity.

However, numerical simulations of the modified Manna Model confirm that the
resulting model still is in the Manna universality class. What is more, the modified
Manna Model with the probabilistic toppling rule is exactly the original Manna
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Fig. 13.1 The original Manna Model on the lattice shown above behaves like a modified Manna
Model with probabilistic toppling rule, parameterised by the carrying capacity n. Each site in a
column is connected to every site in the nearest neighbouring columns. The lattice shown is a
snippet of a (decorated) one-dimensional lattice with length L

Fig. 13.2 The boundary
conditions in the field theory
are best chosen to be
cylindrical

Model on a lattice like the one shown in Fig. 13.1, if zi of the modified version is
the sum over the zi in each column in the original version.

The other obstacle to overcome is the nature of the boundary conditions, which
are necessarily open at some sites (otherwise stationarity cannot be maintained in
the presence of external drive). It turns out that cylindrical boundary conditions
are mathematically easiest, see Fig. 13.2. The bare propagator in a d-dimensional
system then becomes

1

−ıω+D(k2 + q2
n)

(13.1)

with frequency ω, diffusion constant D and momenta k ∈ R
d−1 and qn ∈ R. The

latter are “quantised”, qn = π
L
n with n = 1,2, . . . . The eigensystem deployed,√

2/L sin(qnz), lacks momentum conservation, resulting in a number of compli-
cations, which, however, can be overcome and are well known from critical Casimir
systems [39].

In the present setup, some exact results are obtained immediately. To start with,
the average avalanche size can derived as exactly 〈s〉 = (d/6)(L+ 1)(L+ 2) in all
dimensions d . The fact that the average avalanche size derived from the bare prop-
agator Eq. (13.1) is identical to the average avalanche size derived on the basis of
random walker considerations, indicates that the bare propagator does not renor-
malise at any order [40].
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Table 13.1 Comparison of various moment ratios, derived analytically for the branching random
walk on the lattice, which is the (effective) mean field theory of the Manna Model, and the numer-
ical values found for the Abelian Manna Model in d = 5> dc = 4 dimensions (d = 5 avoids the
significant logarithmic corrections at d = 4)

Observable Analytical Numerical (leading order) [10]

〈s3〉〈s〉/〈s2〉2 3.08754 . . . 3.061(5)

〈s4〉〈s2〉/〈s3〉2 1.6693 . . . 1.65(2)

〈s5〉〈s3〉/〈s4〉2 1.4005 . . . 1.38(3)

Above the upper critical dimension dc = 4, exponents and universal moment
ratios are determined by tree-level diagrams, such as

4
〈
s2〉= 2

1

L

(
2

L

)3 ∑

n,m,l
odd

4

qlqm

ql

qm

qn 2

qn
= L6

560D2
(13.2)

which are easily evaluated numerically, and somewhat more tediously in closed
form. These tree-level diagrams give rise to the mean-field theory, which can be ex-
tracted and analysed in its own right. The effective mean-field process is a branching
random walk, controlled by a branching ratio that self-organises to the critical point.
The statistics of that branching random walk is given by the tree-level diagrams. Al-
ternatively, it can be characterised using standard techniques, such as generating
functions. The resulting recurrence relations can be solved analytically to give

〈s〉 = 1

6
L2 (13.3)

〈
s2〉 = 1

140
L6 + · · · (13.4)

〈
s3〉 = 131

138600
L10 + · · · (13.5)

〈
s4〉 = 1129

5405400
L14 + · · · (13.6)

〈
s5〉 = 18961343

293318625600
L16 + · · · (13.7)

where most of the messy calculations has been performed by means of a computer
algebra program [41]. While the (dimensionful) amplitudes are not universal, suit-
able ratios of the amplitudes are, see Table 13.1.

What is more, the field theory also explains the self-organisation process itself. It
turns out that the bare propagator is not a priori massless, as the interaction with the
lattice and the particles stuck there can hinder or promote spreading of activity. The
diagrams contributing to the mass, however, cancel strictly if stationarity is imposed.
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This cancellation is caused by a symmetry of two vertices, which in turn is a result
of demanding bulk conservation. It is clear, however, that bulk conservation is not
in itself a necessary ingredient.

The field theoretical description of the Manna Model also applies to the gen-
eralised model with carrying capacity n, where the stationary, spatially averaged
particle density fluctuates just above n/2. As n increases, the mean value of the par-
ticle density approaches n/2, corresponding to a branching ratio fluctuating about
1/2. The fluctuations are irrelevant above the upper critical dimension, but need to
be considered in a systematic way, as done in field theoretic renormalisation, below
the upper critical dimension. The stationary value itself experiences a non-universal
shift away from half-filling, n/2, just like the critical temperature is lowered relative
to the mean-field value in ferromagnetic phase transitions.

Most importantly, below the upper critical dimension, the field theory gives ac-
cess, for the first time, to a systematic ε-expansion of the critical exponents, which
can be compared to the results obtained numerically. As the Manna Model and
the quenched Edwards-Wilkinson equation are in the same universality class, the
present field theory applies equally to the latter. The quenched noise there might be
represented by the substrate configuration in the Manna Model.

13.3 Summary

Using the language of second quantisation, a field theoretic description of the Manna
Model can be obtained. This allows, for the first time, a route of analysis of Self-
Organised Criticality by means of a renormalised field theory, the most successful
method in statistical mechanics. The bare propagator of the field theory incorpo-
rates the open boundary conditions which have to be applied in order to maintain a
stationary state. A number of exact results, as well as leading order behaviour, can
be derived directly from the bare propagator. While a mechanism exists to generate
mass, the propagator’s mass vanishes due to a certain symmetry between vertices,
so that an entire set of diagrams vanishes necessarily in the stationary state. Both
mechanism and analytical results can be probed above the upper critical dimension,
confirming them by comparison to recent numerical results.
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Chapter 14
Chaos and Non-linear Tools in Website Visits

Maria Carmela Catone

Abstract The present work is an application of linear and non-linear tools, with
particular attention to the chaotic dynamics, in order to analyze the daily visits to the
Italian newspaper website “La Repubblica”. The series is examined, using the time
chart, the recurrence plot and the power spectrum. In the phase space, the detrend
series consists of 5 clusters of points, explained by the frequency distribution that
is centred on 3 values. The analysis is performed by calculating the embedding
dimension, Lyapunov exponents and the correlation dimension that suggests the
existence of an attractor. A non-linear forecast of the following values is made.
In conclusion, some theoretical issues on the characteristics of a chaotic system
emerge.

Keywords Chaos · Recurrence ·Websites

14.1 Introduction

This work is a technical application of linear and non-linear tools, with particular
attention to chaotic dynamics, in order to understand the trend in the number of visits
received by the Italian newspaper website “La Repubblica”. Despite the consistency
of the influx of visits, it was possible to identify regularities in the behaviour models
in the use of the website. Moreover, from this case study, some theoretical issues
on the characteristics of a chaotic system emerge. The work is made up of part of
a description, an analysis of the number of hits registered over three years (from
31 March 2008 to 21 September 2011) and a prediction; the data is available on the
audiweb website and the following software are used: Visual Recurrence Analysis
(VRA), Chaos Data Analyzer (CDA) and Excel.
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Fig. 14.1 Time series chart

14.2 Development of the Research

At first, the general structure of the series was studied using the VRA [1].
The time series chart (number of visits versus time) is characterized by the pres-

ence of a growing trend, peaks caused by exceptional events of everyday life (e.g.
the fall of government, earthquakes, etc.) and minimums that occur during the peri-
ods August and Christmas (Fig. 14.1).

In particular, the daily visits are on average 2442065 and during the summer
holidays they decrease by almost 40 %. Furthermore, during the week there are
more visits from Monday to Friday, but they decrease on Saturday and Sunday.

In order to carry out a more thorough examination of this configuration, the num-
ber of weekly visits was observed in the phase space with a time delay of 7 days. The
graph shows the number of hits on one day in a week versus the number recorded on
the same day of the preceding week. A cluster of points emerges around the bisector
that extends from 600000 to over 4500000 visits. This distribution means that the
values of visits on consecutive weeks tend to be similar. Following this, by carrying
out the same analysis with a one-day delay, the occurrences from one day to the
next could be examined. In this phase space (Fig. 14.2) the points accumulate along
three lines (a bisector and two shorter parallels) and therefore:

• after one day, the number of visits on the bisector tends to remain unchanged. This
happens in the transitions Monday–Tuesday, Tuesday–Wednesday, Wednesday–
Thursday, Thursday–Friday and Saturday–Sunday. The highest values of the vis-
its are on the upper-middle part of the bisector, and along the lower part of the
same line the values of Saturday-Sunday can be found;

• the upper line is associated mainly to the transition Sunday–Monday because the
values of the next day are higher than those of the previous day;
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Fig. 14.2 Phase space plot with a one-day delay

Fig. 14.3 Phase space plot with a one-day delay in the series without linear trend

• the lower line indicates the movement from Friday to Saturday because the values
of the successive day are lower than those of the preceding day.

The elimination of the trend is then carried out as some analysis tools require,
from a formal point of view, a stationary series, so that the mean and variance are
constant in consecutive time periods. The deletion of the linear trend is obtained
by subtracting the previous value from its current value. Once the linear trend is
removed, stationarity is evident through a simple inspection of its time chart.

Furthermore, in the phase space with a one-day delay there is a configuration
(Fig. 14.3) that is completely different from that of the initial series. Actually, it
consists of five clusters of points that directly specify the variations of the visits
during the week. Joining the consecutive points, paths which are almost cyclic are
obtained mainly in a closed area. Representing the data in the phase space with a
delay of 2, 3, 4, 5, 6 days, other cyclic diagrams are obtained.

The recurrence plots of the initial and no-trend series are worked out and they
put the indexes of the delayed vectors, made up of the data of the series, on the x
and y axes. The Euclidean distances between these vectors are represented using a
colour scheme: short and long distances are indicated by light and dark colours re-
spectively [2, 3]. The “La Repubblica” recurrence plot is characterized by white/red



90 M.C. Catone

squared areas around the diagonal in a yellow/green context. The non-homogeneity
of the diagram and the white areas around the diagonal show the presence of a
non-stationary process. Additionally, there are white line diagonals that denote el-
ements of determinism together with horizontal and vertical lines that are signs of
laminarity. The stationarity of the no-trend series emerges, instead, from the greater
uniformity of its recurrence plot.

This series was then analyzed with the Chaos Data Analyzer (CDA). A section
of the program allows us to establish the possible periodicity of the series. The
series shows a periodic behaviour with a fundamental frequency of 0.142 cycles
per day. The period (i.e. the inverse of the frequency) equals 7 days, so the series
has a weekly periodicity where annual summer and Christmas cycles with minor
amplitude are also included. Moreover, the repetition of the development of the
signal allows us to make average predictions. Another unit of the program shows
that the frequency distribution of the series is centred on three points, characterized
by variations of visits: −B (negative), X (almost zero), A (positive). The central
population is greater than the almost identical lateral populations.

In an ideal model where weekly visits are on two levels (with a linear growing
trend), i.e. upper (Monday-Friday) and lower (Saturday-Sunday), their variations
from Monday to Sunday consecutively make a sequence of this type: A, X, X,
X, X, −B, X. It follows that the variations of the visits on a particular day com-
pared with the next day’s visits are identified by these kinds of coordinates: (A, X),
(X, X), (X, X), (X, X), (X, −B), (−B, X), (X, A). This result explains the origin
of the five clusters of points in the phase space with a one-day delay, as previously
shown.

Next, the series was studied using non-linear analysis tools in order to extract
possible chaotic behaviour which occurs in a long run, in an aperiodic way and in a
deterministic and bounded system sensitive to the initial conditions [4]. The series
lacks the requirement of aperiodicity, but its periodicity is not exact because the sig-
nal does not repeat itself perfectly. Thus, I carried out the process of identifying the
presence of chaos in the amplitudes of oscillations. The analysis was performed by
calculating various coefficients: the correlation dimension, the embedding dimen-
sion and Lyapunov exponents [5]. The correlation dimension, which is one of the
ways of determining the existence and size of the attractor, was already adequately
levelled in the initial series, also because the linear trend was present. In the no-trend
series, the correlation dimension tends to stabilize at around the value of 4, suggest-
ing the existence of an attractor. The minimum embedding dimension, i.e. the size
of phase space from which we observe the image that preserves the properties of
the attractor, equals 4. The Lyapunov exponents are positive, showing a sensitivity
to initial conditions.

Following this, the series was surrogated in the phase to validate the presence of
determinism in the data. In the new series, the correlation dimension tends to in-
crease without levelling out, Lyapunov exponents usually grow and the points in the
phase space form a cloud where the early regularities no longer exist. So the hypoth-
esis that the “La Repubblica” series contains parts of determinism is confirmed as
the mixing of Fourier components of the signal produces a more irregular sequence
of data.
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After extrapolating the data from the series, a forecast of the following values was
made, using non-linear analysis tools. Additionally, examining the visits of another
Italian newspaper website, “Il Corriere della Sera”, a similar behaviour to that of
“La Repubblica” was identified.

To explore that a function, on average periodic, can have a chaotic component,
I determined the sequence:

Zn=Xn+Yn (14.1)

where Xn assumes the constant value of 4 and thus a period of 1, and Yn was
extracted from the map:

Yn+ 1= (1.2 Yn)mod 1 (14.2)

which has a chaotic behaviour, being the Lyapunov exponent (log 1.2) positive. The
examination of Zn with CDA provided a correlation dimension of around 1 and an
embedding (minimum) dimension equal to 1. The Lyapunov exponent of Zn, for
proper values of parameters, tends to equal that of Yn. Thus, the Zn is on average
periodic, but also chaotic. Therefore, predictions could be made by repeating the
averaged function in a period or using non-linear criteria.

In conclusion, it is noted that while the use of the periodicity provides only av-
erage values, the non- linear analysis of the series, resuming the determinism of the
system, can offer more detailed and precise predictions.
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Chapter 15
Networks and Cycles: A Persistent Homology
Approach to Complex Networks

Giovanni Petri, Martina Scolamiero, Irene Donato, and Francesco Vaccarino

Abstract Persistent homology is an emerging tool to identify robust topological
features underlying the structure of high-dimensional data and complex dynamical
systems (such as brain dynamics, molecular folding, distributed sensing).

Its central device, the filtration, embodies this by casting the analysis of the sys-
tem in terms of long-lived (persistent) topological properties under the change of a
scale parameter.

In the classical case of data clouds in high-dimensional metric spaces, such fil-
tration is uniquely defined by the metric structure of the point space. On networks
instead, multiple ways exists to associate a filtration. Far from being a limit, this
allows to tailor the construction to the specific analysis, providing multiple perspec-
tives on the same system.

In this work, we introduce and discuss three kinds of network filtrations, based
respectively on the intrinsic network metric structure, the hierarchical structure of its
cliques and—for weighted networks—the topological properties of the link weights.
We show that persistent homology is robust against different choices of network
metrics. Moreover, the clique complex on its own turns out to contain little infor-
mation content about the underlying network. For weighted networks we propose a
filtration method based on a progressive thresholding on the link weights, showing
that it uncovers a richer structure than the metrical and clique complex approaches.

Keywords Complex networks · Persistent homology ·Metrics · Computational
topology

15.1 Introduction

Over the last decade complex networks have become one of the prominent tools in
the study of social, technological and biological systems. By virtue of their sheer
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sizes and complex interactions, they cannot be meaningfully described and con-
trolled through classical reductionist approaches.

Within this framework, the study of the topology of complex networks, and its
implications for dynamical processes on them, has most often focused on the statis-
tical properties of nodes and edges and therefore found a natural and effective de-
scription in terms of statistical mechanical models of graph ensembles [1, 2]. These
models rely for their formulations on local interactions and become quickly hard
to manage when higher correlations are included or one-step approximations are
not sufficient, as Schaub et al. [3] pointed out for the case of community detection
algorithms for example.

The last few years saw a new perspective emerge that focuses on the very geom-
etry of complex network. It was promoted by a large availability of new (typically
geosocial) data coming from spatial networks [4], but also by analytical and numer-
ical results on the relations between geometrical properties and global features of
complex networks, e.g. the hyperbolic embedding of the Internet with the result-
ing increased efficiency of greedy routing algorithms [5], stationarity conditions for
chemical networks [6] and brain cortex dynamics [7].

In this work, we take on this perspective and study the geometrical properties
of networks through the goggles of persistent homology, a technique originally
introduced by [8, 9] to uncover robust topological information from noisy high-
dimensional point clouds. Persistent homology works by extracting from a dataset
a growing sequence of simplicial complexes (called filtration), indexed by a param-
eter ε, and studying the associated homology groups, which encode the geometrical
information (for example, the holes of an n-torus). The robustness of each topo-
logical feature is then obtained from the persistence of the corresponding generator
along the filtration,

For example, in the case of the torus, there will be two persistent generators
associated to the two non-equivalent loops on its surface.

Persistent homology has received some attention in the context of networks [10],
but there has been no systematic study on its efficiency and sensibility for networks
yet. This is of particular importance since, in contrast with the unique natural met-
ric available for point cloud datasets, networks allow various rules to generate the
filtration.

Our results will show that the salient features of the homology do not change
significantly under different metrics and that there exist a metric scale εc at which
the filtration displays the richest structure.

We will then study a second method to create the filtration, relying only on the
network clique structure. Unfortunately, this will turn out to yield little additional
information.

In the case of weighted networks it is possible to devise a refined filtration based
on the clique structure of the network thresholded by ε, which yield a much richer
picture than the simple clique complex method.

The rest of this work is organised as follows. In the next section a minimal in-
troduction to homology and its persistent sister is given. The following section will
present selected results of simulations and datasets under different choices of met-
rics for the network filtration.
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We conclude then presenting the procedure for the filtration built with the link-
thresholded clique structure and briefly discuss the results and implications for fu-
ture research. In particular, we have discuss the possibility of expanding the method
by considering multi-filtrations, that is filtrations indexed by more than one param-
eter.

15.2 Homology

Formally, homology is an algebraic invariant converting local geometric informa-
tion of a space into a global descriptor. There are many homology theories, but
simplicial homology is the most amenable for computational purposes thanks to its
combinatorial structure.

This kind of homology is applied to simplicial complexes, that are combinations
of vertices, segments, triangles and higher dimensional analogues, joined accord-
ing to specific compatibility relations. As we will see in the following, simplicial
complexes can be constructed from discrete spaces or networks. Low dimensional
homology groups have an intuitive interpretation. Given a simplicial complex X,
H0(X) is the free group generated by the connected components of X, H1(X) is
the free group generated by the cycles in X, H2(X) is the free group generated
by voids—holes bounded by two-dimensional faces. The Betti numbers count the
number of generators of such homology groups.

The standard tool to encode this information is the so-called barcode, which is
a collection of intervals representing the lifespans of such generators. Long-lived
topological features can be distinguished in this way from short-lived ones, which
can be considered as topological noise. There are various ways of building persis-
tence modules out of a given dataset. The most known are the Rips-Vietoris com-
plex, the Cech complex and the clique complex [8]. The first two require a metric
space for the data and are generated by inflating spheres of the same radius around
points (or nodes in a network) and associating set of points to simplices according
to the overlap of the corresponding spheres. They can also be used to create a filtra-
tion out of general network, once a metrical structure is given on the network itself
(shortest-path, commute time distance, etc). Besides these two methods, there ex-
ist a few methods pertaining to networks only [8], the best known being the clique
complex, which is generated by associating to each maximal clique the simplex gen-
erated by the vertices of the clique.

15.3 Robustness Against Metric Change

Network metrics have been well studied, especially in the context of clustering al-
gorithms [11] and Markov Chain models [12]. In addition to the shortest path and
commute time metrics, it is possible to define kernel matrices as functions of the
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Fig. 15.1 Barcodes for the shortest path metric (left, panels (a), (c) and (e)) and the Von Neumann
metrics (right, panels (b), (d) and (f)) on the C. Elegans brain network. From top to bottom, we
report the intervals of existence of the homological spaces H0 (panels (a) and (b)), H1 (panels (c)
and (d)), H2 (panels (e) and (f)). The parameter ε ∈ [0,1] increases from left to right. Each hori-
zontal line corresponds to the intervals of existence of a generator of the corresponding homology
space. In both cases, the higher homology space are non-trivial only in the vicinity of the merging
of a large number of connected components, as highlighted by the drastic reduction in the number
of generators of H0

network’s adjacency and Laplacian matrices. From such kernels one obtains a well-
defined distance, which effectively turns the network into a metric space.

We analysed the metrics associated to: the shortest paths, the commute time
between nodes, exponential diffusion [13] and exponential Laplacian diffusion
[11, 14], which emerge as solutions of diffusion processes on the corresponding net-
work, the von Neumann kernel [15],which generalises the hub-authority measures,
Markov diffusion [16] and random walks with restart.

For each metric, the filtration was generated and the persistent homology calcu-
lated. The analysis was repeated on a range of different networks, spanning different
network topologies, sizes and origins (biological, social, technological).

For brevity, in this paper, we show only the comparison of the barcodes obtained
using the shortest path and the exponential diffusion (with α = 0.01) distances for
the C. elegans neuronal network (Fig. 15.1). In order to compare the results both
metrics have been mapped to the interval [0,1]. Surprisingly, we found that the



15 Networks and Cycles: A Persistent Homology Approach 97

higher homology spaces (H1, H2 . . . , bottom plots in Fig. 15.1) are trivial for most
values of the filtration parameter. They do however show the appearance of genera-
tors of higher homology groups in the vicinity of the value of ε at which a significant
number of connected components merges into few, as shown by the decrease in the
number of generators of H0.

In this respect, our results suggest the existence of a particular value εc, a metric
scale, at which one observes the most structure in the metrical representation of the
network under study. The same behaviour was found in a number of other networks,
ranging from the US air passenger network to the human gene regulatory one. Note
moreover that, in general, εc is different from the average distance between the
nodes (in terms of the chosen metric) and therefore cannot be explained as a mere
effect of the distances distribution. Moreover, if the appearance of non trivial higher
homology groups was only due to the merging of small connected components into
a giant component, one would expect to observe the same phenomenon also for the
merging of smaller components. However, we did not see any of these signatures,
supporting the existence of a characteristic scale εc.

15.4 Clique Complex and Link Weights Thresholding

Another natural filtration of a network is generated by considering its clique struc-
ture. The clique complex is obtained by associated to each maximal k-clique, a com-
pletely connected subgraph formed by k nodes, the (k − 1)-simplex whose vertices
are the nodes of the clique. The natural parameter for this filtration is the clique
dimension k. Recent work [10] tried to uncover specific signatures of modular and
cluster structures in complex networks by making use of this filtration. In our anal-
ysis the filtration obtained in this way did not show interesting features in addition
to the clique structure itself, which however can be investigated without recurring
to homological concepts. However, if we consider weighted networks, it is possible
to devise a filtration which combines link weights and clique structure. Given the
weighted adjacency matrix ωij , we let ε vary in (minωij ,maxωij ) and consider a
sequence of networks, such that the network at step ε contains all links (i, j) with
ωij > ε. As we decrease ε from its maximum allowed value, we go from the empty
network to the original one. For each step, we build the corresponding clique com-
plex and study the persistent homology of the resulting filtration. Figure 15.2 shows
the results of this filtration on a large Facebook-like network of online contacts. It
is immediately evident that a very rich topological information is present. Long per-
sistent intervals appear both for some generators of H1 and H2. The first implies the
existence of chains composed by edges with large weights, whose nodes though are
not strongly connected across the chain itself, but only with their two neighbours
along the chain. The same reasoning applies to the case of H2 where the building
blocks are not segments but triangles. The presence of long persistent H2 genera-
tors is a signpost for higher ordering in the structure of the online contacts. This
means that strong pair interactions organise in long loops without significant triadic
closure.
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Fig. 15.2 Barcodes obtained from the weighted-clique complex filtration of a network of online
contacts for the homology groups H0 (a), H1 (b) and H2 (c). Persistent H1 and H2 generators
imply that the existence of loops and chains of tethraidra formed by nodes which are weakly
interacting with their neighbours in the chain, with the exception of the one directly adjacent along
the chain. In the case of human contacts, this means that strong pair interactions organise in long
loops without significant triadic closure

Finally, we can conclude that this method is able to identify mesoscopic and long-
range structures which are present in networks, but would otherwise pass undetected
with standard methods, and assigns to them also a measure of robustness in the form
of the persistence intervals.
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Chapter 16
Von Neumann Reproduction: Preliminary
Implementation Experience in Coreworlds

Barry McMullin, Declan Baugh, and Tomonori Hasegawa

Abstract We introduce the distinctive, self-referential, logic of self-reproduction
originally formulated by John von Neumann, and we present some initial results
from novel realisations of this abstract architecture, embedded within two com-
putational worlds: Tierra and Avida. In both cases, the von Neumann architecture
proves to be evolutionarily fragile, for unanticipated, but relatively trivial, reasons.
We briefly discuss some implications, and sketch prospects for further investigation.

Keywords John von Neumann · Artificial life · Self-reproduction · Coreworlds ·
Tierra · Avida

16.1 Introduction

As early as 1948, John von Neumann had already formulated and essentially re-
solved a fundamental paradox in the theory of the evolutionary growth of machine
complexity: namely, how any (assumed or “divinely” created) seed machine can, di-
rectly or indirectly, give rise to machines arbitrarily more complex than itself [3]. In-
spired by Turing’s general purpose (programmable) computing machines, his reso-
lution relied on a machine architecture comprising a general purpose programmable
constructor which could act to decode a symbolic description of an arbitrarily
(more) complex target machine and thus construct it. As a special case, this also
led to a generic architecture for machine self-reproduction (where the description is
now a self -description, and must be copied as well as decoded).

This self-reproduction architecture, formulated very abstractly by von Neumann,
was subsequently found to be strikingly reminiscent of the biological role of DNA
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(as “symbolic description”) and of the molecular machinery of the “genetic code”
whereby ribosomes (supported by tRNAs and other enzymes) decode or “trans-
late” symbolic descriptions (presented as mRNAs) into arbitrarily complex protein
molecules (and protein machinery). Indeed, the prescient nature of von Neumann’s
contribution is made clear from the fact that the chemical structure of DNA was not
elucidated until 1953, and the programmable “decoding” or “translation” function
of the ribosome was not fully formulated until 1960 (the code “proper” only later
clarified as being implemented by the aminoacyl-tRNA synthetases).

More generally, von Neumann’s architecture gave a concrete mechanical inter-
pretation and implementation of the traditional biological idea that an organism can
be decomposed into a set of tacit hereditary “factors” (genome) and a corresponding,
manifest, functional, form (phenome). As subsequently emphasised by Pattee [6],
however, von Neumann’s architecture (and its real-world biological counterparts)
also carries with it an intriguing example of self-reference: the decoding relation-
ship (the “genotype-phenotype mapping”, in biological terms) implemented by the
programmable constructor is also represented, in encoded form, within the symbolic
description (genome)—and this encoding must be precisely according to, or at least
consistent with, the very same mapping that the constructor itself (part of the phe-
nome) implements. This most primitive and original form of self-reference has been
dubbed “semantic closure” by Pattee, and has also been explicitly discussed by Hof-
stadter [2]; but the full implications of this self-referential closure for understanding,
and fabricating, complex self-organising systems are, as yet, poorly understood.

The present contribution presents a brief summary of some preliminary attempts
to revisit and explore this issue afresh, through realising the von Neumann repro-
duction architecture in two abstract, computational, worlds: Tierra and Avida.

16.2 Von Neumann Reproduction in the Tierra World

Tierra is an artificial life platform where a population of reproducing computer
programs (“organisms”) compete with each other for both CPU time and mem-
ory space [8]. The platform contains a circular core memory, or soup, in which the
organisms are embedded. The Tierran instruction set consists of 32 assembler lan-
guage instructions, each occupying a single word, generally with no operands. How-
ever, certain op-codes are overloaded: in isolation, they function as NOP instructions,
but in certain contexts, sequences of them can be interpreted as immediate operands
specifying a biologically inspired pattern-based addressing mechanism. There are
various stochastic perturbations in program execution, including: cosmic rays (al-
teration applied to the contents of a random memory location within the soup), copy
errors (an error occurred when reading and/or writing the contents of a memory lo-
cation) and segment deletions (upon birth, a random organism segment is deleted).
Each organism is assigned a (virtual) CPU which includes four general purpose
registers, an instruction pointer and a small circular stack. A slicer allocates CPU
time to each living organism within the soup and a reaper limits the population by
reaping old and malfunctioning organisms.
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The normal protocol for evolutionary experiments in Tierra is for the experi-
menter to first design “by hand” an organism that is capable of self-reproduction.
This is then used as a seed organism for one or more specific experimental runs.
In each run, the seed gives rise to a population, which then diversifies through mu-
tation, and ultimately evolves through selection and other ecological interactions
(potentially including parasitism).

Classically, the reproductive mechanism of Tierran organisms relies on an ap-
proach pioneered in predecessor systems such as Coreworld [7]. In effect, the parent
organism simply inspects and copies its own program directly. We may classify this
as reproduction by “self-inspection” or “self-copying”. Such a mechanism is not
possible for complex organisms in the real world for several practical reasons [4];
but it is closely analogous to the more primitive template replication process un-
derlying in vitro RNA evolution, and, indeed, to the DNA replication process that
is one component of normal biological reproduction. In particular, it does support
inheritable variation and evolutionary exploration of a combinatorially large (for
practical purposes, infinite) space of distinct organism strains. Under such a self-
copying reproduction architecture, there is no distinction between phenotype and
genotype as the entire organism acts as both the template for replication and the
active, functional, phenotype (the executing program and any associated data).

In our work we have instead designed a seed organism based on the von Neu-
mann reproductive architecture, and having an explicit genotype-phenotype decom-
position. Note that this is entirely specified by the particular configuration of the
organism’s memory image: it is neither required not prevented by the underlying
dynamics of the Tierra world. In the first instance the von Neumann “decoding”
(genotype-phenotype mapping) has been simply modelled on the standard biologi-
cal genetic code. That is, it is a sequential mapping from discrete “codon” symbols
in the genome to functional “instructions” and “data” symbols in the phenome, im-
plemented via a lookup table located in the (parental) phenome. This table is there-
fore directly analogous to the functionality implemented by the aminoacyl-tRNA
synthetases in RNA-protein translation. The lookup table is itself, self-referentially,
encoded into the genome. While it would be expected that this self-referential map-
ping would be highly conserved (robust) in evolution, we nonetheless conjecture
that some significant long term evolution (either selective or by drift) should be
observed.

When all stochastic effects are disabled, our seed organism reproduces effec-
tively and populates the memory to form a stable ecosystem of identical organisms.
However, when stochastic effects are switched on, we quickly see the emergence of
organisms which we classify as “pathological constructors”. These are organisms
which are not self-reproducing but which rapidly construct multiple short malfunc-
tioning offspring within their lifetime. Pathological constructors are a hindrance to
an ecosystem because their offspring, although sterile, still occupy both memory
space and CPU time. When several pathological constructors coincide in time, their
production rate can be so high that their non-functional offspring displace the entire
population of functional self-reproducing creatures. In the specific initial experi-
ments we have run, this has frequently resulted in complete ecosystem collapse.
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We note that this total collapse appears to also rely on a subtle, and presumably
unintended, heterogeneity in the Tierran world, whereby an organism located at the
“origin” of the memory space (absolute address zero) may preferentially “capture”
instruction pointers “lost” by malfunctioning organisms. In particular, a pathologi-
cal constructor at that location can capture instruction pointers initially associated
with its own non-functional offspring. This can dramatically increase its individual
fecundity; to the point where, even within a finite, “normal”, lifetime it can displace
all other organisms in the soup.

Under a series of simulations where each source of random perturbation was
individually disabled, the disabling of the segment deletions showed an apparent
barrier to the emergence of pathological constructors. We conjecture that the expla-
nation is as follows. For von Neumann style reproducers, all random perturbations
which corrupt the copying of the genome will result in an offspring which still has
a functional phenome, and which will therefore go on to create at least one further
offspring (which may be functional or not). If the corruption of the genome copying
is by way of a segment deletion, then the initial offspring will generally be capable
of quickly and repeatedly generating further offspring, which are non-functional:
quickly because both the copying and the decoding of a short genome will be quick;
and generating non-functional offspring because the offspring phenome will be the
result of decoding a drastically shortened genome. Thus, segment deletion within a
genome can be expected to quite typically result in a pathological constructor as we
have already characterised it.

This analysis concludes that the mechanism which results in ecosystem collapse
due to pathological constructors appears to depend critically on both the inclusion
of segment deletion perturbations and the spatial inhomogeneity affecting memory
location zero. By contrast, in order for a pathological constructor to emerge from
a classic Tierran self-copier organism, relatively much more specific random per-
turbations must occur affecting very specific locations, which will alter, but not cor-
rupt the reproductive functionality. This suggests that the probability of pathological
constructors emerging within a population of von Neumann reproducers in Tierra is
much higher than that of a population of self-copiers.

16.3 Von Neumann Reproduction in the Avida World

Avida is another abstract (“simulated” or “virtual”) world which has been exten-
sively used to investigate very general properties of spontaneous evolutionary pro-
cesses [1, 5]. It is loosely inspired by the structure of a conventional, large scale,
cluster computer, with many separate computational nodes, each with one general
purpose CPU and a limited local memory. The nodes are sparsely interconnected,
typically in a regular two dimensional lattice.1 The CPU instruction set is config-

1The Avida world bears some superficial resemblances to von Neumann’s own early formulation
of an abstract cellular automaton (CA) world, particularly in its 2D network of discrete computa-
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urable on a system wide basis. It is normally reminiscent of a conventional micro-
controller, but with some specialised features. A program running on a given node
can overwrite the memory of a neighbouring node and in this way replace the pro-
gram running on that node (effectively re-programming the node). Based on this,
a suitably designed program can repeatedly and recursively reproduce itself into
neighbouring nodes. Such a program, combined with its associated computational
node/hardware, is regarded as an abstraction of a biological organism. If an Avida
world is initialised or seeded with a single instance of some such hand-designed
organism, a population of organisms will grow to occupy the entire world roughly
in the manner of bacteria in a Petri dish. Certain CPU operations in Avida are made
unreliable by design. This has the effect that mutant strains of organism can sponta-
neously arise, multiply, and compete in a Darwinian manner for the finite available
“space” (nodes) in the system. Unlike the Petri dish analog, a culture of Avida or-
ganisms can be continuously replenished with “nutrients” (analogous to a continu-
ous flow bioreactor) and thus the ongoing evolutionary process can, in principle, be
continued indefinitely.

As with Tierra, the “standard” mechanism whereby self-production is achieved
in Avida is based on self-copying; but again we have designed a novel organ-
ism which incorporates the characteristic genotype-phenotype structure and self-
referential genotype-phenotype mapping originally described by von Neumann.

As yet, only preliminary experiments have been run and analysed with this novel
self-referential seed organism in the Avida world. However, the consistent experi-
ence to date has been that instead of observing either simple conservation or long
term evolution in the genotype-phenotype mapping we see relatively rapid degen-
eration of the entire reproduction mechanism—i.e., emergence of “conventional”,
non-self-referential, self-copying organisms, comparable to the standard seed or-
ganisms. These organisms lack the decomposition into distinct genome and phe-
nome components, lack any genotype-phenotype mapping process, and therefore
also lack the characteristic von Neumann self-reference (or Pattee’s semantic clo-
sure); but they are still capable of self-reproduction. Once such organisms emerge
they are selectively favoured in this world (as they avoid the computational load of
translation/decoding without incurring any immediate offsetting penalty). It follows
that this degeneration is essentially irreversible.

Thus, it is not surprising that self-copiers should selectively displace self-
referencing organisms in Avida; nor is it very surprising that there might be some
available mutational pathways for such degenerative strains to appear, as the Avida
world is specifically designed to make reproduction by self-copying extremely easy
(it can be achieved with a program as short as 15 instructions under the default in-
struction set). However, what was surprising was that this degeneration could occur

tional nodes. However, there are also fundamental differences. In the von Neumann CA, each node
was a simple finite state automaton with no general purpose memory system (29 states per node,
equivalent to less than 5-bits of special purpose memory); whereas each Avida node comprises a
general purpose CPU and—by comparison—a substantial general purpose memory system, typ-
ically of capacity at least some hundreds or thousands of bits and potentially configurable to be
much bigger.



106 B. McMullin et al.

with just a single point mutation in our newly developed seed organism. Given that
several aspects of the reproduction cycle need to be well co-ordinated for reproduc-
tion to succeed, we had not thought that a single point mutation would be likely to
already yield a viable self-copier. Further analysis is ongoing to fully understand the
mechanism for this transition.

16.4 Discussion and Future Prospects

The initial results from these experiments show on the one hand that it is, indeed,
perfectly possibly to realise the von Neumann reproduction architecture in these
coreworld type systems; and, on the other hand, that this reproduction architec-
ture can prove to be unexpectedly brittle. The particular phenomena reported here,
though degenerative, are still interesting in their own right. Moreover, we conjec-
ture that it will be possible, through relatively modest modifications to the under-
lying machinery or “physics” of these worlds, and/or adjustments to the specific
detailed implementations of the von Neumann reproduction architecture, to avoid
these particular breakdowns and evolutionary collapse. If this can be done, then
these platforms should still be fruitful “minimal” environments in which to explore
and understand the most basic evolutionary emergence and elaboration of “sym-
bolisation”, in the form of spontaneous evolutionary change in genotype-phenotype
mapping.
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Chapter 17
Modelling Complex Multi-particle Transport:
From Smooth Flow to Cluster Formation

Ko van der Weele and Giorgos Kanellopoulos

Abstract One of the major problems with multi-particle flows is their tendency to
spontaneously form clusters. This is a hot topic in contemporary science not only
because of its fundamental interest but also because of its ubiquity in industrial
applications and everyday life. Here we present a clear-cut method to model the
clustering, dividing the available space in a grid of discrete cells and describing the
dynamics from cell to cell by means of a flux function. The method is illustrated by
two representative examples: the onset of clustering in granular flow on a conveyor
belt and the formation of traffic jams on the highway. Further insight is gained by
studying the continuum limit of the model.

Keywords Pattern formation · Granular transport · Clustering

17.1 Introduction

On the fundamental side, clustering is a paradigmatic example of spontaneous pat-
tern formation in multi-particle systems out of thermodynamic equilibrium [1]. On
the side of applications, clustering is encountered in the flow of granular materials
such as mining ore, cereals, or rock avalanches [2–4], in traffic flows on the highway
(where the spontaneously occurring clusters are known as “phantom jams” [5]), in
crowds rushing towards emergency exits (where clustering may lead to trampling
and lethal accidents [6]), in ant trails [7, 8], in the dynamics of icebergs in the polar
seas [9], and countless other flows that consist of dissipatively interacting entities.

In regions where the particle density is slightly higher than average—due to some
external influence or simply by a statistical fluctuation—the particles collectively
dissipate more energy than elsewhere, become slower, and hence do not escape so
easily from this region anymore. Vice versa, in regions where the density is below
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Fig. 17.1 (Left): Model transport system consisting of K compartments, vertically vibrated in
order to fluidize the granular particles. Material from the kth compartment is able to flow into
either of its neighboring compartments: The flow in box k − 1 is prescribed by a flux function
FL(nk) and that to box k + 1 by a larger flux function FR(nk). The adjustable inflow rate into
the top compartment is denoted by Fin. Under standard operating conditions the outflow from the
last compartment, FR(nk), will be equal to the inflow rate Fin. (Right): The flux functions given
by Eq. (17.2), with A = 1 s−1,BR = 0.1, and BL = 0.2, i.e., for the case when the height of the
barrier to the left is twice as large as that to the right (hL = 2hR )

average, the particles remain more mobile and move on easily. The separation of
dense and dilute regions thus becomes a self-enhancing effect, leading inevitably
to the formation of clusters consisting of many slow particles interlaced by diluted
regions with only a few, but fast particles [2]. Note that this pattern formation, and
the associated decrease in entropy, does not in any way violate the second law of
thermodynamics since the transport systems we are dealing with are inherently open
with respect to energy (a continuous input of energy is required to keep the parti-
cles going, while there is also a continuous dissipation of energy via the particle
interactions) and also with respect to mass (due to the in–and outflow of particles).

Here we present a particularly clear-cut and fast method to model the clustering:
we divide the available space in a grid of discrete cells and describe the dynamics
from cell to cell by means of a flux function. For instance, in a one-dimensional sys-
tem (such as the conveyor belt for granular materials of Fig. 17.1(a), or a motorway
for cars) we divide the total length in K intervals and denote the number density on
each of these intervals by nk(t), k = 1, . . . ,K . If the flux per unit time from such an
interval to the neighboring interval at the right is given by a flux function FR(nk),
and the flux towards the left by FL(nk), it follows that the dynamics of the system
is governed by the following set of K coupled ordinary differential equations:

dnk

dt
= FR(nk−1)− FL(nk)− FR(nk)+ FL(nk+1), for k = 1, . . . ,K (17.1)

Each of these equations simply expresses the mass balance for the cell in question:
the time rate of change of the density nk(t) is equal to the influx into cell k from the
neighboring cells k− 1 and k + 1, minus the outflux from k towards these cells.
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We will illustrate the method by means of several representative examples and in
doing so learn a good deal about the way in which these flows typically give way to
clustering.

17.2 A Model for Granular Transport

One of the main examples we study is the granular transport system depicted in
Fig. 17.1, consisting of an array of vibrated connected compartments. A steady in-
flow Fin =Q is applied to the top compartment of the system and under normal op-
erating conditions (i.e., for not too large values of Q) a continuous flow establishes
itself all the way down to the last compartment, yielding an outflow that equals the
inflow Q.

In the case of granular transport, assuming that the particles are agitated suf-
ficiently vigorously to form a so-called granular gas, the flux functions take the
approximate analytic form depicted in Fig. 17.1 [10–13]:

FR,L(nk)=Ank2e−BR,Ln2
k (17.2)

which contains two parameters, A and BR,L. The parameter A sets the absolute
flux rate. It is proportional, among other things, to the area of the opening between
the boxes and determines how fast (or how slow) the dynamical phenomena take
place. It can be incorporated in a dimensionless time scale τ = At . The second
(dimensionless) parameter BR,L may be regarded as the “Reynolds number” of the
transport process. It is proportional to

BR,L ∝ mghR,L
m(af )2

(
1− ε2)2

(
Ntotd

2

Ω

)2

(17.3)

which is the product of three dimensionless numbers representing: (i) the potential
energy mghR,L required to overcome the barrier towards the right or left (respec-
tively at height hR and hL above the bottom of the compartment) divided by the
kinetic energy 1

2m(af )
2 inserted by the vibration, where a and f are the amplitude

and frequency of the external driving, (ii) the loss of energy involved in each particle
collision, with ε being the coefficient of normal restitution (equal to 1 for perfectly
elastic collisions and about 0.90 for the glass or metal beads used in most labora-
tory experiments), and (iii) a filling factor, with Ntot denoting the total number of
particles, d their diameter, and Ω the ground floor area of the system.

The central feature of the flux functions FR,L(nk) is their one-humped shape,
which is directly related to the dissipative nature of the particle interactions. For
small values of nk , the flux from compartment k increases with the density just as in
any ordinary gas; beyond a certain value of nk, however, the increasingly frequent
interactions make the particles so slow that they are hardly able to overcome the
barrier anymore, and hence the flux starts to decrease again. It is thanks to this one-
humped shape that clustering is possible, i.e., that a dynamic equilibrium can be
established between a well-filled compartment (with a density nk far to the right of
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the maximum) and its diluted neighbor compartments (with a density nk close to 0),
since they both have the same flux level.

Also other flow problems with a tendency to cluster can be described by a similar
one-humped flux function [14]. The precise shape will differ from one problem to
the next, but it will always exhibit a maximum like in Fig. 17.1(b).

17.3 Subcritical Pattern Formation

For sufficiently small inflow rates Q the material flows smoothly through the sys-
tem and all compartments are filled to the same density level. However, this changes
when we keep increasingQ and push it beyond the capacity of the system. At some
critical value (Q = Qcr ) cluster formation becomes inevitable. Interestingly, the
clusters are announced in advance (already below Qcr ) by the appearance of an
oscillatory pattern in the density profile, see Fig. 17.2(a): The compartments now
alternately have higher and smaller density. This provides a valuable warning sig-
nal in practical applications. If immediate measures are taken, the imminent cluster
formation may yet be prevented. If not, a dense cluster is formed in the first com-
partment and obstructs any further inflow.

The critical flow and the associated wavy density profile can be explained quan-
titatively in terms of the dynamical flux model introduced above. The appearance
of the oscillatory pattern turns out to be connected to a reverse period doubling
bifurcation1 of the previously uniform density profile (see Fig. 17.1(b)) [13].

In order to unravel the physical mechanism that lies at the basis of the pattern for-
mation, it is instructive to study the continuum version of the flux model. In this ver-
sion the compartment numbers k = 1, . . . ,K are replaced by a continuous variable
x and the number density nk(t) by ρ(x, t)�x, where �x is the compartment width.
The dynamics of the system is now described (instead of by K coupled ordinary
differential equations) by a single partial differential equation of the Fokker-Planck
type [15]:

∂ρ

∂t
=−P(ρ) ∂ρ

∂x
+ ∂

∂x

{
D(ρ)

∂ρ

∂x

}
, (17.4)

where the right hand side contains a drift term and a diffusive term. The drift velocity
P(ρ) and the diffusion coefficient D(ρ) both depend on the density:

P(ρ)=�x
(
dF̃R

dρ
− dF̃L
dρ

)
(17.5)

D(ρ)= 1

2
�x2

(
dF̃R

dρ
+ dF̃L
dρ

)
(17.6)

1The details of the transition (and the associated bifurcation) depend on the exact form of the flux
function. For instance, if the one-humped flux function happens to rise from zero not as n2 (as
in Eq. (17.2)) but rather more steeply as n1/2 the period doubling bifurcation is no longer reverse
but takes place in the forward direction. In that case the system also exhibits oscillatory density
profiles of periodicity 4, 8, and so on, before the final clustering sets in.



17 Modelling Complex Multi-particle Transport 111

Fig. 17.2 (Left): Oscillatory density profile of a 25–compartment conveyor belt, at an inflow rate
Q = 1.87, just below the critical value Qcr at which clustering sets in. The depicted profile rep-
resents a dynamical equilibrium, with a steady flow of Q= 1.87 (per time unit) being transported
towards the right. (Right): The reverse period doubling bifurcation associated with the clustering
transition. The basin of attraction of the uniform density ñ(Q) is indicated in gray; its boundaries
are given (from Q = 1.855 onward) by the two elements of an unstable period-2 solution na(Q)
and nb(Q). The points k = K − 1,K − 2, . . . ,K − 23,K − 24 (= 24,23, . . . ,2,1) denote the
densities in the successive compartments from right to left. The oscillatory profile is the result of
the oscillatory convergence towards the value ñ(Q)

In this continuum version of the model, the clustering (and the whole sequence of
events preceding it) is explained as an interplay between drift and diffusion. The
drift term turns out to be responsible for the subcritical density oscillations, while
the diffusion term is responsible for the eventual clustering. Clustering sets in when
the density ρ locally exceeds some critical threshold such that the coefficient D(ρ)
becomes negative there; this change of sign gives rise to anti-diffusion, which is the
continuum analog of cluster formation [15, 16].

17.4 Connection with Other Transport Problems

17.4.1 Traffic Flow

Even though at first sight they may seem quite unrelated, cars on the highway have
much in common with granular particles moving in a preferential direction. The
analogy is in fact so strong that it has led to a series of bi-annual conferences “Traffic
and Granular Flow” [17]. The engines provide the necessary energy input (the cars
are self-driven particles) and just as the particles in a granular gas, they interact
dissipatively. They do so without actual collisions but simply because a car that
closes in upon another must necessarily reduce its speed; so, just like the granular
particles, cars make each other slow and traffic jams are the natural result [5, 6, 18].
Another striking similarity with the granular transport system of Fig. 17.1(a) is the
fact that many highways are “compartmentalized” by means of induction loops in
the asphalt (usually about 500 m apart), which monitor every car that passes over
them, and also its speed.
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Fig. 17.3 (Left): Measured traffic flux (veh/h per lane) as function of the local vehicle density
(veh/km per lane) at a certain point along the highway A58 between the cities of Breda and Eind-
hoven in the Netherlands, during the morning traffic on a working day without exceptional weather
conditions (Data courtesy of the Dutch Ministry of Traffic, Public Works, and Water Management).
(Right): The reconstructed flux function given by Eq. (17.7)

At low densities, up to ρk ≈ 30 veh/km/lane, the cars drive at their desired speed
of roughly 110 km/h, but above 30 veh/km/lane the distance between successive
cars becomes so small (less than 30 m) that the drivers can no longer maintain this
speed. They have to react, brake, and maneuver, and this causes a sudden drop in
the mean velocity. The corresponding car flux across the measuring point (density
times velocity), widely known as the “fundamental traffic diagram” of traffic analy-
sis [6, 18], is shown in Fig. 17.3(a). It shows the above two regimes very clearly: at
low densities the traffic flows freely and the flux function F(ρk) shows an upward
branch rising to nearly 3000 veh/h/lane, whereas for ρk > 30 veh/km/lane the traffic
becomes congested and the flux goes down dramatically. Just like the granular flux
function of Fig. 17.1(b), the car flux F(ρk) thus has the one-humped shape which is
a prerequisite for clustering. Indeed, on the basis of the measured data in Fig. 17.3(a)
one may reconstruct a flux function of the form (see Fig. 17.3(b)):

F(ρk)= FR(ρk)=Aρke−3.32×10−5ρ2.67
k (17.7)

with A= 112 km/h being the desired velocity at small densities.
Apart from the conspicuous similarities, there are also various interesting dif-

ferences with respect to the granular flow. For one thing, the traffic flux grows
linearly with the density for small ρk , in contrast to the granular flux function of
Eq. (17.2), and—as discussed in Sect. 17.3—this implies a somewhat different bi-
furcation structure of the clustering transition. Also at variance with the granular
case is the fact that the traffic flux in the direction opposite to the main flow is not
just much smaller, but identically zero: FL(ρk) = 0. Further one should not forget
the in—and outflow of vehicles at the entrances and exits along the highway, which
introduces a time—dependent source term Qon/off,k(t) in certain cells k. The set of
balance equations for traffic flow then take the following form:

dρk

dt
= FR(ρk−1, ρk)− FR(ρk,ρk+1)±Qon/off,k(t), for k = 1, . . . ,K (17.8)
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In this equation we have incorporated one further refinement by taking into account
that the flux function does not depend solely on the density of the cell k, but also on
that of the target cell, meaning that the flux from cell k to k+1 will have the general
form FR(ρk,ρk+1) instead of FR(ρk). In fact, it will be a decreasing function of the
target cell’s density ρk+1 since the drivers enter this cell less freely when it is already
occupied by a large number of cars than when it is empty [19].

17.4.2 Energy Cascade in Turbulent Fluids

As a third example, and in order to illustrate that the transport need not be restricted
to material flows but may also concern the flow of energy or momentum, let us say
a few words about the energy cascade in turbulent fluids. As is well known, the
energy in three-dimensional turbulence is transported from the large length scales
to the smaller ones. One of the models that has been put forward to describe this
is the GOY model, named after Gledzer, Ohkitani and Yamada [20–23]. In this
model the spectrum of relevant length scales is divided into N discrete shells, with
the first shell representing the largest and the N th shell the smallest length scale.
More specifically, the nth shell is determined by a wave number kn = k0λn with
λ > 1 (n = 1,2, . . . ,N). Each shell is characterized by a complex velocity mode
un, which is coupled to the modes in the nearest and next nearest shells in a way
that mimics the underlying hydrodynamic equations.

Energy is being put into the system in one of the first shells—conventionally in
the fourth—and this energy is transferred to the next shells (higher n, smaller length
scale) in a way similar to the granular transport studied in the present paper. In
dynamic equilibrium all shells contain a certain energy 1

2 |un|2, which is distributed

in such a way that the product unk
1/3
n oscillates around a constant level along most of

the cascade [24, 25]. The oscillatory profile of unk
1/3
n is very reminiscent of that of

Fig. 17.2(a), with only one intriguing difference: the periodicity of the oscillations
is 3 instead of 2. This period-3 pattern suggests that the oscillatory profile does
not always have to be related to a period-doubling bifurcation but that also period-
tripling is possible; and in other systems it may well occur via even more elaborate
bifurcation schemes.

17.5 Further Extensions and Concluding Remarks

Up to now we have considered one-dimensional transport systems, where the for-
mation of one single cluster automatically implies the breakdown of the flow. If we
extend the transport system to a 2D grid, however, the material can stream around
this first cluster and the outflow does not come to a halt before the grid is covered
by a whole battalion of clusters. The precise positioning of these clusters—another
beautiful example of pattern formation—turns out to be sensitively dependent on
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the special characteristics of the system, its boundary conditions, and also on small
random (experimental) density fluctuations.

Naturally, in two spatial dimensions we are dealing with densities nk,l(t) and
the right hand side of the generalized balance equation Eq. (17.1) will contain the
various fluxes that represent the exchange with all nearest neighbors. If the system
under study warrants it, also the exchange with next-nearest neighbors or other cells
further away may be included. Boundaries or any obstacles within the system are
modeled by forbidden cells. Inflow or outflow of particles, either at the boundaries
of the system or in some intermediate cell (as with the on—and off—ramps along
the highway), or feedback loops, are equally straightforward to incorporate.

In conclusion, the method outlined above is extremely versatile and can be
adapted to a variety of dynamical systems of interest. The model is simple enough to
be robustly stable against small uncertainties in the initial conditions and, not unim-
portant for practical applications, it requires only a minimum of computer time. All
these features make the flux method uniquely suited for an accurate phenomenolog-
ical description of complex multi-particle transport problems.
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Chapter 18
Out-of-Equilibrium Dynamics in Systems
with Long-Range Interactions: Characterizing
Quasi-stationary States

Pierre de Buyl

Abstract Systems with long-range interactions (LRI) display unusual thermody-
namical and dynamical properties that stem from the non-additive character of the
interaction potential. We focus in this work on the lack of relaxation to thermal
equilibrium when a LRI system is started out-of-equilibrium. Several attempts have
been made at predicting the so-called quasi-stationary state (QSS) reached by the
dynamics and at characterizing the resulting transition between magnetized and non-
magnetized states. We review in this work recent theories and interpretations about
the QSS. Several theories exist but none of them has provided yet a full account of
the dynamics found in numerical simulations.

Keywords Vlasov equation · Long-range interactions

18.1 Introduction

Systems with long-range interactions (LRI) display unusual thermodynamical and
dynamical properties such as ensemble inequivalence, lack of relaxation to equilib-
rium or broken ergodicity (see Refs. [1, 2] for a review of the field). These prop-
erties stem from the non-additive character of the interparticle interaction potential.
Let us mention a few systems belonging to the LRI class: gravitational systems,
non-neutral plasmas, 2D fluid dynamics, etc.

We focus in this work on the lack of relaxation to thermal equilibrium in LRI sys-
tems when the system is initiated in an out-of-equilibrium state. This phenomenon
leaves the system in an intermediary stage of the dynamics that is called a quasi-
stationary state (QSS) [3]. This state does not correspond to the equilibrium pre-
dicted by statistical mechanics and its lifetime increases algebraically with the num-
ber N of interacting particles in the system.

The occurrence of QSS should be taken into account if one is interested in the
actual properties of a system. The time needed to reach thermal equilibrium may
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prevent a proper observation of equilibrium properties in the available experimental
or simulational setting.

In this work, we review the generic steps of the out-of-equilibrium dynamics of
LRI systems and use the paradigmatic Hamiltonian Mean-Field (HMF) model and
its Vlasov formulation to illustrate those steps. Then, several theories attempting to
predict or describe the QSS are reviewed.

18.2 The Hamiltonian Mean-Field Model and the Vlasov
Equation

Let us consider the Hamiltonian Mean-Field (HMF) model introduced by Antoni
and Ruffo [4]. This model aims at reproducing the collective behavior of more com-
plex models with ferromagnetic or gravitational interactions, for instance.

The particles in the HMF model lie in a 1-dimensional periodic space with posi-
tion θ ∈ [−π : π[. The N -body Hamiltonian is

H=
N∑

i=1

p2
i

2
+ 1

2N

N∑

i,j=1

(
1− cos(θj − θi)

)
(18.1)

where θi is the position (in [−π : π[) of particle i and pi is its momentum. N is the
total number of particles in the system.

One may also consider the continuum limit of the HMF model. This leads to the
Vlasov equation

∂f

∂t
+ p∂f

∂θ
− ∂V [f ](θ, t)

∂θ

∂f

∂p
= 0, (18.2)

where

V [f ](θ, t)=
∫
dθ ′dp′f (θ ′,p′, t)

(
1− cos(θ ′ − θ)) , (18.3)

is the interaction potential.
The mean field, or magnetization,

m= 1

N

N∑

i=1

(cos θi, sin θi)= (mx,my), (18.4)

is used to follow the dynamical evolution of the HMF model. In the continuum limit.

m=
∫
dθdpf (θ,p)(cos θ, sin θ)= (mx,my), (18.5)

The norm of m is denoted m.
Equilibrium statistical mechanics allows one to compute the value of m for a

given energy or temperature. The authors of Ref. [4] observed a discrepancy in the
caloric curve between the theory and their simulations, close to the second order
transition separating the magnetized phase (m > 0) from the homogeneous phase
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(m= 0). Further investigations revealed the origin of the discrepancy: the system of
particles had not reached thermodynamical equilibrium in the simulations.

The evolution of many systems with long-range interactions consists in the fol-
lowing generic steps:

1. An initial condition that does not correspond to equilibrium.
2. Violent relaxation: the observables in the system undergo strong changes. The

time scale of this step does not depend on the number of particles N .
3. Quasi-stationary state (QSS). This state may either be stationary or present os-

cillations. Its lifetime grows algebraically with N .
4. Equilibrium: the state that is predicted by equilibrium statistical mechanics.

Simulations illustrating this dynamical evolution may be found in Refs. [3, 5], for in-
stance. An important consequence of the occurrence of QSS is that in addition to the
equilibrium phase transitions that the system may experience, one has to consider an
“out-of-equilibrium phase diagram” that is based on the magnetization found in the
QSS. In the thermodynamic limit N→∞, this “out-of-equilibrium phase diagram”
is the relevant one.

18.3 Theories for the Quasi-stationary States

Several attempts have been made at predicting the quasi-stationary state reached by
the dynamics. We review several of those attempts, namely: Lynden-Bell’s theory
that is based on an entropy maximization principle [6, 7], the exact stationary regime
theory proposed by de Buyl, Mukamel and Ruffo [8] and a dynamical reduction
proposed by Levin [9].

None of the aforementioned theories is able to take into account the existence of
states whose observables are not constant in time, i.e. they predict a time indepen-
dent distribution f (θ,p). It is known that dynamical resonances lead to oscillating
regimes [4, 10] and those cannot be predicted.

18.3.1 The Theory of Lynden-Bell

In 1967, Lynden-Bell [6] devised a theory to compute the relaxed state of gravita-
tional systems obeying a Vlasov equation. His theory is based on the maximization
of an entropy functional that takes into account the incompressible character of the
distribution function in Vlasov dynamics. The computation is based on a coarse
graining of phase space but leads to a continuous prediction for the distribution
function.

Lynden-Bell’s theory has been applied with success to the prediction of the in-
tensity of the Colson-Bonifacio model for the free-electron laser [11] and to provide
an out-of-equilibrium phase diagram for the HMF model [6, 7].
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18.3.2 BGK Like Theory

Based on the fact that a distribution function that only depends on the energy is
stationary in Vlasov dynamics, one may try to construct stationary states. This ap-
proach is well know in plasma physics as Bernstein-Greene-Kruskal modes [12].
The authors of Ref. [8] develop this idea while proposing an approximate corre-
spondence between the initial condition and the state that is reached by the system.

The distribution f (θ,p) is expressed directly as a function of the energy distri-
bution function of the initial condition. For low values of the initial magnetization,
the theory fails to predict the final magnetization. Else, it provides good results and
predicts a second-order phase transition for 〈m〉 and 〈mx〉. This theory is based
purely on dynamical consideration and as such provides interesting complementary
information with respect to Lynden-Bell’s theory.

18.3.3 Core-Halo and Envelope

The authors of Ref. [9] propose an ansatz for the distribution function f that repro-
duces the core-halo structure found in the phase space of the HMF model

fS(θ,p)= η0
[
Θ(εF − ε)+ χΘ(εh − ε) Θ(ε − εF )

]
, (18.6)

where ε(θ,p)= p2/2+ (1−MS cos θ), MS is the value of the magnetization and
Θ is the Heaviside function.

This ansatz requires the determination of the energy levels (εF for the core and εh
for the halo) and of the magnetization MS . Those values are provided by a reduced
dynamical equation. This theory is tested on the transition between magnetized and
homogeneous regimes in the HMF model and predicts a first-order like transition
for 〈m〉 and 〈mx〉. The order of the transition is confirmed by simulation data for
〈mx〉. Simulation data for 〈m〉 is not given however.

18.4 Discussion and Conclusion

Out of the existing theories aimed at predicting the quasi-stationary states (QSS) that
have been applied to the Hamiltonian Mean-Field model, none is able to predict the
regimes in which oscillations are found. As is pointed out in Ref. [13], one may
relate the time averages of the squared norm of the magnetization to the one of the
x component of the magnetization1 by the following relation:

〈m2〉 = 〈m2
x〉 = 〈mx〉2 + σ 2

mx
, (18.7)

1Here, my can be set equal to zero without loss of generality.
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where σmx is the time-wise standard deviation of mx . The choice of an observable
thus impacts the results that is found in simulations for non-steady QSS, explaining
the different results between Refs. [7] and [9]. As soon as the QSS displays oscilla-
tions in the magnetization, σ 2

mx
> 0 and 〈m2〉 �= 〈mx〉2. The phase diagram provided

by Lynden-Bell’s theory [7] still represents the most ensemble view of the QSS for
the HMF model as well as an actual interpretation in terms of phase transitions.

We have reviewed in this work recent advances in the understanding of the out-
of-equilibrium dynamics in systems with long-range interactions. Several theories
exist but none of them has provided yet a full account of the dynamics found in
numerical simulations. Progress in this direction has been made by the construction
of counter-rotation BGK clusters by Yamaguchi [14]. This construction is however
not predictive.

Acknowledgements The author would like to acknowledge interesting discussions and collabo-
rations with R. Bachelard, G. De Ninno, D. Fanelli, P. Gaspard, D. Mukamel and S. Ruffo.
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Chapter 19
Distance Ratio: An Exploratory Application
to Compare Complex Networks

Nuno Caseiro and Paulo Trigo

Abstract This paper describes an experimental application of the distance ratio
measure used to compare individual networks among themselves and to analyze the
aggregated network representing the group mental model from the field of emer-
gency management.

The data was obtained by surveying a group of Civil Protection graduates and
aggregating all the answers (shared mental model). The data allowed us to deepen
the analysis of the resulting network in order to research for differences among
networks.

Keywords Complex networks · Network comparison · Distance ratio · Emergency
management ·Mental models

19.1 Introduction

The study of complex networks are an important tool in different fields of knowl-
edge, with applications from social relations to power grids, from genes and proteins
to text analysis [1–6].

The usual approaches are centered in the statistical proprieties of one network
and its components: the nodes and the links between them (edges). In this case,
complex networks are taken as individual structures but they are normally dynamic
by nature and it’s important to understand the differences or similarities among two
or more.

In general, we can compare networks by means of: (i) global property statis-
tics, such as degree distribution, betweenness centrality, assortativity, and clustering
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coefficient; (ii) subgraph enumerating, such as over- and under-represented motifs
than in randomized networks, graphlet degree distribution, joint degree correlations
of subgraph, and trained subgraph feature. Each of comparison method has specific
characteristics, advantages and disadvantages [7].

When approaching two or more networks that share some elements among them,
are taken in several moments in time or in different physical settings the current
proposals are limited. Two networks even with different substructures can exhibit
some similitude regarding global properties [7].

Some examples of this situation are the network formed by words and phrases in
two books in a domain or written by the same author, citations in a field of knowl-
edge in two different years or power grids in different regions (with same equip-
ment). In these cases comparing can be a useful approach to detect differences and
similarities between the existing elements and their links.

With the present work we propose to address this gap by applying a measure,
Distance Ratio inspired in system analysis [8]. In this context a system is represented
by elements connect by causal relations with positive or negative impact within
them. It is possible to identify the existence of self-loops, when an element has an
impact on itself. But irrespective of the classification, the emerging representation
is a different form of network, so our research will test its suitability for complex
networks application.

As a practical application the presented indicator (Distance Ratio) is applied to
compare different networks representing mental models of emergency managers.
These structures are obtained by relating concepts of this field gathered by inquiry
from practitioners. It can be used to verify differences among a shared mental model
and the individual ones [9, 10] or to test the similarities between professionals of
different emergency agents.

In this application, obtained results can be useful for support training and recruit-
ment decisions since they give an indicator of closeness between different mental
models.

As a comparative indicator and methodology it can be extended to contexts like
plagiarism, when applied to compare the network of words between different docu-
ments or other settings where comparison is required.

19.1.1 The Distance Ratio

In the literature there seems to lack a measure that can be used for the purpose of
comparing complex networks. We will use an indicator, the Distance ratio (DR),
that in its original application, in the domain of system dynamics, was used to cal-
culate two causal maps similarity. Causal maps in systems dynamics are a set of
elements that influence each other in a sequence and with a level of intensity. In the
language of system dynamics there are more than variables and links. It is possible
to identify other constructs such as delayer links, non-linear links, stock variables or
rate variables and also feedback loops [11]. The distance ratio is used to compute to
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what extend two networks are close in terms of their constituents. Thus, an extended
matrix A and B is used, where aij and bij are their elements. The adjacency matrix,
with n variables, will form an xn matrix with the strength of the links as cell values
[12] or a binary representation (0/1) of the existing links if there is no information
about weights.

Since causal maps can be seen as a network where an element can be represented
as a node, the influence to other elements are links and the level of intensity is the
weight of that link, it is our belief that the DR measure can be extended and applied
to complex networks.

The formula for distance ratio is presented below [8, 12]
∑
i=1

∑
j=1 diff(i, j)

(εβ + δ)v2
c + γ ′(2vc(vua + vub)+ v2

ua + v2
ub)+ α((εβ + δ)v2

c + γ (vua + vub))
(19.1)

where

diff(i, j)

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, if i = j and α = 1 (no self-loops)

Γ (aij , bij ), if i or j �∈ vc ∧ i or j ∈ va or vb

|aij − bij | + δ, if aij ∗ bij < 0

|aij − bij |, otherwise

(19.2)

and

Γ (aij , bij )

⎧
⎪⎨

⎪⎩

0, if γ = 0

0, if γ = 1 and aij = bij = 0

1, otherwise

(19.3)

The result obtained by the formula can vary between 0 and 1, where 0 means
completely similar and 1 totally different (distant).

A group of parameters are denoted by the Greek letters (α,β, γ, δ, ε) and are
used to adjust the formula to different contexts. The α parameter can be set to 0
or 1, whether self-loops are allowed or not. To reflect differences in weight between
nodes in the networks we pass the max weight to parameter β .
ε accounts for the number of polarities in the matrix and it can take the value 1

or 2 (one polarity—only positive or negative or two polarities—positive and nega-
tive).

If δ = 0, we do not differentiate situations where different weights create the
same difference values. For instance, a difference between a weight of 4 and 1 is the
same as for −2 and 1 as per Eq. (19.2). In the latter, since a negative and a positive
value is involved, a value δ is added.

The parameter γ is set for how to interpret matrix cells for which one of the
maps does not have an edge because there is a mismatch of nodes. In the context
of concept maps the inexistence of a node is a result of the one that creates more
difficulties. If we do not want to deduce anything from the absence of nodes, we will
set γ = 0. If we wish to assign meaning to the fact that one person as mentioned
one concept (node) and another does not, the value of γ = 1 signaling that this
difference should be taken into account.
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19.1.2 Mental Models

Mental models are conceived of as a cognitive structure that forms the basis of rea-
soning and decision making, and can be seen as a network of associations between
concepts in an individual’s mind. Mental models have been described as a form of
intuitive knowledge that serve as a frame of reference for interpretation of the world
which forms the bases for reasoning and working with problems [13].

They are built by individuals based on their personal life experiences, per-
ceptions, and understanding of the world. Mental models provide the mechanism
through which new information is filtered and stored. However, the ability to repre-
sent the world accurately is always limited and unique to each individual [14].

There a variety of techniques for eliciting mental models, ranging from brain-
storming, to interviews or text analysis. They include concept mapping, word asso-
ciation techniques, ordered recall, card sorting procedures, paired-comparison, and
the ordered tree technique [12, 15, 16].

They can be applied both individually or to a group of people [10, 15]. Most of
procedures used are based on the assumption that an individual’s mental model can
be represented as a network of concepts and relations [14].

When working together people must share a part of the mental model to deal
effectively with each other. Team mental models promote understanding among
team members regarding information requirements, the need for communication
and coordination [17]. In the case of emergency management cycle the individuals
involved need to have a common mental structure to deal with information issues.
The lack of a common mental model is a common problem referred to in emergency
management literature [18–20].

19.2 Methodology

In order to compute the DR we asked a group of graduate students to identify, orga-
nize and relate the concepts they recognized in the emergency management field.

Each element of the survey group was asked to indicate a new level of concepts
related to a starting concept. In this situation the initial concept was “Civil Protec-
tion”. For each of the concepts in the new group, a new sublevel of concepts was
requested. By iterating on the above mentioned steps, it is possible to build several
levels of inter-related concepts (as represented in Fig. 19.1). An individual structure
is elicited representing the mental model of concepts of the respondents with the
respective relations. This structure is representable as a network.

As the concepts are words, the responses were verified for major spelling mis-
takes and typos. This is an important step to ensure that the same concept indicated
by two different respondents was not coded as different ones because of a mistake.
Finally, individual networks were grouped and processed to create a unique network
with all the contributions.

This grouped network can be seen as a shared mental model [10]. In this network,
we take into account the number of times a pair of concepts was mentioned by the
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Fig. 19.1 Model of data gathering

respondents, because this stresses the importance of that relation within the group.
That total was taken as a weight of the edge between concepts.

The data was processed to transform the concepts identified in a network struc-
ture, where a node represents a concept and an edge represents a connection between
two concepts. Moreover, for each pair of nodes the respective weight was indicated.

19.3 Results

We compute the DR for each of the networks among subjects. For the current appli-
cation the parameters in the formula were set to:

• α = 1, meaning self-loops were not taken into account, because in the case of
complex networks a node do not link to itself directly;1

• β =max weight, in the present case the value is one, meaning only that there is a
link between two nodes;

• γ = 1, because we want to take into account the fact that one network has a node
and another has not, thus valuing the eventual link that can exist;

• δ = 0, not adding any value to differences;
• ε = 1, because in this case we only have one polarity. All link weights are posi-

tive.

The values presented in Table 19.2 point to a low distance ratio since they are
very close to 0, the lowest limit, meaning that networks are very similar among them.
This can be due to the nature of the sample used. The subjects were all graduate
students, with similar training and level of experience.

In spite of this fact, some differences can be perceived between subjects with
some of them with more proximity with the others (subject 4) and lower deviation.
Or with more relative distance (subject 6).

If we compare the subjects with the group network with the starting concept (the
aggregated network mentioned in Table 19.1). We find a mean DR of 0.005 (with

1We recall that the Distance Ratio formula is adapted from systems dynamics where self-loops are
a normal situation.
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standard deviation of 0.0001). The value is lower than the values obtained between
subjects (with mean of 0.02).

An possible explanation to this is that the aggregated network is constructed by
adding all the individual contributions, therefore when we perform the distance ratio
between the aggregated network and the individual ones, each one finds a “piece”
of itself in the group network thus having a lower distance.

19.4 Conclusions

Network analysis seems to be a valid tool to study mental maps since the concepts
and their relationships can be represented by nodes and links.

The application of the Distance Ratio to complex networks seems feasible but
requires a broader sample that can increase potential differences. The sample used
led to a low Distance Ratio, meaning that the mental models were very similar
within the group under study. The distance ratio approach can be refined to take into
account the ranking of concepts (node weight) in the case of aggregated networks.

Since this is an exploratory work that used a sample of graduates as the source
of concepts, the computed differences between mental models were not very sharp.
Future work will try to replicate this approach with professionals in the Civil Pro-
tection field, from different agencies and explore if greater dissimilarities exist.

The understanding resulting from that may be helpful to take decisions regarding
training improvement and information sharing among individuals or groups in key
organizations in the field.
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Chapter 20
Traveling and Stationary Patterns in Bistable
Reaction-Diffusion Systems on Network

Nikos E. Kouvaris, Hiroshi Kori, and Alexander S. Mikhailov

Abstract Traveling and stationary patterns in bistable reaction-diffusion systems
have been extensively studied for classical continuous media and regular lat-
tices. Here, we consider analogs of such non-equilibrium patterns in bistable one-
component systems on trees and on random networks. As revealed through numeri-
cal simulations, traveling fronts exist in network-organized systems. They represent
waves of transition from one stable state into another, spreading over the entire
network. The fronts can furthermore be pinned, thus forming stationary structures.
While pinning of fronts has previously been considered for chains of diffusively
coupled bistable elements, the network architecture brings about significant differ-
ences. An important role is played by the degree (the number of connections) of
a node. For regular trees with a fixed branching factor, the pinning conditions are
analytically determined. For large random networks, the mean-field theory for sta-
tionary patterns is constructed.

Keywords Self-organization · Pattern formation · Nonlinear dynamics ·
Bistability · Complex networks · Traveling fronts · Pinning · Stationary patterns

20.1 Introduction

Pattern formation in reaction-diffusion systems for from equilibrium has been
widely studied for chemical and biological processes. Within the last years, atten-
tion has been turned to self-organization on network systems, where the network
nodes are occupied by active elements and the links represent diffusive connections
between them. Such systems may correspond to networks of diffusively coupled
chemical reactors [1] or biological cells [2]. Detailed studies of synchronization phe-
nomena in oscillatory systems [3] and of infections spreading over networks [4, 5]
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have been performed. Turing patterns in activator-inhibitor systems organized on
large networks have also been considered [6]. However, systematic research along
this directions is still largely missing. To contribute towards such research, we in-
vestigate here traveling and pinned fronts in networks formed by diffusively coupled
bistable elements.

The study of bistable media is of principal importance for the theory of self-
organization in reaction-diffusion systems. Traveling fronts which represent the
transition from one stable state into another are providing a typical example of self-
organized wave patterns. The velocity and the profile of the front are uniquely de-
termined by the medium properties. Depending on the parameters of the medium,
either spreading or retreating fronts can typically found. Stationary fronts, which
separate two regions of different stable steady states, are not characteristic for con-
tinuous media; they are found only at special parameter values along the border
line separating spreading and retreating fronts [7]. When discrete systems, formed
by chains of coupled bistable elements, are considered, traveling fronts can how-
ever become pinned if diffusion is sufficiently weak, so that, stable stationary fronts
which are found within entire parameter regions may arise [8–10].

As shown in our study [11], traveling and pinned fronts are also possible in
network-organized systems, but their properties are significantly different. The be-
havior of the fronts is highly sensitive to network architecture and degrees of net-
work nodes play an important role.

20.1.1 Bistable Systems on Networks

Classical one-component reaction-diffusion systems in continuous media are de-
scribed by the form

∂

∂t
u(x, t)= f (u,h)+D∇2u(x, t), (20.1)

where u(x, t) is the local activator density, function f (u,h) specifies local bistable
dynamics and D is the diffusion coefficient. Depending on the particular context,
the activator variable u may represent concentration of a chemical reagent or of
biological species which amplifies its own production.

Here we consider analogs of processes described by the model (20.1), which are
taking place on networks. In network-organized systems, the activator species oc-
cupies nodes of a network and can be transported over network links to other nodes.
The connectivity structure of the network can be described in terms of an adjacency
matrix T, whose elements are Tij = 1, if there is a link connecting the nodes i and
j (i, j = 1, . . . ,N ), and Tij = 0 otherwise. Processes in undirected networks, where
the adjacency matrix T is symmetric (Tij = Tji ), have been considered. Generally,
the network analog of system (20.1) is given by

u̇i = f (ui)+D
(
N∑

j=1

Tijuj −
N∑

j=1

Tjiui

)
, (20.2)
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where ui is the amount of activator in network node i and f (ui) describes the local
bistable dynamics of the activator. The last term in Eq. (20.2) describes diffusive
coupling between the nodes. Parameter D characterizes the rate of diffusive trans-
port of the activator over the network links.

Instead of the adjacency matrix, it is convenient to use the Laplacian matrix L
of the network, whose elements are defined as Lij = Tij − kiδij , where δij = 1 for
i = j , and δij = 0 otherwise. In this definition ki is the degree, or the number of
connections, of node i given by ki =∑

j Tji . In the new notations Eq. (20.2) takes
the form

u̇i = f (ui)+D
N∑

j=1

Lijuj . (20.3)

When the considered network is a lattice, its Laplacian matrix coincides with the
finite-difference expression for the Laplacian differential operator after discretiza-
tion on this lattice.

In our study we use the Schlögl model [12] which is a classical example of a
one-component system exhibiting bistable dynamics. This model describes a hy-
pothetical trimolecular chemical reaction which exhibits bistability. In the Schlögl
model, the nonlinear function f (u) is a cubic polynomial

f (u)=−∂V
∂u
=−(u− r1)(u− r2)(u− r3), (20.4)

so that, V (u) has one maximum at r2 and two minima at r1 and r3. We have per-
formed numerical simulations and analytical investigations of the reaction-diffusion
system (20.3) random networks and for irregular trees using the Schlögl model.

20.2 Main Results

As revealed through numerical simulations, analogs of traveling fronts, spreading
or retreating, exist in such network-organized systems. Furthermore, stationary pat-
terns, pinned at subsets of network nodes, are found. Our numerical simulations
suggest that degrees of the nodes play an important role in such phenomena. The
observed behavior is however complex and depends on the architecture of the net-
works and on how the initial activation was applied [11].

In the special case of regular trees, an approximate analytical theory has been
constructed. Our theory, which represents an extension of the respective theory of
pinned fronts for the chains [10], reveals that the branching factors of the trees and,
thus, the degrees of their nodes, are essential for fronts dynamics [11]. By using
this approach, front pinning conditions could be derived and parameter boundaries,
which separate pinned and traveling fronts, could be determined. As we have found,
propagation conditions are different for the fronts traveling from the tree root to
the periphery or in the opposite direction. Generally, all fronts become pinned as
the diffusion constant is gradually reduced. While the theory has been developed
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for regular trees, where the branching factor is fixed, it can be used to interpret the
behavior found in irregular trees and also for large Erdös-Rényi networks.

It is known that large random Erdös-Rényi networks can locally be approximated
by the trees [13]. Therefore, if the initial perturbation has been applied to a node and
starts to spread over the network, its propagation is effectively taking place on a tree
formed by the node neighbors. Only when the activation has already covered a suf-
ficiently high fraction of the network nodes, loops start to play a role. When this
occurs, the activation may arrive at a node along different pathways and the tree
approximation ceases to hold. In this opposite situation, a different theory employ-
ing the mean-field approximation can however be applied as has been previously
used for spreading-infection problems [14] and the analysis of Turing patterns on
the networks [6]. Within the mean-field approximation, statistical properties of the
network stationary activity patterns are well reproduced [11].

20.3 Methods

In our study random Erdös-Rényi, scale-free and hierarchical tree networks were
considered. Erdös-Rényi networks were constructed by taking a large number N
of nodes and randomly connecting any two nodes with some probability p. This
construction algorithm yields a Poisson degree distribution with the mean degree
〈k〉 = pN [15]. In our study we have considered the largest connected component
network, namely, we have removed the nodes with the degree k = 0.

Tree networks with branching factor k− 1 were constructed by a simple iterative
method. Starting with a single root node and at each step k − 1 nodes are added
to each existing node with the degree k = 1. After L steps this algorithm leads to
a tree network with the size N =∑L

l=1(k − 1)l−1, where the root node has degree
k − 1, the last added nodes have degree 1 and all other nodes have degree k. In our
numerical simulations we have also used complex trees consisting of component
trees with different fixed branching factors which are connected at their origins.

Scale-free networks were constructed by the preferential attachment algorithm
of Barábasi and Albert [15]. Starting with a small number of m nodes with m con-
nections, at each next time step a new node is added, with m links to m different
previous nodes. The new node will be connected to a previous node i, which has ki
connections, with the probability ki/

∑
j kj . After many time steps, this algorithm

leads to a network composed by N nodes with the power-law degree distribution
P(k)∼ k−3 and the mean degree 〈k〉 = 2m.

Another issue in our study was to find the more convenient visualization of the
networks, for a better highlighting of self-organized patterns. Thus, network analogs
of traveling fronts was illustrated by grouping the nodes according to their distance
(the shortest path length) from the first activated node and the average value of
the activator density in each group was plotted as a function of the distance [11].
Stationary patterns, were displayed either by ordering the nodes according to their
increasing degrees or by using the Fruchterman-Reingold force-directed algorithm
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which places the nodes with close degrees near one to another in the network pro-
jection onto a plane, so that, the localization of the stationary patterns at the subsets
of nodes with certain degrees is clearly illustrated.
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Chapter 21
Searching Shortest Paths on Weakly Dynamic
Graphs

Jean-Yves Colin, Moustafa Nakechbandi, and A.S. Ould Cheikh

Abstract In this paper, we study weakly dynamic graphs, and we propose an effi-
cient polynomial algorithm that computes in advance shortest paths for all possible
configurations. No additional computation is needed after any change in the prob-
lem because shortest paths are already known in all cases. We apply this result to a
dynamic routing problem. In this problem, messages must be sent from some com-
ponents (captors for example) to a specific one (a processor for example) as quickly
as possible. The actual network is a mesh and the problem can represented by a
weighted directed acyclic graph. One known arc has unreliable performances.

Keywords Shortest paths · Dynamic graphs · Route planning

21.1 Introduction

In complex systems, dynamic graphs in which some of their values or even their
topologies may change from one moment to another offer new research opportuni-
ties.

One of the most famous algorithm, and one of the most used on static graphs, is
the shortest-paths algorithm from E.W. Dijkstra [1]. For the more complex dynamic
graphs, several models are proposed, probabilistic [2–4] or non-probabilistic [5–7].
In non-probabilistic models, most algorithms update previously computed data af-
ter each change in a value or after the addition or removal of an edge [8–11]. In
probabilistic models, the optimal paths definition of a shortest (or longest) path is
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different according to the published papers. The most usual definition sets as opti-
mal a path that maximizes the expected value of an utility function chosen by the
authors [2, 4]. The problem itself is usually NP-hard.

Among used metaheuristics, one can find ant colony algorithms [9] and other
swarm intelligence algorithms. These algorithms are very general and try too to
adapt their results following changes in the problem.

In this paper, we study weakly dynamic graphs, and we propose an efficient poly-
nomial algorithm that computes in advance shortest paths for all possible configu-
rations. No computation is needed after any change in the problem because shortest
paths are already known in all cases.

We apply this result to one delivery problem for trucks from one regional store-
house to several local stores when one possible point has a variable traversal du-
ration. We apply too this result to the problem of rerouting delivery trucks toward
their final destinations when there is a change in the traversal duration of one known
point.

21.2 Problem Statement

We first define weakly dynamic graphs.

Definition 21.1 A weakly dynamic graph is a graph in which there is an unstable
valuated edge (in an undirected graph) or valuated arc (in a directed graph) between
two known vertices x1 and x2 of the graph. That edge or arc has an unknown positive
value x that may change at any time. All other edges or arcs are stable and their
values never change.

In the rest of this paper, we will study a weakly dynamic directed acyclic graph
G(V,E) with V being the set of vertices of G and E being the set of arcs. Each arc
(i, j ) of G is valuated by a positive stable value pij , except for two known vertices
x1 and x2 of the graph. This arc (x1, x2) from x1 to x2 is valuated by an unknown
and unstable value x that may change at any time. The length of a path at a given
moment is the sum of the values of all the used arcs.

We now want to find in G shortest paths between a given vertex and all other
vertices, or alternatively shortest paths from all vertices to a given vertex.

21.3 Main Results

21.3.1 The Proposed Algorithm

In the following, we study only the problem of finding a shortest path between a
given vertex s0 and all other vertices. Finding a shortest path from all vertices to a
given vertex is a similar problem that can be solved by using predecessors instead
of successors in our algorithm.
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Fig. 21.1 Example of a Weakly Dynamic Graphs. The arrow in dotted lines represents the non
steady bow

The algorithm works in four successive phases:

• it first builds a set of the vertices that can be reached from the starting vertex using
arc (x1, x2). Only the successors of x2 are considered because G is a directed
graph.

• next, it computes the length d(x2, sn) of the shortest path from vertex x2 to all
vertices of the above computed set.

• then it computes the length ds(s0, sn) of the shortest path that does not use arc
(x1, x2), from vertex s0 to all other vertices of the graph.

• finally, it computes the length d(s0, sn) of the shortest path from vertex s0 to all
other vertices of the graph, by comparing

• the length ds(s0, x1)+ x + d(x2, sn) of the shortest path that uses arc (x1, x2),
• and the length ds(s0, sn) of the shortest path that does not use arc (x1, x2). Thus,

d(s0, sn)=ds(s0, x1)+x+d(x2, sn), if ds(s0, sn)>ds(s0, x1)+x+d(x2, sn)

else = ds(s0, sn).
Because the length of any shortest path that uses arc (x1, x2) depends on the value

of x, the length d(s0, sk) of the shortest path from vertex s0 to another vertex sk , will
also depends on x. In most cases for a vertex sk , there will be one value x(sk) of x
such that, if x is inferior to this value x(sk), the shortest path will use arc (x1, x2),
else it will not use it. Each path itself to each vertex sn is computed during the
lengths computations.
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Fig. 21.2 Sub-graph
generate by step 1

Example 21.1 We now apply this algorithm on the graph of Fig. 21.1.

Step 1: the set of direct or indirect successors of x2 is {6, 8, 9, 10, 12, 13, 14, 15,
16}. The corresponding sub-graph is that shown in Fig. 21.2.

Step 2: the computed shortest paths from x2 to these successors sn have lengths
d(x2, sn) of

sn 5 6 8 9 10 12 13 14 15 16

d(x2, sn) 0 1 2 3 3 4 5 4 5 6

Step 3: the computed lengths ds(s0, sn) of shortest paths that do not use arc (x1, x2),
from vertex s0 (with s0 being vertex 1) to all other vertices of the graph, are

sn 1 2 3 4 5 6 7 8 9

ds(x2, sn) 0 6 3 6 7 5 4 7 8

sn 10 11 12 13 14 15 16

ds(x2, sn) 10 5 9 10 6 7 11

Step 4: the lengths d(x1, x2) of the shortest paths for all vertices is the minimum of
the two values not using arc (x1, x2) and using arc (x1, x2).

sn 1 2 3 4 5 6 7 8 9
If not using arc (x1, x2) 0 6 3 6 7 5 4 7 8
If using arc (x1, x2) – – – – 3+ x 4+ x – 5+ x 6+ x
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sn 10 11 12 13 14 15
If not using arc (x1, x2) 10 5 9 10 6 7
If using arc (x1, x2) 6+ x – 7+ x 8+ x 6+ x 7+ x

Thus, for some vertices and some values of x, the shortest path uses arc (x1, x2),
and for these vertices and some larger values of x, the shortest path does not use arc
(x1, x2).

21.3.2 Some Proprieties of the Algorithm

Theorem 21.1 The paths computed by the algorithm are shortest paths.

Theorem 21.2 The algorithm complexity is O(n2).

Definition 21.2 We call critical value of x for a vertex sk the value x(sm) such that,
if x is inferior to this value, the shortest path from vertex s0 to vertex sk will use arc
(x1, x2) and will have a length that depends on x, else it will not use it and its length
will be constant.

Theorem 21.3 Each vertex sm that is a direct or indirect successor of vertex x2 has
0 or 1 critical value for the computation of a shortest path from s0 to this vertex.

A corollary of the last theorem is that the number of critical values is a finite
number. Furthermore, if we sort in ascending order the critical values of all vertices
of the graph, one can remark that the computed set of shortest paths from s0 to all
other vertices in the graph is the same for all values of x between two consecutive
values critical values. So the proposed algorithm can be used to efficiently compute
shortest paths for all possible values of x from a given vertex to all other vertices. It
can be used too to efficiently compute shortest paths from all vertices of a graph to
a given target vertex, by using the predecessors instead of the successors during the
computation.

21.4 Application to a Routing Problem

We now apply the algorithm to the following dynamic routing problem. Messages
must be sent from some components (captors for example) to a specific one (a pro-
cessor for example) as quickly as possible. The actual network is a mesh and can
represented in this problem by a weighted directed acyclic graph [12]. One arc is
known to have unreliable performances for some reason. This problem is thus a
weakly dynamic graph problem with vertex sn being the destination, and arc (x1, x2)
being the unreliable arc (cf. Fig. 21.3).
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Fig. 21.3 Application 1. Trees of shorter path from vertex s0 to all others

As said above, we may use a version of the proposed algorithm that uses the pre-
decessors instead of the successors. This allows us to compute shortest paths from
all other vertices to vertex sn. In the example graph of Fig. 21.4, there then are two
critical values, 2 and 4, giving 3 intervals. Each interval has its own (inverted tree)
of shortest paths spanning the whole graph and leading to vertex sn (cf. Fig. 21.4).
Each gives then a routing policy that is optimal in its interval. These routing poli-
cies are then all precalculated and stored in the vertices with their relevant critical
values of validity. The current value of x is next used to decide what routing will be
used. The unreliable arc is then monitored. When its value changes, the new value
is transmitted to all vertices. Each vertex compares it to the critical values and may
immediately decide to keep using the currently used local routing policy, or switch
to the already computed one best suited to the new value of x, just by checking in
which interval the value x is now in. Thus, no time is lost recomputing new optimal
paths.

21.5 Conclusions

In this paper, we proposed a new graph model we call weakly dynamic graph, and
we presented an algorithm to compute shortest paths for all possible cases in a given
graph. This algorithm has a polynomial complexity.
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Fig. 21.4 Application 2. Trees of shorter path from all vertex to sn Here one uses the graph of the
previous application (Fig. 21.3(a))

We intend to extend this study to weakly dynamic non oriented graphs, to graphs
with 2 or more variable arcs, to logistical routing problems and to the longest paths
algorithms used in scheduling and project management.
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Chapter 22
Emergence of Long Range Order in the XY
Model on Diluted Small World Networks

Sarah De Nigris and Xavier Leoncini

Abstract We study the XY model on diluted Small World networks, i.e Small
World networks whose number of links scales with the system size Nlinks ∼ Nγ ,
1< γ < 2. Starting from the regular lattice topology, we first concentrate on the
behaviour varying the dilution parameter γ : for low values, the system does not
exhibit a phase transition; while for γ approaching 2 a second order transition of
the magnetisation arises since the system is near the HMF regime. Hence γc = 1.5
appears to be a critical value: an energy range is observed in which the magnetisa-
tion shows important fluctuations and does not reach the equilibrium state. We then
take in account the model on a Small World network: for the latter, we have chosen
the Watts-Strogatz model, whose topology is parametrized by the rewiring proba-
bility p, 0<p < 1. We performed microcanonical simulations of the dynamics and
we highlight the presence of a second order phase transition appearing even for very
low p and γ , when the topology is still near the regular lattice one. Moreover we
observe a dependence of the critical energy εc on the rewiring probability p.

22.1 Introduction

The concept of Small World network can be found in systems which spread from
sociology and information science to biology and physics. We can take as funda-
mental and well known examples, among others, the Web [1] or networks of cells
in the living, like the neurons [2]. Despite the difference between those systems,
some common features arise in these real world networks like an high level of clus-
tering or the “Small World” effect itself, i.e. little average distance between two
nodes of the network. These shared properties are, looking at the heterogeneity of
the examples, quite independent from the punctual nature of the agents interacting
on networks and thus it represents a challenge to describe how common topological
features stem from simple assumptions which can be taken regardless to the particu-
lar model considered. Moreover the dynamical processes taking place on the top of
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networks are profoundly influenced by the underlying structure, pointing out a non
trivial interplay between the topology and the dynamics [3]. The statistical physics
approach could hence turn the qualitative matching between network structure and
dynamical processes into quantitative and the present work aims to inscribe itself on
this line. In this purpose, we chose a model for the network, the Watts and Strogatz
model [4], and a model for the interaction, the XY model for rotors. The latter, in
spite of its simple formulation, displays a very rich phenomenology and it has been
applied in various physical contexts: from solid state physics [5] to superconductors
and, recently, in more peculiar systems like bird flocks [6]. On the other hand, the
Watts-Strogatz networks model catches the two aforementioned features of Small
World networks and, at the same time, it provides naturally a control parameter on
the topology, the rewiring probability.

In Sect. 22.2 we present the XY model and we introduce the order parameter
used to characterize the phase transition of the system. Then, in Sect. 22.3, we first
concentrate on the behaviour of the model on a regular lattice, considering how its
thermodynamic properties vary changing the number of neighbours k connected to
each spin. Further on, in Sect. 22.4, we introduce the algorithm to create a Small
World network and we analyze the influence of this network structure on the phase
transition displayed by the XY model. We conclude, in Sect. 22.5, with a concise
summary of the main results.

22.2 The XY Model

In general the XY model describes a system of N pairwise interacting units. At each
unit i is assigned a real number θi , called the spin of i. In the following, we will
consider the XY model from the point of view of Hamiltonian dynamical systems
by adding a kinetic energy term to the XY Hamiltonian. The total Hamiltonian H
takes hence the form:

H =
N∑

i=1

p2
i

2
+ J

2k

N∑

i,j=1

εi,j
(
1− cos(θi − θj )

)
. (22.1)

Because of the periodicity of the cosine function in the Eq. (22.1), the phase space
for θi is restricted to the interval (−π,π]. We associate to each spin i a canonical
momentum pi whose coupled dynamics with the {θi} will be given by the set of
Hamilton equations:

⎧
⎨

⎩
θ̇i = ∂H

∂pi
= pi

ṗi =− ∂H∂θi =− Jk (
∑
j εi,j cos θj sin θi −∑

j εi,j sin θj cos θi).
(22.2)

The coupling constant J in Eqs. (22.1)–(22.2) is chosen positive in order to ob-
tain a ferromagnetic behaviour and in the following it will be set at 1 without loss
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of generality. We encode the information about the links connecting the units in the
adjacency matrix εi,j :

εi,j =
{

1 if i, j are connected

0 otherwise.
(22.3)

By construction, εi,j is a symmetric matrix with null trace since we do not consider
directed links. The system possesses two constants of motion preserved by the dy-
namics: the energy H = E and the total angular momentum P =∑

i pi which are
set by the initial conditions. We chose to start the system with a Gaussian distribu-
tion for both for the spins and the momenta. The numerical integration of Eq. (22.2)
is performed using a symplectic integrator [7], which ensures the conservation of
the momenta E and P and the symplectic structure. The thermodynamic quantities
are hence calculated averaging over time and over different network realisations.
The key quantity of our study is the order parameter M= (mx,my):

M=
{
mx = 1

N

∑
j cos(θj )

my = 1
N

∑
j sin(θj ).

(22.4)

A well known limit of this model is recovered when the spins are fully coupled, the
Hamiltonian Mean Field (HMF) model. It will be our paradigm of confrontation
investigating the behaviour of the magnetisation M in Eq. (22.4) since the HMF
model displays a second order phase transition of the order parameter M . This tran-
sition has been widely studied, both numerically and analytically, and in this work
we aim to understand if it also arises when the topology of the spins connections
becomes non trivial. In fact, in one and two dimensions the Mermin-Wagner the-
orem predicts that the XY model with only local interactions should not possess
long-range order at any finite temperature. But including more and more long-range
interactions in the XY model we argue that it leads to true long-range order since
we are approaching the mean field regime. In the following section, we address this
issue investigating the transition in the XY model from short-range to long-range
interactions as the number of connections is increased.

22.3 Regular Lattice Topology

We introduce the dilution γ as our parameter of interest to shift continuously from
the short-range to the long-range regime. It is defined as follows [8]:

γ = log(NL)

log(N)
,

where NL is the total number of links and γ ∈ (1,2]. Hence the configuration corre-
sponding to the case γ = 1 is the linear chain with only nearest neighbours coupling
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and, on the other hand, γ = 2 corresponds to the full coupling of the spins, the HMF
case. In Eq. (22.1) the normalisation constant k corresponds to the number of links
per unit, called the degree, and it is imposed by γ :

k = 22−γ (N − 1)γ

N
. (22.5)

The prefactor 22−γ accounts for the case of a linear chain (γ = 1) in which we set
2 links per unit. We construct this way a lattice in which each spin is connected
to k/2 neighbours on each side and the width of this neighbourhood is imposed
by our choice of the dilution. Having set the structure of the lattice, we performed
simulations in the microcanonical ensemble and we studied the evolution of the total
equilibrium magnetisation 〈M〉 (Eq. (22.4)) where 〈. . .〉 denotes the time average
and M = |M|. We first concentrated on low dilution values (γ < 1.5) : as expected,
the system doesn’t show a phase transition of the order parameter since low dilution
implies the existence of just short range interactions. In Fig. 22.1 the magnetisation
vanishes with the system size, so that in the thermodynamic limit we expect the
residual magnetisation to be zero. Nevertheless, quasi-long-range order could still
arise at finite temperatures like in the 2D XY model which displays the Kosterlitz-
Thouless phase transition [9]. This particular phase transition is characterized by
the change in behaviour of the correlation function, which decays as a power law at
low temperatures and exponentially in the high temperature phase. Hence to test the
eventual presence of a K–T transition, we consider the correlation function:

c(j)= 1

N

N∑

i=1

cos(θi − θi+j [N ]). (22.6)

At equilibrium, the correlation decays exponentially fast (Fig. 22.1) at any temper-
ature in the physical range, confirming the absence of the aforementioned phase
transition. For those values of γ , we can conclude that the number of links is still
too low to entail a change in the 1-D behaviour. Symmetrically, the other impor-
tant limit to consider is γ > 1.5 when we approach the full coupling of the spins.
As shown in Fig. 22.2, the mean field transition of the order parameter is recov-
ered in this dilution regime: it is worth stressing here that we recover the mean field
result even for γ significantly lower than 2, e.g. for γ = 1.6, implying that global
coherence is still reachable with a weaker condition than the full coupling.

In both cases, γ → 1 and γ → 2, the variance of the magnetisation 〈σ 2〉 = 〈(M−
〈M〉)2〉 has the expected linear scaling with the system size, ensuring the reaching
of equilibrium in our simulations.

The transition between the 1-D behaviour and the mean field phase appears to be
critical for γc = 1.5: for low energies 0.45 �E ≤ 0.75 the magnetisation is affected
by important fluctuations and it does not reach the equilibrium state (Fig. 22.3)
on the timescales considered. Moreover the correlation function in Eq. (22.6) does
not prove helpful in characterizing this peculiar state: it acquires the exponential
behaviour only for energies higher than ε = 0.7, while in the interesting interval
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Fig. 22.1 Equilibrium
magnetisation versus the
energy density ε =H/N .
(inset) Correlation function
cj for γ = 1.25

Fig. 22.2 Mean field phase
transition of the
magnetisation for N = 218.
The shift in the energy of the
phase transition is due to the
size finiteness of the
simulations, while the solid
curve represents the
analytical calculation for the
HMF model in the TD limit

of energies it is heavily affected by the fluctuations and it is impossible to properly
determine its behaviour. We observed these effects on several sizes fromN = 212 up
to N = 218 and, when considering the scaling of 〈σ 2〉 with the size (Fig. 22.3), it is
evident that the variance is not affected by the increasing system size. We argue that
at γ = 1.5 the number of links is at its lowest value to allow the arising of long range
order: at the moment, a more complete characterization of this state is ongoing as
well as a theoretical effort to explain the particular nature of this dilution value.

22.4 Small World Network

The algorithm chosen to produce networks is issued from the seminal paper of Watts
and Strogatz [4] and it acts on a regular network rewiring randomly the links. In
practice we start from the previous regular lattice in which each vertex is connected



150 S. De Nigris and X. Leoncini

Fig. 22.3 Temporal
evolution for the
magnetisation for N = 218

and E = 0.6. (inset) Scaling
of the magnetisation variance
〈σ 2〉 for γ = 1.5 for ε = 0.6
(stars) and ε = 0.74 (dots)

Fig. 22.4 Path lengths
starting from the blue vertex

to his k neighbours and according to a fixed probability p each link is either left
untouched either it is rewired. Hence we have a parameter, the probability p, to
tune the level of rewiring: for low p values, the network is almost regular; on the
other hand, for high p values, almost all the links are rewired and the network is
random. With this parameter p, we can pass continuously between these two limit
cases. Depending on the system size, a parameter region can be found in which
the network has high connectivity and little average distance, being a Small World
network. In order to quantify this interval of interest, we define two parameters, the
average path length and the connectivity. The first is related to the “Small World
effect” itself, i.e. the property of some networks to have a logarithmic growth of the
average distance between two vertices 〈l〉 with the system size:

〈l〉 ∼ log(N). (22.7)

This scaling indicates that 〈l〉 grows slower than linear with the system size which,
on the contrary, is the behaviour of a regular network. This slow growth is the sig-
nature of shortcuts and, from the point of view of statistical physics, these shortcuts
can imply the emergence of global coherence, as we shall see later. We define 〈l〉 as:

〈l〉 = 1

N

∑

i

li , (22.8)
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Fig. 22.5 Connectivity (dots)
and average path length
(stars) versus rewiring
probability for γ = 1.25 and
several sizes. The
connectivity and the average
path length are normalised to
the corresponding value for
the regular lattice

with li being the longest path attached to the i vertex. To quantify these paths, since
the network lacks a metric, we count the number of edges between two vertices.
Starting for instance from the i vertex, we have that his neighbours are at distance
d = 1, the neighbours of the neighbours are at d = 2 and so on for the successive
generations of neighbours (Fig. 22.4). Finally, to ensure that the path taken is the
shortest possible, we impose to consider each vertex only once avoiding this way to
come back on links already explored. For the connectivity we have:

C = 1

N

∑

i

ci ,

where

ci = ei
1
2ki(ki − 1)

. (22.9)

In Eq. (22.9), ki stands for the degree of the vertex i while ei is the number of
links existing between the ki neighbours of the vertex: the maximal number of cou-

ples between the neighbours is 1
2ki(ki − 1) and we count how many of these trian-

gles effectively exist, ei . In practice the connectivity quantifies the average amount
of clustering per vertex and it is, by definition, a local parameter. We measured the
topological quantities C and 〈l〉 varying the rewiring parameter p and averaging on
different network realisations per each p value. As shown in Fig. 22.5, p changes
the topology of the network: for low p values, C and 〈l〉 are both high and we are
thus in the regular network region. On the other side, for high p values, the network
has low values of C and 〈l〉 since it is completely random. In the intermediate zone
the network is a Small World one, having high connectivity and low average path
length. This region varies with the system size since it is delimited by the fall of the
average path length which is a global parameter. Figure 22.5 provides thus a “map”
indicating when the network is in the Small World regime. Using this knowledge,
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Fig. 22.6 Phase transition of the magnetisation for γ = 1.25 and p = 0.001 (a), p = 0.005 (b),
p = 0.05 (c)

we were able to investigate the XY model on this particular topology as we aimed
to highlight the interplay between the progressive introduction of rewiring and the
emergence of long range order. Consequently we took γ = 1.25 for the dilution:
in this case the regular network does not show a phase transition as discussed in
Sect. 22.3 and, on the other hand, it has been shown that for random networks the
mean field transition is recovered at any value of γ in the thermodynamic limit [8].
In between, in the Small World regime, the presence of the transition is strongly
dependent on the system size and on p (Fig. 22.6). The reason for this behaviour is
encoded in Fig. 22.5: the critical probability pc to have the breakdown of 〈l〉 scales
as 1/N and low values of 〈l〉 imply that enough shortcuts have been created to lead
a shift from the 1-D topology. Hence we expect that, in the thermodynamic limit,
pc→ 0 with the increasing system size, as argued also in [10], but this limit proves
more and more numerically expensive and hence difficult to evaluate. In Fig. 22.6
we show the transition for three low values of probability p = 0.001, p = 0.005 and
for p = 0.05.

We remark first that the lowest size consideredN = 4096 does not show the mean
field transition implying that the probability is too low to produce enough shortcuts
for this particular system size. Moreover we observe a shift of the transition energy
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Fig. 22.7 Dependence of the
critical energy εc on the
rewiring probability p

εc with p: from Fig. 22.7 we observe that the phase boundary in well described by
the form εc ≈ C ln(p). Our results appear hence in coherence with [11] and [10],
but in that case the simulations were performed in the canonical ensemble while we
deal with totally different dynamics since we use the microcanonical picture. This
difference in not negligible since ensemble equivalence, which exists for the HMF
model [12], cannot be taken for granted in long-range systems [13].

22.5 Conclusion

In this last section, we would like to resume the logical steps of our work and to give
a perspective of further developments. In Sect. 22.2, we first introduced our model
for the interaction, the XY model for rotors. We then recalled that a limit case of
our model (γ = 2) is the Hamiltonian Mean Field (HMF) model and we stressed
the presence of a second order phase transition in the HMF which we retrieve, with
some differences, in the more general XY model on networks. In Sect. 22.3, we
first focused on the regular lattice topology in which we controlled the degree of
each spin via the dilution parameter γ . We showed to limit cases: the low dilution
regime, where the long-range order is absent, and the high dilution phase in which
the global coherence is recovered when the dilution overcomes the threshold of
γ = 1.5. Interestingly, we highlighted that the phase transition is not a direct conse-
quence of the full coupling of the spins, like in the HMF model, but it can still arise
even for γ = 1.6, quite far hence from the extremal configuration of γ = 2. The
main result of Sect. 22.3 is the evidence of a non trivial behaviour when γ = 1.5:
the important fluctuations affecting the order parameter and the invariance of these
effects on the system size in a whole interval of energies suggest the need of an en-
hanced analysis to characterize this state, probably with methods coming from the
field out-of-equilibrium critical phenomena. Section 22.4 is devoted to Small World
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networks with particular attention to their topological parameters, the connectivity
and the average path length. In this section we described operatively a model, the
Watts-Strogatz model, which via the rewiring probability p, allowed us to explore
the topologies of the three main configurations taken in account: random, regular
and Small World networks. Finally, we presented the numerical results of simula-
tions of the XY model on Small World networks with low dilution. We highlighted
the effect of the average path length l in giving the system global coherence: we ob-
serve the arising of phase transitions only in regimes of low l which imply the fun-
damental presence of shortcuts. These shortcuts are responsible for the efficiency
of information transmission throughout the network and they allow the emergence
of a collective behaviour in a 1-D network even surprisingly when the low dilution
would imply the absence of long-range order. This result indicates that it exists a
complex interplay between the number of links, given by γ , and their distribution,
influenced by p, and this issue is object of ongoing investigations. Moreover a non
trivial effect induced by the rewiring gives the logarithmic scaling of the critical
energy with the probability p and the mechanism underneath this effect is, at our
knowledge, still unexplained.
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Chapter 23
Role Detection: Network Partitioning
and Optimal Model of the Lumped Markov
Chain

Maguy Trefois and Jean-Charles Delvenne

Abstract Nowadays, complex networks are present in many fields (social science,
chemistry, biology, . . . ) as they allow to model systems with interacting agents. In
many cases, the number of interacting agents is large (from hundreds to millions of
nodes). In order to get information about the functionality of the underlying system,
we are interested in studying the structure of the network. One way to do that is by
partitioning the network. In this paper, we present a method to detect a partition of
the network such that the dynamics of a random walker on the lumped network is a
good model of the dynamics of a random walker in the original network.

23.1 Introduction

Nowadays, complex networks are present in many fields (social science, information
theory, chemistry, biology, computer science, . . . ) as they allow to model systems
with interacting agents. In many cases, the number of interacting agents is large
(from hundreds to millions of nodes). In order to get information about the func-
tionality of the underlying system, we are interested in studying the structure of
the network. One way to do that is by partitioning the network into communities
(many links within the clusters and few links between them). In the last decade, this
community detection problem has attracted many interest in research [1–3, 6, 8–
10, 12, 13].

In this paper, we present a method to detect a partition of the network such that
the dynamics of a random walker on the lumped network is a good model of the
dynamics of a random walker in the original network. In particular, our strategy
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allows to find the communities in a well clustered network, or to discover if the
network is multipartite. Moreover, in the case of a lumpable Markov chain, this
strategy provides the partition with respect to which the chain is lumpable [7].

23.2 The Partitioning Problem

Consider an undirected and unweighted network. The dynamics defined on the net-
work is the following: being at node i, the probability of jumping to node j is

pij =
{
Aij
ki

if ki �= 0

0 otherwise

where ki is the degree of node i and A is the adjacency matrix of the network. This
dynamical process is a Markov chain on the network.

We are interested in partitioning the network so that the dynamics defined on the
blocks is a good model of the dynamics in the original network. More precisely,
we look for a partition S = {S1, . . . , Sn} such that for any blocks Sk , Sl and for any
nodes i, j ∈ Sk ,

∑

m∈Sl
pim =

∑

m∈Sl
pjm. (23.1)

Notice this partitioning problem exactly corresponds to the lumpability of the
Markov chain defined on the original network.

In general, the Markov chain defined on the network in not lumpable, which
means that there does not exist a relevant partition S having exactly property (23.1).
That is why we are interested in the most relevant partition whose dynamics on the
blocks is a good model of the dynamics in the original network. The blocks of this
partition will be called “roles” (this role definition differs from those proposed in
[4, 5, 11]). In next section, we present our strategy to find such a partition.

23.3 The Objective Function

In [7], E et al. suggest a method in order to partition the network as defined in pre-
vious section. However, in their method they have to fix in advance the number of
roles to detect. As this number is a priori unknown, this seems to be a big disadvan-
tage of their strategy. That is why we present another strategy in which the relevant
number of roles is provided by the method itself.

The role partition will be represented by a lumped network. The nodes of the
lumped network correspond to the different roles and the weight of the directed
edge from node nk to node nl in the lumped network represents the probability of
jumping from node nk to node nl .

Given a role partition S = {S1, . . . , Sn} of the original network, the weight mkl
of the edge from node nk to node nl in the corresponding lumped network is given
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by the arithmetic mean of the probabilities of jumping from a node of role Sk to any
node of role Sl , that is

mkl = 1

|Sk|
∑

i∈Sk
p(i, Sl),

where p(i, Sl) =∑
j∈Sl pij is the probability of jumping from node i to any node

of role Sl .
We would like to find a partition S = {S1, . . . , Sn} such that for any nodes i and

j belonging to a same block and for any block Sl , the probabilities p(i, Sl) and
p(j,Sl) are very similar, that is we would like to find a partition S which minimizes
the expression:

n∑

k,l=1

∑

i∈Sk

(p(i, Sl)−mkl)2
|Sk| .

However, the partition with only one block and the partition with the maximum
number of blocks (that is, any node of the original network is a block) are triv-
ial solutions. So, minimizing previous expression does not provide a relevant par-
tition. To deal with this problem, we compare the observed “variance” ekl :=∑
i∈Sk

(p(i,Sl )−mkl)2
|Sk | with its expected value E(ekl) in a null model (e.g., the Erdos-

Rényi model). Then, we compute the mean of these differences on all pairs of
blocks.

Consequently, we would like to find a partition minimizing the function:

f (S = {S1, . . . , Sn})= 1

n2

n∑

k,l=1

ekl −E(ekl).

Notice that the partition with only one block and the partition with the maximum
number of blocks are not trivial minimizers of f .

We will show the efficiency of this objective function through several examples.
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Chapter 24
Kinetic Limit of Dynamical Description
of Wave-Particle Self-consistent Interaction
in an Open Domain

Bruno Vieira Ribeiro and Yves Elskens

Abstract In a closed domain Ω of space, we consider a system of N particles
σN = (x1, v1, . . . , xN , vN) interacting via a pair potentialU . In this region, particles
also interact self-consistently with a wave Z =A exp(iφ). We consider injection of
particles in Ω , so N varies in time.

Given initial data (ZN(0), σN(0)) and a boundary source/sink, the system
evolves according to a Hamiltonian dynamics to (ZN(t), σN(t)). In the limit of
infinitely many particles (kinetic limit), this generates a Vlasov-like kinetic equa-
tion for the distribution function f (x, v, t) coupled to an envelope equation for
Z(t)= Z∞(t). The solution (Z∞, f ) exists and is unique for any initial data with
finite energy, provided that Ω has smooth enough boundaries.

Further, for any finite time t , given a sequence of initial data such that
σN(0)→ f (0) weakly and ZN(0)→ Z(0) as N →∞, the states generated by
the Hamiltonian dynamics (ZN(t), σN(t)) are such that limN→∞(ZN(t), σN(t))=
(Z∞(t), f (x, v, t)).

24.1 Introduction

With the development of theories for the dynamics of wave-particle interaction, the
N -body Hamiltonian description of plasma systems (and alikes) has often been
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used alongside the well known Vlasovian model. Major developments have been
achieved in the study of the agreement between these descriptions in the N →∞
limit, in which the dynamics formally reduces to the kinetic theory. More precisely,
for long-range forces, and mean-field particle-particle interactions in the absence of
waves, it has been shown that the N→∞ limit commutes with the time evolution
of the system, see [1, 2]. For the wave-particle interaction case, Firpo and Elskens
[3] have shown that the mean-field methods are also applicable and have proven the
equivalence of descriptions. Similar techniques also apply when the field obeys a
wave equation, see [4].

So far, these works assume periodic boundary conditions on an infinite domain.
Our goal is to consider open systems with finite extension, which can account for
injection of particles and reveal the possible importance of boundary terms, and
study their kinetic limit. We start with an open system of particles interacting via a
pair-wise smooth potential. In this case, the potential is assumed to be twice differ-
entiable and bounded, the potential vanishes outside the interaction region defining
the finite open system, outside which the particles are free. The injection of parti-
cles is accounted for by giving “fake” initial data outside the interaction region of
space. Moreover, particles are coupled to wave-like degrees of freedom, much as a
wavefield.

24.2 Dynamics

Consider a one-dimensional system of particles interacting via a pair potential in
a closed region defined by position coordinates x ∈Ω ≡ [0,L]. Inside this region,
particles also interact with waves with given natural frequencies ω0j , wave num-
bers kj , phases θj and intensities Ij .

The Hamiltonian describing this system is given by

H(x,p,X,Y )=
∑

r

p2
r

2
+

∑

j

H0j (Xj ,Yj )+ ε′
∑

r,r ′
U
(
xr, x

′
r

)
R(xr)R

(
x′r
)

+ ε
∑

r,j

k−1
j βj (Yj sin kjxr −Xj coskjxr)R(xr), (24.1)

where (xr ,pr) are the canonical position and momentum of the r th particle and
(Xj ,Yj ) are canonical variables for the Cartesian components of the complex
mode, which is related to the intensity-phase components of the wave by

Zj =Xj + iYj =
√

2Ij e−iθj . (24.2)

This Hamiltonian is a modification of that of [5], plus a particle-particle inter-
action term as that of [2], limited to the region where R(x) > 0. ε and ε′ are cou-
pling constants chosen to avoid divergences in the N →∞ limit (in this limit, we
expect ε′N = 1, for example). The first two terms of Eq. (24.1) correspond, respec-
tively, to free particles and free waves, and the last term corresponds to wave-particle
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coupling in Ω . The third term accounts for the particle-particle interaction, with a
pair potential U bounded, Lipschitz continuous, and symmetrical w.r.t. its two ar-
guments. As we consider all interactions to take place only in Ω , we introduce the
function R in the Hamiltonian. It is a Lipschitz continuous function with value 0 for
all x ∈]−∞,−δ[ and x ∈]L + δ,∞[, and value 1 for x ∈ [δ,L − δ], for a given
small positive constant δ. Therefore, outsideΩ , the Hamiltonian just expresses free
motion of particles and waves.

The dynamical equations of motion for the system are

ẋr = pr (24.3)

ṗr =R(xr)
∑

j

εβj�
(
Zj eikj xr

)−
∑

r ′
ε′∂xrU

(
xr, x

′
r

)
R(xr)R

(
x′r
)

+
∑

j

εβj k
−1
j �

(
Zj eikj xr

)
∂xrR(xr)

−
∑

r ′
ε′U

(
xr , x

′
r

)
∂xrR(xr)R

(
x′r
)

(24.4)

Żj =−iω0jZj +
∑

r

εβj k
−1
j ie−ikj xr R(xr), (24.5)

where we use for H0j a harmonic oscillator term

H0j =
∑

j

ω0j
X2
j + Y 2

j

2
. (24.6)

We now introduce the velocity vr = pr as all particles have unit mass. We introduce
wave envelopes

aj (t)= C−1Zj (t)e
iω0j t , (24.7)

with an appropriate constant C. For simplicity, here, we work with only one mode,
dropping the subscript j , and let β ′j = εβjC and . Then,

ẋr = vr (24.8)

v̇r =R(xr)β ′�
(
aeikxr−iω0t

)−
∑

r ′
ε′∂xrU

(
xr, x

′
r

)
R(xr)R

(
x′r
)

+ εβ
′
j

k
�(aeikxr−iω0t

)
∂xrR(xr)−

∑

r ′
ε′U

(
xr , x

′
r

)
∂xrR(xr)R

(
x′r
)

(24.9)

ȧ = iβ ′j
C2k

∑

r

e−ikxr+iω0tR(xr). (24.10)

The positions and velocities of particles determine an empirical sum σR of point
measures on Γ ≡Ω ×R space,

σR(x, v, t)= η
∑

r

δ
(
x − xr(t)

)
δ
(
v− vr(t)

)
R(xr), (24.11)

counting particles in Γ . The prefactor η is chosen as to keep a finite mass in the
kinetic limit N→∞.
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The space Γ is equipped with the distance
∥∥(x, v)− (

x′, v′
)∥∥= α(|x − x′| + τ |v− v′|), (24.12)

where α−1 and τ are, respectively, length and time scales. In the mode space, Z , we
use the distance

‖a − a′‖ = ζ |a − a′|, (24.13)

with a real positive coefficient ζ .

24.3 Kinetic Limit

The kinetic limit we are interested in corresponds to the sequence of point measures
σR converging to a continuous measure σ , defined by a positive density f (x, v, t)
in Γ , where the density f is a (weak) solution of the Vlasov-like system, dual to
(24.8)–(24.10), given by

∂tf + v∂xf + F [f,a]∂vf = 0 (24.14)

ȧ = iβ
′

Ck

∫

Γ

f (x, v, t)e−ikx+iω0tR(x)dxdv, (24.15)

with the force field

F(x, v, t)=R(x)
(
β ′�(a(t)eikx−iω0t

)− ε′
∫

Γ

∂xU
(
x, x′

)
R
(
x′
)
df ′

)

+ ∂xR(x)
(
β ′

k
�(a(t)eikx−iω0t

)

− ε′
∫

Γ

U
(
x, x′

)
R
(
x′
)
df ′

)
, (24.16)

where

df ′ = f (x′, v′, t)dx′dv′. (24.17)

We want to account for particles being injected in Ω . So, beside the mass mea-
sure σ (or σR), we introduce a boundary flux measure ν, in (t, v) space, that counts
particles being injected in Ω through x1 =−δ or x2 = L+ δ. Thus, ultimately, we
have two types of trajectories to account for: (a) that of particles with initial condi-
tions in Γ which remain in Γ ; and (b) that of particles with initial conditions outside
Γ which are injected into Γ at a finite time (note that we are not interested in parti-
cles after they leave Γ , nor in those that do not enter it in a finite time).1 Therefore,
the evolution of trajectories in one-particle (x, v) space is governed by a flow T as
follows. For case (a)

(a)
(
xr(t), vr (t)

)= Tt,s
(
xr(s), vr (s)

)
, (24.18)

1We are relying on the assumption that particles never re-enter Ω once they leave, which is rea-
sonable because the force vanishes outside Γ .
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describing particles that evolve from a time s to time t inside Γ . And, for case (b)

(b)
(
xr(t), vr (t)

)= Tt,t ′
[
T 0
t ′,s

(
xl − vr(s)

(
s − t ′), vr (s)

)]
, (24.19)

describing injected particles that, at some time t ′ < s, were outside Γ a distance
|vr(s)t ′| from the boundary, where T 0 is the free motion map. Clearly, Tt,s depends
on the wave envelope and particle distribution history during [s, t].

By duality, any measure μs of the system is transported by the flow as

μt =
(
μs + ν. ◦ T 0

.,s

) ◦ Ts,t
[
a(.),μ.

]
, (24.20)

where we recall the proper parameters in the flow T .
Let M+ be the space of positive measures μ on Γ and N+ be the space of

positive boundary flow measures ν. In these spaces, define the distance

dΓ,[0,T ]
(
μ,μ′;ν, ν′)= sup

φ∈D

∣∣∣∣∣

∫

Γc

φ(x, v)d
(
μ−μ′)(x, v)

+
2∑

l=1

∫

Λ

R(x)φ
(
xl − vt ′, v

)
d
(
ν. − ν′.

)(
t ′, v

)
∣∣∣∣∣

+ sup
φ∈D

∣∣∣∣
∫

Γδ

R(xl)φ(x, v)d
(
μ−μ′)(x, v)

∣∣∣∣ (24.21)

D = {
φ|φ ∈ C0,1

b (R×R); ‖φ‖uL ≤ 1
}
, (24.22)

where C0,1
b (R × R) stands for the space of bounded, Lipschitz continuous func-

tions on R × R and ‖ · ‖uL ≡ max
{‖ · ‖u, λLip(·)}, with a scaling constant λ. We

decompose the space Γ into two regions Γc ∪ Γδ ,
Γc =

{
(x, v) : x ∈Ω, dist(x, ∂Ω) > δ; v ∈R

}
, (24.23)

Γδ =
{
(x, v) : dist(x, ∂Ω)≤ δ; v · n< 0

}
, (24.24)

where n is the normal outward to Ω . Finally, we also introduced the space

Λ= {(
t ′, v

) : t ′ ∈ [0, T ]; v · n< 0
}
. (24.25)

For any ν, we may use the simpler expression dΓ (μ,μ′)= dΓ,[0,T ](μt ,μ′t ;ν, ν).
Then, our distance in M+ ×Z is given by

∥∥(μt , a(t)
)− (

μ′t , a′(t)
)∥∥≡ dΓ

(
μt ,μ

′
t

)+ ∥∥a(t)− a′(t)∥∥. (24.26)

24.4 Results

Our main results are

Theorem 24.1 Let |∂U | ≤ B1 and |∂xU(x, x′)− ∂yU(y, x)| ≤ B2|x − y|, for pos-
itive and real constants B1 and B2. Given two different initial data (μ0, a(0)) and
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(μ′0, a′(0)) in M+ ×Z , and same boundary fluxes, the kinetic evolution equations
generate, for any positive time t , unique states (μt , a(t)) and (μ′t , a′(t)) from the
initial data, respectively. Furthermore, for any t > 0,

∥∥(μt , a(t)
)− (

μ′t , a′(t)
)∥∥≤ eξt∥∥(μ0, a(0)

)− (
μ′0, a′(0)

)∥∥ (24.27)

for a strictly positive constant ξ .

Theorem 24.2 Given a continuous measure σ0 ∈M+ and a sequence of point mea-
sures σR0N ∈M+ defining the initial distribution of N particles in (x, v) space, such
that limN→∞ dΓ (σR0N,σ0)= 0, and given an initial wave envelope a(0) ∈Z , for all
times 0 ≤ t ≤ T consider the resulting measure and envelope (σRtN , a

R(t)) gener-

ated by H and the kinetic solution (σt = f (x, v, t)dxdv, a(t)) of (24.14)–(24.15).
Then, limN→∞ dΓ (σRtN ,σt )= 0 and limN→∞ aRN(t)= a(t).

The theorems are proven by standard arguments (see [6]).

Acknowledgements The authors thank N. Dubuit for fruitful discussion and Marco A. Amato
for initiating and collaborating in the ongoing researches.

B. Vieira Ribeiro is supported by a grant from CAPES Foundation through the PDSE program,
process number: 8510/11-3.

References

1. Neunzert H (1984) An introduction to the nonlinear Boltzmann-Vlasov equation. In: Cercig-
nani C (ed) Kinetic theories and the Boltzmann equation. Lect notes math, vol 1048. Springer,
Berlin, pp 60–110

2. Spohn H (1991) Large scale dynamics of interacting particles. Springer, Berlin
3. Firpo M-C, Elskens Y (1998) Kinetic limit of N-body description of wave-particle self-

consistent interaction. J Stat Phys 93:193–209
4. Elskens Y, Kiessling MK-H, Ricci V (2008) The Vlasov limit for a system of particles which

interact with a wave field. Commun Math Phys 285:673–712
5. Elskens Y, Escande D (2003) Microscopic dynamics of plasmas and chaos. IOP Publishing,

Bristol
6. Kiessling MK-H (2008) Microscopic derivations of Vlasov equations. Commun Nonlinear Sci

Numer Simul 13:106–113



Chapter 25
The Emergence of Pathological Constructors
when Implementing the Von Neumann
Architecture for Self-reproduction in Tierra

Declan Baugh and Barry Mc Mullin

Abstract John von Neumann’s architecture for genetic reproduction provides an
explanation in principle for how arbitrarily complex machines can construct other
(“offspring”) machines of equal or even greater complexity. We designed a von Neu-
mann style self-reproducing ancestor within the framework of the Tierra platform,
which implements a (mutable) genotype-phenotype mapping during reproduction.
However, we have consistently observed a particular phenomenon where what we
call pathological constructors quickly emerge, which ultimately lead to catastrophic
ecosystem collapse. Pathological constructors are creatures which rapidly construct
multiple short malfunctioning offspring within their lifetime. Pathological construc-
tors are a hindrance to an ecosystem because their offspring, although sterile, still
occupy both memory space and CPU time. When several pathological construc-
tors coincide in time, their production rate can be so high that their non-functional
offspring displace the entire population of functional self-reproducing creatures, re-
sulting in ecosystem collapse. We investigate the origin of pathological constructors,
and consider how a more mutational robust architecture which is less susceptible to
the emergence of these creatures can be created.

Keywords Von Neumann · Genetic reproduction · Tierra · Artificial life ·
Genotype-phenotype mapping · Evolutionary growth of complexity · Pathological
constructors

25.1 Introduction

As early as 1948, John von Neumann had formulated his theory of the evolution-
ary growth of machine complexity [1, 2]. This theory provides a proof-of-principle
demonstration that machines can directly, or indirectly, give rise to machines arbi-
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trarily more complex than themselves. This machine architecture is comprised of
two specific parts, the phenotype and the genotype.

The phenotype is the functional, active section of the machine, and the genotype
is the passive section, dedicated to information storage. For genetic reproduction,
under some arbitrary genotype-phenotype mapping the genotype must contain an
encoded description of the phenotype. Conversely, the phenotype must include the
functionality to both decode the genotype and construct an offspring phenotype.

Previous work with evolutionary systems where the agents are responsible for
their own self reproduction has been based exclusively on machine architectures
which reproduce via template-reproduction, where there is no division of labour
between genotype and phenotype. In this case, self reproduction is performed by self
inspection, and no explicit mutable genotype-phenotype mapping is implemented.

Within the platform of Tierra, we designed an ancestor that reproduces via ge-
netic reproduction. More importantly, this design implemented a mutable genotype-
phenotype mapping as described by the von Neumann architecture, where the ar-
bitrary mapping between genotype and phenotype is subject to heritable mutations.
We aim to explore if alternative, viable mutational pathways are introduced while
implementing this architecture. However, during implementation within the Tierra
platform, several unanticipated phenomena emerged, which are examined and doc-
umented here.

25.2 Implementation of the von Neumann Architecture for
Machine Self-reproduction Within Tierra

Classically, the reproductive mechanism of Tierran creatures rely on self-copying,1

which involves the creatures activating a reproduction mechanism which incremen-
tally copies the contents of each memory location of the parent creature to an avail-
able space in memory which will become the offspring. There is no distinction be-
tween phenotype and genotype for a self-copying creature as the entire creature acts
as both the template for replication, and the implementation of the reproduction
cycle and all other functionality.

In order to achieve von Neumann style reproduction we must first devise a
method of mapping inert numbers within the genotype to active instructions to be
executed within the phenotype. There exists an infinite number of possible map-
pings which we could implement, however, we chose to implement ours via the
inclusion of a look-up table. The look-up table provides a method of translating the
inert numbers within the memory locations of a parent genotype to functional in-
structions which can be executed as part of the offspring phenotype. For this partic-
ular genotype-phenotype mapping we chose a 1:1 mapping where a single number
within the genotype is translated to a single instruction within the phenotype, there-
fore, the look-up table consists of 32 memory locations, each containing a value

1Analogous to RNA template replication.
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which corresponds to an instruction within the Tierran instruction set. The look-up
table of the seed ancestor will therefore represent a random permutation of the all
possible instructions.

Prior to reproduction, this seed creature must first allocate space for an offspring.
During constructing of an offspring phenotype, the parents Ax register incremen-
tally steps through each memory location within its genotype, and the number stored
at each address is inspected. A second register, Bx which initially points to the start
of the look-up table, is displaced by the number which was inspected by Ax. The
number within the updated Bx memory location (which lies within the look-up ta-
ble), is now written to the offspring phenotype, where it will subsequently function
as an instruction. This activity facilitates the mapping of numbers which are stored
within the parent genotype, to instructions incorporated in the offspring phenotype.
Furthermore, random perturbations within the look-up table facilitate the alteration
of the genotype-phenotype mapping. This may have the effect of introducing new
mutational pathways for the creature, which was not possible under the previously
unaltered look-up table.

Upon construction of the offspring phenotype, the parent’s genotype is incremen-
tally copied to the offspring space and the connection between parent and offspring
is severed. At this point, the parent loses write access to the offspring’s memory
block, and a new CPU is created and allocated to the offspring. While copying the
genotype, should a random perturbation occur which affects the encoded description
of the look-up table (or otherwise modify the decoding process), then the creature’s
offspring will incorporate a mutated genotype-phenotype mapping. This is the par-
ticular phenomenon which we initially set out to investigate.

25.3 The Emergence of Pathological Constructors from Genetic
Reproducers

When all random perturbations are disabled our seed creature reproduces effec-
tively and populates the memory to form a stable ecosystem of identical creatures.
However, when all random perturbations are switched on we immediately see a
large emergence of pathological constructors which saturate available CPU time
and memory space. Under a series of simulations where each source of random per-
turbation was individually disabled, the disabling of the segment deletions showed
an apparent prevention against the emergence of pathological constructors. When a
large segment deletion occurs while copying the genotype from parent to offspring,
the resultant creature will typically consist of a functional phenotype, assigned to
a partial genotype. This creature continues to rapidly produce offspring, (due to
the short genotype), but these offspring are non-functional as they consist of a cor-
rupt phenotype, assigned to a corrupt genotype. When several such pathological
constructors coincide in time, their production rate can be so high that their non-
functional offspring displace the entire population of functional self reproducing
creatures, i.e., ecosystem collapse.
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For von Neumann style genetic reproducers, all random perturbations which cor-
rupt the genotype will result in a constructor which will create at least one functional
or non functional offspring. A genotype which experiences a segment deletion will
result in a pathological constructor which can construct many non-functional off-
spring before it is killed by the reaper.

This analysis concludes that the mechanism which results in ecosystem collapse
due to pathological constructors appears to depend critically on both the one gener-
ation delay from when a random perturbation occurs in a genotype and when it is
expressed in the phenotype, and the inclusion of segment deletions. The combina-
tion of these factors results in a high level of ease in which segment deletions can
lead to corrupt genotypes, while still leaving a functioning phenotype.

By contrast, in order for a pathological constructor to emerge from a self-copier,
relatively much more specific random perturbations must occur upon very spe-
cific locations which will alter, but not corrupt the reproductive functionality. This
suggests that the probability of emerging pathological constructors within a pop-
ulation of genetic-reproducers is much higher than that of a population of self-
copiers.

25.4 Conclusions and Future Work

The highlighted intricate properties of the von Neumann self reproducing automata,
implemented in Tierra suggest that this may not be mutationally robust architecture
to support genetic reproduction. A combination of the effects of the segment dele-
tions and the generation delay in expressing random perturbations contribute to the
abundant emergence of pathological constructors, hence increasing the ecosystem’s
susceptibility to catastrophic collapse.

It is worth noting that in the typical reproduction cycle of complex (multi-
cellular) biological organisms, most of the “decoding” of the genotype takes place
as development of the offspring, i.e., it is under the direction of the (embryonic)
offspring phenotype rather than the parental phenotype [3]. If we incorporate this
concept within the von Neumann architecture, where the offspring phenotype is de-
coded from the offspring genotype (as opposed to the parent genotype which is the
case with von Neumann’s architecture), then this design may not exhibit the one
generation delay from when a random perturbation occurs in a genotype, and when
it is expressed in the phenotype. A corrupt genotype will immediately be assigned
a corrupt phenotype, and hence will not reproduce. It seems likely that such an ar-
chitecture, implemented in Tierra, would be more evolutionary stable and much less
vulnerable to emergence of pathological constructors.
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Appendix

Source code to reproduce results in this paper can be accessed at: http://alife.rince.ie/
evosym/sab-2012-db.zip.
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Chapter 26
A Preferential Attachment Model for Efficient
Resources Selection in Distributed Computing
Environments

María Botón Fernández, Francisco Prieto Castrillo,
and Miguel A. Vega-Rodríguez

Abstract In the last decade, Complex Network theory has been applied in many
disciplines to solve a wide range of problems. Most social, biological and techno-
logical networks are modelled as complex networks from their topology point of
view.

In this regard, an Efficient Resources Selection (ERS) model was proposed in a
previous work to solve the resources selection problem in grid environment (i.e. to
find a suitable resource set for grid applications). In this model, the infrastructure re-
sources are considered nodes of a complex network that evolves during application
execution. On the other hand, the edges represent the interaction between resources
during the tasks execution. Besides, within the selection process the Preferential
Attachment technique (Barabási and Réka, Science, 286(5439):509–512, 1999) is
applied to determine the most efficient resources. This efficiency parameter is cal-
culated using both resources degree and fitness values.

In the present contribution, a summary of this ERS model along with an analysis
of its relevance parameters is exposed. The obtained results are also discussed.

Keywords Complex systems · Self-adaptive applications · Grid computing ·
Optimization

26.1 Introduction

In recent years, Grid computing [2, 3] has become a powerful environment enabling
researchers to execute massive computing applications. This is due to the fact that
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Fig. 26.1 Evolution of the
complex network built at
runtime. The broken lines
represent new links

Grid infrastructures are composed by an unlimited amount of heterogeneous re-
sources geographically dispersed.

This infrastructure has been applied successfully in a wide range of projects and
domains: for analyzing extraterrestrial intelligent signals for patterns, in the high
performance data mining services, in medical imaging applications, in high energy
physics experiments developed at CERN as well as in biological projects.

However, the heterogeneous and changing characteristics of Grid resources along
with the dynamic nature of such infrastructure lead to non-trivial task scheduling
limitations. Hence, a challenge topic of this type of infrastructure is the resources
selection, i.e., finding a suitable resource set for the application deployment. In a
previous work [4], we focused on solving this problem applying a complex network
algorithm known as Preferential Attachment [1], i.e., the most popular/efficient re-
sources are selected at every application execution cycle. In this regard, we estab-
lished the following rules:

– The infrastructure resources are considered nodes of a complex network built
during application deployment (Fig. 26.1).

– At every application execution cycle a resource set is selected to perform the
corresponding tasks set. This resource set composes a complete subgraph in the
complex network.

– The edges of the complex network represent the constraint executing tasks from
the same task set.

To accomplish this goal, an Efficient Resources Selection (ERS) model was pro-
posed. This optimization strategy is defined at the user level, which means that the
methodology to choose the grid resources applies only both basic grid concepts and
operations. In a grid infrastructure, users interact with elements through the User In-
terface (UI) by using certain command set. As it is shown in Fig. 26.2, users submit
their application tasks through the UI. These tasks are managed by the metasched-
uler called Resource Broker (RB) which sends them to a specific site (known in grid
terminology as Resources Centres). Then, tasks are finally handled by the Comput-
ing Element (CE) in the corresponding site. The worker nodes (WN) are the compute
nodes where tasks are executed.

Once the model was implemented, a test set was defined and a real grid was cho-
sen as testbed. From the obtained results we concluded that the proposed model ben-
efits grid applications improving infrastructure throughput. However, we consider
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Fig. 26.2 Representation of a basic grid infrastructure

that more insight into model behaviour is needed. For that reason, in the present
contribution we analyse the effects of the model relevance parameters in the appli-
cation execution.

26.2 Aim

1. Modelling the Grid Infrastructure as a Complex Network to select the most effi-
cient resources.

2. Provide a self-adaptive capability to Grid applications.
3. Determine the influence of the model relevance parameters in the application

behaviour.

26.3 Model Definition

The ERS model is based on the mapping between two spaces: a task space denoted
as J and a heterogeneous resource space R. As stated, the resources handled by
the model are the grid schedulers known as Computing Elements (CE). During the
application execution, the resources efficiency is continuously monitored. This way
we ensure that the best resources are used.

The proposed model is composed by three modules as shown in Fig. 26.3. All the
actions related to the efficient selection are encapsulated in the Intelligence Module;
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Fig. 26.3 Modules that
compose the proposed ERS
model

the mathematical formulation composes the Mathematical Module and, finally, the
Management Module is responsible for preparing the environment and invoking the
other modules as needed.

The model execution flow has four main steps that are presented as follows.
Firstly, the space J is partitioned into equally sized task sets. Next, a resource set is
randomly chosen for the initial task set. These operations are encapsulated within
the Management Module. Once the tasks are executed, the corresponding efficiency
metrics for the involved resources are calculated (the Mathematical Modules is in-
voked). This performance information allows the model to classify the resources and
to select the best ones at every execution cycle. The way to choose these resources
is by invoking the Intelligence Module where the particular designed PA (described
in the following section) is implemented.

As a summary, the present strategy is modelled from the complex network per-
spective. The CEs are represented as nodes in a complex network which grows at
runtime. The task space is divided in several subsets, all of them with the same size.
At every application execution cycle a task subset is launched. The links between
nodes in our resulting network represent the constraint executing tasks for the same
subset.

26.4 Heterogeneous Preferential Attachment

As stated, the algorithm used in the Intelligence Module is inspired on the Preferen-
tial Attachment (PA) technique [1] for selecting the most popular resources at every
application execution cycle. The main idea of this technique is that new nodes in the
complex network will connect more likely with those which have a higher degree.

Since every resource (CE) is considered as a node, taking into account the PA
rules, each node has associated two parameters: the degree and the fitness. The fit-
ness Fi (Eq. (26.2)) indicates how the node has performed the tasks assigned to it.

Consequently, using both parameters (degree and fitness) it can be deter-
mined how efficient the resource has been. This new metric, denoted as efficiency
(Eq. (26.1)) will determine how new nodes will connect to the existing ones, i.e.,
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the efficiency Ei determines the link probability. Hence, in this new PA version
additional node features are superposed to the link probability.

Ei(k,F )= (ki · Fi)/kmax, (26.1)

where kmax is the maximum degree value for a specific resources set, ki is the re-
source degree value and Fi is the obtained fitness value of the resource.

Fi = (a · εi + b�Ti)/(a + b). (26.2)

The fitness Fi of a particular resource is calculated by using the increment of the
processing time �Ti (Eq. (26.3)) along with other three parameters: on one hand,
the percentage of successfully completed task εi . On the other hand, two relevance
parameters a and b specified by users. Thus, the users can decide the highest priority
condition for their specific needs.

�Ti = (Tmax − Ti)/(Tmax − Tmin). (26.3)

The increment of processing time depends on maximum and minimum time val-
ues (Tmax and Tmin respectively) for a specific resource set. Ti is the processing time
for a concrete resource and it is calculated as shown in Eq. (26.4).

Ti = Tcommi +
∑

j∈NTi
Tcompj,i . (26.4)

26.5 Analysis and Results

The tests were performed in a real grid infrastructure belonging to the Spanish Grid
Initiative (ES-NGI) project [5]. The emergence of such infrastructure is based on
the growing demand by scientists for more computational resources. In addition,
the ES-NGI proposal encourages collaboration and data sharing in the scientific
community.

In a previous work, a test set was designed to verify that the proposed model
performs an efficient selection. It must also be highlighted that two additional goals
were fixed during the model definition phase: to reduce the application execution
time and to increase the successfully completed tasks rate. For that reason, the pro-
posed strategy is compared with the traditional or standard resources selection in
grid environment (based on a process called match-making in which the RB chooses
among all available CEs those with a higher rank that fulfill the task requirements).

In those preliminary tests, relevance parameters values a and b were fixed at 60 %
and 40 % respectively. Although these values are specified by users we decided to
begin with slightly higher importance to tasks rate, because we suppose this is an
important issue for scientists. From the obtained results we concluded that the model
performs well and reaches the established goals with this pair of values.

However, in the present contribution we consider to analyse how the model be-
haves for the possible pair of values. These results would be useful for a deeper
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understanding of the model behaviour. Furthermore, researchers may use this infor-
mation to decide how to specify their experiments by using our strategy.

For this evaluation, we have chosen the six most significant pairs of values within
the range of possibilities. By observing the results it can be deduced that the model
performs well with a remarkable exception; the overall application execution is
higher for the pair of values were execution time has a minimal relevance. More-
over, it is interesting that is in these two cases where the model reaches the worst
rate of successful completed tasks. In conclusion, the ERS model based on the PA
technique is a favourable strategy for grid application deployment.

26.6 Summary

The resources selection problem and the application adaptation in Grid infrastruc-
tures have been investigated. Furthermore, an efficient resources selection model
was proposed in a previous work by monitoring the resources efficiency.

Based on the data obtained in a previous work, we analyse the influence of the
relevance parameters in the grid applications deployment for a further knowledge of
the model behaviour.

From the exposed results it is possible conclude that the ERS-PA version gets a
good time reduction and an appropriate task rate in the different tests. The values of
this pair of parameters do not have a significant influence in the model performance.

In conclusion, the proposed approach is beneficial for scientific applications in
Grid environments.
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Chapter 27
The Challenge of Software Complexity

Kevin Moore and Michel Wermelinger

Abstract Given the interdisciplinary nature of complex network studies, there is
a practical need for dialogue between theorists proposing graph measurements
and those seeking to apply them into a domain. We consider this in the domain
of software complexity by highlighting the distinctive nature of networks repre-
senting software’s internal structure and also by describing the application of one
such proposal, the offdiagonal complexity, against two examples of software. The
results showed the promise of using complex networks to measure software com-
plexity but also demonstrated the confounding effects of size. Based on that ap-
plication we make proposals to improve the dialogue between theory and experi-
ment.

Keywords Software complexity · Software evolution · Graph theory · Software
metrics · Offdiagonal

27.1 Importance and Properties

Today’s society is heavily dependant on software. It runs our computers, our phones
and the internet, while managing economies and communications. This pervasive-
ness means that any improvement in understanding software has a potentially enor-
mous payback from better project management, control of costs and increased qual-
ity. Past practice of software development could be seen as a chimera of art-form
and engineering with success or failure in projects seemingly dependent on anec-
dotal wisdoms. While a comprehensive theoretical framework seems elusive, cur-
rent practice has become increasingly evidence-based and draws from a wide range
of disciplines such as psychology, sociology, data-mining and complexity theo-
ries.

K. Moore (B) ·M. Wermelinger
Computing Department, The Open University, Milton Keynes, UK
e-mail: ou@kevin.moore.name

M. Wermelinger
e-mail: m.a.wermelinger@open.ac.uk

T. Gilbert et al. (eds.), Proceedings of the European Conference on Complex Systems
2012, Springer Proceedings in Complexity, DOI 10.1007/978-3-319-00395-5_27,
© Springer International Publishing Switzerland 2013

179

mailto:ou@kevin.moore.name
mailto:m.a.wermelinger@open.ac.uk
http://dx.doi.org/10.1007/978-3-319-00395-5_27


180 K. Moore and M. Wermelinger

That software is complex is also largely self-evident. Brooks [8] (of “The Myth-
ical Man-Month” fame) argues that complexity is one of the fundamental essences
associated with software. As such, understanding this inherent property would make
great inroads into understanding software overall.

While there are several viewpoints into software such as its cognitive, compu-
tational, problem or solution complexity [9], this paper focuses on the structural
complexity of the code, arguing that it provides the most direct understanding of the
product.

27.1.1 Software as a Complex Network

The variety of coding languages, styles and paradigms makes processing and quan-
tifying code hard to generalise. One solution is to abstract the code into a network
graph, with vertices representing a chosen unit of code and edges representing an
arbitrary relationship between those units. By representing the interconnections be-
tween collaborating modules, objects, classes, methods, and subroutines with a net-
work graph, software becomes another domain capable of investigation with the
interdisciplinary toolset of complex networks.

The basic technique is well established [20, 28] and while more recent develop-
ments have for instance considered graphing the entire socio-technical system [7],
obtaining a measurement that represents the complexity of source code’s basic struc-
ture and that can be connected to software development practice remains desirable.

27.1.2 Software as a Typical Network

Software networks appear as typical complex networks exhibiting both small-world
behaviour and having a long and fat-tailed degree distribution obeying a power law.
If they are constructed as directed graphs, the degree distributions of the inward and
outward links differ, with the exponent for incoming edges being less than that of
the outgoing and showing a better fit to the power law [12, 18, 23, 28].

Solé and Valverde [24] identify software networks as heterogeneous, scale-free
and with some modular structure; a characterisation that also includes a wide range
of biological and technical systems. Based on earlier work [27] they suggest this
commonality is due to such systems being shaped through a processes of optimisa-
tion, a suggestion that reflects software development well. Technical and biological
networks are typically disassortative, i.e. vertices with a high degree preferentially
attach to those with low degree, as opposed to social networks which typically show
assortative mixing [22]. Perhaps unsurprisingly, software networks have been em-
pirically confirmed as disassortative [15, 24].

Software networks can therefore be recognised as typical examples of complex
graphs, but some atypical aspects of software create distinctive challenges and op-
portunities.
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Table 27.1 Example sizes of
real-world networks with
software networks in bold

aNodes represent packages
bNodes represent classes

Network Nodes

Les Miserables character co-appearance 77

American football games 115

Tomcat 4.1.40a 181

C. elegans neural net 302

Netbeans 6.8a 1532

S. cerevisiae protein-protein interaction 1870

Tomcat 4.1.40b 2699

Netbeans 6.8b 14378

AS internet topology 22963

BEA Weblogic 8.1 middleware platformb 80095

27.1.3 Software as an Atypical Network

Software networks demonstrate a wide variation of size, reflecting the range of avail-
able software from small tools to major applications, but are often large in compar-
ison with other networks commonly used in complexity research [18, 19, 21] as
shown in Table 27.1.

The same software network can be considered at different resolutions, i.e. by
considering different code units as vertices. For example, in code written in Java,
a popular programming language, one can consider classes (which group related
functions) and packages (which group related classes). While any scale-free network
could be considered in the same way, in software these two ‘granularity levels’ (or
equivalent ones for other programming languages) are particularly significant and
represent meaningful and deliberate constructs to software developers. It is possible
that the complexity of software networks behaves differently at different resolutions
while remaining the same coherent network.

Software evolves through multiple versions as the code is modified in response
to fault fixing and feature requests, but also as a result of refactoring activity. This
activity occurs when developers attempt to rework the code structure while preserv-
ing functionality. While refactoring is tricky to isolate from other coding activity,
this offers a network that has been changed, hopefully simplified, and yet remains
functionally the same. Software networks can also evolve by widespread deletion,
as functionality is split out of the main product in a sort of software cell division’.
The reverse can also happen as existing external products are absorbed wholesale.
Even under more routine development it is uncertain what growth models are being
applied; as a designed product it is clearly neither stochastic nor perfectly determin-
istic. The earlier suggestion that an optimisation process is at work seems likely, but
it is unclear exactly what developers are optimising for.
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Despite this apparent chaos, the evolution of software size is well described with
an inverse square model that results in a decaying growth curve. In this model St is
the size of version t and E is a model parameter [26]:

St = St−1 +E/(St−1)
2 (27.1)

The evolution of software complexity is not as well described, although it is argued
that complexity will increase as software evolves [17]. Directly measuring software
complexity by measuring its representation as a complex network firstly requires
identifying a proposed measure and then applying it to example software.

27.2 Experiments

27.2.1 Offdiagonal Complexity

Proposed by J.C. Claussen [10] following earlier discussions and preprints, this
measure is capable of distinguishing complex networks from those with a regu-
lar or random structure. Its basis is the observation that for complex networks the
values in a node-node degree correlation matrix are more evenly spread along the
offdiagonals. Such correlations between the degrees of pairs of nodes allows the
construction of an approximative complexity estimator from the entropy of the nor-
malised distribution.

We computed the offdiagonal complexity (OdC) of two medium-sized software
networks through their evolution [19]. This required the development of software
implementing OdC, a process that encountered practical difficulties such as inter-
preting the mathematical notations, which appeared to vary between the original and
citing authors, limited examples and apparent errors in the examples given. While
these issues were neither insurmountable nor unexpected they did cause uncertainty
in validating the software implementation.

Two major free and open source software projects, the integrated development
environment Netbeans [4] and the Apache webserver component Tomcat [1], were
used as datasets. The available stable releases of each software project were con-
verted into network graphs and their OdC values taken alongside established size
measures, such as the number of Java classes, using a custom toolset christened net-
Metric [5]. For each release two network graphs were created, giving views of the
software at different granularities: one to represent the dependencies between Java
packages (referred to as ‘p2p’) and another to represent dependencies between Java
classes (‘c2c’ and considered the more detailed).

Netbeans showed nearly a fourfold increase in size, supporting previous under-
standings of software evolution such as Lehman’s 6th law of continuing growth [17].
However the evolution of OdC behaved differently, challenging Lehman’s 2nd law
of increasing complexity.

The change of OdC behaviour after release 5.5.1 appears to be due to the removal
of the Java Enterprise Edition (J2EE) functionality into a separate product and sug-
gests that removal allowed the product to continue growing in size significantly
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Fig. 27.1 Netbeans size and OdC evolution for packages named org.netbeans.* and their classes

without comparable OdC increases. The releases studied were the major stable ver-
sions (and not for instance the developers’ in-progress snapshots) which can be
categorised as ‘new’ or ‘maintenance’ releases. As can be seen in Figure 27.1, there
is no discernible difference between new releases and their corresponding mainte-
nance releases (e.g. 5.5 and 5.5.1). Normally, maintenance releases correct defects
of the previous release by changing the code within code units instead of changing
the software’s higher-level structure.

A similar pattern of ‘punctuated equilibrium’, in which sharp changes are fol-
lowed by a stable period, has been observed in the evolution of other systems, e.g.
in Eclipse [30] (a similar product to Netbeans). The most drastic change was ob-
served when the Rich Client Platform was added, causing a major restructuring of
Eclipse’s software architecture.

The major versions of Tomcat showed far less distinctive evolution in either size
or OdC. This is understandable as a consequence of Tomcat implementing a fixed
specification meaning that beyond defect fixes the software changes little.

As well as measuring the entire software system, selected subsystems were in-
vestigated in the same manner. In Netbeans, each subsystem demonstrated its own
evolutionary pattern for both size and OdC in agreement with other works show-
ing that software evolution proceeds differently in different areas of the codebase
[14, 16]. Tomcat again showed little evolution within subsystems. These observa-
tions on software networks suggest that growth and perhaps system complexity arise
from localised changes in the network.

Offdiagonal complexity was shown to be realistically computable and to show in-
formative behaviour as the software evolved through its releases. However a strong
correlation with size (Pearson’s r = 0.86) limits its usefulness in evaluating software
complexity since size is easier and quicker to measure. However, with refinement,
the use of degree correlations in an entropy measure could still provide a measure-
ment distinct from size. Claussen [11] offers the “full OdC” as a way of comparing
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Fig. 27.2 Examples of OdC
behaviour in synthetic
networks

networks of different size, and Anastasiadis et al. [6] replaced the Boltzman-Gibbs
entropy in OdC with the generalised Tsallis, and suggested that changing the param-
eter involved in Tsallis’ entropy could make OdC sensitive to particular structures.
Unfortunately there was no suggestion as to what those structures might be. Build-
ing the correlation matrix using the idea of a remaining degree distribution à la
Newman [22] might also improve sensitivity to structural complexity.

As a way of examining its null-model behaviour, we also computed the OdC on
synthetic Barabási-Albert and Erdős-Rényi graphs, observing a rapidly decreasing
sensitivity as the number of vertices increased, see Fig. 27.2. This suggests that the
OdC is most useful for smaller graphs with less than ∼300 vertices. These scaling
properties demonstrate that measures that appear promising when applied to graphs
with tens of vertices lose their practicality applied to the typically much larger soft-
ware networks. Indeed it suggests that OdC is reflecting a complexity arising from
size and not just from structure. This confounding effect of size when measuring
complexity is a significant practical issue.

27.2.2 Practical Issues

Based on the experience with OdC we make several suggestions for proposed graph
measurements that would be helpful for experimentalists, e.g. software engineering
researchers like us, interested in complexity metrics.

– The scaling properties should be described. Ideally a proposal should be insen-
sitive to size, but a linear or monotonic relationship with size would still be of
practical use since software size can be measured and thus accounted for.

– Describing the computability of the metric with a ‘big O’ notation would allow an
assessment of practicality. The availability of this was instrumental in choosing
to experiment with OdC.

– Providing a reference algorithm in any coding language, including pseudo-code,
could improve understanding, especially for non-mathematicians.

– Offering downloadable example networks with correct values published would
help in verifying software implementations.
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– A discussion on how the proposal behaves (if at all) against network properties
such as diameter or average degree, and what type of network it is relevant for,
would help in assessing its suitability to measure software networks. A proposal
that for instance focused on polytrees would be unsuitable since they don’t repre-
sent software networks.

– Any suggestions as to what structural features it may be sensitive to would also
support the assessment of usefulness.

Ideally this information could be curated into a repository allowing the easy se-
lection of proposals for experiment. While admittedly creating more work for the
theorists, the advantage is the increased visibility of their proposal with a faster take
up and feedback against real world networks. The nature and form of that feedback
should be suggested by theorists as part of establishing a dialogue between theorists
and those wanting to apply measurement proposals.

The availability of multiple datasets such as the Qualitas Corpus [25], Helix [29]
and the Software-artifact Infrastructure Repository [13], alongside toolsets for cre-
ating call graphs such as netMetric [5], Dependency Finder [2] and Doxygen [3],
provide a ready and extensive source of graphs for analysis. Software is a dynamic
process with large amounts of ancillary information (such as changelogs) creating
software networks whose evolution is potentially observable step-by-step. Measur-
ing complexity in the structure of software remains elusive, but approached through
complex networks it is a potentially rich field for study.

27.3 Conclusions

In this paper we have shown how software networks offer some distinctive chal-
lenges and opportunities when measuring complexity which could be of interest to
theorists, particularly in terms of how complex networks evolve. The application of
the offdiagonal complexity to a software network has been described and shown to
be of interest but limited practical use for measuring software complexity. Based on
that, proposals are made in the anticipation of fostering a positive dialogue between
theorists proposing graph measures and those investigating their practical applica-
tion.
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Chapter 28
The Internet Geographical PoP Level Maps

Yuval Shavitt and Noa Zilberman

Abstract Inferring the Internet PoP level maps is gaining interest due to its im-
portance to many areas, e.g., for tracking the Internet evolution and studying its
properties. We introduce DIMES’s Internet PoP-level connectivity maps, annotated
with geographical information and created using a structural approach to automati-
cally generate large scale PoP level maps. The generated PoP level maps dataset is
presented and a detailed analysis of a map is provided. PoP level maps have a wide
range of applications, introduced in this work. We survey some of these applications
and propose further opportunities for future research.

28.1 Introduction

The Internet is one of the most interesting networks to study. It is a man-made net-
work, used by billions of people in their everyday life. The structure of this network
is of a special interest, as every service provider applies his own policies and de-
sign rules to his portion of the network, called an Autonomous System (AS). The
AS level is most commonly used to draw Internet maps, as it is relatively small
(tens of thousands of ASes) and therefore relatively easy to handle. An AS may
represent a local ISP as well as a large company spanning across continents. The
connectivity and growth of this network is driven by a large number of factors: from
business agreements between service providers, local population growth, techno-
logical trends and more. Looking at the Internet topology from the AS level is thus
coarse: it does not indicate the size of the AS nor local aspects and does not provide
any geographic notion. IP and Router level maps represent the other extreme: they
contain too many details to suit practical purposes, and the large number of entities
makes them very hard to handle.
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Service providers tend to place multiple routers and other networking equipment
in a single location called a Point of Presence (PoP). The equipment placed in a
PoP is used to serve a certain area and to connect it to higher hierarchies within the
AS. A PoP is owned by one AS, however several PoPs owned by different vendors
many times reside within the same campus, that provides them the infrastructure
they need. For studying the Internet evolution and for many other tasks, PoP level
maps give a better level of aggregation than router level maps with a minimal loss of
information. PoP level graphs allow to examine the size of each AS network by the
number of physical co-locations and their connectivity instead of by the number of
its routers and IP links, which is an important contribution. The points of presence
are not only counted, but also provided with a geographical location and information
about the size of the PoP. Using PoP level graphs one can detect important nodes of
the network, understand network dynamics, examine types of relationships between
service providers as well as routing policies and more.

While aggregating IPs to AS-level is a fairly simple task, PoP level maps are
more difficult to create. Andersen et al. [2] used BGP messages for clustering IPs
and validated their PoP extraction based on DNS. Rocketfuel’s [16] generated PoP
maps using tracers and DNS names. The iPlane project also generates PoP level
maps and their connectivity [9] by first clustering IP interfaces into routers and then
clustering routers into PoPs. They did so by estimating the length of the reverse
path, with the assumption that reverse path length of routers in the same PoP will be
similar.

Assigning a location to an IP address, let alone a PoP, is a complicated task. The
most common way to do so is using a geolocation service. Geolocation services use
DNS resolution [16], hand-labeled hostnames [1], user’s information provided by
partners [3], and more. Geolocation services are not highly accurate, as we showed
in [14]. Thus a measurement based approach was suggested to approximate the
geographical distance of network hosts [7, 8, 10].

This work presents PoP level connectivity maps generation and analysis, based
on an algorithm described in [5]. The traceroute measurements used in this work
were generated by DIMES, a highly-distributed Internet measurements infrastruc-
ture [13]. DIMES achieves high distribution of vantage points by employing a com-
munity based distribution methodology that uses Internet users’ PCs for measure-
ments.

28.2 PoP Level Maps Construction

A PoP is a group of routers which belong to a single AS and are physically located
at the same building or campus. In most cases [6, 11] the PoP consists of two or
more backbone/core routers and a number of client/access routers. The client/access
routers are connected redundantly to more than one core router, while core routers
are connected to the core network of the ISP. The algorithm we use for PoP extrac-
tion looks for bi-partite subgraphs with delay constraints in the IP interface graph
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of an AS; no aliasing to routers is needed [5]. The bi-partites serve as cores of the
PoPs and are extended with other nearby interfaces.

To identify the geographical location of a PoP, we use the geographic location
of each of its IPs. As all the PoP IP addresses should be located within the same
campus, the location confidence of a PoP is significantly higher than the confidence
that can be gained from locating each of its IP addresses separately. The location
of an IP address is obtained from numerous geolocation databases, and the PoP’s
location is set to the median of all PoP’s IP locations. Every PoP location is assigned
a range of convergence, representing the expected location error range based on
the information received from the geolocation databases. Further discussion of the
extraction and geolocation algorithms is provided in our previous works [5, 14].

The connectivity between PoPs is an important part of PoP level maps [15]. We
generate PoPs connectivity graph using unidirectional links. We define a link LSD

as a the aggregation of all unidirectional edges originating from an IP address in-
cluded in a PoP S and arriving to an IP address included in a PoP D. Each of the IP
level links has an estimate of the median delay measured along it, with the median
calculated on the minimal delay of a basic DIMES operation. A basic DIMES op-
eration is comprised of four consecutive measurements and all measured values are
roundtrip delays [5].

28.3 Data Set

The collected dataset for PoP level maps is taken from DIMES [4]. We use all
traceroute measurements taken during weeks 42 and 43 of 2010, totaling 33 mil-
lion, which is an average of 2.35 million measurements a day. The measurements
were collected from over 1308 vantage points, which are located in 49 countries
around the world.

The 33 million measurements produced 9.1 million distinct IP level edges (no IP
level aliasing was performed). Out of these, 258K edges had less than the median
delay threshold, and had sufficient number of measurements to be considered by
the PoP extraction algorithm. A total of 4098 PoPs where discovered, containing
67422 IP addresses. The geographic spread of these PoPs around the world is shown
on Figure 28.1(left). Although the number of discovered PoPs is not large, as the
algorithm currently tends to discover mainly large PoPs while missing many access
PoPs, the large number of IP addresses and the spread around the world allow a
large scale and meaningful PoP level connectivity evaluation.

The PoP level connectivity map generated from the data set [15] contains 86760
links, which are an aggregation of 1.65 million edges. Out of the 4098 discovered
PoPs in week 42, 2010, 4091 have at least one PoP level link. 2405 PoPs have
outgoing links, and 4073 PoPs have incoming links. Out of those, 18 PoPs have
only outgoing links and 1686 have only incoming links. Note that a PoP without any
PoP level links, or a PoP with only incoming or outgoing links still have additional
IP-level connecting edges. As the full map is too detailed to display, a partial map is
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Fig. 28.1 An Internet PoP Level Location Map (left) and a Partial Connectivity Map
(right)—Week 42, 2010

Fig. 28.2 Number of edges
within a link vs. number of
PoP level links

shown in Figure 28.1(right), demonstrating the connectivity between 430 ASes on
PoP level.

Almost all the IP edges that are aggregated into links are unidirectional: 99.2 %.
This is a characteristic of active measurements: the number of vantage points is lim-
ited in number and location, thus most of the edges can be measured only one way.
However, at PoP links level, 6.5 % of the links are bi-directional: eight times more
than the bi-directional edges. This demonstrates one of the PoPs strengths, as it pro-
vides a more comprehensive view of the networks’ connectivity without additional
resources. The average number of edges within a unidirectional link is 7.5, and the
average number of edges within a bidirectional link is 44.7. This is not surprising,
as it is likely that most of the bidirectional links will connect major PoPs within the
Internet’s core and thus be easily detected.

An additional view of edges aggregation into links is given by Figure 28.2. The
X-axis shows the number of edges aggregated into a link, while the Y-Axis is the
number of PoP-level links. The graph shows a Zipf’s law relation between the two,
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as 82.6 % of the links aggregate ten edges or less, and less than 2 % aggregate
100 edges or more. The large number of edges per link is explained by the fact that a
measured edge is not a point-to-point physical connection: Take two routers, A & B,
connected by a single fiber; If one of the routers has 48 ports, and we measure
through each one of them, we detect 48 edges between the two routers (incoming
port i on router A and the single connected incoming port of router B). We find that
the number of links per PoP also behaves according to Zipf’s law.

Looking at the number of links by destination PoP, 46 % of the PoPs are con-
nected by 10 links or less and the average number of links per PoP is 21. Most of
the PoPs are connected to PoPs outside their AS: 71.5 % of the source PoPs and
99 % of the destination PoPs. Interestingly, only 62.2 % of the destination PoPs
have links within their AS, which indicates that many PoPs are detected only thanks
to inter-AS measurements, and thus that the detected PoPs are probably large ones
and not small local access PoPs. We believe this is also the reason why few destina-
tion PoPs have a small number of links: PoPs with a large number of links to other
ASes are more likely to be discovered by our algorithm.

28.4 Applications of PoP Level Maps

PoP level maps can be leveraged for a large number of research interests. The most
obvious area is the study of Internet network topology, as it represents a level of the
network that was barely considered in the past. Tying a geographic location and a
size to a PoP, PoP level maps offer an opportunity to investigate service providers’
actual presence and influence on the network. An additional benefit is the ability to
study types of relationships (ToR) between service provider on different locations
around the globe.

An additional aspect of PoP level maps relates to cyber security research. As
shown by Schneider et al. [12], DIMES’s PoP level map can be leveraged to study
the robustness of a network. The Map can also be used for several Geolocation
purposes, such as improving the accuracy of Geolocation databases [14] and for
distance estimation.

Another application of PoP level maps is the study of Internet’s evolution. By
adding the maps as a new indicator, on top of economic, geographic and demo-
graphic parameters, a better understanding of the network’s growth can be achieved.

28.5 Conclusion and Future Work

We presented here DIMES’s PoP-level connectivity maps. The PoP level connectiv-
ity maps provide a new look at the Internet’s topology with a better level of aggre-
gation than router level maps and more information than AS level maps. The maps
provide network topology information, annotated with geographic location and link
delay, thus providing a large-scale look on the Internet using a light data set.
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The PoP level links maps are now available through the DIMES website [4] for
download, and can be useful to researchers in the fields of complex networks, Inter-
net topology, Geolocation, and more.
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Chapter 29
Practical Approach to Construction of Internal
Variables of Complex Self-organized Systems
and Its Theoretical Foundation

Dalibor Štys, Petr Jizba, Tomáš Náhlík, Karina Romanova, Anna Zhyrova,
and Petr Císař

Abstract We propose a method for characterizing the image—multidimensional
projection—of complex, self-organising, system. The method is general and may
be used for characterisation of any structured, experimentally observable, complex
self-organized systems. The method is based on calculation of information gain by
which a point contributes to the total information in the image, the point information
gain, PIG. We have also derived related variables, the point information gain entropy
PIE and point information gain entropy density PIED. The later values are unique
to a structured information and may be used for analysis of similarity by cluster-
ing, identification of states etc. We illustrate our key results using the example of
living cell. We discuss practical limits of the analogy between this observable self-
organising system and its possible theoretical model using an example of chaotic
attractor.
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e-mail: p.jizba@fjfi.cvut.cz

T. Gilbert et al. (eds.), Proceedings of the European Conference on Complex Systems
2012, Springer Proceedings in Complexity, DOI 10.1007/978-3-319-00395-5_29,
© Springer International Publishing Switzerland 2013

195

mailto:stys@frov.jcu.cz
mailto:nahlik@frov.jcu.cz
mailto:romanova@frov.jcu.cz
mailto:zhyrova@frov.jcu.cz
mailto:cisar@frov.jcu.cz
mailto:p.jizba@fjfi.cvut.cz
http://dx.doi.org/10.1007/978-3-319-00395-5_29


196 D. Štys et al.

29.1 The Method

Complexity and self-organisation leads to formation of structures objects. Highly
discussed examples are living organisms which range from simple cells through
herds, flocks, insect colonies to humans and their herding behavior or cities. We
focused on analysis and interpretation of information on these structures [7–10].
We devised the method of calculation of the point information gain (PIG) PIGα,x,y ,
the information contribution to the image using the Rényi entropy concept.1,2

PIGα,x,y = 1

1− α ln

(
n∑

i=1

pαi,x,y

)
− 1

1− α ln

(
n∑

i=1

pαi

)
, (29.1)

where pi,x,y and pi are probabilities of occurrence of given intensity in the image
without and with the examined point, n is number of intensity levels and α is a
dimensionless coefficient.

By summation of PIG we obtain derived quantities, the point information gain
entropy PIE, and point information gain entropy density PIED, the sum of all PIG
levels at given alpha.

PIE/ pointsα =
n∑

i=1

PIGα,i . (29.2)

PIE and PIED for infinite number of α create a state space in which the point
is unique for each image differing in properties or position of any of the points. In
practice, we use only 13 different α values for each of the camera colour channels.
Values of α were selected on the basis of previous experience of Petr Jizba with other
types of dataset and their usefulness was confirmed in many experiments. Yet, we do
not exclude that an experimental dataset may be obtained, for whose discrimination
we shall need to calculate PIG for other α values.

In [9] we show that PIE/points may be successfully used for multivariate sta-
tistical analyses such as principal component analysis [6]. There may be derived
clusters in the state space and transitions between them. We recently found out that
the information gain calculation has been independently developed as a very suc-
cessful optimisation criterion in widely distant field of self-organising semantics,
here it is used in construction of decisive trees [1]. The point information gain may
thus be a natural feature of self organising system whose significance has not been
fully understood. At Fig. 29.1 we show an example how a trajectory of a living cell
described in a PIE/points space may be used for objective identification of cell states
during the cell cycle.

1http://expertomica.eu/software/eec/.
2http://expertomica.eu/software/pie/.

http://expertomica.eu/software/eec/
http://expertomica.eu/software/pie/
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Fig. 29.1 Objective analysis of the cell cycle: images of the cell were abstracted from the mi-
croscopic image and values PIE/points were calculated for 13α + values for each color channel.
Resulting 39 image variables were subjected to principal component analysis and clustered. In the
initial phase for the cell cycle results of clustering closely resembled those of manual annotation.
In the later phase the objective analysis indicated that the structure of cell interior still undergoes
significant changes which remain undetected by expert analysis. The analysis was made using the
Unscrambler software (http://www.camo.com/)

29.2 Limits of the PIED Metrics

A obvious limit of any measured system lies in the fact that we measure only
in distinct times and with distinct precision. As comprehensively delineated
by Žampa [11] (see also [7]), this fact has important influence on causal relations in
the dynamic system. Essentially, determinism is turned into stochastic causality. In
the state space containing several basins of attraction, such stochastic causality may
have much deeper origin. The probability density function of transition between
two attractor zones of a chaotic attractor may have very complicated shapes [2].
The assumptions of the general stochastic systems theory are still valid, but the ori-
gin of the probabilistic behaviour in self—organised systems is much deeper, truly
fundamental.

Key question in the application of combination the stochastic systems theory and
theory of chaotic attractor for interpretation of observable results in self-organising
systems is the question whether the image which is analysed is more a reflection
of the group (ball) of points in the phase space which evolved during the interval

http://www.camo.com/
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of the measurement or rather a portrait of the whole self organising system. This
depends on properties of the system and has to be determined experimentally. In
the case that we observe just an average of small number of points, we may use the
same approach as we use in measurement of standard technical systems. We must
study its evolution in time, determine the best approximation to internal orthogonal
variables and interpret them in terms of a model described by differential equations
and error functions.

In case of, for example, living cells, we may well assume that decisive elements
of the structure passed the trajectory sufficiently often in the time interval of the
data capture to account for probabilistic interpretation of the result. Theoretically
very well substantiated probabilistic approach is calculation of the generalised di-
mension Dα [4, 5] which includes the calculation of Rényi entropy at the limit to
infinitely small yardstick ε

Dα = lim
ε→0

1
1−α log(

∑
i p
α
i )

log 1
ε

(29.3)

The similarity of our approach of characterisation of the image by PIED and cal-
culation of the generalised dimension was discussed earlier [9]. Any real application
will always be complicated by distortion of the image by instrument transmission
function (i.e. microscope point spread function), standard electromechanical sources
of error and, with the same importance, by existence of several self organising sys-
tems in one observed system, often organised in a hierarchical manner. For example
in the case of living cell we must consider self organisation and asymptotic stabil-
ity of folded proteins and multiprotein complexes, membranes, organelles etc. We
most probably in all cases encounter a mixed situation, when part of the observable
objects passes within the time of measurement the state trajectory sufficiently often
to account for the calculation of the Dα while others do not.

At Fig. 29.2 we show real example of analysis of several cell cycles. The cell
cycle may be considered as a sequence of changes in parameters of the internal self-
organising system of the cell which are expressed as different observable structures.
In fact we should also consider that for each of the cell states we have completely
different system. As may be seen, the time of duration of each of the phases of the
cell cycle differs widely. For prometaphase we see time ranging from two measure-
ment intervals (60 s) up to 45 (1450 s). The dataset is sparse although the measure-
ment took 24 hours and the manual analysis in the e-cells program3 several working
days.

29.3 Conclusions and Outlook: Multivariate Analysis of Datasets
from Dynamic Self-organising Systems

For objective interpretation and analysis of general experimental data it is good
to have a model of expected system dynamics. Only in such case data about the

3http://expertomica.eu/software/ecell/.

http://expertomica.eu/software/ecell/
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Fig. 29.2 Manually annotated phases (state) in the cell cycle of a single cell. Clearly, the duration
of individual states differs significantly for individual cells and no obvious rule seems to be de-
tectable. Certainly the amount of data is very small, yet the dataset was large (over 2000 images)
and time resolution was clearly insufficient. Automation of the annotation process is needed, but
to achieve it, the system model must be created

system may be compared between various datasets characterising the same sys-
tem. Such models are available for most technical systems, but are difficult to be
achieved for natural self-organising systems. Stochastic models for technical sys-
tems are created to account mainly for measurement uncertainities. The case of
complex, namely self-organising, systems may include, besides experimental error,
also jumps between two distinct regions of the chaotic attractor. At events such as
changes between cell states during the cell cycle, we may assume also transitions
between two attractors with significantly different parameters or, equally well, two
completely different attractors, possibly with different dimensionality. Such events
have not been studied in detail. As we have shown at Fig. 29.1, the use of principal
component analysis is well possible for clustering of similar states. But it does not
bring any information about the possible models. We may potentially utilise var-
ious methods of multivariate non-linear analysis of which the principal manifold
approach [3] is the most instructive one. Similarly as the principal component anal-
ysis assumes that the manifold to which the model should be fitted—the equivalent
of the mechanical model—is the plane in multidimensional space, we may assume
that the resulting principal manifold is the best approximation to the manifold of the
attractor responsible for stability of an observed system. And the choice of chaotic
attractor which project to similar manifold may be made. This approach is in many
aspects similar to the approach of mechanical engineer who approximates move-
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ment of the device by equations of mechanics. Experiments in this direction are in
progress and will be reported at the conference.
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Chapter 30
An Efficient Simulator for Boolean Network
Models

Stefano Benedettini and Andrea Roli

Abstract Boolean networks (BNs), first introduced by Kauffman as genetic regula-
tory network models, are the subject of notable works in complex systems biology
literature. BN models lately garnered much attention because it has been shown that
BNs can capture important phenomena in genetics and biology in general. In this
work, we illustrate the main properties and design principles of a new efficient, flex-
ible and extensible BN simulator, named the Boolean Network Toolkit. This sim-
ulator makes it possible to easily set up experiments and analyse the most relevant
features of BN’s dynamics.

30.1 Introduction

Boolean networks (BNs) have been firstly introduced by Kauffman [1] and sub-
sequently received considerable attention in the composite community of complex
systems. Recent advances in this research field can be mainly found in works ad-
dressing themes in gene regulatory networks (GRNs) or investigating properties of
BNs themselves. These models are often studied by means of simulation processes
and an issue arises concerning the efficiency and usability of the simulator. In fact,
this tool plays a crucial role for the results which can be attained because it should
enable the investigator to analyse large size systems, in order to avoid conclusions
that might be wrong because of the limited size of the simulated networks or un-
dersampling of some dynamic properties. In addition, a specific research stream in
this area is the ensemble approach [2], that aims at finding classes of GRN models
(such as BNs) which match statistical features of genes, such as the number of cell
types of an organism or cell dynamics in case of perturbation. In recent works, 1 it

1See, e.g., the work by Benedettini et al. [3].
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has been shown that the application of stochastic local search (SLS) techniques is
an effective approach to automatically design BNs to match certain desiderata. This
approach requires efficient and easily reconfigurable BN simulation tools, as well.

In this work, we illustrate the main properties and design principles of a new
simulator, named the Boolean Network Toolkit (BNTK) [4].

30.1.1 Simulator Requirements

BN models simulation has two main requirements: (i) efficiency and (ii) easy exper-
iment configuration. The first requirement addresses the issues of simulating large
size BNs and of sampling with sufficient precision level dynamic properties of the
networks, such as number of attractors, length of cycles and size of basins of attrac-
tion. A further issue adds upon simple simulation of a model when the investigator
aims at finding an model instance satisfying given requirements, for example a BN
with a given attractors landscape. Hence the requirement of exploring an enormous
search space. It appears clear that, in order to explore such a large search space ef-
fectively, we both need sophisticated search algorithms and an efficient simulator. In
fact, the search method will likely have to sample the search space many times and
each of these samples, a BN, will have to be evaluated, i.e., simulated; the simulation
being the most computationally expensive operation in this process.

Other important aspects are that of modularity and flexibility. The simulator
should be flexible enough to allow the researcher to quickly set up experiments
of different kind which go beyond the usual basic tasks, like computing a BN’s tra-
jectory or finding a set of attractors. For instance, the experiment described in [5]
to find Threshold Ergodic Sets is rather complex and requires a high degree of cus-
tomisability; the simulator should provide all that. As a further prerequisite, the
simulator should not also be limited to synchronous BNs and handling also other
different models of networks, such as BNs with stochastic dynamics.

To summarise, the simulator should satisfy the following requirements:

Flexibility. The simulator should enable the researcher to implement different kinds
of experiments in diverse contexts and under different constraints. It should also
provide a way to easily modify a BN, a fundamental operation required by de-
sign and training algorithms.

Ease of integration. The simulator is going to be integrated with other software li-
braries, typically written in C++ for greater efficiency.

Free and Open Source Software. We strive to maintain our software free so as to
foster adoption and extension.

Modularity and separation of concerns. It should be able to support different BN
update schemes and possibly different network models. Also, modularity is a
key to achieve flexibility by allowing the researcher to modify and extend the
tool itself.

Efficiency. The simulator should be as efficient as possible.
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30.2 Design of the Boolean Network Toolkit

This section briefly explains the design choices made to implement the BNTK. First
we will introduce the key abstractions in the simulator pertinent to BNs. Afterwards,
we describe the architecture of the simulator and we will see how these abstrac-
tions can be extended to encompass different kinds of update schemes and possibly
new network models. The requirements listed at the end of the introduction push us
to choose C++ as our implementation language; the main programming paradigm
adopted is, therefore, Object Oriented, but, as we will see, we will also employ
elements of functional programming.

Simulator Architecture The main entity in the simulator is, of course, the BN.
The principal design choice that can help us to achieve good modularity and flexibil-
ity is illustrated in the following. In the BNTK, network state, dynamics and topol-
ogy are separate concepts. Network state can be any indexable data structure whose
elements are Booleans, but in principle also integers or double precision floats de-
pending on the domain of node values; this is a crucial characteristic if we want to
extend the simulator with other network models. For BNs we employ the compact
bitset structure provided by the Boost Dynamic Bitset Library. Network topology is
a stateless entity, structurally represented by a directed graph data structure whose
nodes, indexed by integers, containing their update function. A network topology
exposes methods to access its graph structure and, most importantly, it provides a
method to compute the next value of a node given the current state vector. In order
to implement network topology, we use the excellent Boost Graph Library [6]. Net-
work dynamics is modeled by a specific entity that realises a particular node update
scheme.

Fundamental Abstractions The main abstraction in our design is a “synchronous
BN”. In the Object Oriented paradigm, it would be intuitive to model a BN as a
mutable object composed of a state vector and a topology. On the other hand, such
abstraction is rather distant to the original mathematical concept that sees BNs as
discrete maps, i.e., functions. In formal term, a BN is a function F that maps the
current state to the next state st+1 = F(st ). Notice that the form of F is neither
dependent on the state nor the time parameter. Moreover, from a computational point
of view, a function is an immutable object. The functional programming paradigm
is the preferred approach to model BNs in the BNTK.

The most basic simulation task is to evolve a BN a certain number m of steps
starting from initial condition s0. With a functional approach this is straightforward.
Formally, we just need to take the first m elements from the sequence F i(s0), i ∈N;
what we need is a way to lazily2 represent such sequence, or, in computer science
parlance, a stream. Lazily evaluated sequences, such as lists, are typically available
in all major functional programming languages.

2“Lazy” roughly means “computed on demand”.
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Almost all computational tasks on BNs involve computing a trajectory, therefore
the concept of stream, or lazy list, is pervasive in the simulator. Such abstraction
is fundamental because, as we will see, it makes it possible to easily decompose
complex experiments on BNs into simpler and reusable components.

With a trajectory, it is easy to find an attractor: it is sufficient to apply one of
the well-known cycle finding algorithms. In the BNTK we implemented two al-
gorithms. One is a naïve search that stores every state encountered and looks for
repeated values. This algorithm does not scale well, in terms of both time and space
complexity, with long transients, therefore we also provide an alternative, Brent’s
cycle detection algorithm [7] (see also [8]), which scales much better for long tran-
sients (chaotic RBNs, for instance), but is slower for short sequences. Finding an at-
tractor starting from an initial condition can be in turn interpreted as a higher-order
function which takes a BN (a function in our interpretation), an initial state and re-
turns an attractor object. Let us write the type of such function as State→ Attractor.

Now that we have encapsulated the computation of an attractor into a function,
we can easily calculate a set of attractors starting from a sequence of initial condi-
tions. To do so we can use another important higher-order function on lists called
map, that, roughly, is an abstraction of a ‘for’ loop. map is a function that takes
a function from a type A to another type B (A→ B for short), a list of element
of type A ([A] for short) and returns a list of elements of type B (in symbols
map : (A→ B), [A]→ [B]).

30.3 BNTK Functionalities

The BNTK contains also the implementation of some functionalities representing
common use cases. Among them, we mention finding the set of attractors, their
length and basin of attraction and computing dynamic measures such as the Derrida
plots. In the following, we show a couple of use case examples.

BN Trajectory Let us start with simply simulating the evolution in time of a BN
until an attractor is found.

1 BooleanNetwork bn = / / read BN from f i l e
2 BooleanDynamics∗ dyn = s y n c h r o n o u s _ d y n a m i c s ( bn ) ; / / g e t an

u p d a t e r
3 S t a t e s0 = / / an i n i t i a l s t a t e v e c t o r
4 S t a t e s = (∗ dyn ) ( s0 ) ; / / s t a t e a t t =1
5 s = (∗ dyn ) ( s ) ; / / s t a t e a t t =2
6 s = (∗ dyn ) ( s ) ; / / s t a t e a t t =3
7 B r e n t C y c l e F i n d e r f i n d e r ( dyn ) ;

where finder is a function object, implementing Brent’s cycle detection al-
gorithm, that takes a state vector and returns an attractor. Notice that neither
BooleanNetwork or BooleanDynamics are stateful objects and that network
state is externally maintained. This way, we are able to run several network evolu-
tions in parallel without copying the same topology over and over.
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Attractor Set Let us find a set of attractors in an N node network starting from m

random initial conditions. Implementation is in the following snippet:

1 RandomStateGen s t a t e s (N, m) ;
2 BooleanNetwork bn = / / read BN from f i l e
3 BooleanDynamics∗ dyn = s y n c h r o n o u s _ d y n a m i c s ( bn ) ; / / g e t an

u p d a t e r
4 N a i v e F i n d e r f i n d e r ( dyn ) ;
5 A t t r a c t o r R a n g e a r = s t a t e s | f i n d e r ;
6 s t d : : s e t < A t t r a c t o r > a t t r a c t o r s ( a r . b e g i n ( ) , a r . end ( ) ) ;

where RandomStateGen is a range3 that yields m random Boolean vectors and
NaiveFinder is a function object that implements the naïve cycle detection al-
gorithm. In Line 5 we show how new ranges can be constructed by using the pipe
operator and, in Line 6, we demonstrate how ranges interoperate with STL classes.
We also notice that Attractor objects provide a comparison operator, so they can
be inserted into sets.

Basins of Attraction A small extension to the previous use case is to enumerate
the whole configuration space of a network and count the multiplicity of each attrac-
tor4, so that we obtain their basin size. To do so, we use a std::map to count the
occurrences and a StateEnumerator object, a range, like RandomStateGen,
which yields all state vectors of a certain dimension N .

1 S t a t e E n u m e r a t o r a l l S t a t e s (N) ;
2 BooleanNetwork bn = / / read BN from f i l e
3 BooleanDynamics∗ dyn = s y n c h r o n o u s _ d y n a m i c s ( bn ) ; / / g e t an

u p d a t e r
4 N a i v e F i n d e r f i n d e r ( dyn ) ;
5 A t t r a c t o r R a n g e a r = a l l S t a t e s | f i n d e r ;
6 s t d : : map< A t t r a c t o r , i n t > m;
7 f o r ( A t t r a c t o r R a n g e : : i t e r a t o r i t = a r . b e g i n ( ) ; i t != a r . end

( ) ; ++ i t ) {
8 i f (m. c o u n t (∗ i t ) == 0) / / new a t t r a c t o r
9 m[∗ i t ] = 1 ; / / a l s o i n s e r t s a t t r a c t o r i n t o m

10 e l s e
11 m[∗ i t ] += 1 ; / / i n c r e m e n t o c c u r r e n c e s
12 }

where the C++ programmer can recognise the familiar STL iteration idiom. We also
recall that in the first case of the if statement (Line 9), the attractor pointed by iterator
it is also inserted into the map. In the end, map m contains, for each attractor, the
number of states in its basin.

3A range is a stream encapsulated in a C++ object
4Of course, such experiment is feasible only for small networks.
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Derrida Plot A useful mathematical tool to analyse BN dynamics is the Derrida
plot [9], which is a graphical way to visualise the sensitivity of a network to pertur-
bations. The brute-force computation of a Derrida plot is, of course, prohibitive for
all but the smallest networks. Nevertheless, we can resort to approximation and, for
each data point in the plot, take the average on a sample of network states. Let us
show how we can employ the BNTK to calculate the data points in a Derrida plot,
supposing that we set the number of sample for each data point to M .

1 BooleanNetwork bn = / / read BN from f i l e
2 BooleanDynamics∗ dyn = s y n c h r o n o u s _ d y n a m i c s ( bn ) ; / / g e t an

u p d a t e r
3 s t d : : v e c t o r <double > d e r r i d a (N) ;
4 f o r ( i n t x = 0 ; x < N; ++x ) {
5 s t d : : v e c t o r < i n t > d i s t a n c e s (M) ;
6 f o r ( i n t i = 0 ; i < M; ++ i ) {
7 S t a t e s = r a n d o m _ s t a t e (N) ;
8 S t a t e sPr ime = r a n d o m _ f l i p s ( s , x ) ; / / x random f l i p s
9 S t a t e s1 = (∗ dyn ) ( s ) ;

10 S t a t e sPr ime1 = (∗ dyn ) ( sPr ime ) ;
11 d i s t a n c e s [ i ] = hamming_d i s t ance ( s1 , sPr ime1 ) ;
12 }
13 d e r r i d a [ x ] = a v e r a g e ( d i s t a n c e s ) ;
14 }

Aside from average, all other functions are implemented in the toolkit; specifi-
cally, random_state generates a state vector whose element have value 1 with
probability 0.5 while random_flips returns a state with x randomly chosen bits
flipped (hamming_distance has intuitive meaning). This shows how the toolkit
can be easily extended with new experiments. As a matter of fact, all use cases pre-
sented in this section are already implemented in the toolkit by ready-to-use func-
tions.

30.4 Ongoing Work

The BNTK can be downloaded from: http://booleannetwork.sourceforge.net. The
tool is actively used and maintained and important extensions are also planned.
Having encapsulated network dynamics in a class allows us to freely define different
update schemes without modifying other code. It is sufficient to implement the inter-
face BooleanDynamics for all update schemes desired. Although not currently
available, implementations of different update strategies, such as asynchronous and
random, are on their way.

Another extension regards the integration of other network types, in particular,
we plan on adding two alternative BN models, namely, Boolean Threshold Net-
works [10] and Glass Networks [11].

http://booleannetwork.sourceforge.net
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Chapter 31
Inferring Information Across Scales in Acquired
Complex Signals

Suman Kumar Maji, Oriol Pont, Hussein Yahia, and Joel Sudre

Abstract Transmission of information across the scales of a complex signal has
some interesting potential, notably in the derivation of sub-pixel information, cross-
scale inference and data fusion. It follows the structure of complex signals them-
selves, when they are considered as acquisitions of complex systems. In this work
we contemplate the problem of cross-scale information inference through the deter-
mination of appropriate multiscale decomposition. Our goal is to derive a generic
methodology that can be applied to propagate information across the scales in a
wide variety of complex signals. Consequently, we first focus on the determination
of appropriate multiscale characteristics, and we show that singularity exponents
computed in microcanonical formulations are much better candidates for the char-
acterization of transitions in complex signals: they outperform the classical “linear
filtering” approach of the state-of-the-art edge detectors (for the case of 2D signals).
This is a fundamental topic as edges are usually considered as important multi-
scale features in an image. The comparison is done within the formalism of recon-
structible systems. Critical exponents, naturally associated to phase transitions and
used in complex systems methods in the framework of criticality are key notions
in Statistical Physics that can lead to the complete determination of the geometri-
cal cascade properties in complex signals. We study optimal multiresolution anal-
ysis associated to critical exponents through the concept of “optimal wavelet”. We
demonstrate the usefulness of multiresolution analysis associated to critical expo-
nents in two decisive examples: the reconstruction of perturbated optical phase in
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Adaptive Optics (AO) and the generation of high resolution ocean dynamics from
low resolution altimetry data.

31.1 Introduction

Most real-world signals are complex signals, usually difficult to describe but pos-
sessing a high degree of redundancy [1]. In particular, in the case of Fully Developed
Turbulence (FDT), there is a relation between the spectrum of singularity exponents
associated to structure functions and the existence of a multiscale hierarchy [2].
Turbulent flows, although chaotic in nature, possess a complex arrangement of ge-
ometrical structures related to the cascading properties of physical variables [3].
The same type of conclusion can be inferred from multiscale analysis of most nat-
ural complex signals [4]. As a consequence, the paradigm of understanding natural
signals as acquisitions of complex systems with unknown phase space is a use-
ful one [5]. The properties of physical cascading variables reflect the transfer of
energy, or more generally information, taking place from larger scales to smaller
ones. Recent developments in microcanonical framework for the computation of
singularity exponents and the derivation of singularity spectra have lead to a sen-
sible improvement in the numerical techniques for the determination of multiscale
characteristics of real signals [6, 7]. Experimental analysis on different real world
signals, ranging from stock market time series to atmospheric perturbated optical
path shows that these systems are not only found to be multiscale, but their singu-
larity spectra are also coincident. Consequently, the precise numerical computation
of geometrically localized singularity exponents in single acquisitions of complex
systems, without the averages taken on grand ensembles, unveils the determina-
tion of their universality class [6]. The statistical characteristics of information in
these signals can be described from the localisation and precise value of singular-
ity exponents. As a consequence, it should be possible to transfer across the scales
extra physical information from lower scale to higher resolution, a procedure which
unveils considerable enhancements of high resolution mapping of natural phenom-
ena.

In this paper, we demonstrate that microcanonical formulations for understand-
ing and evaluating the mechanisms that govern the evolution of dynamical systems
lead to accurate inference schemes across the scales in complex signals. We show
that the singularity exponents can be used in multiresolution analysis for accurate
inference of information across the scales. The profound reason for this fact comes
from the observation that geometrically localized singularity exponents encode tran-
sitions in complex signals in a much more accurate manner than done with linear
filtering processing techniques [8, 9], as will be demonstrated in this work, in par-
ticular in the case of 2D images and the accurate determination of edges (which are
typically multiscale characteristics on an image). Consequently, we study the no-
tion of optimal wavelet for inferring information across the scales. Our fundamental
contribution in this work is to show that multiresolution analysis associated to ge-
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ometrically localized singularity exponents is a very good candidate for inferring
information across the scales in complex signals. We take two specific examples:
the reconstruction of the optical phase shift perturbated by atmospheric turbulence
(Adaptive Optics) and the high resolution mapping of ocean dynamics using sea
surface temperature maps. In the first example, we derive a radically new and non-
linear approach for reconstructing the perturbated optical phase; while in the second,
we show that oceanic dynamical information acquired at low resolution (pixel size:
22 km s) from altimetry can be transferred across the scales at high resolution sea
surface temperature data (pixel size: 4 km s) to produce high resolution mapping of
oceanic currents. In both the cases we use a proper wavelet decomposition technique
on the signal of the singularity exponents to help us inferring information along the
scales of the signal.

The paper is organised as follows: in Sect. 31.2 we present a brief discussion on
the evolution of the theory of singularity exponents, in Sect. 31.3 we present the
numerical analysis for the singularity exponents and the idea of the most informa-
tive set within a signal. Theory behind the reconstruction of the whole signal from
the most informative set is explained in Sect. 31.4. Notion of optimal wavelet, for
inferring information pointwise in a cascade, is introduced in Sect. 31.5. The exper-
imental data used is discussed in Sect. 31.6 and the results are shown in Sect. 31.7.
Finally, we conclude in Sect. 31.8.

31.2 Universality Class and Multiscale Organisation

A power-law behaviour in the thermodynamical variables, and also time and spa-
tial correlation functions, is commonly observed in systems with high order transi-
tions. The underlying dynamics of such systems can be observed, at the macroscopic
scale, in the form of a power-law [10]. It was soon realized that the exponents of the
power laws define different classes: systems characterized by same values of singu-
larity exponents belong to the same universality class, which implies the presence
of a common macroscopic behaviour independent of the microscopic dynamics of
each system [11]. Different singularity spectra of very different physical systems
can match a same curve. Such a correspondance can be explained by the existence
of a common underlying dynamical system, the universality class, responsible for
similar statistical properties of information at macroscopic scale [11].

Previous works attempt to relate the general organisation of a multiscale structure
with the existence of cascade process [10]. In these works, a multiscale signal s is
characterized by the power-law scaling in the order p moments of some related
variable Tr , in the way:

〈|Tr s|p
〉=Aprτp + o

(
rτp

)
(r→ 0) (31.1)

The existence of multplicative cascade process was first justified by Kolmogorov
in his theory on turbulence [3]. Kolmogorov proposed the following: given two
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scales r and L, 0< r < L, we can characterize the distribution of the velocity field
by an injection parameter ηr/L as:

|Tr s| .= ηr/L|TLs| (31.2)

where the symbol ‘
.=’ means that both sides are equally distributed and ηr/L =

[r/L]α . From this relation, the order p moments have the following relation:
〈|Tr s|p

〉= [r/L]αp〈|TLs|p
〉

(31.3)

Comparing Eqs. (31.1) and (31.3) we get, τp = αp. However, experiments show
that in the case of FDT, the relationship between τp and p is not linear rather it is a
convex bell-shaped curve, a condition known as ‘anomalous scaling’ [7]. To apply
Kolmogorov’s decomposition in anomalous scaling, certain assumptions have to be
made:

– ηr/L has to be interpreted as a random variable, independent of L.
– The variables ηr/L has to be infinitely divisible to ensure downward process from

scale L to r is verified directly or in several stages giving rise to the famous
cascade process.

It has been verified [3] that an injection mechanism as the one proposed by Kol-
mogorov leads to the understanding of a underlying geometrical structure in a mul-
tiplicative cascade process, together with the knowledge of the exponents τp for
inferring information along the scales of the signal. This experimental outcome of
self-similarity led researchers to propose a different model for the generation of
exponents.

31.3 Singularity Analysis in the Microcanonical Framework

Criticality, and the associated critical exponents are key notions in Statistical
Physics to understand phase transitions, which are prototypes of scale invariant
phenomena [10]. The spectrum of singularity exponents in a system determine its
multiscale properties which are accessible statistically. We will say that a signal s
is multiscale in a microcanonical sense, if for at least one multiscale functional
dependant on scale r , it is assumed that for any point x the following equation
holds:

Tr s(x)= α(x)rh(x) + o
(
rh(x)

)
(r→ 0) (31.4)

for some functions α(x) and h(x). The exponent h(x), which is a function of the
point x, is called a singularity exponent or Local predictability exponent (LPE) of
the point [7]. The central problem is to compute at high numerical precision the
value of h(x) at point x: bad approximations of singularity exponents lead to poor
reconstructions.
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31.3.1 Local Predictability Exponents

According to microcanonical formulations [10], a multiscale signal is supposed to
satisfy Eq. (31.4) for a family of functionals Tr , at any point x in the signal domain,
and have a singularity spectrum computed from singularity exponents as a convex
curve function of h [10]. Equation (31.4) is a pointwise and localized version of the
definition used in introducing singularity spectrum [6, 12]: we do not make use of
statistical averages and grand ensembles as in practice such an ensemble average
is not accessible. Rather, we seek to evaluate h(x) at point x. We denote Fh the
component in the signal’s domain associated to singularity exponent value h as:

Fh =
{
x : h(x)= h} (31.5)

In other words, we can say that each point x in the signal is characterized by a sin-
gularity exponent h(x) which is typical to one component Fh, i.e., the components
are level sets of the function h(x). This family of sets is naturally associated to the
multiscale hierarchy in a signal and in the case of natural images, it is expected that
there exists a particular set which comprises the point where sharp transitions within
the signal are well recorded. We will call this set as the Most Singular Manifold or
MSM. Geometrically speaking, it is the singularity component associated with the
smallest possible value h∞ , finite for signals corresponding to physical variables
that cannot diverge. We will denote this set by F∞ and can be expressed as:

F∞ =
{
x : h(x)= h∞ =min

(
h(x)

)}
(31.6)

The MSM plays a fundamental role in the multiscale geometrical hierarchy of natu-
ral images. Visual inspection of this set reveals a structure which is characterized by
the presence of ‘edges’ or contours in natural images [1]. It will be understood here-
after that the MSM contains the most informative set in an image so that the whole
signal can be reconstructed from the restriction of its gradient to the MSM. More-
over we will see that singularity exponents lead to a notion of edge that matches
much better across the scales than the edges computed from classical filtering meth-
ods. Before we go deeper into the subject of MSM and its application to recon-
structible systems, we give a brief overview for the determination of the singularity
exponents.

31.3.2 Singularity Analysis

The singularity exponents for experimental, discretized data can be calculated using
different methods [7], but for our case we will use the Unpredictable Points Mani-
fold (herein referred to as UPM) [13, 14]. According to this method, we make point
estimates of the singularity exponent, namely:

h(x)= log(τΨ s(x, r0))/〈τΨ s(., r0)〉
log r0

+ o
(

1

log r0

)
(31.7)
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Fig. 31.1 Top left: Image of a simulated optical phase perturbated by atmospheric turbulence. The
image corresponds to a 128× 128 pixels sub-image extracted from an original 256× 256 pixels
image to avoid the pupil boundary. Top right: Image of the singularity exponents computed from
the phase data. Bottom left: Excerpt of the Agulhas current below the coast of South Africa (sea
surface temperature image: each pixel record the temperature of the upper layer of the sea). Bottom
right: Singularity exponents of the Agulhas current

where 〈τΨ s(., r0)〉 is the average value of the wavelet projection over the whole sig-
nal and o( 1

log r0
) is a diminishing quantity and r0 is the minimum scale. If the signal

s is an image of size M × N , then we choose r0 = 1/
√
M ×N . The singularity

exponents computed on our experimental dataset are shown in Fig. 31.1.
The values h(x) are computed for all points x within the signal domain. Now,

coming back to MSM, sorting of these singularity exponent values based on a typical
threshold value 0 defines the standard reconstruction set in the MSM method. Such
a set often provides a robust and accurate reconstruction and is defined by:

EMSM =
⋃

h∞≤h≤0

Fh (31.8)
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31.4 Reconstructible Systems

In this section, we are led to find mathematically a functional G which permits the re-
construction of the signal’s gradient from its restriction to the MSM. The functional
must satisfy the properties of being deterministic, linear, translationally-invariant,
isotropic and yield correct power spectrum of natural images. We consider the gra-
dient measure of the signal s = ∇s(x) and integrate it over the multifractal set of
most unpredictable points F∞. A deterministic representation of the gradient mea-
sure for the signal can be:

∇s(x)= G(∇s|F∞)(x) (31.9)

Considering the fact of G being linear, an integral representation can be given by:

∇s(x)=
∫

F∞
∇s(y)G(x,y)dy (31.10)

where G(x,y) is a density measure of the function G and is a 2× 2 matrix. Using
isotropy, standard power spectrum (in the form 1/‖f ‖2) for the associated spectral
measures of natural images, one obtains the following formula [1, 10] expressed in
Fourier space:

ŝ(f )= f .∇̂s|F∞(f )
i‖f ‖2

(31.11)

where i is the imaginary unit, i ≡√−1 and ̂ denotes the Fourier transform. We
normalize the result by taking the vector field v0 unitary and normal to the MSM
instead of ∇s|F∞ ; where v0(x)= ∇s(x)δF∞ , δF∞ being the density of the proper
Hausdorff measure restricted to the set F∞ [1]. We therefore perform integration
over all the space (the restriction is still present, but now introduced by v0):

ŝ(f )= f .v̂0|E (f )
i‖f ‖2

(31.12)

Fourier inversion of this formula gives the reconstruction of the image from the
restriction of the gradient field to the MSM. Results of reconstruction on the MSM
of experimental datasets, and their performance over classical edge detection algo-
rithms, are shown in Tables 31.2 and 31.1. It is seen that in the case of acquisitions
of turbulent signals, the reconstruction based on the MSM (we call it MSM in Ta-
bles 31.2 and 31.1) performs significantly better among the algorithms tested. In
fact, when it comes to the case of turbulent signals, the classical edge detectors like
Sobel [15], Prewitt [16], Roberts [17], Laplacian of Gaussian (LoG) [18, 19], Zero-
cross [20, 21], Canny [8] to a more recent non-linear approach called NLFS [22],
dedicated to the computation of edges in digital images, are systematically out-
performed by MSM in terms of reconstruction from a compact representation of
its edge pixels. As a consequence, the fundamental notion of edge, which is a
basic multiscale feature, is much more well encoded by the set EMSM defined in
Eq. (31.8). This tends to show that singularity exponents are good candidates for
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an accurate multiresolution analysis. In the next section, we develop the notion of
optimal wavelet.

31.5 Inferring Information Across the Scales Using
Microcanonical Analysis

To infer the cascading properties pointwise (called microcanonical cascade) we in-
troduce the concept of optimal wavelet. Let s(x) be a multiscale signal and let Ψ (x)
be a wavelet. We define the wavelet projection of s on Ψ at position x and resolu-
tion r as:

TΨ |∇s|(x, r)=
∫
|∇s|(y)Ψ

(
x − y

r

)
dy (31.13)

We can now define a random variable ζr/L(x) as

TΨ |∇s|(x, r)= ζr/L(x)TΨ |∇s|(x,L) (31.14)

Now, we can talk about a wavelet Ψ which, if determined, will make ζr/L(x) inde-
pendent of TΨ |∇s|(x,L). Such a wavelet is called an optimal wavelet. In subsection
Optimal Wavelet Analysis, we propose a new algorithm for a very robust detection
of the optimal wavelet in 2D signals. The new methodology helps us to detect the
presence of an optimal wavelet, in a totally unconstrained way, from the signal it-
self. Once determined, the optimal wavelet has the potential of unlocking the sig-
nal’s microcanonical cascading properties through simple wavelet multiresolution
analysis [23].

31.5.1 Multiresolution Analysis & Fast Wavelet Transform

Multiresolution analysis is a mathematical formalism that deals with the phe-
nomenon of detail-structured viewing of objects [23]. Data redundancy is minimized
by use of dyadic wavelet sequences which are Hilbertian frames associated to dyadic
partition of the space/frequency domain.

Any signal |s〉 can be represented in a dyadic wavelet basis of mother wavelet
|Ψ 〉 [24] as follows (from now on we use the notation |s〉 for the signal):

|s〉 =
∞∑

j=−∞

∑

k

αj,k|Ψj,k〉 (31.15)

where

|Ψj,k〉(x)= 2j/2Ψ
(
2jx − k) (31.16)

and αj,k , are called wavelet coefficients. The wavelet coefficients αj,k can be ob-
tained by a simple projection of the signal |s〉 onto the basis function Ψj,k , namely:

αj,k = 〈s|Ψj,k〉 (31.17)
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The decomposition process using multiresolution analysis gives rise to an im-
age fourth smaller than the previous one. Therefore, each parent coefficient αp ≡
αj−1,[k/2], at the coarser scale j − 1, covers the same spatial extent of four children
coefficients αc ≡ αj,k at the finer scale j .

31.5.2 Approximation of Microcanonical Cascade

In the wavelet analysis of 2D signals, persistence along the scales implies a relation
of the form between the wavelet coefficients:

αc = η1αp + η2 (31.18)

with η1, η2: random variables independant of αc and αp and also independant of
each other. For an optimal wavelet the above equation takes the form αc = η1αp .

31.5.3 Optimal Wavelet Analysis

Any given signal |s〉 can be represented in terms of their cascade variables η and
wavelet coefficients α as:

|s〉 =
∑

j �=0,k

∏

j ′,k
η
j ′,[k/2j−j ′ ]α0,0|Φj,k〉 + α0,0|Φ0,0〉 (31.19)

where Φj,k is the wavelet basis for the optimal wavelet. Experimental observations
show that the expectation of the signal 〈|s〉〉 = 0 as 〈α0,0〉 = 0 due to symmetry.

We multiply the sign of α0,0 i,e, σ0,0 with the signal s and then compute the aver-
age. Since, in our case we have an ensemble of dynamically equivalent signals, we
compute the average over |si〉 to get the expected value for all these signals; where
i is the index of an ordering of the signals. Equation (31.19) can be generalized to:

〈
σ i0,0|si〉

〉= 〈|α0,0|〉|Φ0,0〉 (31.20)

We try to estimate the sign of α0,0. Let ε0,0 be the estimation, we then have
〈
εi0,0|si〉

〉= 〈ε0,0σ0,0|α0,0|〉|Φ0,0〉 ∝Φ0,0 (31.21)

Principle application of finding the optimal wavelet on a given set of images is
quite simple. The procedure is as follows:

– We subdivide a given image |si〉 over small areas of equal sizes and normalize
individually every sub-image.

– We find the correlation between the sub-images of |si〉: Ci = 〈si |sk〉.
– For every i we find the average of the correlation.
– We then find for which l, the average correlation is maximum. Let it be i∗.
– We call |si∗〉 as the most central element (MCE).
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Fig. 31.2 (a) Sub-image at 48× 48 pixels resolution obtained after orientation with the sign with
the MCE (b) 2-D plot of the sub-image (c) 2-D plot for the sum over the columns

Since we don’t know Φ0,0, we make the wavelet projection of the signal on the ele-
ment which has the most dependancy with all the other elements (dominant presence
of the term 〈|α0,0|〉|Φ0,0〉); i,e, the MCE. So, we have

εi0,0 = σ(Ci,i∗)= σ
(〈
si |si∗〉)

= |α∗0,0|σ0,0σ
∗
0,0〈s|Φ0,0〉 (31.22)

If we have a correct estimate of the sign, we can say 〈εi0,0|si〉〉 ∝ 〈σ i0,0|si〉〉. And
we estimate the wavelet from Eq. (31.21). Since wavelets are normalized by defini-
tion, we can cancel the proportionality factor in Eq. (31.21):

〈
εi0,0|si〉

〉= 〈
σ(Ci,i∗)|si〉

〉= 〈
σ
(〈
si |si∗〉)|si〉〉 (31.23)

We have tested this algorithm on Benzi model [25] to construct multiaffine fields
based on an order 2 Gaussian wavelet decomposition. The preliminary results are
shown in Fig. 31.2. Since, the process of finding an optimal wavelet is still un-
der review and subjected to constant experimentation, we approximate the optimal
wavelet by a Battle-Lemarié wavelet which is found to give an acceptable approxi-
mation of the optimal wavelet.
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31.6 DATA

31.6.1 Atmospheric Phase

The data is shown in Fig. 31.1(top). The datasets consists in simulated optical phase
perturbated by the Earth’s upper layer turbulent atmosphere. The optical phase cor-
responds to the acquisition of a point source (representing a star far away enough in
outer space so that the optical phase reaching the telescope is in the form of planar
wavefronts). These data are provided by the French Aerospace Lab-ONERA, and
they have the following imaging characteristics:

– diameter of the telescope: 8 m,
– seeing at 5 microns: 0.85 arcseconds,
– wind’s speed: 12.5 m/s,
– acquisition frequency: 250 Hz,
– pupil size: 256× 256 pixels, but for our experimental purpose we take 128× 128

pixels from the centre to eliminate boundary effects.

We have the Hartmann-Shack (HS) acquisition of the x and y slopes for the phase
data provided by Onera given by 208 effective HS sub-pupils (size 16× 16) which
samples the pupil of the telescope. The distribution of the sub-pupils within the
telescope is shown in Fig. 31.4(a). Figures 31.4(b) and 31.4(c) shows the x and y
low resolution acquisition of the phase data, which gives us an approximation of
low resolution x and y components of the gradients for the phase, by the HS sensor.

31.6.2 Sea Surface Temperature

Sea surface temperature data (SST) are global acquisitions of the temperature of the
ocean’s upper layer. Data is radiometrically corrected so that pixels values represent
celsius degrees. Data is acquired by the MODIS instrument orbiting around earth,
pixel resolution is 4 km s, data is acquired on 2 August 2007. In our experiment,
we also use low resolution products representing geostrophy and Ekman currents
deduced from altimetry data according to method exposed in [26]. Pixel size of
altimetry products is 22 km s. Figure 31.3(a) shows the altimetry, Fig. 31.3(b) the
MODIS data and Fig. 31.3(c) shows the low-resolution motion field derived from
altimetry according to [26].

31.7 Results

31.7.1 Edge Detection and Singularity Exponents

First we detail the comparison results on edge detection using classical linear filter-
ing and the set provided by Eq. (31.8). Reconstruction has been performed on the



220 S.K. Maji et al.

Fig. 31.3 (a) Altimetry data (b) Sea Surface Temperature (SST) acquired by MODIS satellite on
August 2, 2007 (c) low-resolution motion field derived from altimetry

edge files computed on the phase and sea surface temperature images. Performance
of the reconstruction on classical edge detectors to a more recent nonlinear deriva-
tive approach (called NLFS) [22] and MSM has been presented in Table 31.1. Also,
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Fig. 31.4 (a) Distribution of the sub-pupils within the telescope (b) HS acquisition of the x slope
for the phase data (c) HS acquisition of the y slope for the phase data

we evaluate the quality of the reconstruction using the peak signal to noise ratio
(psnr, expressed in decibels dB) defined by:

psnr=−20.0× log10

(
1

λ(Ω)

(
∫
Ω
(s(x)− sr (x))2dx)1/2

�s

)
(31.24)

where Ω is the image domain, λ(Ω) its Lebesgue measure (image size), s the orig-
inal image, sr the reconstructed image, and �s is the dynamical range of s, i.e. the
difference between the maximal and minimal values. Better reconstructions tend
to have a higher psnr. A quantitative evaluation of the results are presented in Ta-
ble 31.2.

31.7.2 Reconstruction of Optical Phase

Also, we show that the application of wavelet multiresolution analysis technique
on the signal (optical phase perturbated by atmospheric turbulence) of the singu-
larity exponents provided by a simple approximation of an optimal wavelet (here
a third order Battle-Lemarié wavelet) help us to infer information along the scales
of the signal which in turn can be used to properly reconstruct the signal from low
resolution to high resolution. The process is summarized below:

– We first compute the third order Battle-Lemarié wavelet coefficients associated to
the signal of the singularity exponents computed on the perturbated phase signal,

– for each component (x and y) of the phase gradient at low resolution (16×16 sub-
image, see Sect. 31.6.1), back project the component from low to high resolution
to get a phase’s gradient at higher spatial resolution of 128× 128.

Consequently, we reconstruct the phase by performing inverse gradient operation
on the norms of the gradients. We also check the robustness of our reconstruction



222 S.K. Maji et al.

Ta
bl

e
31

.1
Pe

rf
or

m
an

ce
of

di
ff

er
en

t
ed

ge
de

te
ct

io
n

al
go

ri
th

m
s.

ro
w

1:
A

tm
os

ph
er

ic
ph

as
e

da
ta

.
ro

w
2:

SS
T

da
ta

of
th

e
A

gu
lh

as
cu

rr
en

t
be

lo
w

th
e

co
as

t
of

So
ut

h
A

fr
ic

a



31 Inferring Information Across Scales in Acquired Complex Signals 223

Table 31.2 Evaluation of edge detection algorithms

Image Algorithm Parameter(s) Density Reconstruction (psnr)

Sea temp. NLFS [22] σ = 0.2 22.24 % 10.15 dB

Sea temp. Canny σ = 0.001, α = 01 13.094 % 9.65 dB

Sea temp. Laplacian σ = 0.001, α = 01 24.47 % 10.16 dB

Sea temp. Sobel σ = 0.001 24.58 % 9.58 dB

Sea temp. Zero-crossing σ = 0.001 13.95 % 9.60 dB

Sea temp. Roberts σ = 0.001 27.97 % 10.22 dB

Sea temp. Prewitt σ = 0.001 24.83 % 9.83 dB

Sea temp. MSM parameter free 17.24 % 11.30 dB

Phase NLFS [22] σ = 0.25 24.92 % 8.30 dB

Phase Canny σ = 0.001, α = 01 14.11 % 7.25 dB

Phase Laplacian σ = 0.001, α = 01 28.48 % 7.24 dB

Phase Sobel σ = 0.3 5.83 % 6.48 dB

Phase Zero-crossing σ = 0.001 15.88 % 6.61 dB

Phase Roberts σ = 0.001 34.74 % 7.77 dB

Phase Prewitt σ = 0.001 26.72 % 6.96 dB

Phase MSM parameter free 15.75 % 13.18 dB

algorithm by adding different proportions of Gaussian white noise to the data. Re-
sults obtained, as shown in Fig. 31.6, show visual resemblance of the reconstructed
signal with the original one.

31.7.3 High Resolution Ocean Dynamics

In this experiment, the low resolution vector field shown in Fig. 31.3(c) and derived
from altimetry data is used to generate a high resolution vector field correspond-
ing to SST data. First, the singularity exponents are computed on SST data. Then
a multiresolution analysis is performed on the resulting singularity exponents from
SST spatial resolution (4 km s) down to altimetry resolution (22 km s). The low res-
olution vector field shown in Fig. 31.3(c) is propagated, componentwise, up to SST
resolution and the resulting vector field is prefiltered using an 1/‖f ‖ filter. The re-
sults are shown in Fig. 31.5: a high resolution vector field representing the ocean
dynamics at resolution 4 km s is obtained from the multiresolution analysis of the
singularity exponents. Validation has been performed on the outputs of a 3D sim-
ulation model, and shows proper reconstruction of the high resolution vector field
both in norm and direction: 80 % of vectors are correctly computed. This method
provides a very interesting alternative to classical motion computation techniques
that use conservation hypothesis (optical flow) or Maximum Correlation methods.
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Fig. 31.5 Vector field computed at high resolution SST MODIS data using the low resolution
altimetry of Fig. 31.3(c) and the multiresolution analysis of the SST singularity exponents as
explained in Sect. 31.7. The color of the vectors indicate their norm from 0.0 cm s−1 (blue) to
83.9 cm s−1 (red). In the background we also display the singularity exponents

31.8 Conclusion

In this work we set up and study a multiresolution analysis scheme general enough
to suit the case of acquisitions of general complex systems. We first study geo-
metrically localized singularity exponents in natural signals, computed in a micro-
canonical framework, from which singularity spectra can be derived. We study their
relations with high order transitions in associated phase spaces, and conclude that
they unlock a notion of transition that outperforms all classical “linear filtering”
approaches for edge detection in the case of 2D images. Edges are typical multi-
scale features, which should maximize information content in natural signals. We
study the performance of reconstructible systems both with transitions associated to
singularity exponents and the edge pixels provided by standard edge detection tech-
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Fig. 31.6 (a) The original phase. Reconstructed phase (b) without noise. (c) with an input SNR of
40 dB. (d) with an input SNR of 26 dB. (e) with an input SNR of 14 dB. (f) with an input SNR of
6 dB

niques. Examples are chosen among the most difficult natural signals: acquisition of
turbulent phenomena (perturbated optical phase and ocean dynamics acquired from
space). We study a multiresolution analysis scheme associated to the signal of sin-
gularity exponents, and in doing so we provide an effective determination of optimal
wavelets, which are wavelets whose associated multiresolution analysis is optimal
w.r.t inference across the scales. We show the power of the approach by studying
two specific examples: the reconstruction of the phase perturbated by atmospheric
turbulence applied to adaptive optics and the generation of high resolution ocean
dynamics from low resolution acquired altimetry signals. The method is general
enough to provide an effective approach to infer sub-pixel information in most nat-
ural complex signals.
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Chapter 32
On the α-Shiner–Davison–Landsberg
Complexity Measure

Thomas L. Toulias and Christos P. Kitsos

Abstract Shannon entropy is essential for the study of complex continuous sys-
tems as it forms various complexity measures. Shiner–Davison–Landsberg (SDL)
complexity is such a measure used for the characterization of complex bio-systems,
especially in the study of the EEG signals on epileptic seizures. We consider a con-
tinuous system whose various states can be described by a wide range of distri-
butions provided by the family of the γ -ordered Normal distributions. Moreover,
for the construction of the SDL measure of complexity we consider the generalized
Shannon entropy derived via the generalized Fisher’s entropy type measure of infor-
mation Jα . The obtained α-SDL complexity is evaluated and studied with regards
to the absolute complexity state, which is important in bio-systems.

Keywords Fisher’s information measure · Shannon entropy · SDL complexity
measure · γ -Ordered normal distribution

32.1 Introduction

The role of complexity, in the behavioral study of bio-systems, attracts increasingly
attention in applications, [6, 8]. For the study of EEG signals on epileptic seizures,
through complexity measures, see [9, 10] and [7] among others.

The Shiner–Davison–Landsberg (SDL) complexity measure KSDL is introduced
and extended in Sect. 32.3. This measure of complexity is a “universal” measure
in the sense that its dependence on “disorder” is the same between systems with
significant structural differences and is used for the study of systems to determine
their degree of “order” or “disorder”. An extension of the SDL complexity applied
on systems described by the family of γ -ordered Normal distributions is adopted
and evaluated in Sect. 32.3.
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The multivariate and elliptically contoured γ -ordered Normal distribution
(emerged through the generalized Fisher’s information Jα) [5] is defined as follows:

Definition 32.1 The p-dimensional random variable X follows the γ -ordered Nor-
mal N p

γ (μ,Σ), γ ∈ R \ [0,1], with position parameter μ ∈ R
p and scale matrix

Σ ∈R
p×p , when the density function fX is of the form

fX(x;μ,Σ,γ )= Cpγ |detΣ |−1/2 exp

{
−γ − 1

γ
Q(x)

γ
2(γ−1)

}
, x ∈R

p, (32.1)

with Q the quadratic form Q(x)= (x −μ)Σ−1(x −μ)T . The normality factor Cpγ
is defined as

Cpγ = π−p/2
Γ (

p
2 + 1)

Γ (p
γ−1
γ
+ 1)

(
γ − 1

γ

)p γ−1
γ

. (32.2)

The position parameters μ is the mean of X, i.e. μ = E(X). The family of the
γ -ordered Normal distributions N p

γ (μ,Σ) provides a “smooth bridging” between
the elliptically countered multivariate Uniform Up(μ,Σ), Normal N p(μ,Σ),
Laplace Lp(μ,Σ) and the degenerate Dirac Dp(μ) distributions. That is, all the
above significant distributions are members of the N p

γ (μ,Σ) family of distribu-
tions for certain values of order γ due to the following Theorem, see [2] and [3] for
details.

Theorem 32.1 The multivariate γ -ordered Normal distribution N p
γ (μ,Σ), for or-

der values of γ = 0,1,2 and ±∞ coincides with

N p
γ (μ,Σ)=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Dp(μ), γ = 0, p = 1,2,

0, γ = 0, p ≥ 3,

Up(μ,Σ), γ = 1,

N p(μ,Σ), γ = 2,

Lp(μ,Σ), γ =±∞.

(32.3)

32.2 Generalized Fisher’s Information Measure

The entropy type information measure Jα(X) for a random variable X, defined
through the probability density fX(x) of X, is given by

Jα(X)=
∫

Rp

fX(x)
∥∥∇ logfX(x)

∥∥αdx, (32.4)

see [5] and [4]. This is a (power) generalization of the known Fischer’s entropy type
information measure J (X), since J2(X)= J (X) for every random variable X.
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The generalized entropy power Nα(X) is of the form [4]

Nα(X)= ναe
α
p
H(X)

, (32.5)

with normalizing factor να given by the appropriate generalization of (2πe)−1,
namely

να =
(
α− 1

αe

)α−1

π−
α
2

[
Γ (

p
2 + 1)

Γ (p α−1
α
+ 1)

] α
p

, α ∈R \ [0,1]. (32.6)

Theorem 32.2 The Shannon entropy for the multivariate and elliptically countered
Uniform, Normal and Laplace distributed X (for γ = 1,2,±∞ respectively) is
given by

H(X)=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

log π
p/2|√detΣ |
Γ (

p
2+1)

, X ∼N p

1 (μ,Σ),

log
√
(2πe)p|detΣ |, X ∼N p

2 (μ,Σ),

log p!eπ
p/2√|detΣ |
Γ (

p
2+1)

, X ∼N p
±∞(μ,Σ),

(32.7)

while H(X) is infinite when X ∼N p

0 (μ,σ
2
Ip).

Through the generalized entropy power Nα as in (32.5), we can work to obtain
an extended form of the Shannon entropy. This is due to the following Definition.

Definition 32.2 The generalized Shannon entropy of a random variable X, denoted
by Hα(X), is a Jα-related Shannon entropy, i.e. the known Shannon entropy of X,
where its corresponding entropy power is considered to be the generalized entropy
power of X, i.e.

Nα(X)= νe
2
p
Hα(X). (32.8)

Therefore, from (32.8) we derive the relation between the generalized Shannon
entropy Hα(X) and the usual Shannon entropy H(X),

Hα(X)= p
2

log
να

ν
+ α

2
H(X). (32.9)

Practically (32.9) presents a linear (affine) transformation of H(X) depending on
parameter α and dimension p ∈ N, i.e. for fixed p a class of generalized Shannon
entropy is obtained for a p-variate random variable X.

Theorem 32.3 The Jα-related Shannon entropy of the multivariateXγ ∼Nγ (μ,Σ)
is given by

Hα(Xγ ) = 2γ − α
2γ

p+ p
2

log

{
2π

(
α − 1

α

)α−1(
γ

γ − 1

)α γ−1
γ

×
[
Γ (p

γ−1
γ
+ 1)

Γ (p α−1
α
+ 1)

] α
p |detΣ | α2p

}
. (32.10)
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For α = γ it is Hα(Xα) = 1
2 log{(2πe)p|detΣ |α/2}. Moreover for a random vari-

able X following the multivariate Uniform, Normal and Laplace distributions
(γ = 1,2,±∞ respectively), it is

Hα(X)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2−α
2 + hpγ,a, X ∼N p

1 (μ,Σ),

p+ α
2 log{(2/e)p/2Γ (p2 + 1)} + hpγ,α, X ∼N p

2 (μ,Σ),

p+ p
2 logp! + hpγ,a, X ∼N p

±∞(μ,Σ),

(32.11)

where hpγ,α = α
2 log{(2π)p/α(α−1

α
)p(α−1)/α[Γ (p α−1

α
+ 1)]−1|√detΣ |}. For the

limiting degenerate case of γ = 0 we obtain Hα(X0)= (sgnα)(+∞).

Notice that despite the rather complicated form of the Hα(Xγ ) with α �= γ , the
Jα-related Shannon entropy of an α-ordered Normal distributedXγ has a very com-
pact relation.

32.3 The α-SDL Complexity Measure

The Shannon entropy in a continuous system is defined over a random variable
X as the expected value of the information content, I (X) say, of X, i.e. H(X) =
E{I (X)}. This can be considered as a measure of the “disorder” of a system. How-
ever in applied sciences, the normalized Shannon entropy H ∗ = H/max{H }, is
usually considered as a measure of “disorder” because H ∗ is independent of all the
various states that the system can adopt. Respectively, the quantity Ω = 1−H ∗ is
considered as a measure of “order”.

A quantitative measure of complexity with the simple possible expression is the
“order-disorder” product Kω,h given by [1]

Kω,h =ΩωH ∗h =H ∗h(1−H ∗)ω =Ωω(1−Ω)h, ω,h ∈R+, (32.12)

which is usually called as simple complexity with “order” power ω and “disorder”
power h.

The Shiner–Davison–Landsberg (SDL) [10] measure of complexity KSDL is an
important measure in bio-sciences, defined as a special case of (32.12) with ω =
h= 1, i.e.

KSDL = 4K1,1 = 4H ∗
(
1−H ∗)= 4Ω(1−Ω). (32.13)

We can extend the notion of KSDL not by power-parametrization of or-
der/disorder, as inKω,h, but with the use of the generalized Shannon entropy defined
described in Sect. 32.2. The new parametrized SDL complexity, called the α-SDL
complexity measure, is defined by KαSDL = 4H ∗α (1−H ∗α ), with H ∗α being the nor-
malized form of Hα . Therefore, the α-SDL complexity preserves the “qualities” of
the usual SDL complexity mentioned above.
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For evaluation purposes, consider a continuous system where its various states
can be described by a wide-range of distributions such as the family of the uni-
variate γ -ordered Normal distribution with normalized Shannon entropyH ∗α (Xγ )=
Hα(Xγ )/Hα(Z)whereXγ ∼Nγ (μ,σ 2) as in (32.1), andZ ∼N (μ,σ 2

Z)with σ 2
Z =

Var(Xγ ). The linear expression of Hα through H , as obtained in (32.9), is now es-
sential for the normalization of H ∗α because the Normal distribution (also a member
of the Nγ family with γ = 2) provides maximum entropy not only for H , but also
for the generalized (Shannon) entropy Hα , for every Nγ distributions with equally
given variances, i.e. σ 2

Z =VarXγ . Hence, maxγ {Hα(Xγ )} =Hα(X2)=Hα(Z), and
the normalization is valid.

Theorem 32.4 The α-SDL complexity of a random variable Xγ ∼ Nγ (μ,σ 2) is
given by

KαSDL(Xγ ) =
8 log

{
(2π)1/ασe

2γ−α
αγ (

γ
γ−1 )

γ−1
γ ( α−1

α
)
α−1
α
Γ (

γ−1
γ
+1)

Γ ( α−1
α
+1)

}

log2{(πσ)2e 4−α
2 (

γ
γ−1 )

2 γ−1
γ ( α−1

α
)2
α−1
α

Γ (3 γ−1
γ
)

Γ 2( α−1
α
+1)Γ ( γ−1

γ
)

}

× log

{
πe

2−γ
γ

(
γ

γ − 1

)2 Γ (3 γ−1
γ
)

2Γ 3(
γ−1
γ
)

}
, (32.14)

while the α-SDL absolute complexity, max{KαSDL(Xγ )} = 1, is obtained for

σ 2∗ = 2−
α+2
α π

α−2
α e

4 α−γ
αγ
−1

(
γ

γ − 1

)2 γ+1
γ

(
α − 1

α

) 2
α Γ (3 γ−1

γ
)Γ 2(α−1

α
)

Γ 5(
γ−1
γ
)

, γ �= 2.

(32.15)

Notice that KαSDL(X2)= 0 for every α, i.e. the normal distribution provides ab-
solute complexity on every α-SDL complexity measure. Thus, KαSDL extends the
(expected) result that Normal distributions (as maximum entropy distributions) van-
ishes the SDL complexity. Moreover, it can be proved, through (32.14), that there is
no Uniform or Laplace distribution that provides absolute complexity on all α-SDL
complexity measures (including the usual SDL complexity).

32.4 Discussion

A computational overview of the SDL complexity clarifies the theoretical study of
Sect. 32.3.

Figure 32.1 illustrates the behavior of the 2-SDL complexity, i.e. the usual SDL
complexityKSDL(Xγ )=K2

SDL(Xγ ) withXγ ∼Nγ (μ,σ 2) for various scale param-
eters σ 2.
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Fig. 32.1 Graphs of the
2-SDL complexity K2

SDL(Xγ )

along γ for various values of
σ 2 (the left-side graph
obtained for σ 2 ≥ 1 while the
right-side graph for σ 2 < 1)
with Xγ ∼Nγ (μ,σ 2)

Table 32.1 Evaluation of K2
SDL(Xγ ), Xγ ∼Nγ (μ,σ 2) for various γ and σ 2 as well as the corre-

sponding γ ∗ = γ ∗(σ 2) values for each σ 2 that provide “absolute” 2-SDL complexity

γ σ 2

1/30 1/20 1/10 1/5 1/2 1 2 5 10 100

−5 0.917 0.869 0.567 0.413 0.302 0.251 0.215 0.180 0.161 0.118

−4 0.944 0.884 0.599 0.444 0.329 0.275 0.236 0.199 0.177 0.131

−3 0.965 0.907 0.649 0.493 0.372 0.314 0.271 0.229 0.205 0.153

−2 0.978 0.943 0.732 0.582 0.454 0.388 0.339 0.290 0.261 0.197

−1 0.969 0.993 0.890 0.775 0.652 0.579 0.520 0.458 0.420 0.328

0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

1 −1.03 −1.44 −4.08 −18.7 0.894 0.647 0.496 0.377 0.319 0.210

2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

3 −0.26 0.746 0.099 0.053 0.033 0.025 0.029 0.019 0.015 0.010

4 −0.96 0.675 0.180 0.103 0.066 0.052 0.043 0.038 0.030 0.021

5 −2.34 0.690 0.223 0.137 0.089 0.071 0.058 0.047 0.042 0.030

±∞ −0.51 0.789 0.416 0.279 0.194 0.157 0.132 0.109 0.097 0.070

γ∗ – 2.678 1.383 1.079 −0.23 −0.20 −0.17 −0.15 −0.14 −0.11



32 On the α-Shiner–Davison–Landsberg Complexity Measure 233

Evaluations of the 2-SDL complexityK2
SDL(Xγ ) for values of γ =−5,−4, . . . ,5,

and γ =±∞ for various σ 2 are given in the following Table 32.1 (as these values
form, in some extent, Fig. 32.1).

The last row of Table 32.1 presents the values γ∗ = γ∗(σ 2) (for each given σ 2 of
the first row of the Table 32.1) which provide “absolute” 2-SDL complexity, i.e. for
K2

SDL(Xγ∗)= 1.
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Chapter 33
State Space Properties of Boolean Networks
Trained for Sequence Tasks

Andrea Roli, Matteo Amaducci, Lorenzo Garattoni, Carlo Pinciroli,
and Mauro Birattari

Abstract In a recent work, it has been shown that Boolean networks (BN), a well-
known genetic regulatory network model, can be utilised to control robots. In this
work, we use a genetic algorithm to train robots controlled by a BN so as to ac-
complish a sequence learning task. We analyse the robots’ dynamics by studying
the corresponding BNs’ phase space. Our results show that a phase space structure
emerges enabling the robot to have memory of the past and to exploit this piece of
information to choose the next action to perform. This finding is in accordance with
previous results on minimally cognitive behaviours and shows that the phase space
of Boolean networks can be shaped by the learning process in such a way that the
robot can accomplish non-trivial tasks requiring the use of memory.

33.1 Introduction

Dynamical systems provide metaphors and tools which can be effectively used to
analyse artificial agents, such as robots [3, 15]. The dynamical systems metaphor
has also been advocated as a powerful source of design principles for robotics [8].
The core idea supporting this viewpoint is that information processing can be seen
as the evolution in time of a dynamical system [12]. In this paper, we show that a
dynamical systems perspective makes it possible to analyse the behaviour of a robot
controlled by Boolean networks and explain it in terms of trajectories in the Boolean
network’s state space.

Boolean networks (BNs) have been introduced by Kauffman [4] as a gene reg-
ulatory network (GRN) model. BNs have been proven to reproduce very impor-
tant phenomena in genetics and they have also received considerable attention in
the research communities on complex systems [1, 4]. A BN is a discrete-state and
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discrete-time dynamical system whose structure is defined by a directed graph of N
nodes, each associated to a Boolean variable xi , i = 1, . . . ,N , and a Boolean func-
tion fi(xi1, . . . , xiKi ), where Ki is the number of inputs of node i. The arguments
of the Boolean function fi are the values of the nodes whose outgoing arcs are con-
nected to node i. The state of the system at time t , t ∈ N, is defined by the array of
the N Boolean variable values at time t : s(t)≡ (x1(t), . . . , xN(t)). The most stud-
ied BN models are characterised by having a synchronous dynamics—i.e., nodes
update their states at the same instant—and deterministic functions. However, many
variants exist, including asynchronous and probabilistic update rules [13]. BN mod-
els’ dynamics can be studied by means of usual dynamical systems methods [2, 12],
hence the usage of concepts such as state (or phase) space, trajectories, attractors
and basins of attraction. BNs can exhibit complex dynamics and some special en-
sembles have been deeply investigated, such as that of Random BNs [4, 11].

In a recent work, it has been shown that BNs can be utilised to control robots [10].
A BN is coupled with a robot by defining a set of input nodes, whose values are im-
posed by the robot’s sensor readings, and a set of output nodes, which are used to
maneuver the robot’s actuators. The BN is trained by means of a learning algorithm
that manipulates the Boolean functions. The algorithm employs as learning feed-
back a measure of the performance of the BN-controlled robot (in the following,
BN-robot) on the task to perform.

In this work, we use a genetic algorithm to train a BN-robot so as to accomplish
a task concerning sequence learning and we analyse their dynamics by studying the
characteristics of the corresponding BNs’ state space. Our results show that a state
space structure emerges enabling the robot to have memory of the past and to exploit
this piece of information to choose the next action to perform. In the following
of this brief contribution, we outline the task to accomplish and we illustrate the
main results achieved. For completeness, we include a description of materials and
methods.

33.2 The Task

Sequence learning is one of the most prominent activities in humans, animals, as
well as artificial agents and systems [14]. Sequence tasks involve the use of some
kind of memory which enables the agent to choose the next action depending on the
past. The main kinds of sequence tasks are: sequence prediction, generation, recog-
nition and sequential decision making. Sequence learning is clearly a difficult task,
due to the fact that forms of memory structures are needed. Several techniques exist
to tackle the problem, including recurrent neural networks, hidden Markov model,
dynamic programming, reinforcement learning and evolutionary computation tech-
niques, such as the ones used in this work.

In our experiment, the BN-robot must learn to recognise a sequence of colours,
by performing certain actions. The environment in which the BN-robot operates
is a straight corridor. Along the corridor, the ground is painted in three different
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Fig. 33.1 An example of the BN-robot’s working environment. The order of black and grey stripes
is randomly chosen at each trial

colours: white (W) represents the background, while black (B) and grey (G) denote
the symbols of a sequence to be recognised. See Fig. 33.1 for an example of the
environment. The BN-robot, placed at the beginning of the corridor, moves along it,
turning its LEDs on when it encounters a black or grey stripe in the right sequence
and keeping the LEDs off when the colour is not in the right order or it is the back-
ground colour. In our case, the sequence to be recognised is a cyclic repetition of
black and grey. For example:

Colours along the corridor: W B W G W G W B W B
BN-robot’s LEDs status: OFF ON OFF ON OFF OFF OFF ON OFF OFF

This task is dynamic, in that the robot needs to decide whether to switch on or off
the LED, on the basis of information concerning the past. To carry out this task, the
robot needs to exploit some sort of memory.

33.3 Results

A successful BN-robot is one which correctly switches its LEDs on and off accord-
ing to the desired sequence, when encountering different colours on the ground.
Since this task requires some kind of memory structure to be constructed, we anal-
ysed the state space traversed by the BN controlling a robot with the aim to under-
stand its operation and dynamics. A similar approach has also been used in previous
works in evolutionary robotics [6, 15]. To analyse a BN, we extracted a sample of
1000 trajectories in the state space by simulating the robot in corridors with colours
in random order. We gathered such trajectories and generated a graph of the ob-
served state transitions. The first relevant observation we derived from this analysis
is that the size of the state space traversed by the BN is a very tiny fraction of the
whole potential state space, which is of size 230. Indeed, the number of states in the
collected trajectories is about 200, on average; hence, the learning process shapes
the BN in such a way that its dynamics is confined in a limited portion of the state
space. A further notable property of the BN dynamics of the robot is that memory
is implicitly represented by connecting different areas of the state space, each de-
voted to a specific set of actions. A compact view of the state space can be provided
in the form of a finite state automaton (FSA), in which states represent clusters of
connected states in the BN phase space. Indeed, the BN phase space can be clus-
tered in sets of states which encode the memory of the previous colour encountered
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Fig. 33.2 Finite state automaton representation of the trajectory graph over the state space for a
typical BN. A state in the automaton represents a cluster of BN’s states in which the BN remains
until a specific input is received

by the robot. In Fig. 33.2, we report the FSA of a typical successful BN-robot. At
the beginning of the trial, the BN is in a state space area in which the values of the
output nodes are such that the BN-robot goes straight and keeps its LEDs off until a
coloured stripe is found. Then, depending on the detected colour, the BN goes into
either of two regions, which we will denote as the upper (red) and lower (blue) rect-
angles. As we can see, the mechanisms in the two clusters is dual: in the upper one,
the robot switches its LEDs on when it encounters a black stripe either if it is the
first non-background colour it detects or if a grey stripe has been previously found;
conversely, the second state space cluster is devoted to recognising grey stripes, after
a black one has been encountered.

In summary, we can assert that the information concerning the last seen colour is
implicitly stored in the state space area in which the BN operates. This finding is in
accordance with previous results on minimally cognitive behaviours [15] and shows



33 State Space Properties of Boolean Networks Trained for Sequence Tasks 239

that the state space of BNs can be shaped by the learning process in such a way that
the BN-robot can accomplish non-trivial tasks requiring the use of memory.

33.4 Materials and Methods

In this experiment, we control an e-puck robot [5] by means of a BN. The robots are
simulated with the ARGoS simulator [9]. The values of a set of network nodes (BN
input nodes) are imposed by the robot’s sensor readings, and the values of another
set of nodes (BN output nodes) are observed and used to encode the signals for
maneuvering the robot’s actuators. The BN controlling the robot has 30 nodes in
total and the function of each node depends on the value of 3 other nodes, chosen
at random. Four nodes are used as inputs and encode the proximity sensors (North,
South, East, West)—the node is set to 1 if an obstacle is near the robot—and two
encode the ground colours (00 ↔ black, 01 ↔ grey, 11 ↔ white). Two nodes are
used to control the robot wheels, which can be individually either set to a constant
non-zero speed or stopped.

The BNs controlling the robots are designed by means of a genetic algorithm
(GA),1 according to the evolutionary robotics approach [7]. The genetic algorithm
adopts a proportional selection and applies mutation and crossover operators. Muta-
tion is implemented by randomly choosing a node and an entry in its Boolean func-
tion truth table and flipping it.2 The crossover operator is a single point crossover,
operating on the binary string given by the concatenation of the nodes’ Boolean
functions. The training process changes the Boolean functions, while the BN topol-
ogy is kept constant (it is generated according to the random BN model, as described
by Kauffman [4]). The fitness function is computed as the average of the perfor-
mance across 10 trials, in which the sequence of colours is randomly generated.
The performance of the BN-robot in a trial is computed as the distance it can walk
along the corridor by correctly switching its LEDs and avoiding the walls. The GA
is run with the following parameter setting: population size equal to 20, elitism set
to 2, pmut = 0.02, pcx = 0.1, the number of generations is set to 5000. The GA is
run 60 times, starting from randomly generated BNs. The successful runs, i.e., those
returning BN-robots correctly performing the sequence task, were 10 out of 60.

33.5 Conclusion

In this brief contribution, we have outlined the results of the analysis of the be-
haviour of BN-robots trained to accomplish a sequential task. The behaviour of a
BN-robot is studied by means of the phase space analysis of the corresponding BN.

1Other search techniques have also been used and we obtained the same qualitative results.
2Details can be found in [10].
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The results show that the training process shapes the phase space so as to restrict
the BN dynamics to few, relatively small, areas. Phase space areas play the role of
memory, as they implicitly store the information concerning the past which is rel-
evant for the BN-robot to choose the next action. In addition, we observe that the
analysis of the BN phase space can be simplified by clustering the set of states and
studying the corresponding finite state automata. This method may also be subject
to formal verification, making it possible to validate the robot’s behaviour.
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Chapter 34
Towards a Deeper Understanding
of the Complex Behaviour Observed
in the Distribution of Words in Written Texts

Concepción Carretero-Campos, Marcelo A. Montemurro,
Pedro Bernaola-Galván, Ana V. Coronado, and Pedro Carpena

Abstract Here we show that the recently reported presence of long-range correla-
tions in the distribution of words along texts is due to the complex distribution of
the keywords, while common words are not correlated. Indeed we prove that the
degree of long-range correlations of a word at long scales is a good measure of its
relevance to the text. Additionally, we develop a model able to reproduce the spatial
distribution of a word in a text, based on the long-range correlations observed for
the word. The model not only reproduces the complex behaviour characterized by
the presence of correlations at long scales and the degree of relevance of the word,
but also the probability distribution of the inter-occurrences distances in the whole
range of scales.

Keywords Long-range correlations · Keyword detection · Complex structure
of words in texts ·Word relevance and complexity

34.1 Introduction and Background

In the last years there has been growing interest for the study of human language
in the context of complex systems. Written texts are good candidates for such ap-
proach, since they are composed of single elements (words) which can interact
among them in complex forms and at different levels, controlled by grammatical
rules of the particular language, the literary genre, the writer’s style and the infor-
mation the text aims to communicate.

The approaches to text analysis have been focused on three main topics:
(i) The automatic detection of relevant words. The idea is to detect keywords in

a text (i.e. words related to the main topics of the text) without the use of external
information. One successful strategy proposed to tackle this problem [1] uses the
fact that relevant words attracts themselves, and are concentrated in certain regions
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of the text forming clusters and giving rise to large frequency fluctuations. How-
ever, common words are distributed more homogeneously along the text. Therefore,
the larger the clustering, the larger the relevance of the word. Thus, by quantifying
properly the clustering of each word, a ranking of relevance can be obtained. That
connection between clustering and relevance has also been observed with a different
approach [2].

(ii) Long-range correlations in written texts. The complex interactions between
words occurring at many levels that we commented above produce an also com-
plex non-trivial spatial structure in written texts, that can be quantified through the
analysis of the long-range correlations present in the text. The results of such studies
conclude that written texts present long-range structures that give raise to long-range
correlations which have been quantified for different texts and languages [3–5].

(iii) Models for the spatial distribution of words in texts, and specifically for the
probability distribution of the inter-occurrence distances for a given word, p(d).
Some results show [6] that in general p(d) for any word is given by a stretched-
exponential distribution. Although this result agrees fairly well with experimental
observations for large d , fails at short distances d (see methods and results), where
p(d) is systematically overestimated.

Here we show that the three main topics described above are not independent
and in contrast, are deeply related and can be considered as different faces of the
same problem. First, we show that the long-range correlations observed in texts
are due to their keywords: we quantify the long-range correlation of any word in
a text, and show that relevant words present strong long-range correlations and are
responsible for the correlations observed in the whole text, while common words
are not correlated and do not contribute to the text correlations. Indeed, we present
results indicating that the degree of correlations of a word is also a good measure
for its relevance to the text. Second, and the main result of our paper, we present a
model able to reproduce the spatial distribution of a word in a text. Starting from the
correlations of the word and its frequency in the text, the model predicts the position
of consecutive appearances of the word and is able to reproduce all the interesting
properties of the word: its long-range correlations, its spatial structure characterized
by the distribution of distances p(d) in the whole range of d (solving the problem
of previous results) and also the degree of relevance of the word quantified by the
clustering approach referred above.

34.2 Methods

34.2.1 Keyword Detection: The Clustering Measure C

Carpena et al. [1] proposed the measure C. It is an improvement of the method
developed by Ortuño et al. [7], which is based on the statistical analysis of the dis-
tributions of distances between successive occurrences of a word. It follows the
hypothesis that the most informative words of a text have a strong self-attraction
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and tend to form clusters, while common words are placed randomly everywhere in
the text giving raise to a more homogeneous distribution.

Given a word with frequency n in a text, the inter-occurrences distances are
denoted by {di}. Ortuño et al. [7] proposed the normalized standard deviation
σ = s/〈d〉 as a measure of the relevance of the word. The larger the value of σ ,
the larger the relevance. To avoid the dependence of σ on the probability p of the
word in the text, it needs to be normalized to σnor = σ√

1−p , where
√

1− p is the
expected value of σ for a word with probability p randomly distributed. But both
σ and σnor strongly depend on the frequency of occurrence n. In order to take into
account the information provided by the clustering σnor and by the frequency n, the
measure C is defined as the deviation of σnor with respect to the expected value in a
random text 〈σnor〉(n) in units of the expected standard deviation sd(σnor)(n) [1]:

C(σnor, n)= σnor − 〈σnor〉(n)
sd(σnor)(n)

. (34.1)

C = 0 indicates that the word is randomly distributed. The larger the value of C,
the larger the statistically significant clustering, and thus the relevance of the word.
Negative values of C indicate repulsion.

34.2.2 Quantification of Long-Range Correlations in Words:
Detrended Fluctuation Analysis

The occurrences of every word of a text are represented by a binary sequence. Given
a text of length N , for each word we generate a binary sequence x(i) by assigning
the value 1 on all positions i where the word appears in the text and 0 in all other po-
sitions. In this way, we have a different binary sequence for every word. We choose
a mapping of the text into a binary sequence in order to avoid the introduction of
spurious correlations due to the numeric assignment [8]. The correlations of those
sequences are quantified by the scaling exponent α obtained by Detrended Fluctua-
tion Analysis (DFA).

DFA [9] is a method widely used to estimate long-range power-law correlations.
It measures the average of the fluctuations F(l) of the sequence at different scales l.
A power-law relation,

F(l)∝ lα. (34.2)

indicates the presence of scaling. The degree of correlations are quantified by α,
which can be estimated fitting the slope of logF(l) versus log l. If α = 0.5 the
sequence is uncorrelated, while if α < 0.5 or α > 0.5 there are negative or positive
correlations, respectively.

Note that in our computation we have considered l from 8 to N/10, a range of
scales in which it has been shown that DFA provides accurate results [10].
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34.2.3 A Model for Word Appearances

The goal of the model developed here is to reproduce the distribution of a word
along the text as well as its long-range correlations. To achieve this objective, we
propose to generate a binary sequence with long-range correlations that represents
the occurrences of every word throughout the text (1 when the word appears and 0
otherwise).

In a first step, by Fourier Filtering Method (FFM) [11], we generate a sequence of
random real numbers x(i) with long-range power-law correlations characterized by
the scaling exponent α. In a second step, to obtain from x(i) a binary sequence with
the desired correlation exponent, we assume that the word appears along the text in
the positions i in which the sequence exceeds a threshold (r), so the occurrences
of the word can be represented by a binary sequence obtained by mapping x(i)
to 1 if x(i) ≥ r , and to 0 otherwise. The threshold r is obtained numerically by
imposing that the probability of having values of the sequence above the threshold
is just the frequency of the word we want to model. We denote the distribution of
inter-occurrences distances obtained by this mapping as p0(d).

The analytical form of p0(d) is in general unknown. By means of numerical
simulations we have obtained that the cumulative distribution P0(d) (defined as
P0(d)≡

∫∞
d
p0(x)dx) is of stretched exponential form [12], i.e.

P0(d)∼ e−(d/c)β , (34.3)

where the constants β and c depend on the word considered. This functional form
(corresponding to the dashed line in Fig. 34.5) has been proposed recently [6] to
characterize the distribution of distances between successive occurrences of the
same word. Such expression agrees fairly well with experimental observations for
large d but systematically overestimate the distribution at short distances d (see
Fig. 34.5).

Nevertheless, we notice that real words have repulsion at short distances, due to
restrictions imposed by the grammar that does not allow the occurrence of the same
word at very short distances. The previous mapping leads to Eq. (34.3) and does not
account for this feature. To incorporate this phenomenon we propose a repulsion
factor f (d) that modifies the distribution of inter-occurrences distances obtained by
the mapping described above. We accept a distance d (and therefore we accept a ‘1’
at a distance d from the previous one in the binary sequence) with probability f (d)
given by

f (d)= 1− e− (d−(dmin−1))
a . (34.4)

if d ≥ dmin and f (d) = 0 if d < dmin, where dmin is the observed minimum inter-
occurrence distance of the real word along the text. The parameter a gives infor-
mation about the characteristic scale of the repulsion, and depends on the word
considered. With this repulsion factor, the final p(d) provided by our model is of
the form:

p(d)∼ f (d)p0(d). (34.5)
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Fig. 34.1 Detrended
Fluctuation Analysis applied
to the binary sequences which
represent the occurrences of
the words “species” (relevant)
and “but” (non-relevant)
along the book “The Origin
Of The Species” by Charles
Darwin

Note that the repulsion f (d) modifies p0(d) lowering it only at short distances, but
keeps unaffected the large distances regime: for long enough distances d , f (d)� 1
and, consequently, p(d)� p0(d). In this way, p(d) presents the correct behaviour
at all scales.

The three parameters of the model (the correlation exponent α, the threshold r
and the repulsion scale parameter a) can be initially estimated from the text ana-
lyzed: α is calculated using DFA in the binary sequence obtained from the text for
the word considered, r is obtained from the frequency of the word in the text, and a
is estimated as the distance d at which the distribution of distances of the real word
departs from the stretched exponential (see Fig. 34.5).

34.3 Results and Discussion

34.3.1 A Link Between Relevance and Long-Range Correlations in
Words

The results we show here are obtained using the book “The Origin of Species” by
Charles Darwin (6th Edition).1 It has a length N = 193786 words and contains a
vocabulary of 8186 word types.

Firstly we calculate the relevance measure C for those 8186 word types to ob-
tain a ranking of relevance. Additionally, for each word with frequency al least 100
(a total of 252 words), we map its occurrences to a binary sequence (see methods)
and quantify the correlations of this sequence by DFA. We consider a cut-off for the
frequency to avoid results affected by low statistics.

Figure 34.1 shows the results of the DFA applied to a relevant word, “species”
(position 4 in the ranking), and to a non-relevant word, “but” (position 8185 in the

1It has been downloaded from the Project Gutenberg web page. http://www.gutenberg.org.

http://www.gutenberg.org
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Fig. 34.2 Probability
distribution of the scaling
exponent α2 obtained by a
linear least squares fit of
logF(l) versus log l in a
range of distances l from
1000 to 10000. For the 50
most informative words
versus the 50 least
informative words from the
book “The Origin Of The
Species” by Charles Darwin.
Inset: the same for the 50
most frequent words versus
the 50 least frequent words

Table 34.1 The first 10
words and the last 10 words
extracted from the book “The
Origin Of The Species” by
the correlation exponent at
long scales α2

Word α2 Word α2

seeds 0.945 case 0.500

islands 0.905 also 0.499

young 0.901 whether 0.498

water 0.889 hence 0.495

flowers 0.859 so 0.493

forms 0.849 either 0.491

varieties 0.843 both 0.484

organs 0.836 give 0.484

breeds 0.833 then 0.471

species 0.816 us 0.464

ranking). We observe that at short distances both words have a random distribution
characterized by a scaling exponent α close to 0.5. However, at a distance beyond
the effects of grammatical rules, we observe a crossover in the scaling exponent of
the relevant word towards a value of α significantly greater than 0.5, which indicates
strong long-range correlations.

The existence of a crossover in the correlations at intermediate scales appears
in general only for relevant words (words with high C), while non-relevant words
have a correlation exponent close to 0.5 at all scales and do not have a crossover
to a second regime. To illustrate this behavior, for each word we compute a linear
least squares fit of logF(l) versus log l in a range of distances l from 1000 to 10000
to have a value for the correlation exponent at long scales, which we denote α2.
In Fig. 34.2 we show the probability distribution of α2 for the 50 most informative
words and for the 50 least informative words. The separation between the two dis-
tributions suggests that α2 can be used to discriminate the relevant words of a text,
the larger the value of α2 the larger the relevance, as we can see in Table 34.1. Note
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Fig. 34.3 Generation process
of an artificial word that
models the distribution of the
word “parts” along the book
“The Origin Of The Species”:
(a) sequence of random
numbers x(i) with correlation
exponent α (black line) and a
threshold r (red line) used to
map the real sequence to a
binary one, (b) occurrences of
the modeled word along the
text, (c) occurrences of the
real word along the text

that the probability distributions of α2 for the 50 most frequent words and for the
50 least frequent words almost do not differ one from another (inset in Fig. 34.2),
so these results are independent on the frequency of the words.

The results we have shown here allow us to conclude that: (i) The degree of
long-range correlations of a word at long scales is directly related to its relevance
and (ii) The long-range correlations that have been observed in texts are due to
the complex distribution of the relevant words along the text. Common words, that
have a homogeneous distribution, do not contribute to the existence of long-range
correlations in texts.

The link between long-range correlations and relevance have also been found for
other books and in different languages, suggesting that it is an universal feature.

34.3.2 Complex Properties of Words Reproduced by the Model

Here we present some results of the model we propose to reproduce the correlation
properties of the words. Figure 34.3 displays the generation process of an artificial
word that models the distribution of the word “parts” along the book “The Origin
Of The Species” (for a suitable election of the parameters, see methods). As we can
see in Figs. 34.3(b) and 34.3(c) the spatial distribution of the modeled word agrees
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Fig. 34.4 Detrended
Fluctuation Analysis applied
to the binary sequence which
represents the occurrences of
the word “parts” (solid black
squares) along the book “The
Origin Of The Species” by
Charles Darwin, and the
fitting obtained by the
modeled word (red solid
line). A straight line with
slope 0.5 (gray dashed line)
is plotted for comparison

Fig. 34.5 Cumulative
distribution P (d) of the
inter-occurrences distances of
the word “parts” (solid black
squares) in the book “The
Origin Of The Species”
(plotted in a scale in which
the stretched exponential is a
straight line, see Eq. (34.3)),
and the fitting obtained by the
modeled word (red solid
line). A straight line with
slope β = 0.55 (gray dashed
line) is plotted for comparison

with the real word, giving raise to a similar cluster structure. If now we apply the
DFA method to the binary sequences generated by 256 iterations of the model and
then average the curves, we prove that the model accurately retains the correlations
structure of the word (Fig. 34.4). The average curve of the model provides a very
good fitting of the correlations of the word “parts” at all scales. In this way we
prove that the model reproduces the distribution of a word along the text as well as
its long-range correlations.

In addition, we focus on the probability distribution of the inter-occurrence dis-
tances of the word “parts”, in order to know if the model is also able to reproduce
it. Motivated by the fact that the function used in the literature to fit this distribution
is the stretched exponential [6], in Fig. 34.5 we represent log(− log(P (d))) versus
logd , where P(d) is the cumulative distribution of the inter-occurrence distances
of the word. In this scale, the stretched exponential (see Eq. (34.3)) would appear
as a straight line of slope β , but this behaviour is only observed at long distances.
At short distances, which are affected by the grammatical rules, the real distribution
is overestimated. However, if we plot the distribution of distances provided by our
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model, we are able to faithfully reproduce the behaviour at all distances since we
have had into account the repulsion that real words present at short distances.

Finally, we compute the average value of the relevance measure C over all the
iterations of the model, and compare it with the value obtained for the real word.
For the specific word “parts”, for which C = 9.71, we have an average 〈C〉 = 12.55
with a standard deviation sdC = 3.9, and therefore the real C value is clearly within
the confidence interval.

The results of the model are completely general: It is possible to find suitable pa-
rameters which provide similar fittings for others words of this book, for other books
and for different languages (as we will detail in a forthcoming paper). Therefore, we
can conclude that the model we have developed is able to retain all the properties of
interest of words in written texts: it reproduces the complex behaviour characterized
by the presence of correlations at long scales, the spatial structure characterized by
the distribution of distances, and the degree of relevance quantified by the clustering
measure C.
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Chapter 35
Shared Information—New Insights
and Problems in Decomposing Information
in Complex Systems

Nils Bertschinger, Johannes Rauh, Eckehard Olbrich, and Jürgen Jost

Abstract How can the information that a set {X1, . . . ,Xn} of random variables con-
tains about another random variable S be decomposed? To what extent do different
subgroups provide the same, i.e. shared or redundant, information, carry unique in-
formation or interact for the emergence of synergistic information?

Recently Williams and Beer proposed such a decomposition based on natural
properties for shared information. While these properties fix the structure of the de-
composition, they do not uniquely specify the values of the different terms. There-
fore, we investigate additional properties such as strong symmetry and left mono-
tonicity. We find that strong symmetry is incompatible with the properties proposed
by Williams and Beer. Although left monotonicity is a very natural property for an
information measure it is not fulfilled by any of the proposed measures.

We also study a geometric framework for information decompositions and ask
whether it is possible to represent shared information by a family of posterior dis-
tributions.

Finally, we draw connections to the notions of shared knowledge and common
knowledge in game theory. While many people believe that independent variables
cannot share information, we show that in game theory independent agents can
have shared knowledge, but not common knowledge. We conclude that intuition
and heuristic arguments do not suffice when arguing about information.
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35.1 Introduction

The field of complex systems investigates systems which are composed of many
components or sub-systems. Such a system is considered as complex if these com-
ponents interact in intricate ways and exhibit dependencies at all scales. Informally,
complex systems are often described in terms of information that is exchanged be-
tween components. Thus, information theory is a natural tool to study complex sys-
tems.

As an example from neural coding, consider two neurons which provide infor-
mation about some stimulus. Many scientists have tried to uncover whether both
neurons provide redundant information about the stimulus or act synergetically,
i.e. provide information which can only be recovered when the joint response of
both cells is recorded simultaneously [1, 2]. Similarly, one could ask for the unique
information of each response, i.e. information that can be obtained from one of the
cells, but not the other. For example, the brain separates visual information into the
where and what pathways [3] which potentially provide unique information with re-
spect to each other. Another way to explain the intuition on how information can be
decomposed, is to consider two agents which are interrogated about certain topics.
For example, assume that one agent is an expert in physics and biology, whereas the
other one has studied art and biology. In this case, both agents could answer ques-
tions about biology being their shared topic. Furthermore, each agent has additional
unique information about physics and art, respectively. Considering their joint re-
sponses an interrogator might be able to draw interesting connections between art
and physics none of the agents is aware of. This would correspond to the synergetic
information in this case.

In general, when considering more than two random variables, there may be
different combinations of shared, unique and synergistic information, depending
on how the information is distributed among the random variables. The total mu-
tual information I (S : X1, . . . ,Xn) should then be a sum of different terms with
a well-defined interpretation. At the moment, it is not clear how many such terms
are necessary in the general case of n interacting elements. Williams and Beer re-
cently proposed one such decomposition, which they call partial information (PI)
decomposition [4]. This decomposition is naturally derived from simple intuitive
properties that such a decomposition should satisfy.

Before explaining the construction of Williams and Beer, we first have a look at
the case of n= 2 explanatory variables in Sect. 35.2. In Sect. 35.3 we discuss natu-
ral properties that such a decomposition should satisfy and, following Williams and
Beer, use these properties to derive the PI decomposition. In Sect. 35.4 we propose
additional properties that relate the values of shared information in situations where
we ask for information about different variables. In Sect. 35.5 we discuss the mea-
sure Imin proposed by Williams and Beer and compare it to another function II , i.e.
the minimum of the pairwise mutual informations. We show that the function Imin
may decrease when we ask for information about a larger variable. In Sect. 35.6, we
study the case for three variables. We show that it is difficult to assign intuitively
plausible values to all partial information terms, even in the simple XOR-example.
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Using this example we show that the structure of the PI lattice is incompatible with
a symmetry property which we call strong symmetry.

In Sect. 35.7 we propose a geometric picture for information decomposition [5].
This view provides an appealing mathematical structure and provides additional in-
sights into the structure of information. Within this geometric framework, we com-
pare our ideas to the measures proposed in [4] and [6]. Then, in Sect. 35.8, we study
the game theoretic notions of shared and common knowledge that are used to de-
scribe epistemic states of multi-agent systems, and we discuss how these notions are
related to the problem of decomposing information. We conclude with an outlook
on the possibility of a general decomposition of information.

35.2 The Case of Two Variables

First, we fix the notation and recall some basic definitions from information the-
ory [7]. We assume that a system consists of N components X1, . . . ,XN . For sim-
plicity we assume that the set of possible states Xi that a component Xi can be
in is finite. Thus, the set of all possible states for the whole system is given by
XN

1 =×Ni=1Xi .
Given a probability distribution p on XN

1 , the Xi become random variables. Mu-
tual information between two random variables X and Y quantifies the information
about Y that is gained by knowing X and vice versa. It can be defined as

I (X : Y)=
∑

y∈Y
p(y)D

(
p(X|y)||p(X)) (35.1)

where D(p(X|y)||p(X))=∑
x∈X p(x|y) log2

p(x|y)
p(x)

is the Kullback-Leibler (KL)

divergence between p(X|y) and p(X).1 The KL divergence is often considered as
a distance between probability distributions even though it is not a metric. But, like
a metric, it vanishes if and only if the two distributions are identical. It can also be
interpreted as an information gain: if one finds out that Y = y thenD(p(x|y)||p(x))
bits of information are gained about X. It is well known that the mutual information
is symmetric and vanishes if and only if X and Y are independent.

Consider now three random variables X1,X2 and S. The (total) mutual infor-
mation I (S; (X1,X2)) quantifies the total information that is gained about S if the
outcome of X1 and X2 is known. How do X1 and X2 contribute to this information?

For two explanatory variables, we expect four contributions to I (S :X1X2):

I (S :X1X2) = SI (S :X1;X2)+UI (S :X1 \X2)+UI (S :X2 \X1)

+CI (S :X1;X2) (35.2)

The shared (redundant) information SI (S : X1;X2), the unique informations UI
and the complementary (synergistic) information CI (S :X1;X2). Intuition tells us

1Here, p(X) denotes the probability distribution of the random variable X. When referring to the
probability of a particular outcome x ∈X of this random variable, we write p(x).
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that the individual mutual informations that are provided by X1 and X2 should de-
compose as

I (S :X1)= SI (S :X1;X2)+UI (S :X1 \X2)

I (S :X2)= SI (S :X1;X2)+UI (S :X2 \X1).
(35.3)

Using the full decomposition (35.2) and the chain rule of mutual information [7]
we find that the conditional informations correspond to unique and complementary
information, e.g. I (S :X1|X2)=UI (S :X1 \X2)+CI (S :X1;X2). Furthermore,
we recover the fact that the co-information ICo [8] contemplates shared and com-
plementary information, i.e.

ICo(S :X1 :X2) := I (S :X1|X2)− I (S :X1)

= CI (S :X1;X2)− SI (S :X1;X2) (35.4)

Unfortunately, the three linear equations (35.2) and (35.3) do not completely
specify the four functions on the right hand side of (35.2). To determine the decom-
position (35.2) it is sufficient to define one of the functions SI , UI and CI . It seems
to be a difficult task to come up with a reasonable and well-motivated definition of
SI such that the induced definitions of UI and CI via Eqs. (35.2) and (35.3) are
non-negative. The same is true when trying to find formulas for UI or CI . Note that
any definition of the unique information fixes two of the terms in (35.2). This leads
to the consistency condition

I (S :X1)+UI (S :X2 \X1)= I (S :X2)+UI (S :X1 \X2), (35.5)

which resembles the chain rule. Indeed, UI (S : X1 \ X2) can be considered as a
version of conditional information which does not contain the complementary in-
formation.2

Apart from the problem of finding formulas for SI , UI and CI , a second prob-
lem is how to generalize the decomposition (35.2) to more than two explanatory
variables. A possible solution to both problems was recently proposed by Williams
and Beer.

35.3 Natural Properties of Shared Information and the Partial
Information Lattice

Williams and Beer [4] base their construction of a non-negative decomposi-
tion of I (S : X1 · · ·Xn) on the notion of redundancy or shared information. Let

2A related notion has been developed in the context of cryptography to quantify the secret informa-
tion. Although the secret information has a clear operational interpretation it cannot be computed
directly, but is upper bounded by the intrinsic mutual information I (S :X1 ↓X2) [9, 10]. Unfortu-
nately, the intrinsic mutual information does not obey the consistency condition (35.5), and hence
it cannot be interpreted as unique information in our sense.
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Fig. 35.1 The PI lattice for two random variables. (a) The sets corresponding to the nodes in the
lattice. (b) The redundancies at the nodes for S = {X1,X2}, assuming strong symmetry (see (S1)
in Sect. 35.4)

A1, . . . ,Ak ⊆ {X1, . . . ,Xn}, and denote by I∩(S : A1; . . . ;Ak) the information
about S that is shared among the random variables in the sets A1, . . . ,Ak . It is
natural to demand that I∩ satisfy the following properties:

(GP) I∩(S :A1; . . . ;Ak)≥ 0 (global positivity).
(S0) I∩(S :A1; . . . ;Ak) is symmetric in A1, . . . ,Ak (weak symmetry).
(I) I∩(S : A) = I (S : A) equals the mutual information of S and A (self-

redundancy).
(M) I∩(S :A1; . . . ;Ak)≤ I∩(S :A1; . . . ;Ak−1), with equality if Ak−1 is a subset

of Ak (monotonicity).

The properties (S0), (I) and (M) have been proposed as axioms of shared informa-
tion by Williams and Beer in [4]. As Williams and Beer observe, (GP) is a conse-
quence of the other properties. Here we like to state it as a separate property, since
we want to discuss what happens if we drop or relax some of these properties.

The properties (S0) and (M) imply that it is sufficient to define the function I∩(S :
A1; . . . ;Ak) in the case that Ai � Aj for all i �= j . A family of sets A1, . . . ,Ak with
this property is called an anti-chain. The anti-chains form a lattice with respect
to the partial order defined by (B1, . . . ,Bk) ≤ (A1, . . . ,Al) if and only if for each
i = 1, . . . , l there exists j ∈ {1, . . . , k} such that Bj ⊆ Ai . If S is fixed, then (S0)
and (M) imply that I∩(S : ·) is a monotone function on the lattice of anti-chains of
{X1, . . . ,Xn}: If (B1, . . . ,Bk)≤ (A1, . . . ,Al), then

I∩(S : B1, . . . ,Bk)= I∩(S : B1, . . . ,Bk,A1, . . . ,Ak)≤ I∩(S :A1, . . . ,Al ).

This lattice is also called the partial information (PI) lattice. In this paper, we focus
on the case of two or three random variables, and the corresponding lattices are
depicted in Figs. 35.1 and 35.2.

Properties (M) and (I) imply I∩(S : A1; . . . ;Ak) ≤ I∩(S : A1) = I (S : A1) ≤
I (S : X1 . . .Xn). To obtain a decomposition of this total mutual information, we
need to associate to each element of the PI lattice a “local quantity” I∂ in such a
way that

I∩(S :A1; . . . ;Ak)=
∑

(B1,...,Bl )≤(A1,...,Ak)

I∂ (S : B1, . . . ,Bl ).
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Fig. 35.2 The PI lattice for n = 3. For simplicity the sets are abbreviated by juxtaposing the in-
dices of the corresponding variables. For example, 12|13 corresponds to {X1,X2}{X1,X3}. (a) The
PI lattice. (b) The redundancies at the nodes, assuming strong symmetry and S = {X1,X2,X3}

One can show, using the notion of a Möbius inversion, that such a function I∂ always
exists, and I∂ is uniquely determined from I∩.

As an example consider again the case of two variables (Fig. 35.1). When S is
given, then the upper three terms in the lattice correspond to the mutual informations
I (S :X1), I (S :X2) and I (S :X1X2). The lowest term, I∩(S :X1;X2) is the shared
information SI (S :X1;X2). The PI decomposition is

I∩
(
S : {X1X2}

) = I∂
(
S : {X1}{X2}

)+ I∂
(
S : {X1}

)

+ I∂
(
S : {X2}

)+ I∂
(
S : {X1X2}

)
,

I∩
(
S : {X1}

) = I∂
(
S : {X1}{X2}

)+ I∂
(
S : {X1}

)
,

I∩
(
S : {X2}

) = I∂
(
S : {X1}{X2}

)+ I∂
(
S : {X2}

)
,

I∩
(
S : {X1}{X2}

) = I∂
(
S : {X1}{X2}

)
.

A comparison with (35.2) and (35.3) shows that

I∂
(
S : {X1X2}

)= CI (S :X1;X2),

I∂
(
S : {X1}

)=UI (S :X1 \X2),
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I∂
(
S : {X2}

)=UI (S :X2 \X1),

I∂
(
S : {X1}{X2}

)= SI(S : {X1}{X2}
)
.

As stated above, when I∩ is known, then I∂ can be computed uniquely using a
Möbius inversion. In general, I∂ may have negative values. In order to have a natural
interpretation of the PI decomposition, we need to require:

(LP) I∂ ≥ 0 (local positivity).

Local positivity can also be expressed as a condition on I∩, see [4].

35.4 Further Natural Properties of Shared Information

The properties presented in the preceding section were identified by Williams and
Beer and are naturally related to the notion of the PI lattice. Unfortunately, they are
not enough to specify the function I∩ uniquely. The properties are incomplete for
mainly two reasons: First, they do not tell us much about the left hand side apart
from the normalization condition (I). Second, they do not tell us enough about what
happens when we add another argument on the right.

In this section we propose natural properties that describe the role of the left-hand
side. Our first proposal is the following property:

(S1) I∩(S :A1; . . . ;Ak) is symmetric in S,A1, . . . ,Ak (strong symmetry).

In the following, we mostly consider the case that S = {X1, . . . ,Xn}, and in this
case (M) and (S1) together imply that I∩(S : A1; . . . ;Ak) = I∩(A1 : A2; . . . ;Ak),
and hence we may omit the first argument S.

Unfortunately, strong symmetry is not satisfied by many information theoretic
quantities that are used to quantify shared information or synergy, but nevertheless
we think that it is natural: If I∩ has just two arguments, then strong symmetry does
hold, since the mutual information is symmetric. In other words, the amount of
information that one random variable X1 contains about another variable X2 is the
same as the amount of information that X2 carries about X1. It is natural to assume
that an analogous statement should hold if I∩ has more than two arguments. Note
that the co-information ICo is symmetric in all its arguments.

Under the strong symmetry assumption, if we consider two variables X1 and
X2 and set S = {X1,X2}, then all functions are fixed. The corresponding lattice is
depicted in Fig. 35.1(b). We will see later that, given the other properties, strong
symmetry contradicts the local positivity in the case of three random variables
X1,X2,X3. The implications of this will be discussed later.

A weaker property restricting the dependence on the first argument is the follow-
ing:

(LM) I∩(S :A1; . . . ;Ak)≤ I∩(SS′ :A1; . . . ;Ak) (left monotonicity).
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This property captures the intuition that if A1, . . . ,Ak share some information
about S, then at least the same amount of information is available to reduce the un-
certainty about the joint outcome of S and S′. Left monotonicity follows, of course,
from monotonicity and strong symmetry.

Another property, which is independent from strong symmetry and which also
implies (LM), is the following:

(LC) I∩(SS′ : A1; . . . ;Ak) = I∩(S : A1; . . . ;Ak) + I∩(S′ : A1; . . . ;Ak|S) (left
chain rule).

where I∩(S′ : A1; . . . ;Ak|S) is given by
∑
s∈S p(s)I∩(S′ : A1; . . . ;Ak|s), i.e. all

distributions are conditioned on s and then the average is taken to obtain a con-
ditional information. This property is a natural generalization of the chain rule of
mutual information. Moreover, a similar property is used in Shannon’s axiomatic
characterization of entropy.

Unfortunately, the left chain rule is not fulfilled by any of the proposed measures
for shared information that we discuss later. Nevertheless, we state it here, since
we find it mathematically appealing. The same is true for left monotonicity: Most
measures do not satisfy (LM), see Sect. 35.5.

The left chain rule together with local positivity also implies the following prop-
erty which has recently been proposed by [6]:

(Id2) I∩(A1 ∪A2 :A1;A2)= I (A1 :A2) (identity).

The identity property implies that I∩({X1,X2} :X1;X2) vanishes if X1 and X2 are
independent. At first sight it seems natural that independent random variables cannot
share information. However, in Sect. 35.8 we will argue that they may indeed share
information in this case.

35.5 The Functions Imin and II

Williams and Beer define a function Imin(S,A1, . . . ,Ak) which satisfies all their
properties (GP), (S0), (I) and (M) as follows:

Imin(S :A1; . . . ;Ak)=
∑

s

p(s)min
i

∑

ai

p(ai |s) log
p(s|ai)
p(s)

=
∑

s

p(s)min
i

∑

ai

p(ai |s) log
p(ai |s)
p(ai)

=
∑

s

min
i

∑

ai

p(ai, s) log
p(ai, s)

p(ai)p(s)
.

The idea is the following: For each i compare the prediction p(s|ai) of S by Ai with
the prior distribution p(s) of S. Then combine a minimization over i with a suitable
average using the joint distribution of Ai and S.



35 Shared Information—New Insights and Problems 259

The order of the minimization and the averaging plays a crucial role. If we inter-
change it, we obtain another function

II (S :A1; . . . ;Ak)=min
i

∑

s

p(s)
∑

ai

p(ai |s) log
p(s|ai)
p(s)

=min
i

{
I (S :Ai)

}
.

This function II satisfies the same properties, including local positivity (LP) (the
proof of [4] that proves (LP) for Imin applies). Of course, II does not at all capture
the intuition behind the notion of shared information: II just compares absolute
values of mutual informations, without caring whether different variables contain
“the same information.” We will later argue that Imin suffers from a similar flaw
(in particular, I∩ = II in the examples considered below). Note that any function
I∩ satisfying the properties (GP), (S0), (I) and (M) satisfies I∩ ≤ II . In particular,
Imin ≤ II .

The function II satisfies left monotonicity. However, Imin does not: For example,
the following joint probability distribution

X1 X2 S S′
0 0 0 0 1/6
0 1 0 0 1/6
0 1 0 1 1/6
1 1 0 1 1/6
1 0 1 1 2/6

satisfies Imin(S :X1;X2)= 1
3 + 2

3 (
3
4 log2 3− 1) > Imin(SS

′ :X1;X2)= 1
3 . This ex-

ample can be understood as follows: If S = 0, then both X1 and X2 have some
information about S and thus contribute 3

4 log2 3− 1 bits to Imin in this case. How-
ever, if we additionally condition on S′, then in any case one of X1 or X2 carries
no information: To be precise, if (S,S′)= (0,0), then X2 is uniformly distributed,
and if (S,S′) = (0,1), then X1 is uniformly distributed. Thus, in both cases the
minimization contributes zero bits to Imin. The remaining case (S,S′) = (1,1) is
equivalent to the case S = 1, where both X1 and X2 are fixed, and contributes one
bit with weight 1

3 .
Omitting the calculations we mention that the redundancy measure proposed

by [6] (and denoted by IHSP in Sect. 35.7) also violates left monotonicity in the
same example.

35.6 The Case of Three Variables

For three variables, the PI lattice is depicted in Fig. 35.2(a). Under the assumption
of strong symmetry all but two values in this lattice are fixed, see Fig. 35.2(b). The
unknown values correspond to the information shared by three random variables.

In the following, we discuss an example with three random variables X1, X2,
X3: Assume that X1 and X2 are independent binary random variables, and let
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Fig. 35.3 Redundancies in the XOR-example: (a) Imin(123, ·) in the example. The numbers in
parentheses are I∂ (123, ·). (b) The shared information assuming strong symmetry

X3 = X1 ⊕ X2, where ⊕ denotes the sum modulo 2 or the XOR-function. Note
that this example is symmetric in X1, X2 and X3. Figure 35.3(a) shows the values
of Imin and I∂ in this example for S = {X1,X2,X3}; in other words, we decompose
the information that the system has about itself. What is striking is that the lowest
entry in this lattice does not vanish: According to Imin, X1, X2 and X3 share one bit
of information, although they are pair-wise independent. This fact that independent
variables may share information according to Imin has also been observed and crit-
icized in [6]. We will later give an argument from game theory that explains how
independent variables can share information. Nevertheless, in our opinion one bit
of shared information is too much in this situation: The absolute value of one bit of
shared information needs to be compared to the fact that each of X1,X2,X3 does
not carry more than one bit of information. Note that in the XOR-example Imin = II .

A close analysis of this also reveals that strong positivity is incompatible with
the PI lattice:

Theorem 35.1 There is no measure of shared information that satisfies (S1), (M),
(I) and (LP).

Proof Assume that I∩ is a monotone function on the PI lattice that satisfies
strong symmetry (S1). In the PI lattice for the XOR-example we can express
all values on the lattice in terms of entropies and mutual informations, with
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one exception, see Fig. 35.3(b). Note that, by strong symmetry, I∩(X1X2X3 :
A1; . . . ;Ak)= I∩(A1; . . . ;Ak) whenever A1∪· · ·∪Ak ⊆ {X1,X2,X3}. Comparing
with Fig. 35.2(b) we see that the information shared by X1, X2 and X3 must vanish
by monotonicity, since the terms on the next layer also vanish, I (Xi,Xj ) = 0 for
i �= j . Only the information shared by the pairs {X1,X2}, {X1,X3} and {X2,X3} is
not determined. However, we can bound these terms by the monotonicity. Similarly,
we can compute bounds on I∂ . Namely,

I∂
({X1,X2}; {X1,X3}; {X2,X3}

)

= I∩
({X1,X2}; {X1,X3}; {X2,X3}

)− I∩
({X1}; {X2,X3}

)

− I∩
({X2}; {X1,X3}

)− I∩
({X3}; {X1,X2}

)± 0≤ 2− 3=−1,

where ±0 represents a sum of terms belonging to the lowest two layers of the PI
diagram, and these terms all vanish. This calculation shows that local positivity is
not possible. �

To resolve this problem, one of the properties mentioned in Theorem 35.1 has to
be dropped. The easiest solution is to drop strong symmetry. What are the alterna-
tives? We have to keep self-redundancy (I) and local positivity (LP), since we want
to find a decomposition of mutual-information into positive terms. Therefore, if we
want to keep strong symmetry, we need to replace monotonicity (M). It is probably
a good idea to keep the inequality condition in (M), but it is conceivable to replace
the equality condition. However, one must keep in mind that the equality condition
is essential in justifying the use of the PI lattice: Without this condition the values of
the function I∩ on arbitrary collections of subsets are not determined by its values
on the antichains, and so the PI lattice is not any more the natural domain of shared
information. Therefore, without the equality condition in (M) we need to compute
many more terms to completely specify I∩. In turn, this means that there are many
more local terms I∂ . With these additional terms it may be possible to obtain local
positivity and strong symmetry at the same time.

Heuristically, what happens in the XOR-example is the following: The term
I (X1 : X2X3) on the third layer in Fig. 35.2 (counted from below) is equal to one
bit, since we can compute X1 from X2 and X3, and hence I (X1 :X2X3)=H(X1).
Intuitively, the information shared between X1 and {X2,X3} is precisely the infor-
mation contained in X1. However, the three terms I (X1 :X2X3), I (X2 :X1X3) and
I (X3 : X1X2) on the third layer are not independent, since X1, X2 and X3 are not
completely independent, but only pairwise independent. Hence, if we compute the
information shared by all three pairs, we cannot just add up these three bits: We
have to subtract (at least) one bit, which we overcounted. Somehow this one bit that
we overcounted does not have a place in the PI lattice.

If we drop strong symmetry and keep the PI lattice, it is still the question how
to distribute the information over the PI lattice in the XOR-example. In any case,
monotonicity implies that I∩(S : X1X2;X1X3;X2X3) ≤ I (S : X1X2X3) = 2. On
the other hand, the other three values on the third layer, the three mutual informa-
tions I (S : Xi), are all equal to one bit. These values restrict the possible values
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of I∂ , and it is not easy to motivate a non-negative assignment on intuitive grounds,
even for this simple example.

35.7 A Geometric Picture of Shared Information

One problem that makes it difficult to define shared information is that there is no
known experimental way to extract shared information. In this section we want to
assume that shared information can be extracted or modelled concretely. We not
only search for a number that measures the amount of shared information, but we
want to represent the information itself.

As a motivation consider the case of two random variables X,Y from the per-
spective of coding theory. Suppose that we want to transmit information about X
and Y over some channel. Then the capacity that we need must exceed the amount
of information that we want to transmit. To transmit a single variable X, we need a
capacity of H(X). To be precise, this statement only becomes true asymptotically:
When we want to transmit a string of n values of n independent copies of X, then,
for large n, if we have a channel with a capacity of H(X) per time unit �T , then
the time needed to transmit X is roughly n�T . In the same sense, to transmit X and
Y together, we need a channel of capacity H({X,Y }). Suppose that X was already
transmitted, i.e. both sender and receiver know the value of X. As Shannon showed,
in this case a channel of capacity H(Y |X) = H({Y,X}) − H(X) is sufficient to
transmit the remaining information, such that the receiver knows both X and Y .
Hence, H(Y |X) has the natural interpretation of unique information of Y with re-
spect toX, and as Shannon’s theorem shows, the unique information can be isolated
and transmitted separately. The question is: Which other parts of information can be
isolated?

As before, we consider information about a random variable S. We follow the
paradigm that our information or belief about S can be encoded in a probability dis-
tribution p(S). Suppose that X is another random variable. If S is not independent
of X, then a measurement of X gives us further information about S. For example,
if we know that X = x, then our belief about S can be encoded in the conditional
probability distribution p(S|x). Thus, the information that X carries about S can be
encoded in a family {p(S|x)}x∈X of probability distributions for S. These distribu-
tions encode the posterior beliefs about S conditioned on each outcome of X.

As motivated by Shannon, information can be quantified by logarithms of proba-
bilities: The information that the state of the variable S is equal to the specific value
s is worth − log2(p(S = s)). Our uncertainty about S, when our knowledge is en-
coded in the distribution p(S), is then equal to the expected information gain when
we learn the value of S:

∑

s

p(s)
(− log

(
p(s)

))=:H(S).
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Similarly, the information that we gain when we learn thatX = x is equal to the con-
ditional entropy H(S|X = x)=−∑

s p(s|x) log(p(s|x)). The (expected) informa-
tion that X brings us about S is obtained by averaging H(S|X = x) and comparing
the value with H(S); this agrees with the mutual information:

∑

x

p(x)
∑

s

p(s|x) log
(
p(s|x))−

∑

s

p(s) log
(
p(s)

)

=
∑

x

p(x)
∑

s

p(s|x) log

(
p(s|x)
p(s)

)
= I (X : S).

The situation can be pictured geometrically. Let PS be the set of all probability
distributions for S. Geometrically,

PS =
{
p : S→R : p(s)≥ 0,

∑

s∈S
p(s)= 1

}

is a simplex. The family {p(S|x)}x is a point configuration in PS , indexed by the
outcomes x of the random variable X. The information gain is then the mean re-
duction of uncertainty (in the sense of Shannon information) when replacing the
prior p(S) with the family {p(S|x)}x .

According to our geometric interpretation of information, the shared information
that X1, . . . ,Xk carry about S should also be representable as a weighted family of
probability distributions for S. The question is how to construct this weighted fam-
ily from the posteriors {p(S|xi)}xi and the joint distribution of X1, . . . ,Xk and S.
Suppose that we have found such a family representing the shared information, and
denote it by {px1|x2|···|xk (S)}x1,...,xk . Then we want to quantify the shared informa-
tion. There are two natural possibilities:

SIlr (S :X1; . . . ;Xk) :=
∑

x1,...,xk

∑

s

p(s, x1, . . . , xk) log

(
px1|x2|···|xk (s)

p(s)

)

SIKL(S :X1; . . . ;Xk) :=
∑

x1,...,xk

p(x1, . . . , xk)D(px1|x2|···|xk ||p).

The function SIKL has the advantage that it always satisfies global positivity, re-
gardless of how we construct px1|x2|...|xk . By contrast, the function SIlr directly
measures the change of surprise when we replace the prior distribution p(s) with
the distribution px1|x2|···|xk . Depending on how we construct px1|x2|···|xk the value of
SIlr may become negative.

We would like to have the following properties:

1. The construction should be symmetric in x1, . . . , xk .
2. If k = 1, then we obtain the posterior: px1(S)= p(S|x1).
3. More variables share less information:

D(px1|···|xk (S)||p(S))≤D(px1|···|xk−1(S)||p(S)).
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These properties are related to the properties (S), (I) and (M) as stated above, but
re-formulated to hold point wise for each joint outcome x1, . . . , xk .

A natural candidate satisfying the above properties is given by

px1|···|xk (S)= argmin

{
D

(
k∑

i=1

λip(S|xi)||p(S)
)
: λi > 0,

∑

i

λi = 1

}
.

Since the KL divergence is convex, the function p $→ D(p||p(S)) has a unique
minimum on any closed convex set. This shows that the above definition is well-
defined. Moreover, the definition ensures that px1|···|xk (S) belongs to the convex
hull of the posteriors p(S|xi) for i = 1, . . . , k. This models the fact that px1|···|xk (S)
only involves information that is present in these posteriors. In fact, px1|···|xk is the
least informative distribution from this convex set.

The construction of px1|···|xk (S) implies the following property, which gives an
idea in which sense px1|···|xk (S) summarizes information shared among all the pos-
teriors p(S|xi):

Lemma 35.1 If all p(S|xi) satisfy some linear inequality, then px1|···|xk (s2) satisfies
the same inequality. In particular:

1. If p(s1|xi)≤ p(s2|xi) for all i, then px1|···|xk (s1)≤ px1|···|xk (s2).
2. If p(s|xi)= 0 for all i, then px1|···|xk (s)= 0.

Unfortunately, SIlr violates monotonicity, and with SIKL the synergy can be-
come negative. Both facts can be illustrated with the same example:

From (35.4) we find that

CI (S :X1;X2)= I (S :X1|X2)− I (S :X1)+ SI (S :X1;X2)

and thus the non-negativity of CI requires that

SI (S :X1;X2)≥ I (S :X1)− I (S :X1|X2)= ICo(S :X1 :X2). (35.6)

Now, if S is a function of X2, then I (S : X1|X2) vanishes, and therefore (35.6)
implies SI (S :X1;X2)≥ I (S :X1). Together with (M) we obtain

SI (S :X1;X2)= I (S :X1), if S is a function of X2. (35.7)

Consider the following distribution

s x1 x2 p(s, x1, x2)

0 0 0 2/6
0 1 0 1/6
1 0 1 1/6
1 1 1 2/6



35 Shared Information—New Insights and Problems 265

Fig. 35.4 The construction of px1|x2 for the example to SIKL and SIlr . The set of probability
distributions of the binary variable S is the interval between the two point measures δS=0 and
δS=1. The convex hull of p(S|X1 = 0) and p(S|X2 = 0) is marked in green. The closest point to
the prior is p(S|X1 = 0). The convex hull of p(S|X1 = 0) and p(S|X2 = 1) is marked in red; it
contains the prior

The relative location of p(S) and the posteriors of S given one or two of X1 and X2
is visualized in Fig. 35.4. Under this distribution S and X1 are positively correlated,
while S =X2, and thus I (S :X1|X2)= 0. Consider the case X1 = x1 �= x2 =X2 in
whichX1 andX2 have conflicting posterior about S, i.e. p(S|x2) assigns probability
one to S = x2, whereas p(S|x1) assigns a higher probability to S = x1 �= x2. Thus,
px1|x2(S) is equal to the prior p(S) in this case. On the other hand, if X1 =X2 = x,
then both posteriors favor S = x. The convex hull of p(S|x1) and p(S|x2) is an
interval, and the posterior p(S|x1) is the closest point to the prior p(S). Therefore,
px1|x2(S)= p(S|x1). In total,

I (S :X1)− SIKL(S :X1;X2)

=
∑

x1,x2

p(s, x1, x2)
(
DKL

(
p(S|x1)||p(S)

)−DKL
(
px1|x2(S)||p(S)

))

=
∑

x1 �=x2

p(s, x1, x2)DKL
(
p(S|x1)||p(S)

)
> 0,

and therefore (35.7) is violated. One can check that in this case SIlr (S :X1;X2) also
violates (35.7), but in the other direction. Therefore, SIlr violates monotonicity.

The geometric strategy pursued in this section can be compare with the strategy
by Williams and Beer in [4] that leads to the definition of Imin. The formula

Imin(S :A1; . . . ;Ak) =
∑

s

p(s)min
i

∑

ai

p(ai |s) log
p(ai |s)
p(ai)

=
∑

s

p(s)min
i
D
(
p(Ai|S)||p(Ai)

)

defining Imin(S;A1; . . . ;An) is similar to the defining equation of SIKL, but in-
volves the conditional distributions p(ai |s) of the input given the output S. In our
opinion it is much more natural to work with distributions over the output vari-
able S, since, after all, we are interested in information about S. Of course, the
defining equation of Imin can be rewritten in the form

Imin(S :A1; . . . ;Ak)=
∑

s

p(s)min
i

∑

ai

p(ai |s) log
p(s|ai)
p(s)

,

which resembles the definition of SIlr , but involves minimizing over the inputs.
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The proposed definition of the posteriors px1|···|xk (s) involves similar ideas as
the definition of shared information in [6]. We only sketch these connections and
refer to the manuscript [6] for the precise definitions. To distinguish their function
from other functions we call it IHSP. The definition of IHSP(S : X1;X2) involves
approximating the posteriors p(s|x1) by the convex hull family of posteriors p(s|x2)

for all possible values x2 of X2. However, as defined in [6] this approximation,
denoted by p(x1↘X2)(s), is not unique. Then

IHSP(S :X1;X2) = min

{∑

s,x1

p(s, x1) log
p(x1↘X2)(s)

p(s)
,

∑

s,x2

p(s, x2) log
p(x2↘X1)(s)

p(s)

}
.

Note that in both definitions of p(x1↘X2)(s) and px1|···|xk (s) the notion of the
convex hull is used as a means to describe the set of distributions that involve in-
formation contained in a set of posterior distributions. The difference between both
approaches is that [6] do not try to extract and represent the joint information point-
wise, but they try to model the information contained in X1 using the posterior
distributions of X2. This breaks the symmetry, and therefore, in the end, one has to
take a minimum. Furthermore, this definition is only meaningful in the case of two
random variables and violates the left monotonicity (see Sect. 35.5).

35.8 Game Theoretic Intuitions

Without an operational definition it is hard to decide which of the above properties
and geometric structures are best suited to capture the concept of shared informa-
tion. In order to get a better idea of what is actually meant when talking about shared
information, we highlight some aspects from the perspective of game theory.

Scientists in both game theory [11] and computer science [12] have studied how
knowledge is distributed among a group of agents. Since knowledge can be regarded
as certain information, results from these disciplines can provide additional insights
into shared information. The basic formalism of epistemic agents considers a set
S of possible states of the world or situations. The knowledge of an agent i is
represented as a partition Xi on S . Such a partition can be considered as a func-
tion Xi : S→ Xi mapping states of the world to possible observations Xi that are
available to the agent.3 Thus, each agent i might not be able to observe the ac-
tual state s of the world, but given an observation xi he considers all situations in
X−1
i (xi)= {s ∈ S |Xi(s)= xi} to be possible.

3Note the similarity to the definition of a random variable as a measurable map from a probabil-
ity space to outcomes. In fact, if we choose an arbitrary probability distribution on S , then the
partition Xi , considered as a function S→Xi , becomes a random variable.
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Suppose that agent i observes xi ∈ Xi . Then i is said to know an event, corre-
sponding to a subset E ⊂ S , if the event occurs in all situations that the agent holds
possible given xi , i.e.

X−1
i (xi)⊆E.

This gives rise to the knowledge operators Ki : 2S → 2S taking an event E to all
situations where agent i knows this event:

Ki(E)=
{
s ∈ S | agent i knows E given the observation Xi(s)

}
. (35.8)

Ki(E) can itself be considered as an event. Using this operator Ki , we can com-
pute the situations where an event E is shared knowledge between agents 1, . . . , n,
i.e. where every agent knows E:

SK(E)=
n⋂

i=1

Ki(E)

Note that this does not imply that every agent knows that every agents know E.
The much stronger requirement that everyone knows E, and everyone knows that
everyone knows this, and so on, is formalized by iterating the above construction
and referred to as common knowledge:

CK(E)=
∞⋂

k=1

SKk(E), where SKk(E)= (
SK

(· · ·SK(E) · · · )) (k iterations).

As an example consider the case of three binary random variables X1,X2 and S,
where X1 and X2 are independent and S consists of a copy of both of them. Then,
the set of possible situations, i.e. the support of the joint distribution p(x1, x2, s),
consists of four possible states:

X1 X2 S

0 0 00
0 1 01
1 0 10
1 1 11

The information partitions correspond to the projections on the respective compo-
nents of the joint state, e.g.

X−1
1 (0)= {

(0,0,00), (0,1,01)
}
,

X−1
2 (1)= {

(0,1,01), (1,1,11)
}
.

For the event E = {(0,0,00), (0,1,01), (1,0,10)} we find that

K1(E)=
{
(0,0,00), (0,1,01)

}

K2(E)=
{
(0,0,00), (1,0,10)

}
,
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and therefore SK1,2(E) = {(0,0,00)} since both agents 1 and 2 can exclude the
state (1,1,11) in this case. Thus, we conclude that there exists non-trivial shared
information between X1 and X2, namely that S �= 11, even though X1 and X2
are independent of each other and neither of them knows the state of the other.
On the other hand, there is no common knowledge between X1 and X2, since
SK1,2(SK1,2(E))= ∅.

Note that Imin(S : X1;X2) = II (S : X1;X2) = 1 bit in this example, if we as-
sume that X1 and X2 are independent and uniformly distributed. If we say that Imin
measures the shared information, then this implies that X1 and X2 have no unique
information. This is surprising, given thatX1 andX2 are independent. Regarding the
game theoretic analysis we see that the shared knowledge only rules out one state.
Thus, a reasonable definition of shared information might give a positive value to
I∩(S :X1;X2) even if I (X1 :X2)= 0, but should certainly stay below 1 bit. Maybe
a value of log(4/3) would be a good idea, since the number of possibilities is re-
duced from four to three. Note that (Id2), as proposed in [6], would require that
I∩(S :X1;X2)= 0 whenever I (X1 :X2) vanishes.

At present, it is not clear how the difference between shared and common in-
formation could be formulated in information theoretic terms. One may also ask,
whether a desired decomposition of information, should take into account shared
information or rather refer to common information. It would probably be easier
to use shared information in a decomposition, because otherwise one needs to de-
compose the information into terms describing the information that X1 knows that
X2 knows, but X2 does not know whether it is known by X1, and so on. On the
other hand, common knowledge is represented as a partition (see [11]), and hence
corresponds to a random variable after introducing a probability measure on S . In
contrast, shared knowledge cannot be represented as a partition. Maybe this explains
why it is difficult, and may even be impossible, to represent shared information as a
random variable.

Note that the condition (Id2) takes into account the mutual information between
elements Ai of the right hand side. Their relationship is not considered in the def-
inition of shared knowledge, but only appears in the higher-order terms which are
iterated in the case of common knowledge. Therefore, the property (Id2) is more
natural for common information than for shared information. The same holds true
for (LC), since (LC) implies (Id2).

35.9 Conclusions

We have discussed natural and intuitive properties that a measure of shared infor-
mation should have. We have shown that some of these properties contradict each
other. This shows that intuition and heuristic arguments have to be used with great
care when arguing about information.

In particular, we discussed the partial information decomposition and lattice in-
troduced by Williams and Beer. We have shown that a positive decomposition ac-
cording to the PI lattice contradicts another desirable property, called strong symme-
try. We are unsure whether this is an argument against strong symmetry, or whether
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the PI lattice has to be refined, since it is difficult to assign plausible values to the PI
decomposition for the XOR-example.

Williams and Beer also proposed a concrete measure Imin of shared information.
We show that in some examples this measure yields unreasonably large values. The
problem is that Imin does not distinguish whether different random variables carry
the same information or just the same amount of information. This phenomenon
has also been observed by others. However, most people focussed on the property
that independent variables may share information about themselves. We argue, us-
ing ideas from game theory, that this fact in itself does not speak against Imin; but
we agree that the absolute value that Imin assigns to the shared information is too
large. In our opinion, what is more striking, is that Imin is not monotone in its left
argument: Random variables share less information about more.

We expect that further progress requires a more precise, operational idea of what
shared information should be. We believe that our results provide additional insights,
even thought we have mainly revealed pitfalls regarding the notion of shared infor-
mation. Thus, despite some recent progress, the quest for a general decomposition
of multi-variate information is still open.
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Chapter 36
Probabilistic Real Swarm Logical Gate

Yuta Nishiyama, Yukio-Pegio Gunji, and Andrew Adamatzky

Abstract Computation can be implemented by natural entities. We established
that a swarm of soldier crabs probabilistically performed basic logical operations
through geometrically constrained channels. Two inputs three outputs logical gate G
simultaneously performed NOT x AND y, x AND y and x AND NOT y. The logical
gate G also could be treated as a logical gate G′ that performed NOT x. Next we
proposed a logical gate G′′ that performed x OR y. Moreover we illustrated how
three fundamental gates could be assembled into circuits. Then we discuss about an
integration of gates and a circuit as a relationship between part and wholeness.

Keywords Biological computing · Part and wholeness · Soldier crab · Swarm

36.1 Introduction

Colliding real materials can implement logical operations [1]. A mutual interplay
between a computational device and an environment is revealed by such implemen-
tation.

A nondissipative and reversible logical computation is implemented by colliding
elastic balls, namely the billiard ball model (BBM) [2]. Correct configurations of
balls and massive reflectors on frictionless plane have a logical universality. In the
case of BBM, any perturbations of the system directly influence the trajectory of
ball because billiard balls and a container can be separated from each other.

In reaction-diffusive systems, a computation is implemented by collision of trav-
eling waves in the Belousov-Zhabotinsky medium [3]. Localized wave-fragments
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that the BZ reaction at subexcitable threshold exhibits when projected light is con-
trolled are regarded as signals for a computation. In the case of computation in a
dissipative medium, perturbations are utilized as computational resources. It is too
difficult to maintain the computational domain where an experimenter is required to
distinguish controlled computational resources from unintended perturbations.

Natural phenomena can be regarded as a computation that involves not only a
sequence of operations of objects but ambiguousness about each of them. Actually
living organism as a self-organizing closure can always maintain a boundary with
respect to itself in an open environment. Using organisms as computational devices
enable a logical operation in which any perturbations are utilized as computational
resources and its domains are maintained. For example, slime molds enable to im-
plement a logical collision gate when two of them are fused or avoided with each
other dependent on the gradient and the path to propagate in architecture-based com-
puting devices [4, 5]. It was reported that Physarum logical gate was robust against
external perturbations [4]. The robustness of computation implemented by living or-
ganisms is important and remarkable property because such computer can respond
to indefinite environments [6].

A swarm of soldier crabs, Mictyris guinotae, has a clear boundary. The inherent
individual movements, however, are intricate. It seems that the nature of swarm si-
multaneously involves two aspects of an individual freedom and a collective unity.
We have proposed a swarm model based on a mutual anticipation in which each
agent had a velocity vector and some potential transitions regarded as inherent
noise [7]. This model showed that inherent noise contributed cohesion of swarm
and the noise was not distinguished from external one. Then it predicted a robust
swarm logical gate [8]. Moreover we confirmed the feasibility of swarm logical
gate implemented by real soldier crabs [9]. In this paper, we report that a proba-
bilistic swarm logical gate performs logical conjunction, negation and disjunction.
We can also construct the other probabilistic operations by assembling the three
fundamental gates.

36.2 Materials and Methods

Boolean logical gates has X- and Y-input channels and A-, B- and C-output channels
(Fig. 36.1). The X-input connects to C-output in a straight line, B-output at an angle
of forty-five degrees and A-output at an angle of ninety ones. Y-input connects to
A-output, B-output and C-output in a similar way. The gate has two gradients with
respect to make crabs move. One gradient is implemented by utilizing escaping
behavior motivated by intimidation plate just behind each input channel. Crabs are
sensitive to sudden standing or moving big objects because such objects ordinarily
are likely to be enemies in the flat. Thus the intimidation plate popped up can cause
them to escape away from itself. The other gradient is implemented by physical
gravitational stimulus produced by slope immediately following each input channel.
A slope facilitates straightforward movement of swarms and prevents individuals
coming back starting gate to some extent.
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Fig. 36.1 Diagram of two
inputs (X and Y) three
outputs (a, b and c) Boolean
logical gate G. Soldier crabs
move from south to north

We set a swarm of 20 subjects in closed X- and/or Y-input channels just prior
to each trial. The swarm represented value of 1. Crabs were left about two minutes
for adaptation. After it, input channels were opened and intimidation plates were
simultaneously popped up, and then crabs go ahead to the output channels.

36.3 Results

36.3.1 Three Fundamental Gates

Two-inputs three-outputs Boolean gate G

〈x, y〉→ 〈NOT x AND y, x AND y, x AND NOT y〉
is realized with swarms of solider crabs, where x, y ∈ {0,1}.

Usually, presence or absence of entities represents True or False values of logical
variables in collision-based gates [1]. In our experimental crab gate, we had to define
threshold values of population in an output channel because not all crabs within a
swarm arrive at one exit. We assume that if number of crabs in a channel exceed a
threshold value then the channel’s variable takes value True, otherwise False. If the
threshold value is too low then the swarm collision gate with inputs (0, 1), (1, 0)
or (1, 1) is almost certain to output 1 in all output channels, conversely too high
output 0. Thus, the threshold value is a control parameter responsible for the type of
operation implemented by the swarm logical gate.

We estimate an output value in each output channel by a proportion, in which
output values a, b, or c are 1 if the proportion of crabs in A-, B-, or C-channels
exceeds a threshold, otherwise values a, b, or c are set to 0.

First we make A-channel implement NOT x AND y. Let A01 an event in which
A-channel produces output 1 for a pair of inputs 〈0,1〉 and let A10 and A11 events in
which A-channel produces output 0 for pairs of inputs 〈1,0〉 and 〈1,1〉, respectively.
Figure 36.2(a) illustrates a probability that Axy happen under a given threshold value
of proportion for a pair of inputs 〈x,y〉. It shows that A-channel is able to implement
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Fig. 36.2 Probability of correct computation. Higher probabilities for three types of inputs are
simultaneously, more reliable the computation in an output channel is. In a case of B-output, the
reliability is quite low when we use the threshold value of proportion, see right top. But we can
use it of population in order to make it correctly compute

NOT x AND y with probabilities P(A01) = 0.73, P(A10) = 1 and P(A11) = 0.86
under the threshold value Th= 0.45.

Similarly, we make C-channel implement x AND NOT y. Let C10 an event in
which C-channel produces output 1 for a pair of inputs 〈1,0〉 and let C01 and
C11 events in which C-channel produces output 0 for pairs of inputs 〈0,1〉 and
〈1,1〉, respectively. C-channel is able to implement x AND NOT y with proba-
bilities P(C01)= 0.95, P(C10)= 0.77 and P(C11)= 0.86 under the threshold value
Th= 0.33 (Fig. 36.2(c)).

Next we make B-channel implement x AND y. Let B11 an event in which B-
channel produces output 1 for a pair of inputs 〈1,1〉 and let B01 and B10 events
in which B-channel produces output 0 for pairs of inputs 〈0,1〉 and 〈1,0〉, respec-
tively. Unfortunately, the probability P(Bxy) is unreasonable (Fig. 36.2(b), left). It
suggested that there was no preference of B-channel when swarms were set in both
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Table 36.1 Probabilities and number of correct computation regarding Boolean gate G

P(Axy) P(Bxy) P(Cxy) P(Gxy)= (= P(Axy,Bxy,Cxy))

x= 0, y= 1 0.73 (16/22) 0.95 (21/22) 0.95 (21/22) 0.73 (16/22)

x= 1, y= 0 1 (22/22) 0.95 (21/22) 0.77 (17/22) 0.77 (17/22)

x= 1, y= 1 0.86 (19/22) 0.95 (21/22) 0.86 (19/22) 0.73 (16/22)

Fig. 36.3 Schematic
diagrams of Boolean gate G,
G′ and G′′. Note that the gate
G′ can be gotten by regarding
either input of gate G as a
part of architecture

X- and Y-input channels. We can, however, make the B-channel implement x AND y
by using threshold value regarding population. Figure 36.2(b) right illustrates a
probability that Bxy happens under a given threshold value of population. It shows
that B-channel is able to implement x AND y with probabilities P(B01) = 0.95,
P(B10)= 0.95 and P(B11)= 0.95 under the threshold value Th= 12.

The threshold values could be chosen in such a way that the A-, B- and
C-channels implement NOT x AND y, x AND y, and x AND NOT y, respectively.
The Boolean gate G simultaneously satisfies three events with same inputs. So the
probability P(Gxy) is equivalent to a joint probability P(Axy,Bxy,Cxy). Thus we can
find probabilities P(G01)= 0.73, P(G10)= 0.77 and P(G11)= 0.73 (Table 36.1).

Boolean gate G′

x→ NOT x

is realized with swarms of solider crabs.

We can obtain Boolean gate G′ that performs logical negation when a swarm that
leaves either input in Boolean gate G is regarded as a part of computer (Fig. 36.3).
The output value of G′ can be obtained in A-output channel when a swarm that
leaves Y-input channel is a part of computer. Then the probabilities P(G′0) and P(G′1)
are equivalent to P(A01) and P(A11) respectively, where G′x represents an event that
the output value is 1 or 0 against absence or presence of a swarm in the input chan-
nel. Similarly, C-output channel gives an output value when X-input is a part of
computer, then P(G′0) = P(C10) and P(G′1) = P(C11). Thus it must be concluded
that P(G′0) = P(A01) = P(C10) and P(G′1) = P(A11) = P(C11). Though the num-
ber of occurrences of A01 (16/22) empirically differs from that of C10 (17/22), the
difference is no more than one time. To avoid confusion, we discriminate the use
of A-output from that of C-output as G′Ax and G′Cx. Consequently P(G′A0) = 0.73,
P(G′C0)= 0.77, P(G′A1)= 0.86 and P(G′C1)= 0.86 (Table 36.2).
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Table 36.2 Probability
regarding Boolean gate G′ P(G′Ax) (= P(Ax1)) P(G′Cx) (= P(C1x))

x= 0 0.73 0.77

x= 1 0.86 0.86

Fig. 36.4 Examples of various circuits. A joint has two reservoirs that one corresponds to output
channel of previous gate and another has a swarm in order to discharge it when the first one has
output value 1. Dotted line represents a door to discharge

Boolean gate G′′

〈x, y〉→ 〈x OR y〉
is realized with swarms of solider crabs.

Boolean gate G′′ can perform logical disjunction when it is constructed by two
input channels and one output channel with the gradients like Boolean gate G
(Fig. 36.3). It requires no threshold value because presence of a crab in an out-
put channel is sufficient to know entry. There were no cases that no crabs arrive at
output channels in the case of Boolean gate G. So we assume P(G′′xy)= 1.

36.3.2 Examples of Logical Circuits

Boolean gate G, G′ and G′′ can be assembled into XOR, NAND and MAJORITY
circuits.

We introduce a joint to connect a few logical gates (Fig. 36.4, box). The joint
consists of two rooms. One room can keep crabs that have arrived at an output
channel of previous logical gate and also functions as an output channel of the gate.
Another one discharges a swarm when the first one has output value 1.

Figure 36.4 illustrates a few circuits, for instance. In principle, success probabil-
ities of each circuit are calculated from probabilities mentioned above (Table 36.3).
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Table 36.3 Probability of correct computation regarding a few circuits. They are joint probability
or conditional probability dependent on constructions of G, G′ and G′′

x 0 0 1 1

y 0 1 0 1

P(XOR) = P(A, C) 0.73 0.77 0.73

P(NAND) = P(B) ∗ P(G′) 0.73(0.73) 0.69(0.73) 0.69(0.73) 0.81(0.81)

x 0 0 0 1 1 1 1

y 0 1 1 0 0 1 1

z 1 0 1 0 1 0 1

P(MAJORITY) 0.95 0.69 0.69 0.73 0.73 0.73 0.73

Fig. 36.5 Predicted probability of assembled probabilistic logical gate in series when we assumed
that uncertain elements are certain (top) and that living organism autonomously response to their
environments

36.4 Discussion

We introduced three fundamental logical gates implemented by soldier crabs and
a few examples of circuits made from them. The logical gates correctly performed
with probabilities of over 0.70. Such lowness implies that crabs autonomously re-
sponse to environments including the other individuals [10]. It is, therefore, ex-
pected that crabs logical gate can response to a change of environment. A con-
cept of circuit was simple assembly of probabilistic gates. Assembling the gates
decrease the probability of correct output in principle. The calculated probabilities
were based on that of each fundamental gate. A program is constructed by assem-
bling fundamental gates. When we utilize the probabilistic logical gates to construct
the larger program, its probability gradually become low as well as the circuits. For
instance, consider a gate working with probability of 0.9. If a program would be
series of N of the gate, we might expect that it performed correct operation with
probability of 0.9N (Fig. 36.5, top). In this time, an uncertain element, namely the
probabilistic gate, would be regarded as a certain one. Our computational devices,
however, are living organisms. Their behavior is not able to separate from their en-
vironment. It is difficult to decide a frame of environment that living organisms
response. A behavior of gate, therefore, may differ from that of gate integrated into
program. Consequently, the probability of performance of program will differ from
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0.9N (Fig. 36.5, bottom). Such uncertainty means no absolute inefficient computa-
tion but rather should be introduced in a positive manner.

What is a relationship between local and global properties in a computation?
A logical gate implemented by slime mould can correctly perform logical operation
due to change of local behavior even if a part of architecture is broken [4]. The
logical operation is global behavior. The designer should understand that the global
computation causes from the local behaviors. If do so, the logical gate is broken
when slime mould unfortunately behave. Nevertheless, the broken gate is correctly
working. Thus local and global properties are confused owing to mediated by living
computational devices. Such mediation emerges as robust computation in which the
function is maintained even if the structure changes.

Our swarm model demonstrated robust computation in which a diversity of in-
dividual movement was confused with external perturbation [8]. It is predicted that
the logical gate with robustness is constructed by implementing velocity-matching
between two swarms. The velocity-matching phenomenon is often found in nature.
We, however, hardly demonstrate them in current empirical settings [9]. Our experi-
mental arena had degree of freedom of which individuals bring easy walking due to
cork-made floor and their behaviors might be self-centered than usual. Future works
requires mobile and cohesive swarm in experimental environments.
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Chapter 37
The Role of Complex Systems in Public-Private
Service Networks

Ameneh Deljoo, Marijn Janssen, and Y.-H. Tan

Abstract The complex systems field provides powerful instruments and concepts
for understanding evolution and developments. Public Private Service Networks
(PPSN) are increasingly advocated as beneficial for the delivery of public services.
Yet how these networks evolve and adopt new policies is ill-understood. In this
paper the characteristics of PPSN and Complex Adaptive Systems (CAS) are com-
pared and it is suggested that PPSN can be viewed as a particular type of CAS. We
argue that CAS research methods and tools and agent based simulation of PPSN can
help to increase our understanding of the evolutionary nature of PPSN.

Keywords Public private networks · Complex adaptive systems · Agent based
modeling

37.1 Introduction

Public Private Service Networks (PPSN) are constellations of public and private
organizations who have to collaborate with each other to make services available to
businesses or citizens. An example is the social security in which disabled persons
can get a personal budget from the government and use this to buy medicare that
best suits their purposes. This results in complex relationships and dependencies
among the parties involved.

The rapid evolution and expansion of Information and Communication Tech-
nologies (ICT) capabilities, capacity and pervasiveness gives rise to opportunities
and challenges for the sustainability and transformation of society and economy.
Yet taking advantage of these opportunities is often difficult and innovation projects
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often fail. However, organizations continue to be designed to achieve stability of
operations in an environment of increasing instability so traditional engineering ap-
proaches are difficult. Evolutionary approaches need to be taken because there are
many dependencies and the organizations are autonomous. Meanwhile it is neces-
sary to understand the development of PPSN which is influenced by the interactions
and dependencies among stakeholders.

In this work, we will argue that PPSN can be conceptualized as a particular type
of Complex Adaptive Systems (CAS). We use the general definition of CAS as
“a system that emerges over time into a coherent form, and adapts and organizes
itself without any singular entity deliberately managing or controlling it” [1]. In
this paper we discuss the relationship between PPSN and the CAS theory and make
the argument why CAS is a suitable lens for conceptualizing PPSN. This paper is
structured as follows. Next, we introduce and describe PPSN, CAS and agent based
simulation (ABM) and their benefits. ABM is one of the ways to simulate the PPSN.
Finally, we compare the CAS and PPSN characteristics. Based on the similarities
we will argue that PPSN can be conceptualized as a type of CAS. Finally we will
discuss the benefits of conceptualizing PPSN as CAS, draw conclusions and provide
our future research directions.

37.2 Background

37.2.1 Public-Private Service Network

PPSNs refer to arrangements where the private sector is used that traditionally have
been provided by public organizations. In addition to private execution and financing
of public investment, the most important characteristics of PPSNs is an emphasis on
service delivery to satisfy the needs and expectations of stakeholders groups.

PPSN can be typified as having multiple stakeholders [2]. These stakeholders
each have their own goals and interests. Not only organization are a particular type
of stakeholder, also single organizations typically consist of multiple stakeholders,
sometimes with competing views. PPSN consist of many players having their own
responsibilities which are free in their decision making and have a variety of in-
stalled systems which are developed independently. There are both vertical or hi-
erarchical relationship (often within organizations). As such there is no central au-
thority and organizations employ a wide variety of technologies. As public-private
service networks are a relatively new phenomenon, there is little understanding of
their evolution.

37.2.2 Complex Adaptive Systems

Government officials and other decision makers increasingly encounter a daunting
class of problems that involve systems composed of very large numbers of diverse



37 The Role of Complex Systems in Public-Private Service Networks 281

interacting parts. These systems are prone to seemingly uncontrollable behaviors.
CAS is used in a various areas including social systems, ecologies, economies, cul-
tures, politics, technologies, traffic jam, weather [1]. These traits are the hallmarks of
what scientists call complex systems. A complex system is composed of many parts
that interact with and adapt to each other and, in so doing, affect their own individual
environments [3]. The combined system level behavior arises from the interactions
of parts that are, in turn, influenced by the overall state of the system. Global pat-
terns emerge from the autonomous but interdependent mutual adjustments of the
components.

According to John Holland CAS is ”a dynamic network of many agents (which
may represent cells, species, individuals, firms, nations) acting in parallel, constantly
acting and reacting to what the other agents are doing. The control of a CAS tends
to be highly dispersed and decentralized. If there is to be any coherent behavior in
the system, it will have to arise from competition and cooperation among the agents
themselves. The overall behavior of the system is the result of a huge number of
decisions made every moment by many individual agents” [4].

Most work in CAS has been conduct in highly abstract and artificial system, like
cellular automata and genetic algorithm, and in this fields of economics, medical.
Nowadays, other fields like management and organization has attracted to using
CAS in their research [5]. It has been successful in understanding phenomena and
provide guidelines for development.

37.2.3 Agent-Based Modeling

Understanding CAS requires tools that themselves are complex to create and under-
stand. Often agent-based modeling (ABM) are used for modeling CAS [6]. Shalizi
defines ABM as “An agent is a persistent thing which has some state we find worth
representing, and which interacts with other agents, mutually modifying each other’s
states. The components of an agent based model are a collection of agents and their
states, the rules governing the interactions of the agents and the environment within
which they live” [7].

ABM is a one of simulation modeling tools, including applications to real world
business problems and complexity [8]. ABM provides a modeling and simulation
approach which can be beneficial for a CAS approach and is useful in creating un-
derstandable results for managers and business men. Its four areas of application are
discussed by using real world applications: flow simulation, organizational simula-
tion, market simulation, and diffusion simulation. For each category, one or several
business applications are described and analyzed. In ABM, a system is defined as
a collection of autonomous decision making entities called agents [9]. Each agent
individually assesses its situation and makes decisions on the basis of a set of rules
and each agent has an own feature. Agents may execute various behaviors appro-
priate for the system they represent for example, producing, consuming, or selling.
Repetitive competitive interactions between agents are a feature of ABM.
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ABM does not smooth over nonlinearities and can embrace major transitions and
catastrophes. In particular, “ABM has provided good results in situations in which
the behavior of individuals cannot be defined clearly, when the description of this
behavior cannot be adequately expressed by equations, or when the complexity of
differential equations becomes too much, and when the system is more appropriately
built on activities that in aggregate and predictable processes, and when the behavior
has a more stochastic” [10].

37.3 PPSN as CAS

37.3.1 Can PPSN be Viewed as Complex Systems?

In ABM agents pursue their own interests. This is often true for organizations and
stakeholders having their own interests, requirements and objectives as explained
in the part about PPSN. That may run contrary to those of the principal (the state).
These assumptions are very similar to the basics of a PPSNs, with several public
organizations involved and the government acting as the principal and the private
sector as the agent. When the government instructs the private sector to perform a
certain task on its behalf, it tries to negotiate a contract that will stipulate the relevant
parameters, including the nature and quantity of output; specific benchmarks and
timing; and the tools by which the government will control the performance of the
private sector operator.

New ICT enables dependencies at a global scale adding to a higher complex-
ity. When actors want to achieve anything, they find that there are multiple actors
with various interests that are dependent on each other to achieve their goals. The
problems that (government) organizations face are more complex than before as the
act of governing also has to deal with such interdependencies because most acts of
government transcend organizational boundaries [11]. In PPSN organizations oper-
ating in a network have different goals. In addition, as the situation and structure of
the various organizations differs, any arrangement in the network has to deal with
these differences. When it comes to public-private networks, the difference between
the goals, resource and values makes it potentially conflicting. In order to realize
anything in such complex multi actor network, governments have to acknowledge
these networks and collaborate with others [12–14]. Changes in objectives, in re-
sources, or in the environment may require the adaptation of a single organization
which might influence other organizations in the PPSN. In the public sector, net-
works present an alternative to (bureaucratic) policy and decision making processes
and service delivery [2]. Other potential issues specific to public private coopera-
tion include accountability, transparency and privacy[11]. These types of potential
conflicts of interests cannot always be avoided and should be taken into account and
modeled when developing a ABM of PPSN.

The similarities between the characteristics of CAS and PPSN are outlined in
Table 37.1. This table shows that CAS can be a suitable lens for conceptualizing the
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Table 37.1 CAS and PPSN characteristics

CAS PPSN

Content Autonomous, intelligent and
goal-driven agents

Independent actors pursuing their
own goals

Platform Emerging behavior by interacting
agents

Actor behavior influences network
evolution

Central core Decentralization (with some
degree of control)

Interacting private and public
actors based on vertical but mostly
horizontal relationship

Behavior Non-linearities, emergent behavior Non-linearity’s, evolutionary
nature

Simulation & modeling Agent-based models, complex
network-based models

Discrete-event modelling,
agent-based modeling

complexity in PPSN and for understanding issues in development and evolution of
PPSN. The perspective of a CAS as an empirical lens to understand the public sector
developments have been used before which proved useful for identifying principles
guiding its development [5]. In a similar vein it will likely suitable for understand-
ing PPSN. Through the CAS lens, our intention is that by conceptualizing PPSN as
CAS, public managers and policy makers can acquire better understanding of inter-
action and network governance. Our future research aims to understand the behavior
of PPSN and use the CAS to derive simple rules to guide its development.

37.3.2 Can PPSN be Modeled Using Agent-Based Modeling?

Each organization or business consist of dozens or hundreds of actors which can be
conceptualized as “agents”, which are acting autonomously and which interactions
make up complex behavior of the system as a whole. It is possible to simulate this
complex behavior by programming software agents with relatively simple rules and
letting them interact with one another. By changing agents’ activities and behaviors
at a local level, it is possible to improve the performance of the system as a whole.
ABM captures the complex network of interactions and connections that make up
real systems and make it possible to see emergent patterns and unexpected changes
and events [6, 10]. Providing this we expect that conceptualizing PPSN as CAS will
result into the following advantages.

• ABM can provide insight into causes of emergent phenomena of CAS.

Emergent phenomena results from the interactions of individual entities [15]. An
emergent phenomenon can have properties that are decoupled from the properties
of the part. For example, in a PPSN the service provision can be delayed due to
a lack of innovation of one party or by an update of functionality by all parties.
A traffic jam, which results from the behavior of and interactions between individual
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vehicle drivers, may be moving in the direction opposite that of the cars that cause
it [8]. This characteristic of emergent phenomena makes it difficult to understand
and predict CAS.

• ABM uses a more natural description of a PPSN.

Whether one is attempting to describe a traffic jam, the stock market, voters, or
how an organization works, ABM makes the model seem closer to reality, as PPSN
consist of autonomous parties having their own goals and interests.

• ABM can provide a framework for testing development strategies.

The flexibility of ABM can be observed along multiple dimensions. For example,
it is easy to add or remove agents to an agent based model like organizations enter
or leave a PPSN. ABM also provides a natural framework for tuning the complexity
of the agents: behavior, degree of rationality, ability to learn and evolve, and rules of
interactions [10]. Another dimension of flexibility is the ability to change levels of
description and aggregation: one can easily play with aggregate agents, subgroups of
agents, and single agents, with different levels of description coexisting in a given
model. One may want to use ABM when the appropriate level of description or
complexity is not known ahead of time and finding it requires some tinkering [16].

37.4 Conclusion

In this paper we argued that CAS provides a suitable lens for conceptualizing and
understanding PPSNs. We demonstrated that CAS and PPSN characteristics are
quiet similar and that the evolutionary nature of PPSN can likely be understood
by taking a CAS lens. A PPSN is made up of interacting organizations and orga-
nizations consist of coalitions of stakeholders having their own interests. There is
many relationships and interactions which determines the system behavior.

Our future work will focus on using ABM and CAS for understanding PPSN
and its evolution. A multi agent simulation model will be developed capturing socio
and technical elements. Agents will be used to model the behavior of each individual
entity and the aggregate behavior of individuals can show the dynamic and emergent
behavior over time. Once an ABM is created, various parameters can be manipulated
and rules could be modified in order to study the emergent outcomes and to study
the adoption of new developments. In this way the implications of design principles
can be evaluated and used to modify the design principles.
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Chapter 38
Revisiting von Neumann’s Architecture
of Machine Self-reproduction Using Avida

Tomonori Hasegawa and Barry McMullin

Abstract In an attempt to explore potential for the evolutionary growth of complex-
ity and distinctive mutational pathways, we revisit the machine self-reproduction
originally proposed by John von Neumann. Preliminary experiments have been run
using a designed von Neumann style self-reproducer novelly implemented within
the Avida world. Among initial results, we have observed ones where the designed
self-reproducer in this particular world degenerates into a self-copier with surprising
ease. In this paper, we briefly report the result and discuss implications and future
works.

Keywords Evolutionary growth of complexity · Genotype-phenotype mapping ·
Self-reproduction · Avida · Von Neumann

38.1 Introduction

38.1.1 Von Neumann’s Architecture of Self-reproduction

Machine self-reproduction was substantially theorised by John von Neumann in the
late 1940s and early 1950s [1]. His theory implicates that there can be potential for
the evolutionary growth of complexity within the world of machines, as observed
in a real biological evolution, where the degree of complexity can not only decrease
but also maintain or increase [2]. The proposed architecture of machine reproduc-
tion characteristically comprises active and passive components (see Fig. 38.1). The
active component includes a constructor and a tape copier, which are controlled by
a controller to collaboratively reproduce an arbitrary machine that is described by
the passive component called a description tape. When the tape describes the ac-
tive component itself, the reproduction amounts to machine self-reproduction. Once
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Fig. 38.1 Von Neumann architecture of machine self-reproduction: In this schema, given a ma-
chine description, the controller takes the initiative to manoeuvre (i) the constructor to decode the
description, according to a specific procedure, and to create an offspring machine’s active compo-
nents, as well as (ii) the copier to copy the description into an offspring machine. The ancillary
machinery is a part that is not directly associated with reproduction

such machines repeatedly self-reproduce, they will increase exponentially in num-
ber until they encounter some resource limit.

38.1.2 Genotype-Phenotype Mapping

Insights in molecular biology, including the discovery of the DNA structure, have
shown how von Neumann’s architecture of self-reproduction based on copying and
decoding resonates with the biological counterpart based on transcription and trans-
lation. Translation is underpinned by a genotype-phenotype mapping, which basi-
cally refers to the relationship between genome and its expression, such as physical
or behavioural traits (or, the relationship between DNA and resulting proteins). In
computational systems it may be described as decoding a sequence of numbers, ac-
cording to some predefined rule, into another sequence of numbers that serve as par-
ticular functions and/or properties. In terms of the von Neumann’s architecture, the
active and passive components are analogous to phenotype and genotype, respec-
tively. Likewise, the decoding rule is implemented by the constructor and it must be
represented in the description tape in some encoded form, in a totally self-consistent
way.

Von Neumann’s architecture of machine self-reproduction reasonably deserves
to be revisited, since it has not been implemented and investigated in depth within
such an evolutionary platform as Avida (despite the significance as pointed out in
[3]). The present paper briefly summarises a preliminary attempt and its initial result
of our research which aims to characterise the von Neumann style self-reproducer
in the exploration of its potential for the evolutionary growth of complexity.
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38.2 Implementation

38.2.1 The Avida World

The Avida platform is a simulated world which has been widely used in evolution-
ary research [4, 5]. Inspired by its predecessors including Tierra [6], the system is
designed to observe spontaneous evolutionary dynamics of a population of virtual
organisms. The world is represented as a two-dimensional lattice of computational
nodes, which seemingly resembles cellular automata. Each node in the Avida world,
in contrast, is equipped with a virtual CPU (rather than a finite state machine) and
a local memory, and can represent an organism which “metabolises” by running the
program. Organisms can interact locally by overwriting or replacing another pro-
gram on a neighbouring node. A successfully programmed organism can repeatedly
self-reproduce, placing its offspring into the neighbourhood, in the manner of bac-
teria in a Petri dish.

A typical Avida simulation run is initiated with a single seed program, called an
ancestor, designed by the experimenter. The standard self-reproduction in the Avida
world is achieved by self-copying based on self-inspection (roughly analogous to the
template replication of RNA or DNA). Over time, one can observe that a population
grows, possibly diversifying and filling up the world. While certain errors designed
into CPU operations serve as inheritable variation, the limited resources such as
CPU time and memory space cause competition among variant organisms, thereby
giving rise to the Darwinian evolution.

38.2.2 Ancestor Design

Based on the architecture of machine self-reproduction, we have designed a novel
ancestor to seed the Avida world (see Fig. 38.2). The novel ancestor may be decom-
posed into genome and phenome, corresponding to the passive machinery and the
active machinery of von Neumann’s self-reproductive architecture, respectively. The
self-reproduction of the ancestor is designed as follows: the phenome supports the
active process of decoding and copying of the description (genome), including allo-
cation of memory in the parental memory where the memory image of a prospective
offspring is created, and also dividing off that part as an offspring.1

Decoding represents the genotype-phenotype mapping, as it signifies what kind
of transformation of numbers is applied to the description. We have designed de-
coding such that utilises a lookup table incorporated in the phenome, on the basis

1We have included no explicit ancillary machinery in our design of the ancestor, that is, every
instruction of its phenome somehow commits to the reproductive process. If, through accumulated
mutations, there should prove to be any part of the program that does not necessarily engage in
the reproductive process, then that part may be regarded as ancillary machinery in von Neumann’s
terms.
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Fig. 38.2 Designed
self-reproduction of the novel
ancestor

of mapping one number into another, where the parent phenome part reads a num-
ber from its genome part, looks up what is at the lookup table location represented
by the read number, and then writes the looked-up new number into the offspring
phenome part. The mechanism hinges on the fact that a memory content may be
interpreted as an instruction, in the way predefined in an instruction set in the sys-
tem configuration setting, or, alternatively, as an uninterpreted numerical, usually a
distinct integer (in the sense that opcodes are numbers assigned to operations).

The initial choice of the mapping is quite arbitrary, but in practice, we have
picked up a mapping that is invertible, with one-to-one correspondence (in a way
similar to codons translated into proteins), so that with the designed lookup table it
is possible to reverse-engineer the ancestor. As a lookup table, we use a list of num-
bers which is a permutation of the instruction set. With it, each number representing
an instruction, as defined in the instruction set, finds a number that it translates into
from the lookup table. Given the designed phenome, therefore, we could obtain its
corresponding genome to complement the ancestor using the lookup table incorpo-
rated in the phenome, so that the phenome is the decoded version of the genome and
the genome is the encoded version of the phenome.

The genotype-phenotype mapping in this novel program is analogous to the map-
ping from a string of words (i.e. genome) into another string of words (i.e. phenome)
underlain by the mapping between words defined by the lookup table. Therefore, it
is reasonable to expect the genotype-phenotype mapping to be mutable (and thus
presumably evolvable), with the lookup table itself and the usage of it being open to
change evolutionarily.
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The ancestor obtained in this way is much larger in size and spends more steps to
self-reproduce than the standard shortest (self-copying) ancestor does, due not only
to the more complex procedure of self-reproduction but also to the primitiveness
of the instructions that resembles assembly language, which makes the program
structure substantially cumbersome.

38.3 Experimental Results and Discussion

38.3.1 Behaviour of the Designed Ancestor

Our naïve expectation was that the novel ancestor would be able to give rise to a
“traditional” Avidian evolutionary process. More specifically, we expected that the
ancestor could reproduce reliably enough to increase in population, under appropri-
ate rates for the stochastic effects, where the total population growth is limited by
the size of the Avida world. Not only that, some mutant capable of breeding true
and still maintaining von Neumann’s architecture was expected to emerge, through
stochastic effects applied on the genome, and to undergo selection and evolution
accordingly.

When seeded in the Avida world, the novel ancestor turns out to self-reproduce
successfully, by decoding and copying its description as designed. This indicates the
implementation of a von Neumann style ancestor incorporating genotype-phenotype
mapping in this system is realisable.

With this seed program, we ran Avida simulations with mutation repeatedly, se-
lectively allowing only single-point copy mutation to occur in the experiment, and
singled out runs where any mutant becomes dominant. For each of these runs, we
traced mutational changes and identified the transitional path from the ancestor to
the final dominant strain. Analysis of them establishes that there are several cases
of takeover by self-copiers, which are degenerated from the ancestor with the von
Neumann style architecture. This marks the loss of the decomposition into genome
and phenome, and also the loss of the mutable (or evolvable) genotype-phenotype
mapping.

38.3.2 Degenerative Displacement

Surprisingly enough, it is found that one step of single-point mutation is sufficient to
cause this degenerative transition. The unanticipated mechanism of the degeneration
is as follows: the “decode” cycle is destroyed by a mutational change and starts to
malfunction, but the “copy” cycle remains unharmed and happens to function to
copy the entire memory image, overwriting a few mistakes made by the decode
loop, and successfully makes both ends meet so as to precisely self-reproduce.
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Once a self-copying strain arises, it is not at all surprising that it displaces the von
Neumann self-reproducers because it is selectively favoured by the Avida system
due to its high reproduction rate. In this particular case, the self-copier, being the
same length as the hand-designed ancestor, takes less than half of the CPU cycles
the ancestor requires. This is because for a memory content to be written into one
location of the offspring, the decoding needs to execute more instructions than the
copying, the cost of which self-copiers avoid.

Determining what style of self-reproduction an organism employs can be rather
cumbersome because even when the program of the organism looks the same, the
use, or interpretation, of the numbers in the program can be completely different.
Instead, we have examined the gestation time since it indicates, even if crudely, the
style of self-reproduction. Out of the organisms obtained throughout the run, there
are a number of offspring whose self-reproduction takes approximately half of the
gestation time that the ancestor requires, implying they are not von Neumann style
self-reproducers, but highly likely to be self-copiers. In terms of gestation time, no
organism was found that was viable, self-reproducing and mutated from the ances-
tral organism and that still preserved von Neumann style self-reproduction.

38.4 Conclusion and Future Work

Preliminary experiments have shown that there are some lineages where the repro-
duction mechanism degenerates back into the self-copying mode with considerable
ease. That is, a mutation is expressed, causing the dysfunction of the decoding cy-
cle, and, as a result, the decomposition into genome and phenome as well as the
genotype-phenotype mapping are lost. The emerged self-copiers reproduce them-
selves rather quickly because they do not need intricate procedures and thus they
are able to become dominant over the hand-designed ancestor. The displacement
is not surprising per se, given the Avida system that favours faster self-reproducers;
however, it is surprising that this degeneration can occur only with one step of single
point mutation in the novel ancestor.

Further analysis of the mechanism for this degenerative transition is ongo-
ing. Although it failed to demonstrate the potential that von Neumann style self-
reproducers may have with a particular ancestral design and a particular system
setting, the result shows how evolutionary search can discover an unanticipated mu-
tational pathway. As an important next step, we intend to introduce a new preventive
mechanism to effectively offset the intrinsic advantage of self-copiers, so that we
can refocus on the characterisation of the von Neumann style self-reproducer and
the investigation of the evolvability of genotype-phenotype mapping in the Avida
world.

Resources including the ancestral program and the Avida configuration file we
used in the experiment can be downloaded at http://alife.rince.ie/evosym/eccs_2012_
th.zip.

http://alife.rince.ie/evosym/eccs_2012_th.zip
http://alife.rince.ie/evosym/eccs_2012_th.zip
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Chapter 39
Decimation of Fast States and Weak Nodes:
Topological Variation via Persistent Homology

Irene Donato, Giovanni Petri, Martina Scolamiero, Lamberto Rondoni,
and Francesco Vaccarino

Abstract We study the topological variation in Markov processes and networks
due to a coarse-graining procedure able to preserve the Markovian property. Such
coarse-graining method simplifies master equation by neglecting the fast states and
significantly reduces the network size by decimating weak nodes.

We use persistent homology to identify the robust topological structure which
survive after the coarse-graining.

Keywords Markov processes · Complex networks · Coarse-graining (theory) ·
Persistent homology · Computational topology

39.1 Introduction

Networks have received large attention over the last decade [5, 6] because of their
ability to encode complex behaviours in simple ways, namely through the topol-
ogy of their connectivity and the type of interactions between their elements. Fur-
thermore, such interactions often evolve according to stochastic rules, characteristic
that tightly connects complex networks to Markov processes. However, the salient
features of large networks can be hard to identify due to the sheer size of the sys-
tems and heterogeneity in linking and weight distributions. In this context, effective
techniques to highlight dominant structures within large networks are of extreme
importance both for control and understanding [3]. In particular, such techniques
have to preserve chosen network properties while reducing the complexity of the
system.

We analyse a coarse-graining procedure inspired by the method recently devel-
oped for continuous Markov processes [1, 2]. This procedure simplifies the numer-
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ical treatment of chemical and biological processes in terms of master equations
reducing the number of variables with a decimation of fast states and a subsequent
renormalization of the weights of all the surviving states in order to preserve the
Markovian property.

In particular, we slightly modify the method of [1] in order to extend it to the
case of complex networks. Whereas, in the case of Markov processes, the faster
states are removed, in the case of networks we consider as candidates for decimation
the nodes displaying smaller strength i.e. weak nodes. For every decimated node i,
we introduce edges between all pairs of i’s neighbours, effectively substituting the
node itself with a clique composed by its former neighbours. The renormalization
procedure of assigning weights to these new edges is described in the following
section.

Importantly, we show on a range of different networks that this decimation tech-
nique is able to preserve the robust homological properties of the system, obtained
through a persistent homology approach, while at the same time reducing signifi-
cantly the complexity of the computation. We see also that the topological features
depend crucially on the variation of coarse-graining level.

We report the example of C. elegans brain neural network of the type of results
obtained for networks under the procedure that decimates the weak nodes and an
asymmetric scale-free graph associated to an irreversible Markov process, as exam-
ple of the procedure that decimates fast states.

39.2 Decimation of Fast States and Weak Nodes

The coarse-graining procedure, considered here, allows to advance the understand-
ing of a certain Markov process with very different time-scale by neglecting the fast
dynamic. Indeed, if the process is described by Master equation (here ωij indicates
the rate of going from state i to state j whereas Pi is the probability of being in
state i)

dPi

dt
=

∑

i �=j
(Piωij − Pjωji) (39.1)

and we are interested in the slow dynamics, it is usually not necessary but computa-
tionally demanding to exactly integrate the fast dynamics.

In this method the coarse-graining is parametrized by some threshold i.e. the
coarse-graining level. Particularly, we can decimate all states having an average
permanence time smaller than a prescribed threshold �τ (fast states), where the
time spent in a generic state n is exponentially distributed with average τn = 1/ωoutn
and ωoutn is the sum of the outgoing rates from n.

Similar considerations can be made in the context of network analysis, where typ-
ically the main interest is the description of the underlying backbone of the system,
which is usually defined in terms of link weights [3] or connectivity [4]. From this
point of view, weak nodes, that is nodes with low outgoing strength, are good can-
didates for removal, since they do not contribute significantly to the main structure
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of the network. In particular, given a strength threshold s and a node i, we decimate
all the nodes with total outgoing strength sij =∑

j∈Γi ωij < s (weak nodes).
It is important to replace the decimated nodes with effective interactions between

the nodes they used to bridge. Namely, this means that a disappearing node i is
substituted by links creating a fully connected clique among i’s former neighbours.
The weights of the clique edges are setted in such a way to preserve the Markovian
propriety that leads to the following renormalization [1]:

ω̃
j
i = ωji +

ωni ω
j
n

ωoutn
(39.2)

Note that this procedure corresponds to neglect the time spend in the removed state.
We use the same renormalization (39.2) in the case of the network although the
decimated nodes are the weak ones.

Interestingly, it was proved that, given a set of candidates for decimation, the re-
sult of this procedure does not depend on the order in which the nodes are removed,
i.e. the procedure is commutative, widening its applicability and generality.

39.3 Persistent Homology

Formally, homology is an algebraic invariant converting local geometric informa-
tion of a space into a global descriptor. There are many homology theories, but
simplicial homology is the most amenable for computational purposes thanks to its
combinatorial structure.

This kind of homology is applied to simplicial complexes, that are combinations
of vertices, segments, triangles and higher dimensional analogues, joined accord-
ing to specific compatibility relations. Low dimensional homology groups have an
intuitive interpretation. Given a simplicial complex X, H0(X) is the free group gen-
erated by the connected components of X, H1(X) is the free group generated by
the cycles in X, H2(X) is the free group generated by voids—holes bounded by
two-dimensional faces. The Betti numbers count the number of generators of such
homology groups.

The standard tool to encode this information is the so-called barcode, which is
a collection of intervals representing the lifespans of such generators. Long-lived
topological features can be distinguished in this way from short-lived ones, which
can be considered as topological noise. Moreover, the value of the filtration parame-
ter at which a certain generator provides important information about its role within
the network.

There are various ways of building persistence modules out of a given dataset.
The most known are the Rips-Vietoris complex, the Cech complex and the clique
complex [7]. Here, we exploit the network’s weighted clique structure. The clique
complex is obtained by associating to each maximal k-clique, a completely con-
nected subgraph formed by k nodes, the (k − 1)-simplex whose vertices are the
clique’s nodes. In this way however one produces a single simplicial complex, which



298 I. Donato et al.

Fig. 39.1 The barcodes are shown with the percentage of the decimated nodes. The arrows indi-
cates the persistence of the same loops. The overlapped arrows mean that two cycles have merged.
We see the disappearance of the persistent cycles only when the decimation becomes massive

does not convey in itself any information about the robustness of the topological fea-
tures it displays.

It is possible to devise a filtration, i.e. a sequence of simplicial complexes, com-
bining link weights and clique structure. Given the weighted adjacency matrix ωij ,
we let ε vary in

(
min(ωij ),max(ωij )

)
and consider a sequence of networks, such

that the network at step ε contains all links (i, j) with ωij > ε. As we decrease ε
from its maximum allowed value, we go from the empty network to the original one.
For each step, we build the corresponding clique complex and study the persistent
homology of the resulting filtration.

39.4 Topological Variation Due to the Decimation Procedure

We applied the decimation procedure to different weighted graphs representing real
networks and than we have studied the relevant topological features to investigate
if they are destroyed by the coarse-graining. We report two examples, one is the
C. elegans neural network, where we decimated weak nodes, and the other one is an
asymmetric weighted scale-free graph where we decimated fast states because of its
interpretation as an irreversible Markov process.

We show the barcodes for the H1 generators at different percentages of nodes
removed for both the C. elegans neural network (Fig. 39.2) and the scale-free graph
(Fig. 39.1). The barcodes summarize the topological information dictated by the dy-
namic of the network. Indeed, they are a collection of horizontal lines representing
the homology generators in an arbitrary order. The starting and final points of these
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segment indicate the filtration level where they have appeared and disappeared. In
particular, theH1 generators are the cycles i.e. edges set in circular way with weight
stronger then the near ones. The moment in the filtration in which they appeared
gives information about the scale of the cycles (or voids if we are taking in consid-
eration the H2 generators). Indeed, persistent homology is a tool able to see also the
structures (cycles, voids etc. . . . ) in the meso-scale and, furthermore, able to show
the edges and nodes constituting such structures. In Figs. 39.2 and 39.1, for example,
arrows of the same color highlight cycles that are present both in the initial graph
and in the decimated ones. Hence, we can distinguish between graphs displaying
the same homology generators distribution or having the same generators.

Decimation and Persistent Homology Applied to a Random Weighted Scale-
Free Markov Process We have applied the coarse-graining procedure to a
50 states continuous Markov process, obtained from a directed scale-free graph.
The motivation for applying this method to a scale-free graph is that it is recognized
to reproduce observed properties of the world-wide web [9] and that this coarse-
graining procedure is especially useful to integrate master equation when there are
a lot of different scales.

The model used to create the initial data gives a graph that grows with preferen-
tial attachment so that the in- and out-degrees distributions follow power laws [8].
After we added random weights to each edge and divided the weights from i to j by
the number of neighbours of i in order to prevent that the lifetime of state i would
be the shorter the higher is its degree centrality. This step permit also to increase the
separation of time scales. The H1 generators for the full network and the ones cor-
responding to 12 and 24 percent of the weaker states removed (Fig. 39.1) evidence a
good preservation of the relevant cycles. If a node of a certain cycle is removed we
observe the shortening of that cycle in the coarse-grained graph. There could also be
the merging of two cycles when a node to be decimated belong to both structures.

Importantly, the decimation procedure was also applied to a graph obtained in
the same way that the previous one but without dividing the weights by the number
of neighbours. We observed in this case that the cycles after the coarse-graining are
not so long preserved because of the higher degrees of the fast states.

Decimation and Persistent Homology Applied to C. Elegans Neural Network
Fig. 39.2 reports the barcode for theH1 generators, which correspond to loops com-
posed by strong links, obtained from the weighted clique persistent homology after
a series of decimation. The plots refer in particular to respectively 40, 60, 80 and
85 percent of the network nodes being removed. Interestingly, we find that a set of
generators, characterized by an early appearance in the barcode and a long persis-
tence, that is emerging at large weight thresholds, survive through the decimation.
This is particularly interesting especially when considering the high percentages
of node removal, hence highlighting the extreme robustness and importance of the
topological network features identified through their persistence. The other smaller
cycles instead disappear under the decimation results, confirming their role as topo-
logical noise.



300 I. Donato et al.

Fig. 39.2 In the first two figures (the ones corresponding to a threshold values s = 19.89 and
s = 29.84) the generators are the same although decreased because of a reduction of the 34 per cent
of the nodes between the two figures. The cycles start to change for a threshold value s = 39.79,
where the reduction of the nodes become very large (more then 50 per cent with respect to the
above figure), but an accurate study bring us to the conclusion that the cycles are only slightly
varied. For example, the first stripe on the figure with s = 29.84 corresponds to the persistence
cycle between the nodes 71, 74, 216, 207, whereas the first stripe on the figure with s = 19.89
corresponds to the cycles 71, 74, 216, 305 i.e. 305 takes the place of 207 that, effectively, was
decimated

39.5 Conclusion

We used the persistent homology to explore topological features dictated by the
dynamics on networks and Markov processes.

We conclude that the relevant topology features are essentially preserved under a
coarse-graining based on decimation of weak nodes and fast states. The dynamics,
before and after the decimation procedure, concentrates on the same cycles provided
that the nodes even if fast should not be of the higher degree.
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Chapter 40
Characteristics of Seismic Networks in Spatial
Scales

D.D. Kang, D.I. Lee, and K. Kim

Abstract We investigate the seismic network by considering the cell resolution and
the temporal causality of the earthquake from seismic data taken in southern Cal-
ifornia of USA. The topological properties of our seismic network are simulated
and analyzed. We mainly estimate the global network metrics such as the mean
degree, the probability distribution of degree, the clustering coefficient, the charac-
teristic path length, and the global efficiencies. Particularly, Our results in random
networks are compared to other findings which estimate the global network metrics.

Keywords Seismic network · Random network · Clustering coefficient · Local
efficiency · Global efficiency

40.1 Introduction

Over the last two decades, research of complex systems [1] has been applied to
new methods and techniques of studying the intermittent nature of turbulence, var-
ious financial time series, wavelet transform approaches, growing and non-growing
networks [2], and seismic phenomena [3], amongst others. In network theory, small-
world and scale-free network models have been studied widely in various applica-
tions of these scientific fields. These two network models have played a crucial role
in understanding complex phenomena. Of the many systems of current interest, the
degree distribution for scale-free networks is interesting, because it follows a power
law, and for random networks it decays faster than exponentially.

The seismic network is a phenomenon of dynamical behavior in complex seismic
time series [4–6]. Abe and Suzuki have analyzed the spatio-temporal properties of
seismicity from the viewpoint of the Tsallis entropy under appropriate constraints.
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In particular, the correlation function has been a main issue in theoretical and nu-
merical investigations of aftershock phenomena. Several theoretical formulae have
been used to carry out the computational simulation of earthquakes.

In this paper, Our purpose of this work is to simulate and analyze the topological
robustness of the seismic network against the spatial shift and the scale in a volume,
which is located on a tectonic plate without boundaries, from seismic data collected
on the southern California of USA. Section 40.2 introduces in detail the theoretical
method and the numerical calculation of complex networks. Our main results are
summarized in Sect. 40.3.

40.2 Theoretical Method and Numerical Calculation

First of all, the mean degree is calculated as 〈k〉 = 1
N

∑N
i=1 ki , where ki is the num-

ber of degrees on the i-th vertex. The probability distribution of degree [7] is repre-
sented in terms of

p(k)∼ k−γ , (40.1)

where γ is the degree exponent.
We introduce the characteristic path length Lc given by

Lc = 1

N(N − 1)

∑

i,j∈N
dij , (40.2)

where Eq. (40.2) is the average of the shortest paths between each node and the
other nodes in the network. To examine the cliquishness of earth networks, we can
calculate the mean clustering coefficient as

C = 1

N

N∑

i=1

Ci, (40.3)

where Ci = 2Ei/ki(ki−1), and Ei denotes the number of links among ki neighbors
of a node i. Two networks in this work show a similar clustering property.

Finally, the global efficiency Eg [1] is defined by

Eg =
∑
i �=j∈G d

−1
ij∑

i �=j∈Gid l
−1
ij

, (40.4)

where dij is the shortest path length between two vertices i and j , and lij is the
spatial distance between two stations i and j when they are directly connected.
For the various graphs it is obtained that 0 ≤ E ≤ 1, and E = 1 for the ideal case
(G=Gid ). Through the above statistical quantities, we can simulate and analyze the
topological measures in the complex network, and these mathematical techniques
have been confirmed in the empirical and realistic investigation of diverse models.

In order to examine the robustness of a network topology against spatial shifts
and scales in an volume, we select three kinds of width with 6.88 km, 10.31 km,



40 Characteristics of Seismic Networks in Spatial Scales 307

Table 40.1 Our estimated measures compared with other network in previous published works

Networks Nodes Edges 〈k〉 Lc C

California earthquake (6.88 km) 6945 84874 12.22 1.26 0.58

California earthquake (10.31 km) 4271 64185 15.03 1.19 0.64

California earthquake (17.19 km) 2741 50675 18.49 1.14 0.70

Random network 6945 84757 12.20 1.52 0.003

Random network 4271 64077 15.00 1.40 0.007

Random network 2741 50646 18.48 1.29 0.013

Fig. 40.1 Probability
distribution of the degree for
the cell width 17.19 km,
where the solid line has a
slope of −2.06

and 17.19 km. We mainly perform the numerical computations for four statistical
quantities given by Eqs. (40.1)–(40.4).

Our values are compared to those of other networks in Table 40.1. From the result
of the numerical analysis, Fig. 40.1 shows the probability distribution of degree as a
function of the degree for the volume width with 17.19 km. As the width increases,
the value Lc increases from our result. Our result is found that the global coefficients
are given by 1.0× 10−3, 1.6× 10−3, and 2.5× 10−3, respectively, and these values
are similar to those of the random network [8]. As the volume width increases, the
clustering coefficient for the earthquake network increases, similar to the result of
Ref. [9].

40.3 Conclusions

In summary, we have examined the topological properties of the earthquake network
such as the mean degree, the probability distribution of degree, the characteristic
path length, the clustering coefficient, and the global efficiency from the seismic
data of southern California in USA.
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In this paper, an estimate of network metrics is found using network theory. We
believe that the idea by which this result is obtained may be a useful starting point
for a new approach to understanding the topological properties of network theory
in earthquake. We suggest that a recent network approach to earthquakes analysis
is very reliable in three-dimensional cells. Further work is needed for the case with
boundaries of more than two tectonic plates. Our hope is that the formalism of our
analysis will be extended to both the discrimination and the characterization of var-
ious earthquakes in other nations.
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Chapter 41
You Are Who Knows You: Predicting Links
Between Non-members of Facebook

Emöke-Ágnes Horvát, Michael Hanselmann, Fred A. Hamprecht,
and Katharina A. Zweig

Abstract Could online social networks like Facebook be used to infer relationships
between non-members? We show that the combination of relationships between
members and their e-mail contacts to non-members provides enough information
to deduce a substantial proportion of the relationships between non-members. Us-
ing structural features we are able to predict relationship patterns that are stable
over independent social networks of the same type. Our findings are not specific to
Facebook and can be applied to other platforms involving online invitations.

Keywords Online social network · Privacy · Link prediction ·Machine learning ·
Random forest classifier

41.1 Introduction

Inference of user attributes and link prediction in online social networks is a chal-
lenging task that has attracted the attention of many researchers in the past few
years. They showed that characteristics of a given user, such as its political prefer-
ence or its sexual orientation, can be accurately inferred based on the attributes of its
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Fig. 41.1 Division of the
social network into members
(black nodes) and
non-members. In the depicted
toy example, a fraction of
ρ = 0.3 (30 out of 100)
individuals are members. The
relevant subset of
non-members consists of
those who are in contact with
at least one member (red
nodes). A fraction of α = 0.5
(15 out of 30) members have
disclosed their e-mail
contacts to non-members.
The edges between members
(black, bi-directed arrows)
and to non-members (green
arrows) are used to predict
edges between non-members
(red lines). For clarity, the
values of ρ and α are
exaggerated and the weak ties
between individuals are
omitted. Figure reprinted
from [2] with permission

friends [3, 7, 9, 14]. Also, previously unrevealed or future relationships have been
predicted with high precision using both supervised [6, 13] and unsupervised [5]
learning methods. As an extension of these insights into the transparency of the
members of such platforms, we asked a novel question: How many of the relation-
ships between non-members can online social networks infer [2]? Besides revealing
the potential of predicting relationships outside the network, we present a challeng-
ing link prediction task where learning and testing were performed on distinct Face-
book networks.

41.2 Ground Truth Imputation

Given an online social network, a society is divided into a fraction ρ of members
and 1− ρ of non-members (see Fig. 41.1). Members are linked through mutually
confirmed friendship relationships. Furthermore, aiming at expanding their circle of
friends, a fraction α of the platform members import their whole e-mail address-
book, thereby sharing also their contacts to non-members. Based on the seemingly
innocuous combination of these two information types, we infer links between the
non-members.

Data comprising the whole social network is unattainable (i.e., friendships via
online social networks, e-mail contacts to non-members, and acquaintances between
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them). Thus, in order to provide the ground truth for a machine learning approach,
we impute the missing information. We assume that the available real Facebook
friendship networks of students from five different US universities (UNC, Prince-
ton, Georgetown, Oklahoma, and Caltech) represent their complete online
social network [11]. We then partition the students into members and non-members.
We do not have a clear understanding of how people decide upon joining online so-
cial networks. On one hand, a recent analysis of the growth of Facebook showed that
the probability of a non-member joining the platform increases with the structural
diversity of its acquaintances who are members, i.e., with the number of connected
components in its Facebook neighbourhood [12]. On the other hand, there is indi-
cation that platforms recruit their members through a mixture of online mediated
invitations by friends who are already members and through independent decisions
by individuals who are not yet friends of a member [4]. In line with the latter inves-
tigation, we cover a wide range of possible mechanisms: we use a series of different
member recruitment models and show that our results are stable for all of them.
The considered models are the following: (1) the breadth-first search model (BFS):
once we have a starting member, all her friends become members followed by all
their friends and so on, (2) the depth first search model (DFS): a randomly chosen
friend of a member joins, followed by a randomly chosen friend of the new member
and so on, (3) we start a random walk (RW) from a member and restart the walk as
soon as we would choose someone who is already a member, (4) the ego networks
selection model (EN): we select the members randomly and together with them, all
their friends join the platform, and (5) the random selection model (RS): people de-
cide independently from their friends whether to become a member or not, i.e., we
choose each member randomly from the remaining non-members. Accordingly, the
ground truth imputation for our inference problem consists in fixing the fraction of
members ρ, partitioning the community into members and non-members by using
one of the member recruitment models above described, and finally choosing the
disclosure parameter α, thereby controlling for the percentage of contacts that are
made public. Having devised the ground truth, we use the following approach.

41.3 Link Prediction

The available Facebook networks are anonymized. In the absence of user attributes,
we base our predictions solely on topological graph features. For each pair of non-
members, we compute a set of features deduced from the known structural prop-
erties of (online) social networks [8, 10]. For example, based on the recognition
that people sharing a friend are usually friends themselves, we include a feature that
counts the number of neighbours two non-members share. Other features weight this
number in several ways (e.g., by the popularity of the common neighbour) or count
the number of paths of length 3 between the two non-members. We use the feature
vectors to employ a standard supervised learning method called random forest clas-
sifier [1]. We adjust the parameters of the classifier on a training set and then apply
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it to a test set. We predict that those pairs of non-members are linked for which the
edge probability determined by the algorithm is higher than some threshold value.
In a final step, we validate our predictions by comparing them with the ground truth.
We use two measures to quantify the accuracy of the algorithm:

(1) the Area Under the Curve (AUC) which is a standard machine learning measure
that quantifies the probability that the classifier algorithm assigns higher predic-
tion values to true positives than to true negatives. Thus, a perfect classifier has
an AUC of 1 while random guessing results in an AUC of 0.5.

(2) the positive predicted value of the k top-ranked predictions (PPVk), introduced
by [5], is defined as the percentage of correctly classified edges among the first
k pairs in the ranking and is thus equal to the sensitivity achieved by predicting
these k samples to be edges.

Instead of training and testing within the same network, we assure the indepen-
dence of these two sets by learning and testing on different networks. We do so by
devising two training schemes. (1) In the 4→ 1 cross-prediction scenario the classi-
fier is trained on samples from four data sets and tested on samples from a fifth data
set. With this scheme we avoid overfitting. (2) In the 1→ 1 cross-prediction setting
the classifier is trained on one university data set and evaluated on another. The goal
here is to evaluate whether a single network contains enough characteristic patterns
to obtain high-quality predictions for an entirely different network.

41.4 Results

Imputing the ground truth required introducing two parameters (the membership ρ
and the disclosure α) as well as a member recruitment model (BFS, DFS, RW, EN,
or RS). We investigate the prediction accuracies for a wide range of their combina-
tions using two measures (AUC and PPVk) and two training schemes.

First, we examine the performance of our algorithm with 4→ 1 cross-prediction
for each combination of ρ and α, all member recruitment models and all five uni-
versity data sets (see Fig. 41.2). Based on the minimal (lower triangle) and maximal
(upper triangle) AUC and PPVk values, we see that the differences between the
member recruitment models are small in most cases. The AUC values are above
0.85 for all combinations with ρ ≥ 0.5 and α ≥ 0.4 in the case of UNC, Prince-
ton, Georgetown and Oklahoma, for all member recruitment models except
the BFS. This implies that in most cases the prediction is considerably better than
random guessing. The PPVk is at least 0.4 for the same range of ρ and α and in
the case of UNC, Georgetown, and Oklahoma, and for all member recruitment
models except the BFS and the DFS. A value of 0.4 means that when selecting the
k samples with the highest prediction values, at least 40 % of them indeed represent
two non-members that know each other. To interpret this value correctly, we have to
note that our data set shows a striking imbalance which makes prediction difficult.
While there is a huge number of node pairs that could be linked by an edge, there
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Fig. 41.3 1→ 1 cross-prediction accuracy: AUC values for each of the five member recruitment
models when ρ = α = 0.5. The y and x-axis show on which network the random forest was trained
and tested, respectively. The white field indicates that there were too few edge samples to reason-
ably train the classifier. Figure reprinted from [2] with permission

are only a few pairs which are truly linked. More precisely, depending on the chosen
member recruitment model and on the ρ membership and α disclosure parameters,
the ratio between the number of edges and non-edges lies between 0.0002 and 0.03
for four out of five university networks.

Second, in the 1→ 1 cross-prediction setting, we evaluate how reliable the pre-
dictions are if the random forest is trained on only one network at ρ = α = 0.5.
Given the coverage of Facebook and the heavy usage of the friend finder applica-
tion by both novice members and experienced users of the platform, these estimates
of ρ and α are rather conservative. Figure 41.3 shows the corresponding predic-
tion accuracy. On the diagonal, we plot as reference the prediction accuracy when
we train and test on the same network, while the off-diagonal elements correspond
to the cross-prediction case. It can be seen that some data sets are easy to predict,
namely Oklahoma and UNC, while Caltech is hard to predict based on any of
the four other data sets. Furthermore, if the classifier is trained on Caltech data,
the predictions are consistently the worst among all cross-predictions. The intuition
behind this observation is that Caltech is a clear outlier among the used data sets
because it is by far the smallest and the densest.

41.5 Conclusions

Our work reveals the potential that social network platforms have in predicting
links between non-members based only on the connection patterns of the befriended
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members and their e-mail contacts to non-members. Accordingly, people without a
profile on an online social network—such as Facebook—are not immune against
data mining based on data available to the given platform. This finding is based
solely on topological features, i.e. we used purely contact data and no user attributes.
If we had access to more comprehensive data including details about the members
like their age, location, or occupation, then our inference could be considerably
more accurate.
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Chapter 42
Vulnerability Analysis of Interdependent
Infrastructure Systems

Gaihua Fu, Mehdi Khoury, Richard Dawson, and Seth Bullock

Abstract Complex network approaches have been used to analyse physical or so-
cial networks. Previous research has tended to focus on studying single, isolated
systems and ignores the fact that many of these systems are developing into a “net-
work of networks”. Over the years these systems have become increasingly in-
terconnected. Due to this interdependence the failure of one network component
may propagate across the system of systems, resulting in cascading failure. This
research studies interdependent networks from a “system-of-systems” perspective,
and a suite of tools have been developed to analyse infrastructure networks and their
associated interdependencies. The aim of this research is to facilitate system-scale
understanding of infrastructure networks and the implications of interdependencies
between them. This understanding could be used to improve the design of infras-
tructure that is more resilient and adaptable to natural and manmade hazards.

Keywords Complex networks · Interdependencies · Vulnerability · Cascading
failure

42.1 Introduction

Complex system approaches have been used to analyse the robustness of physical or
social networks [1, 6]. Previous research has tended to focus on studying single, iso-
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lated systems and ignores the fact that many of these systems are developing into a
“network of networks” [3, 5]. For example, in the infrastructure domain, successful
operation of the energy distribution system requires water for cooling, transport to
supply fuel, and ICT systems for control and management. Over the years these sys-
tems have become increasingly interconnected and mutually dependent in complex
ways. Due to this interdependence the failure of one network component may propa-
gate across the system of systems, resulting in cascading failure across multiple sec-
tors. As the extent and complexity of interdependencies increases, so does the risk
of such failure [7]. Some advances have been made in investigating relatively sim-
ple, spatially constrained representations of systems and their interdependencies [2].
However, this simplification often results in network models, analytical methods and
modelling outputs often being far removed from those required for real-world cases.
Consequently, more extensive analysis and modelling of interdependent networks is
required in order to identify and understand the role of interdependencies and the
risks associated with them.

In the Resilient Futures project (http://r-futures.ecs.soton.ac.uk), we study in-
terdependent infrastructure networks from a “system-of-systems” perspective, and
a suite of tools have been developed to represent and analyse infrastructure net-
works and their associated interdependencies. The aim of this research is to facili-
tate system-scale understanding of infrastructure networks and the implications of
interdependencies between them. This understanding could be used to improve the
design of infrastructure that is more resilient and adaptable to future socio-economic
developments and climate change. In this paper, we present the infrastructure net-
work modelling work that we have conducted to date and we report some prelimi-
nary results of the research.

42.2 Infrastructure Network Model

We have developed a modelling framework for exploring cascading failure of inter-
dependent networks [4]. Here, we first establish a number of isolated networks, each
representing an infrastructure system exhibiting some topology. Such a network can
either be spatial or aspatial in our modelling framework. In a spatial network a node
has attributes that indicate its location in a predefined geographical space. In an as-
patial network these attributes are absent. Interdependencies between networks are
represented by a number of edges, each connecting a node in one network with a
node in another. Figure 42.1 shows a simple spatial interdependent network system
that is generated with our network modelling tool.

Interdependencies can be customised along a few dimensions so as to provide
the capacity to model various complex coupling modes of interdependent systems.
Firstly, inter-network connections can be generated according to different criteria,
including random connections, or co-related connections according to spatial prox-
imity or node degree. Secondly, inter-network connections can be configured to gen-
erate networks with different interdependent directionality and density. The interde-

http://r-futures.ecs.soton.ac.uk
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Fig. 42.1 A spatial
interdependent system that
couples two networks, where
Ai nodes are from one
network, Bj nodes are from
another network, an
undirectred intra-network
connection is represented
with a solid edge, and a
directed inter-network
connection (that links an Ai
node with aBj node) is
represented with a dashed
edge

pendent system shown in Fig. 42.1 couples two networks according to the spatial
proximity of network nodes.

We model an attack on one network that disables some proportion of the network
nodes directly and indirectly brings about a cascade of additional node failures as
a consequence of compromised interdependencies. Such additional node failures
happen recursively and may result in system failure extending far beyond the origi-
nal attack footprint. We show that the post-attack performance of both networks is
mediated by

• network topology (e.g., regular, small world, centralised, decentralised)
• the nature and extent of network interdependency (e.g., directed versus undirected

dependencies, their density and correlation structure)
• the type of attack (i.e., random, targeted, spreading, or spatial)
• the rule for establishing post-attack viability (e.g., a network component might

be viable only if it is above some critical size, or if it is sufficiently connected to
a viable component another network, etc.)

42.3 Experimental Results

42.3.1 Impacts of Interdependencies on Network Performance

We studied the vulnerability of interdependent network systems by performing ex-
periments over systems that couple two Erdős–Rényi networks, with each network
having 10000 nodes and average degree of 4. We initiated cascading failure by re-
moving a fraction, q , of randomly chosen nodes from one network. In line with other
percolation based research [1], we use the relative size, P , of the largest connected
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Fig. 42.2 Performance
comparison of an
interdependent network
against that of a single
network. Each curve
represents the mean
performance of 100
simulations of interdependent
networks that couple two
fully connected Erdős–Rényi
networks, with average
interdependent degree of 2

Fig. 42.3 Aggregate
performance of
interdependent network when
K and F are varied. Each
map represents the mean
performance of 100
simulations of interdependent
networks that couple two
10000-node Erdős–Rényi
networks with average degree
of 4

component as a measure of system performance. Some key findings are presented
below and readers are referred to [4] for more information on our experimental re-
sults.

As shown in Fig. 42.2, an interdependent network system is more vulnerable than
an individual, isolated network, typically exhibiting a lower failure threshold than
a single, isolated network. The disruption in an interdependent network is dispro-
portionate to the attack size, experiencing abrupt system collapse at some failure
threshold, qc.

The performance of an interdependent network varies with the configuration of
the inter-network dependencies. We use F to denote the portion of dependent nodes
that a network has, and useK to denote the average interdependent degree (the num-
ber of supporting nodes that a dependent node is directly connected to). Figure 42.3
shows the aggregate performance of an interdependent network when K and F are
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varied. The aggregate performance measure is calculated as the integral, IP , of the
relative size, P , of the largest component in the form of:

IP =
∫ 1

0
P(q) (42.1)

It demonstrates that a system with lower interdependent degree and larger por-
tion of dependent nodes is more vulnerable than a system with smaller portion of
dependent nodes but higher interdependent degree.

42.3.2 Maintaining Interdependence

Until now, we have followed previous studies in evaluating the post-attack perfor-
mance of a pair of interdependent networks, A and B , by measuring the size of
the largest remaining connected component in each network. This calculation has
ignored the extent to which either of these two largest components is connected to
surviving nodes in the other network. Implicitly, this approach assumes that a cluster
of surviving B nodes can exist as a viable network in the absence of any connection
to the A network, and vice versa. As a consequence, our analysis above shows that
reducing the number of interdependencies between A and B is a good way of im-
proving system resilience, since when one network is attacked the other is shielded
from the consequences.

However, this approach to measuring post-attack viability does not take into ac-
count the initially symbiotic nature of two infrastructure systems which is an im-
portant property of modern infrastructure, e.g., a railway network cannot survive in
isolation from a road transport network because it needs the road network to deliver
passengers, goods, and personnel in order to operate.

Consequently, here we evaluate the post-attack viability of a network by measur-
ing the size of the largest component that meets an interdependency threshold. This
threshold is expressed in terms of the proportion of nodes within the component
that are connected to at least one surviving node in the other network. Setting the
threshold at 10 %, for instance, demands that in order for a network B component
to be viable, at least 10 % of its nodes must be connected to a surviving A node, i.e.,
an A node that itself is within a component that meets the 10 % interdependency
threshold.

Figure 42.4 depicts how the post-attack viability of a particular pair of weakly
coupled networks varies with the size of an attack that removes some proportion
of randomly selected nodes in A. When the size of the largest component in B is
used as a measure of post-attack viability (dashed line), around 80 % of the network
can survive even after large attacks. With the introduction of the interdependency
threshold, a catastrophic failure occurs once the attack reaches a critical size.

Figure 42.5 compares the two approaches to measuring post-attack viability for
a wide range of coupled Erdős–Rényi networks, depicting how the measures vary
with the average degree of the two networks and the extent of the interdependency
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Fig. 42.4 Two measures of
post-attack viability for a pair
of networks A and B: largest
remaining component
(dashed line) vs. largest
remaining component with at
least 10 % interdependence
(solid line). Each network
comprises N = 500 nodes
connected as an Erdős–Rényi
graph with average degree 4,
and with 20 % of A nodes
interdependent with randomly
chosen unique B nodes.
These dependencies are
undirected

Fig. 42.5 Two measures of post-attack viability: (left) the size of the largest connected component,
and (right) the size of the largest connected component that meets an interdependency threshold of
10 %. Each heat-map cell represents the mean aggregate post-attack viability of 25 pairs of random
500-node Erdős–Rényi networks. For each pair of networks, aggregate post-attack viability was
again measured in terms of IP, the area under an attack-size vs. post-attack viability curve

between them. Here the introduction of the interdependency threshold qualitatively
changes the relationship between degree, interdependency and post-attack viability.
The nature of this change is sensitive to the initial topology of the networks (Erdős–
Rényi, Barabási-Albert, spatial, etc.) and the nature of the attack (random, spatial,
spreading).

The fact that modern infrastructure networks are highly specialised and need to
be constantly connected to each other in order to survive ensures that the loss of
inter-network connectivity may be as destructive as cascading failure when mod-
elling the resilience of interdependent networks.
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42.4 Conclusions

This paper presents a network modelling and analytical approach for studying the
vulnerability of complex interdependent systems. We demonstrate that disruption in
interdependent networks can be disproportionate to attack size, and that the magni-
tude of cascading failure can be significantly increased when interdependencies are
sub-optimal. The approach described here has value for infrastructure stakeholders,
providing hitherto unavailable analysis of how to: (1) maximise reliability of in-
terconnected infrastructures subject to disruption; (2) adapt existing infrastructure
systems to meet the challenges imposed by natural and malicious threats and haz-
ards. Ongoing work is extending this analysis to consider issues around capacity,
lag and latency in network connections, and systems with more than two networks.
A case study using the UK electricity transmission grid and railway network is also
underway.
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Chapter 43
Human Security—A View Through the Lens
of Complexity

Anthony J. Masys

Abstract Figures compiled by the Department for International Development
(DfID) suggest that between 50000 and 100000 people, more than half of them
children under five, died in the 2011 Horn of Africa crisis that affected Somalia,
Ethiopia and Kenya. The US government estimates separately that more than 29000
children under five died in the space of 90 days from May to July last year. The ac-
companying destruction of livelihoods, livestock and local market systems affected
13 million people overall. Hundreds of thousands remain at continuing risk of mal-
nutrition (http://www.oxfam.org/sites/www.oxfam.org/files/bp-dangerous-delay-
horn-africa-drought-180112-en.pdf, 2012). The threats to human security are multi-
ple, complex and interrelated and often mutually reinforcing. The complexity view
of the human security domain facilitated by Actor Network Theory (ANT) is sup-
ported by methods of network analysis and computational simulation that highlight
how dynamic networked strategies associated with human security require a con-
tinuing process of inquiry, adaptation and learning. Through this analysis emerge
critical insights regarding human security policy and the shaping of interventions.

Keywords Human security · Complexity · Actor network theory

43.1 Introduction

Human security is far more than the absence of conflict. It is multidimensional, en-
compassing education and health, democracy and human rights, protection against
environmental degradation and the proliferation of deadly weapons [2]. Stemming
from the 1994 Human Development Report by the United Nations Development
Programme (UNDP), human security is broadly defined as ‘freedom from fear and
freedom from want’ highlighting seven key components (economic, food, health,
environmental, personal, community and political security).

Several events over the past number of years have exposed serious weaknesses
pertaining to human security with respect to prevention and emergency-response ca-
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pabilities in various countries. In general, these problems were not the result of spe-
cific conditions, but rather were the product of complex processes involving more
fundamental issues. To address these complex human security challenges, it is ar-
gued by the Commission on Human Security (CHS), that a new paradigm of security
is required. It is recognized that:

First, human security is needed in response to the complexity and the interrelat-
edness of both old and new security threats—from chronic and persistent poverty to
ethnic violence, human trafficking, climate change, health pandemics, international
terrorism, and sudden economic and financial downturns. Such threats tend to ac-
quire transnational dimensions and move beyond traditional notions of security that
focus on external military aggressions alone.

Second, human security is required as a comprehensive approach that utilizes
the wide range of new opportunities to tackle such threats in an integrated manner.
Human security threats cannot be tackled through conventional mechanisms alone.
Instead, they require a new consensus that acknowledges the linkages and the inter-
dependencies between development, human rights and national security [3].

Given the interdependencies, uncertainty and complexity associated with human
security, the traditional linear approach to problem framing/solving and policy for-
mulation is an inadequate way to work with socio-technical/economic/political sys-
tems. Systems thinking, characterized by seeing wholes and interconnections is crit-
ical to understanding these complex systems. As described in Masys (2010, 2012),
the systems lens can enable decision makers to see beyond events and detect under-
lying patterns [4, 5]. The systems lens ‘acknowledges that knowledge is multiple,
temporary and dependent on context—with different points of view providing a
constant challenge to any existing viewpoint or system’ [6].

43.2 Actor Network Theory

Applied to the social sciences in general and in this case human security domain,
complexity theory and systems thinking provides a perspective of the ‘social world’
that reveals emergent properties, nonlinearity, consideration of the ‘dynamic sys-
tem’, interactions, interrelations that is transforming the traditional views of the so-
cial [7]. Addressing issues that lie at the foundation of sociological theory, complex-
ity theory facilitates ‘. . . a re-conceptualization and re-thinking regarding the nature
of systems reflecting dynamic inter-relationships between phenomenon. The new
theorizations of system within complexity theory radically transform the concept
making it applicable to the most dynamic and uneven changing phenomena’ [8].
Important features that characterize complex systems and their behaviour include
the ability to produce properties at the collective level that are not present when the
components are considered individually as well as their sensitivity to small pertur-
bations. As an integrating element, complexity theory provides not a methodology
per se, but rather ‘a conceptual framework, a way of thinking, and a way of seeing
the world’ [9], and presents itself as a powerful way to view the human security
domain.
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As described in detail in Masys (2010) [4], sociology offers an interesting ap-
proach for looking at complex systems through the application of Actor Network
Theory (ANT). The complexity lens of ANT examines the inter-connectedness and
the inherent relationality of the heterogeneous elements characterized by the tech-
nological and non-technological (human, social, organizational) elements. Actor
Network Theory is a theoretical perspective that has evolved to address the socio-
technical paradigm and in particular the conceptualization of the ‘social’.

The network space of the actor network provides the domain of analysis that
presents human security as a network of heterogeneous elements that shape and are
shaped by the network space. Yeung (2002) notes that much of the work that draws
on actor network theory places its analytical focus on unearthing the complex web
of relations between humans and non-humans [10]. The interaction of non-human
actors with the human actors gives shape and definition to identity and action.

The complexity lens of ANT challenges the binary distinction that leads one to
a priori designate an actor as human or non human artefact. In place of this, ANT
presents a schema of a network that is characterised by relations, fluidity and dy-
namics. This network schema has far reaching implications beyond the visual rep-
resentations to include how we understand the temporal and spatial heterogeneity
that is resident within the actor network. As such, this challenges our notions of
far/close, small scale/ large scale and inside/outside [11] and to think in terms of
associations and relations. This inherent relationality is central to our understanding
of ANT and is the hallmark of complexity thinking. The spatial and temporal impli-
cations are profound. The actor network recognizes that ‘what is acting at the same
moment in any place is coming from many other places, many distant materials,
and many faraway actors’ [12] which is particularly relevant for the human security
domain.

43.3 Actor Network Theory in Practice

ANT in practice explores the ways that the networks of relations are constructed, in-
teract, how they compete with other networks, and how they are made more durable
over time [13].

In so doing, ANT presents all entities (people, objects, concepts and actions) as
taking form and attributes as a function of their relation with other entities (Law,
1999). One may say that the relationality is brought about ‘. . .through a wide array
of networked or circulating relationships that are implicated within different over-
lapping and increasingly convergent material worlds’ [14].

ANT treats both human and machine (non-human) elements in a symmetrical
manner, thereby facilitating the examination of a situation where Callon (1999) ar-
gues, “. . . it is difficult to separate humans and non-humans”, and where “the actors
have variable forms and competencies” [15].
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43.4 Translation/Inscription

As described in detail in Masys (2010) [4] fundamental processes within ANT are
inscription and translation. Inscription refers to the way technical artifacts embody
patterns of use: Technical objects thus simultaneously embody and measure a set of
relations between heterogeneous elements (Akrich, 1992:205). Monterio (2000:77)
argues that although ‘inscription’ might sound deterministic, ‘. . .the artifact is al-
ways interpreted and appropriated flexible, the notion of inscription may be used
to describe how concrete anticipations and restrictions of future patterns of use are
involved in the development and use of a technology’ [16]. Inscriptions enable ac-
tion at a distance by creating ‘technical artefacts’ that ensure the establishment of
an actor’s interests such that it can travel across space and time and thereby influ-
ence other work (Latour, 1987) [17]. Inscripted artifacts such as texts and images
are central to knowledge work [18] and thereby can shape sensemaking, decision
making and action.

The process of translation has been described as pivotal in any analysis of how
different elements in an actor network interact [19]. As a transformative process,
translation emphasizes ‘. . .the continuous displacements, alignments and transfor-
mations occurring in the actor network’ [20]. Translation rests on the idea that ac-
tors within a network will try to enroll (manipulate or force) the other actors into
positions that suit their purposes. When an actor’s strategy is successful and it has
organized other actors for its own benefit, it can be said to have translated them. As
articulated by Yeung (2002:6), ‘Actors in these relational geometries are not static
“things” fixed in time and space, but rather agencies whose relational practices un-
leash power inscribed in relational geometries and whose identities, subjectivities,
and experiences are always (re)constituted by such practices’ [10].

Within the context of the case study (2011 Horn of Africa Drought), an exami-
nation of actors such as those characterized from technologies to policies, facilitates
an exploration of how these “actors” mediate action and how they are entangled
in local socio-technical/economic/political configurations. Thereby inscription and
translation processes inherent within the actor network are seen to be implicated in
the evolving crisis.

The lens of ANT facilitates the view of the world in terms of heterogeneous el-
ements, thereby employing a “systems thinking” perspective of the problem space.
Network analysis and agent based modeling support the actor network lens by pro-
viding insights into the processes of translation and inscription as well as providing
greater insights into the interdependencies inherent within the human security do-
main.

43.5 Scope/Methodology

This study examines the human security domain from an all hazards perspective,
encompassing both man-made and natural disasters. Such disasters as the Hurricane
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Katrina (2005), Deepwater Horizon (2011) oil spill, Fukushima tsunami (2011) as
well as recent humanitarian crises (2011 Horn of Africa Drought) reveal the com-
plex landscape associated with human security characterized by interdependencies
and interrelationships in a complex networked topology. This complexity view of
the human security domain facilitated by ANT (follow the actor) is supported by
methods of network analysis and computational simulation, that highlight the ‘hy-
brid collectif’ (the intersection of human, informational and physical domains) and
how dynamic networked strategies associated with human security require a contin-
uing process of inquiry, adaptation and learning [21]. As noted in Styhre (2002), the
complexity lens of ANT reveals that changes result from a multiplicity of intercon-
nected causes and effects [22]. Within the context of understanding human security,
drawing upon the complexity lens of ANT supported by network analysis and agent
based modeling facilitates a break from ‘. . .mechanistic, linear, and causal methods
of analysis towards viewing interdependence and interrelation rather than linearity
and exclusion’ [23].

43.6 Discussion

As described by the CHS [3], ‘new ways of thinking’ are required (if not essential)
to manage the complex problems associated with human security. Cited in Barnes,
Matka, and Sullivan, (2003: 277), Cilliers (2000) highlights the ‘rich interaction’
and ‘abundance’ of feedback which means that ‘any activity in the system reverber-
ates throughout the system, and can have effects that are very difficult to predict’
[24]. Through the complexity lens of ANT, we recognize that systems do not have
elements, but it is the interdependencies and interactions among the elements that
create the whole. Thus complexity theory suggests that studying the interdependen-
cies and interactions among the elements, as well as the unity of the system itself
will provide critical insights for understanding an organization and its systems prop-
erties [25]. Complexity moves away from linear thinking about cause and effect to
nonlinear models that seek to understand the association and interaction between
factors. Here the argument with regards to human security is that a fully relational
view of the interrelations and interdependencies associated with the human, physi-
cal and informational domains is necessary. Such a perspective reveals how changes
to the socio-political-economic-technical system become enrolled into complex and
subtle blendings of human actors and technical, political and economic artifacts, to
form actor networks (hybrid collectifs). Integrating concepts from complexity the-
ory supports ANT perspective by facilitating an ‘. . . explanatory framework of in-
terrelationships: of how individuals and organizations interact, relate and evolve. . .
Change happens in the context of this intricate intertwining at all scales’ [26]. Hu-
man security, through the complexity lens of ANT thereby emerges as a network
of heterogeneous actors. Through this lens it highlights that a solution space must
focus on understanding the complex interdependencies and nonlinear temporal and
spatial realities.
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Human security domain ‘architects’ are regularly faced with the prospect of hav-
ing to anticipate the consequences of their actions, and avoid unintended conse-
quences, without comprehensive information about the system. The actor network
analysis reveals underlying complexity pertaining to human security issues. For ex-
ample:

• Structural complexity—the actor network emerges as a network of heterogeneous
actors interrelated in a rhizomal ‘network’ topology.

• Network evolution—the actor network changes over time
• Connection diversity—relations between different actors are heterogeneous and

are shaped by translation and inscription processes.
• Dynamic complexity—the actor themselves are actor networks, adding to the

overall dynamic complexity of the system
• Actor diversity—actors are not homogeneous, they are heterogeneous
• Meta-complication—the factors above are all interrelated thereby adding another

level of complexity in understanding the dynamic complexity of actor networks
as it relates to human security (derived from Strogatz (2001:269)) [27].

Understanding the structure and function of complex networks has recently be-
come the foundation for explaining many different real-world complex biological,
technological and informal social phenomena. The analysis methodology of ANT,
‘Following the actors’, revealed the notion of a complex co-evolving system char-
acterized by ‘. . . intricate and multiple intertwined interactions and relationships.
Connectivity and interdependence propagates the effects of actions, decisions and
behaviours. . . , but that propagation or influence is not uniform as it depends on
the degree of connectedness’ [26]. Through the complexity lens of ANT, a ‘net-
work mapping’ informed by agent-based modeling highlights the complex spatial
and temporal interdependencies that reside within the actor network (Fig. 43.1).
Moreover, it reveals the importance of interoperability across actors (technical, so-
cial, political and economic) and the notion of uncertainty and assumptions that can
shape human security.

As described in the ODI report [28], the outbreak of contagious livestock disease
and limited intervention against the outbreak of Foot and Mouth Disease (FMD) has
been exacerbated by increased cross-border population migrations in the region. The
scarce resources available contribute to heightened tensions and violence resulting
in a significant number of deaths at feeding points and cross border areas. Migration
has resulted in eroding sustainable livelihood by affecting education programs. For
example, ‘. . . In Ethiopia more than 280 schools, affecting at least 58,000 students
in Somali and Oromia regions, remain closed as a result of the drought’ [28].

The reports (Levine et al., 2011) argue that ‘. . .Humanitarian response in pas-
toral areas in the Horn of Africa has consistently been late’ [28]. Although technical
interventions, such as early warning mechanisms were in place and operational,
they failed to trigger effective response. This compounded by a weakness in liveli-
hood analysis and lack of coordination [28], reflects a fundamental dysfunction-
ality within the actor network. The actors to support early warning interpretation,
sensemaking, decision making and action were not aligned. This inscribed dysfunc-
tionality was ‘translated’ within the actor network thereby resulting in a contagion
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like effect whereby ineffective decision making emerged. As part of the intervention
strategy, it was noted by Levine et al (2011:3) ‘. . . many contingency plans across
Kenya, Somalia and Ethiopia are long documents with a great deal of information,
but they rarely include the elements that would actually help speed up response if
the contingency did occur. Most plans lacked many or even all of the following:

• an overall strategy to which the various planned interventions were to contribute;
• rationale for the interventions;
• justification or rationale for the proposed scale of intervention;
• impact targets;
• clear triggers for deciding when to implement;
• anticipated calendar months for implementation;
• what needed to be monitored to know when to implement;
• a clear link to likely budgets—are the plans realistic?
• specific actors given specific responsibilities for which they could be held ac-

countable;
• a link to the prevailing situation, or to what was most expected or feared at that

time, including issues such as conflict, freedom of movement and food prices;
• a situational analysis that included predictions about what would be going on out-

side the area, e.g. movement of livestock in or out—without which most pastoral
livelihood interventions would make little sense;

• discussion of specific locations within the area—given mobile livelihoods, which
strategy would be needed in which location? Which areas would be likely to need
most/least help? Where could conflict issues be a problem?;

• a link to an assessment of the degree of help needed (how much livelihood support
did people need to protect their herds or to survive?); and

• (most important of all) a link to preparedness: to actions to be taken before the
contingency arose in order to be ready to implement the contingency plan on time
[28].

Illusion of certainty emerge from the actor network comprised of early warning
systems, contingency plans, government guidelines and policies, planning guide-
lines, mental models. When modeled as an actor network, these inscripted dys-
fuctionalities created a mindset that focused on ‘siloed’ thinking. Epidemiological
(SIR) network modeling describes well how inscription and translation processes
can result in ineffective solutions. Outdated and misunderstood mental models of
risk, crisis and disaster management shaped sense making, decision making action
and inaction.

Levine et al (2011:7) argue that ‘. . . a system perspective can often reveal how
behaviour that is competent from the standpoint of each individual actor does not
contribute to achieving the overall goals which collectively all the actors in the ‘sys-
tem’ say they are working towards, in different ways. System problems often result
when different actors do not really share the objectives, or when they do not agree
on which elements contribute to a single system’ [28]. Actors such as text (pol-
icy, legislation) can be understood as a network aligning heterogeneous elements
(people, other texts, equipment, procedures, institutions) to achieve a particular ob-
jective. A weak alignment of policy with actors (NGOs) creates a dysfunctional
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actor network, one in which is affected by shock to the system. This is a function
of the influence of the actor (translation). These actors may emerge as a black box
which appears to be closed thereby assuming to be reliable and stable themselves
(i.e. Contingency plans).

The complexity lens of ANT supports this through viewing the dynamics of the
problem space in terms of translation and inscription processes. Resilience emerges
from managing the risks not the crisis and this requires understanding the need for
heterogeneous engineering (aligning actors that cross the physical, human and in-
formational domains) and understanding the interdependencies that reside within
them. This resonates with Levine et al (2011:18) comment that: ‘The most chal-
lenging was the ‘system dimension’, meaning that none of the changes involved
one single actor improving its own performance in isolation’ [28].

43.7 Findings

Complex problems are, by their very nature, difficult to predict. Complex issues
pertaining to human security, risk, crisis and disaster management are not amenable
to detailed forecasting. Rather than fixing the shape of policy responses in advance,
responses need the flexibility to adapt to emerging insights. However, traditional
approaches to human security issues often assume that causality is well-established,
linear and predictable. This ‘mindset’ supports an inherent rigidity within the plan-
ning and operational phases.

The reality is that complex problems involve conflicting goals. Divergent policy
interpretations and mental models arise from and contain different assumptions and
understanding of resident uncertainties. From the actor network analysis it is argued
that agendas and goals are not value neutral and have defining affects on the actor
network dynamics. To better understand the processes of translation and inscription,
a network analysis was conducted drawing upon the SIR model. The visualization
of this SIR model within the context of ANT revealed inherent qualities of the actor
network. Showing how conflicts and alignment affect the network and are rooted in
the ‘mindset’ that permeates the system through inscription and translation.

Resilience thereby emerges from the analysis as a key quality of human security.
The concept of resilience encompasses a capacity to anticipate and manage risks and
the ability to survive threats and respond to challenges. Hollnagel et al. (2006:316)
asks the question:

‘How do people detect that problems are emerging or changing when information
is subtle, fragmented, incomplete or distributed across different groups involved in
production processes and in safety management. Many studies have shown how
decision makers in evolving situations can get stuck in a single problem frame and
miss or misinterpret new information that should force re-evaluation and revision of
the situation assessment (Johnson et al., 2001; Patterson et al., 2001)’ [29].

To cope with the complexity, resilience thereby requires a continuous monitor-
ing system and supporting actor network to act and react proactively and reactively.
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Resilience becomes an emergent property of the complex system and the actor net-
work. Resilience requires an approach to viewing the complex problem space to
reveal the interdependencies within the hybrid collectif in order to make it proac-
tive; flexible; adaptive; and prepared. It must be aware of the impact of actions, as
well as the failure to take action [29].

Through the complexity lens of actor network theory supported by network anal-
ysis and agent based modeling, it is understood that problems such as human se-
curity cannot be understood in isolation. They are systemic problems that require
systemic solutions.

43.8 Conclusions

The study of complex network topologies across many domains has generated
greater understanding of the network properties and has facilitated strategies to op-
timize the given topologies for specific problem solving opportunities. For example,
the approach of targeting high-degree nodes has been suggested to be an effective
disease and computer virus prevention strategy (nodal vaccination). As described in
Braha and Bar-Yam (2006:63), agile strategies can be implemented to facilitate ‘. . .
monitoring and vaccinating nodes based on centrality over time’ [30]. By means of
the actor network worldview with network analysis and simulation reveal how small
changes in the state of some system components can cause large effects with respect
to human security.

This exploratory and interpretive research highlights the necessity for a complex-
ity view of the ‘wicked’ problem space associated with the human security. Hence
managers, leaders and those involved in humanitarian or relief operations should
recognize the complexity inherent in human security operations and be responsive
to the emergence of weak signals and recognize potential opportunities for construc-
tive action through an integrated comprehensive approach.
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Chapter 44
Mitigating Risks of Event Avalanches Caused
by Climate Change

Lessons for Sustainable Urban Design

Ljubomir Jankovic

Abstract Development of the human society and its technological, economic and
financial systems, coupled with the population growth, has resulted in high intercon-
nectivity between individual and corporate entities. These entities form networks
of co-dependent agents which operate under critical connectivity. Climate change
has brought about an increased frequency of extreme events, such as heat waves,
droughts, floods and hurricanes, which can easily set off event avalanches that prop-
agate throughout these networks. This paper looks into event propagation charac-
teristics of production and consumption networks and into how these characteristics
can be designed and managed so as to prevent such extreme events from becoming
event avalanches that sweep through the network and result in considerable human
and material costs. It draws conclusions on how sustainability of an urban environ-
ment can be maintained at the time of occurrence of extreme events.

Keywords Climate change · Event avalanche · Economic network · Critical
connectivity · Percolation · Risk ·Mitigation · Sustainability · Urban design

44.1 Introduction

Development and prosperity of the human society depends on essential materials
such as energy, food, water, and on essential activities such as movement, com-
munication and trade. Heat waves, droughts, floods and hurricanes are just some
examples of recent events caused by the climate change which can affect availabil-
ity of, or access to these essential materials, or disrupt the essential activities. As the
population growth, movement, communication and trade are constantly shaping an
interdependent network of organizations and individuals, the question is how much
or how far an extreme event can propagate through such network? This paper looks
into the notion of percolation as event carrier through the network, and into the ways
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Fig. 44.1 Percolation in a square lattice

of controlling percolation as means of risk mitigation. The subject of network per-
colation has been investigated theoretically in diverse fields, such as interdependent
networks [1], insect nests [2], epidemics [3], small world networks [4] and others.
Conversely, the work in this paper is based on computational experiments with an
economic network model, in order to increase the understanding of the metrics of
complex behavior of networks influenced by extreme events arising from climate
change. The work presented here would also fit well to other kinds of large-scale
impacts on socio-economic systems. However, impacts from climate change can be
expected to be regular and therefore require permanent design interventions in order
to mitigate its effects.

44.2 Percolation and Event Avalanches in a Square Lattice

In this section we define an event avalanche and analyze conditions for its occur-
rence using a simplified network in the form of a square lattice with a neighbor to
neighbor connectivity, as shown in Fig. 44.1.

In this configuration, an event avalanche will be defined as a continuous path
for event propagation between two sides of the system. At first, the lattice is empty
(Fig. 44.1(a)), and as we gradually fill in the empty sites (Fig. 44.1(b)), a percolating
cluster is formed (Fig. 44.1(c)). This cluster spans the entire lattice from one end to
another.

Weisstein [5] defines percolation threshold pc as a fraction of the points of the
lattice that, when filled, creates a continuous path between two sides. Site percola-
tion is defined as a continuous path through the cells, and bond percolation as con-
tinuous path through links between the cells. There are different percolation thresh-
olds for different lattice topologies, such as diamond, honeycomb, triangular, square
and other configurations. For an infinite square lattice, site percolation threshold is
calculated as ∼59.3 %, and bond percolation threshold as 50.0 % [5]. Percolation
thresholds for different lattice topologies are different from one topology to another.
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Fig. 44.2 Random grammars
illustration—if string A is
picked at random and string B
matches any substring of A
then this substring of A is
replaced with string C

From the above definition and analysis it follows that an event avalanche will
occur at either site percolation threshold or bond percolation threshold or above.
It also follows that an event avalanche will be prevented from occurring when the
lattice is below the percolation threshold pc. We therefore conclude that an event
avalanche can be mitigated by reducing the lattice density below the percolation
threshold.

In this section we discussed a simplified network in the form of a square lattice
with neighbor to neighbor connectivity, in order to explain the conditions for occur-
rence of event avalanches and their mitigation. The next section will discuss how
these concepts apply to an economic network with a radically different topology.

44.3 An Economic Network Model Based on Random
Grammars

In this section we introduce a simple model of an economic network and analyze
its percolation threshold as a mitigating method for event avalanches. Whereas the
simple lattice described in the previous section relied on a neighbor to neighbor
connectivity to establish the network, the model in this section represents a network
of spatially distributed agents with long range connections, analogous to those in
real economic networks.

This model uses bit strings to represent natural resources and products created
from those resources. Agents, which represent companies, or types of companies,
operate on these strings using random grammar rules, as those reported by Kauff-
man [6]. A grammar rule consists of an input/output pair of bit strings. When a
grammar rule is applied to a bit string A, then if the input string B matches any
substring of A, then this substring is replaced with the output string C (Fig. 44.2).
Only one instance of the substring of A will be replaced. This process simulates the
supply-demand match between pairs of agents.

The model maintains two ’pools’ of bit strings: the resource pool and the product
pool. The resource pool contains a set of randomly generated initial strings which
are always available. When a grammar rule acts on a resource string to change it
into a new string, the original resource string is still preserved. The product pool is
initially empty, and any new strings created from resource strings are placed in it.
When a grammar rule acts on a product string, the original is removed and replaced
with the new string. Thus resource strings are in infinite supply and product strings
are not.
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During the model operation, either a resource string or a product string is selected
at random, each time step, with equal probability, and passed to an agent chosen at
random, to apply its grammar rules. Whenever an agent uses a resource string, its
color, which represents fitness, moves towards red, and whenever it uses a product
string, its color moves towards green. Whenever an agent successfully processes any
string, its size increases. Agent size also continuously decreases over time. Lines
are drawn between an agent that created the string and the agent that used it. The
thickness of such lines increases each time when the link between the same two
agents is reinforced. Thus thicker lines indicate more frequent transfer of products
between the same pairs of agents.

The next section describes computational experiments and results obtained using
this model, in order to test network sensitivity to parameter changes and conse-
quences of these changes on percolation properties.

44.4 Main Results

Due to the location independence of the network agents, only the bond percolation
rather than site percolation will be considered in the economic network model. For
the same reason, there are no edges in this system, and therefore a new definition
for percolation is needed. This will be investigated through three computational
experiments (Figs. 44.3, 44.4 and 44.5) documented in this section.

In addition to measuring cluster sizes, we also calculate Shannon entropy [7] in
order to assess event transmission properties of the network, as follows:

H =−kΣp(i) log
(
p(i)

)

where p(i) is the probability that ith agent will form a link with another agent and
k is a constant that accounts for duplication of links and scaling. The summary
of inputs and outputs of the experiments, with 100 agents in each experiment, is
shown in Table 44.1. After a number of experiments with the same input parameters,
the results always converged towards similar values. The “largest local cluster” in
Table 44.1 means a cluster of agents linked through processing strings of the same
origin, and the “largest overall cluster” is a cluster of clusters. We discuss the results
in the next section.

44.5 Discussion

The results show that with high connectivity of over 1.8 in Experiment 1 (Fig. 44.3
and Table 44.1) a very large overall cluster of 60 (out of 100) agents is formed, rep-
resenting 60 % of the network (Table 44.1). Shannon entropy, which represents the
network’s transmission capacity, is in the upper quartile of the [0, 1] interval, show-
ing high event transmission through the network. An extreme event will therefore
propagate through the majority of this network. In Experiment 2 (Fig. 44.4), with
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Fig. 44.3 Experiment 1: Network with high connectivity. Top: network topology; Bottom: cluster
size frequency distribution
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Fig. 44.4 Experiment 2: Network with medium connectivity. Top: network topology; Bottom:
cluster size frequency distribution
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Fig. 44.5 Experiment 3: Network with low connectivity. Top: network topology; Bottom: cluster
size frequency distribution
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Table 44.1 Summary of experiment inputs and outputs

Inputs Experiment 1 Experiment 2 Experiment 3

String A: Number of resources 10 10 10

String A: Resource string length 10 5 5

String B: Rule input length 5 5 5

String B: Rule input length variation 1 1 2

String C: Rule output length 6 4 1

String C: Rule output length variation 3 0 0

Outputs Experiment 1 Experiment 2 Experiment 3

Total number of clusters 24 14 5

Average Shannon entropy H 0.8589 0.0577 0.0671

Average connectivity 1.8419 0.4081 0.3792

Largest local cluster 8 8 3

Largest overall cluster 60 24 9

the grammar rules altered to achieve lower connectivity (Table 44.1), the largest
overall cluster of 24 agents is formed, representing 24 % of the network, and in
Experiment 3 (Fig. 44.5), with even lower connectivity, the size of the overall clus-
ter represents 9 % of the network agents. In the two latter cases, the connectivity
and Shannon entropy are low, showing that the majority of network is not transmit-
ting. The connectivity is therefore correlated with the cluster size and transmission
properties of the network, and can be used as a control mechanism.

In Experiment 3 (Table 44.1), Shannon entropy is slightly higher than in Ex-
periment 2, (0.0671 vs. 0.0577), even though there are fewer number of links and
therefore lower transmission capability. Although counterintuitive, this is believed
to be perfectly in order, as it is the result of operation of the random grammar. Con-
sidering that the difference is small, it is unlikely to be significant.

The percolation threshold in this type of network can therefore be redefined as
percentage of agents bonded by the largest overall cluster that can affect the majority
of the network. This is not a fixed value but it merely depends on the judgment of
the acceptable risk, whilst still permitting normal network operation. There was no
evidence of a sharp threshold, such as in the Erdős–Rényi random graph model and
its variants.

44.6 Lessons for Sustainable Urban Design

What is the meaning of this analysis in terms of lessons for sustainable urban de-
sign? Networks at or above the percolation threshold will transmit extreme events
resulting from the climate change throughout the system, with possibly devastating
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effects. However, the network model presented in this paper does not have a clear
percolation threshold. Instead, the extent of percolation is determined as a percent-
age of agents bonded by the largest interlinked cluster (cluster of clusters) or by
the magnitude of Shannon entropy. Using connectivity as a control mechanism, the
size of the largest cluster and the magnitude of Shannon entropy can be altered,
thus altering the transmission properties, and possibly protecting the system from
devastation.

However, networks require percolation in order to operate efficiently. Propaga-
tion of “good” events should not be limited by keeping the network permanently
below the percolation threshold. We therefore infer that flexibility in network con-
nectivity will increase network’s resilience. This effectively means that the co-
dependence between the network agents needs to be controlled up or down by the
agents, depending on external conditions. If conditions are favorable, agents should
be able to increase their connectivity, and if extreme events are influencing the net-
work, agents need to be able to reduce their connectivity and thus limit the extent of
event propagation.

This analysis indicates that processes in an urban environment can be maintained
without interruption only if the underlying network architecture has essential local
resources, such as local food and energy production, local fuel, food and medicine
storage, or secure long-range connectivity to the sites from which these resources
can be drawn, and the ability to deploy these resources at times when undesirable
events start propagating through the network. Design of urban environment should
incorporate such facilities that make the deployment of local resources easily possi-
ble at times when needed.

In an urban environment that solely depends on long-range unsecure connections
to essential resources, it will not be possible to change the network connectivity
very easily, thus making such network prone to sweeping changes, either desirable
or undesirable.

But does this mean that these local facilities might not be used the majority of
time, and that there would be some redundancy in the urban environment? Indeed,
a robust urban network must contain a degree of redundancy if it is to survive a large
event caused by climate change, and this will be the price to pay for a sustainable
urban design.

Therefore, adaptable connectivity and easily deployable local resources are the
key to sustaining an urban environment at the time of occurrence of extreme events.

44.7 Conclusions and Future Work

The work presented in this paper focused on the analysis of event propagation in a
network of production and consumption agents. Percolation properties of the net-
work were defined and analyzed using Shannon entropy, agent connectivity, the
number and size of local clusters, and the size of the overall cluster. It was found
that Shannon entropy was generally proportional to all other indicators and that it
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could be used for determining the overall percolation properties of the network.
Whilst there was no clear percolation threshold for this type of network, and the
percolation was merely the matter of judgment of the proportion of the network
that can be allowed to propagate an extreme event, it was possible to control the
propagation by changing the network connectivity.

As the network presented in the paper is reminiscent of underlying networks in
urban environments, the paper discussed the implications of propagation of extreme
events arising from climate change on the sustainable operation of an urban envi-
ronment. The key lessons for sustainable design of an urban environment arising
from this analysis are: the provision of easily deployable local resources, or secure
long-range connectivity to resources, and adaptable connectivity in response to ex-
treme events. A sustainable urban environment must contain a degree of redundancy
in the form of local facilities for energy production, storage of food, fuel and other
necessities that can be deployed quickly at times of extreme events.

Although the presented study would also fit well to other kinds of large-scale
impacts on socio-economic systems, impacts from climate change can be expected
to be regular and hence a need for permanent design interventions that will mitigate
its effects.

The economic model presented here is an initial step in the investigation of event
propagation properties in an economic network. Future work will involve the addi-
tion of several different markets in the model, implementation of limited budgets for
individual agents, and an ability to add or remove agents dynamically.
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Chapter 45
Reliable Probabilities Through Statistical
Post-processing of Ensemble Forecasts

Bert Van Schaeybroeck and Stéphane Vannitsem

Abstract We develop post-processing approaches based on linear regression that
make ensemble forecasts more reliable. First of all we enforce climatological reli-
ability (CR) in the sense that the total variability of the forecast is equal the vari-
ability of the observations. Second, we impose ensemble reliability (ER) such that
the spread around the ensemble mean of the observation coincides with the one of
the ensemble members. Since, generally, different ensembles have different sizes,
standard post-processing methods tend to overcorrect ensembles with large spreads.
By taking variable values of the error variances, our forecast becomes more reliable
at short lead times as reflected by a flatter rank histogram. We illustrate our findings
using the Lorenz 1963 model.

45.1 Introduction

The atmosphere (and its climate) is a complicated system involving multiple com-
ponents, each with their own time and spatial scales, in constant interaction with one
another. This system displays the property of sensitivity to initial conditions dras-
tically limiting its predictability horizon [3]. This property is also shared by many
deterministic detailed atmospheric models, reflecting the chaotic nature of their dy-
namics.

Operational numerical weather and climate models suffer from the presence of
both initial-condition and modeling errors. In particular, even though during last
decades the amount of satellite observations has increased tremendously, a substan-
tial lack of observations above the oceans remains allowing room for improvement
on the quality of initial conditions. In addition, it is nowadays also realized that
model errors (errors due to unresolved scales, ill-tuned model parameters and ne-
glected interactions between different components of the climate system) play a
major role in the deterioration of forecasts as a function of lead time [6].

The recognition of these intrinsic uncertainties on the initial conditions and
model physics forms the starting point of current-day weather forecast practice,
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through the development of an ensemble system in which a set of trajectories are
integrated in time starting from different initial conditions, and/or using different
model physics. The aim of using ensembles is to produce a probabilistic instead of a
deterministic forecast. The spread of the ensemble around its mean can be viewed as
an uncertainty measure of the current forecast and provides the possibility to evalu-
ate the different potential scenarios that could be followed by the atmosphere. This
uncertainty information is of crucial importance as the reliability of the forecast may
be strongly flow dependent. However, despite huge efforts at constructing ensem-
bles which produce a good estimate of uncertainty, all experiments show that en-
semble forecasts are consistently under-dispersive or overconfident for longer lead
times [5]. This also means that outliers occur more frequently than expected. The
reasons of this ensemble feature include the immense complication of the natural
system in comparison with the finite dimensional model (inducing the presence of
model errors) and the finite number of ensemble members. It requires corrections
either by modifying the model itself or by performing post-processing of the fore-
casts.

It is common to correct forecasts by the simplest post-processing method, the
bias correction. More generally post-processing (also called Model Output Statis-
tics, MOS) is an approach used for correcting certain aspects of the new forecasts,
based on statistical features of prior comparisons between model outputs and ob-
servations. The most widespread approach applies ordinary least-squares regression
(LMOS) to relate observations and model predictions, thereby assuming the sole
presence of errors in the observations [1]. As the bias correction method, LMOS
corrects the mean but it tends to degrade the variability, especially at long lead times.
This depletion of the ensemble variance is related to the progressive decorrelation of
the forecast, associated with the chaotic nature of its dynamics. As a consequence,
when applying LMOS on each member of an ensemble forecast, all members will
be mapped to a constant value for long lead times.

Different authors proposed an approach based on linear regression that introduces
ensemble and climatological reliability [2, 4]. We outline a general framework based
on maximum likelihood estimation and Lagrange multipliers for imposing an arbi-
trary number of constraints and generalize their set-up for use with arbitrarily many
predictors. Moreover we discuss how to use the ensemble spread for estimating the
error variances in order to avoid overcorrection of ensembles with large spreads.

45.2 Notation

Consider the meteorological variable X for which we have N observations
(XO,1, . . . ,XO,N). Corresponding to each observation n, the m-th member of our
ensemble forecast produces values (V m1n, . . . , V

m
Pn) for the P different meteorolog-

ical variables or predictors. The first predictor V1 is the one corresponding to the
variable X. We also define the ensemble mean values as (V̄1n, . . . , V̄pn).
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Given a training set of observations and corresponding predictors, we want to im-
prove the bare uncorrected forecast V1 by using all model predictors. More specif-
ically for each member m of an ensemble n we construct a corrected forecast or
predictand:

XmC,n = α+
∑

p

βpV̄pn + γ εmn , (45.1)

where we defined the deviation from the ensemble mean εmn = Vm1n− V̄1n. This rela-
tion implies that a bias correction is realized using α, the ensemble mean variability
is corrected by adjusting the β’s and the ensemble spread by adjusting γ .

45.3 Constrained Maximum Likelihood Estimation

Basic climatological constraints for forecasts are the equality of mean and variance
of the corrected forecast with the mean and variance of the observations. Note that
even for perfect model output the associated variance may differ from the variance
of the observations due to the presence of measurement errors and representativity
errors. The constraint for climatological reliability (CR) is:

σ 2
C = σ 2

O,

where σ 2
C is the variance of the corrected forecast and σ 2

O the variance of the obser-
vations.

A reliable forecast is characterized by the fact that the observation may be con-
sidered as a member of the ensemble forecast and hence has the same statistical
properties. Defining the error variance of the ensemble n as σ 2

ε,n, this implies that
the quadratic error divided by σ 2

ε,n is equal to one, once averaged over all observa-
tions and forecasts. The condition for ensemble reliability (ER) is therefore:

1= 1

N

N∑

n=1

(X̄C,n −XO,n)2
σ 2
ε,n

. (45.2)

A mathematical tool for introducing the ER and CR constraints is by introducing
a constrained likelihood. Assuming the errors on the ensemble mean of the corrected
forecast are normally distributed with mean zero and variance σ 2

ε,n, the constrained
log-likelihood becomes:

lnL(α,β, γ,μ,λ)=−1

2

N∑

n=1

ln
(
2πσ 2

ε,n

)− 1

2

N∑

n=1

(X̄C,n −XO,n)2
σ 2
ε,n

+ λ(σ 2
C − σ 2

O

)+μ
(

1− 1

N

N∑

n=1

(X̄C,n −XO,n)2
σ 2
ε,n

)
.

Upon maximization of this functional with respect to the different parameters we
obtain the maximum likelihood estimate (MLE). The ER forecast is obtained by
setting λ= 0, the CR forecast by setting μ= 0, the unconstrained MLE forecast by
assuming λ= μ= 0 while the ER+CR assumes both to be nonzero.
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45.3.1 Discussion

The error variance σ 2
ε,n of an ensemble n is assumed to be given, but has to be speci-

fied. We adopt two approaches: a variable and a constant error variance. We start by
assuming a constant error variance in the sense that it is independent on n and the
obvious choice is the average ensemble variance. Equation (45.2) then simply states
that the mean square error of the ensemble mean equals the average ensemble vari-
ance [5]. We find that the CR forecast is equivalent to Errors-in-Variables MOS or
EVMOS [7–9] which appropriately takes into account the presence of errors in both
the forecasts and the observations.1 Enforcing only ER and using a constant error
variance we find that the CR constraint is automatically satisfied as shown before
by different authors for the case of one predictor [2, 4].

For a skillful ensemble forecast, the magnitude of the error, which is the squared
difference between ensemble mean and the observation, may be estimated by the
ensemble variance. Therefore, for an inhomogeneous chaotic system there is a de-
pendence of the error variance σ 2

ε,n on the ensemble n itself. Applying in that case
the unconstrained MLE, we find that the ER constraint is automatically satisfied.

45.4 Verification

We test the usefulness of the calibration methods in the context of the well-known
Lorenz 63 model by focussing on ensemble scores at short lead times. The sys-
tem describes thermal convection and involves three coupled first-order differential
equations in time for the variables x, y and z:

ẋ = σ(−x + y),
ẏ = rx − y − xz,
ż= xy − bz.

We adopt the conventional parameter choice (σ, r, b) = (10,28,8/3) such that the
system exhibits chaotic behavior. For generating the observations we assume a
slightly biased parameter r ′ = r+0.001 from the one used for generating the model
data. The system is perfectly reliable at time zero in the sense that the observation
is randomly sampled from the forecast ensemble. Our training and verification sets
include 50.000 ensembles of each 51 members.

45.4.1 Ensemble Forecast Skill

Figure 45.1(a) shows the average continuous ranked probability skill score (CRPSS)
of the different forecasts for the z-variable against lead time. The CRPS score is the

1In fact, it is equivalent to EVMOS applied on the ensemble mean.
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Fig. 45.1 (a) CRPS skill scores for different corrected forecasts applied on the z-variable as a
function of the lead time. (b) Rank histogram as a function of the 52 ranks for different corrected
forecasts applied on the y-variable. Both plots are generated using the Lorenz 63 model with a
model error and averaged over 50.000 ensemble forecasts with 51 ensemble members each

integrated squared difference between the cumulative distribution functions of the
ensemble forecast and the observation [10]. The CRPS skill score of a forecast is
then equal to CRPSS = 1 − CRPS/CRPSu where CRPSu is the value associated
with the uncorrected forecast. We distinguish between corrections produced assum-
ing a constant error variance (full lines) and a variable one (dashed lines). For a
forecast worse (better) than the uncorrected forecast, the CRPSS is negative (posi-
tive) while a perfect forecast has a CRPSS value equal to one. The bias correction
(black line) gives rise to the smallest correction while the unconstrained MLE (yel-
low line) and the CR forecast (red line) improve the forecast but degrade its quality
after some time. The ER+CR forecast (blue full line) and all the approaches using
a variable error variance (dashed lines) are consistently better. By far the best ap-
proach is the ER+CR approach (green full line) with constant error variances but
using four predictors as opposed to one.

45.4.2 Calibration

Figure 45.1(b) evaluates the calibration as expressed by the rank or Talagrand dia-
gram for the different forecasts for the y-variable integrated over lead times between
zero and one.

The rank histogram shows the frequency with which the observation lies at a
specific place in the set of ranked ensemble forecasts. Ideally the rank histogram is
a straight line at the value one such that the observation can be viewed as a mem-
ber of the ensemble. Departure from uniformity may, among others, indicate over-
dispersion or under-dispersion of the ensemble forecast. It is clearly seen that the
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bias-corrected forecast, the CR forecast and the unconstrained MLE forecast (all
with a constant error variances) are badly calibrated. The ER+CR forecast with
constant error variances performs better but still includes many outliers. These out-
liers can be attributed to ensembles with small spreads. The best calibrated forecasts
are the ones using a variable error variance since these approaches correct small en-
sembles as well as large ensembles.

45.5 Conclusions

In summary, we introduced a post-processing technique based on linear regression
enforcing the forecast to become climatologically reliable (CR) and/or to have reli-
able ensembles (ER). We have tested our methods using a low-order chaotic system
with model error. For short lead times our constrained approaches are superior to
the uncorrected forecast, the bias-corrected forecast and the forecast obtained by an
unconstrained maximum likelihood estimation. Moreover the use of the ensemble
spread for estimating the error variance of the ensemble mean leads to a better cal-
ibration and avoids the undercorrection of ensembles with small spreads. Note also
that, as opposed to most statistical post-processing techniques, our new approaches
are computationally cheap.
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Chapter 46
CoenoSense: A Framework for Real-Time
Detection and Visualization of Collective
Behaviors in Human Crowds by Tracking
Mobile Devices

Martin Wirz, Tobias Franke, Eve Mitleton-Kelly, Daniel Roggen,
Paul Lukowicz, and Gerhard Tröster

Abstract There is a need for event organizers and emergency response personnel
to detect emerging, potentially critical crowd situations at an early stage during city-
wide mass gatherings. In this work, we present a framework to infer and visualize
crowd behavior patterns in real-time from pedestrians’ GPS location traces. We de-
ployed and tested our framework during the 2011 Lord Mayor’s Show in London. To
collection location updates from festival visitors, a mobile phone app that supplies
the user with event-related information and periodically logs the device’s location
was distributed. We collected around four million location updates from over 800
visitors. The City of London Police consulted the crowd condition visualization to
monitor the event. We learned from the police officers that our framework helps
to assess occurring crowd conditions and to spot critical situations faster compared
to the traditional video-based methods. With that, appropriate measure can be de-
ployed quickly helping to resolve a critical situation at an early stage.

46.1 Introduction

Understanding the behavior of pedestrian crowds in physical spaces is important
in many areas ranging for urban planning, policy making at community and state
level as well as design, and management of pedestrian facilities and transportation
systems. Therefore, in the past few years, efforts have increased to study how hu-
man crowds form and how specific collective behavior patterns among the involved
individuals emerge.
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To do so, simulation tools have been used to study the self-organizing effects
of large groups of pedestrians. Different models exist to simulate pedestrian dy-
namics. The most popular models include: Physical models that model pedestrians
based on the analogy to gases or fluids; the social force model together with its
extensions [1]; and cellular automata [2]. To perform a calibration of the model pa-
rameters, experiments under controlled conditions can be performed [3, 4] or video
footage capturing pedestrian dynamics can be evaluated [5].

Simulations can then be used to study the effect of architectural configurations on
crowd dynamics, the emergence of collective behavior patterns in urban spaces, the
influence of commuting patterns in a subway system, etc. and help to derive data-
backed recommendations useful to advise policy makers and other stake holders.
One area where knowledge of crowd behaviors and pedestrian dynamics is of special
importance is in the management and monitoring of large-scale mass events and
city-wide festivals. It is a top priority for every organizer of such an event to be able
to maintain a high standard of safety and to minimize the risk of incidents. Hence,
establishing adequate safety measures is important.

However, deriving and deploying optimized emergency strategies based on simu-
lations remains challenging due to many unpredictable factors inherent with the na-
ture of such events. A key issue is that the actual number of attendees of such events
may greatly deviate from estimations as it depends on factors like weather condi-
tions, alternative events, and the program etc. Yet, the biggest challenge of all is
that the behavior of the crowd during an event remains highly unpredictable. These
challenges foster the need to detect critical crowd situations like overcrowding at an
early stage in order to rapidly deploy adequate safety measures to mitigate the im-
pact of a potentially dangerous situation. To do so, real-time information about the
behavior of the crowd is required. At present, mostly video-based monitoring sys-
tems come into operation for this task. Recent research has focused on developing
computer-based methods to automatically analyze the recorded scenes and to detect
abnormal and potentially dangerous crowd situations [6–9].

Vision-based approaches face several limitations: Cameras can not capture ele-
ments outside their fields of view or occluded by other obstacles [8] and it is still
difficult to fuse information from many cameras to obtain global situational aware-
ness [10]. Another drawback is the need for good lighting conditions. Furthermore,
as many events happen during the night, the application of a vision based approach
is limited.

Some countries, such as the UK may also use helicopters to gain an overview
either in daylight or at night with thermal imaging. The use of helicopters, however,
is expensive and requires highly trained personnel; they are therefore usually only
used for events, which are expected to be problematic.

As an alternative to traditional approaches, we see a big potential in monitoring
crowd behaviors by tracking the locations of the attendees via their mobile phone.
We believe that the high distribution of location-aware mobile phones in our society
and the acceptance to share personal context information enables such an approach.
In this work we present CoenoSense, a platform able to infer crowd conditions in
real-time from location information collected on mobile phones of attendees of a
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mass gathering. This information can be made instantaneously available to event
organizers and emergency response personnel through intuitive visualizations. Our
approach relies on participatory sensing paradigms by offering incentives to users
to deliberately share their location information. As a system trial, we deployed and
tested our framework during the Lord Mayor’s Show in London in November 2011.

46.2 CoenoSense Data Collection Platform

To infer crowd conditions, we require the location of festival attendees. We use at-
tendees’ mobile phones to obtain their location as most of today’s mobile phones
are situation and location aware. Methods to obtain location information include
GPS positioning and WiFi/GSM-fingerprinting [11]. Collecting location updates on
user’s mobile devices requires users to install and run a dedicated application on
their mobile phones. At first sight, such an approach may appear undesirable, as it
can be assumed that people are not willing to install such an application. In the case
of a mass gathering, this may mean that only a fraction of all attendees would run
such an application and many would opt for not having their location tracked for var-
ious reasons, including privacy concerns and energy considerations. Nevertheless,
we believe this approach is still viable and promising by following a participatory
sensing approach where users themselves are motivated to deliberately share their
location information by offering them a set of attractive incentives.

In a preceding study, we have verified that people are willing to share location
information if they receive some benefits or if they realize that sharing such infor-
mation is for their own good and safety [12]. By following such an approach, we
offer users full control of the recordings and allow them to disable it at anytime. In
addition strict ethical guidelines are observed, and all data provided is anonymous.
A clear statement explaining how an individual user’s privacy is safeguarded is given
before the app is downloaded. To collect location information of festival attendees,
we developed a generic festival app for mobile devices which can be tailored to a
specific event and provides the users with relevant, event-related information such
as the festival program, a map indicating points of interest and background infor-
mation, as well as travel information. These features are designed to be attractive
and useful during the event to reach a large user base. While a user is running the
app, GPS location is regularly sampled with a frequency of 1 Hz on the device and
periodically sent to our servers running the CoenoSense (www.coenosense.com)
framework. CoenoSense acts as a centralized repository to store the location updates
received from many mobile devices simultaneously and allows for real-time pro-
cessing of the collected data. Our app offers users full control over the shared data
and at anytime, data recording can be disabled. CoenoSense can be used to visual-
ize occurring crowd behaviors from the aggregated location updates. The safety as-
pect becomes operational through a combination of the visualization feature, which
shows potential overcrowding or turbulence, and the geographically targeted mes-
saging function, which enables the organisers or emergency services to advise users
in that particular location.

http://www.coenosense.com
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46.3 Inferring and Visualizing Crowd Conditions

To improve pedestrians’ safety, much research has been devoted to understanding
crowd behaviors and to identify critical crowd conditions by conducting lab exper-
iments and evaluating empirical data from real mass gatherings. An obvious, yet
important crowd characteristic to assess the criticality of a situation is the density of
a crowd. For example, most stampedes occur in high-density crowds [3]. Different
methods to measure crowd density and to identify dangerous overcrowding have
been proposed [9]. Density, however, is not the only relevant characteristic; move-
ment velocity, the flow direction of a crowd and turbulent movement have also been
identified as important indicators of critical situations [4, 5]. In general, Helbing
and Johansson [5, 13] suggest quantifying the hazard to the crowd (and with this the
criticality of a situation in the crowd) by a measure they call crowd pressure, defined
as the local pedestrian density multiplied by the variance of the local velocity of the
crowd.

We want to provide emergency response personnel with the means to instanta-
neously assess the current crowd situation during mass gatherings. Displaying infor-
mation as an overlay over a map is a common approach to present spatial informa-
tion and allows for a quick assessment of the situation. In this section we elaborate
on our methods to infer crowd conditions. We are going to show how, given the
location updates from the users, an estimation of crowd pressure can be obtained
and how this information can be visualized. Other measures can be derived and
visualized in a similar fashion.

We use heat map visualization to display crowd pressure. A heat map is a graph-
ical representation of spatial data where regions are colored according to measure-
ment values found at the specific location. Heat map visualizations have been used
in different applications to convey various types of spatial information.

It is in the nature of our data that we have areas with many active app users and
by contrast, areas with very few; also large parts with no users. We are only able to
infer crowd conditions in areas where location updates have been recorded. By cal-
culating crowd conditions in an area, the amount of active users (and hence available
location updates) is relevant: Information from areas where many location updates
were recorded might be more important as this region seems to be more popular than
in regions with only a few individuals. To visualize the crowd conditions and to also
include the importance, we adjust the heat map generation method in the following
way: We use a color gradient to indicate the crowd conditions at a location with a
varying opacity level that corresponds to density at the location. We calculate the
density by performing a Kernel Density Estimation (KDE) [14] of the active users’
location updates at a given time.

KDE is a non-parametric way of creating a smooth map of density values in
which the density at each location reflects the concentration of sample points.
Hereby, each sample point contributes to the density estimation based on the dis-
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tance from it. By using a Gaussian kernel K , the density estimation d̂ at each loca-
tion X is given by:

d̂(X, t)= 1

N · h
N∑

i=1

K

(
X−Xi,t
h

)
(46.1)

with h the Bandwidth (an application dependent smoothing parameter), and
X1,t , . . . ,XN,t the users’ current location. The Gaussian kernel function K is given
by

K(u)= 1√
2π

exp

(
−1

2
u2

)
(46.2)

By determining the density values d̂(X, t) for each location and mapping each
density value to a color using a color gradient, a heat map representing the partici-
pant density estimation is obtained.

The obtained density estimation for a location is then directly mapped to the
opacity value of the point. A very low density value will result in an almost trans-
parent point, while a high density value will result in a fully opaque point. Hence,
the more users are situated around a location, the more intense the location color.
Regions where no data is available remain transparent. The coloring is then deter-
mined by calculating the crowd conditions at the specific location and mapping this
value to a color value using a color gradient. With this, for each point in space, we
obtain an opacity value representing the density together with a color value for the
crowd condition at that location.

According to [13], the crowd pressure is given as

P(X)= ρ(X) ·VarX(v) (46.3)

where ρ is the local pedestrian density and VarX(v) the local velocity variance. In
our case, we can obtain a density measure using Formula (46.1) and can calculate
the velocity variance as

V̂arX,t (v)=
∑N
i=1 |vXi,t − 〈v〉X,t |2 ·K(X−Xi,th

)
∑N
i=1K(

X−Xi,t
h

)
(46.4)

where K(u) is the Gaussian kernel according to Eq. (46.2) to determine the weight
and X1,X2, . . . ,XN are the locations of the active users. 〈v〉X,t is v̂(X, t), the lo-
cal crowd velocity at a given location X and can be seen as the weighted average
velocity of each user at a given location by weighting the speed values of each user
depending on the distance to that location with a Gaussian weighting scheme via

v̂(X, t)=
∑N
i=1 vi,tK(

X−Xi,t
h

)
∑N
i=1K(

X−Xi,t
h

)
(46.5)

With this, the formula to calculate the crowd pressure estimation P̂ (X, t) at the
location X at time t is given by:

P̂ (X, t)= d̂(X, t) ∗ V̂arX,t (v) (46.6)
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Fig. 46.1 Heat map visualization of crowd pressure

The heat map is generated analogously to the other crowd conditions by mapping
the crowd pressure to a color and combining it with the opacity obtained from the
crowd density. Figure 46.1 shows an example of such a heat map.

46.4 Exemplary Use Case

To understand the usefulness of a real-time visualization of crowd conditions during
mass gatherings, we deployed the system during the Lord Mayor’s Show 2011 in
London on November 12th. The Lord Mayor’s Show is a street parade in the City
of London, the historic core of London. A new Lord Mayor, mayor of the City of
London, is appointed every year and this public parade is organized to celebrate
his inauguration. The annual one-day event attracts about half a million spectators
each year and is one of the City’s longest established and best known annual events
dating back to 1535.

The event starts at 11:00 am and the processional route goes from the Mansion
House via Bank, St. Paul’s Cathedral and Fleet Street to the Aldwych. Then the
whole procession sets off again at 1 pm to take the new Lord Mayor back to Mansion
House. The procession finally ends at about 2:30 pm when the last floats reach the
City.

In collaboration with the event organizers, we tailored our festival app to the
event and distributed it for free as the festival’s official app. It was advertised on the
Lord Mayor’s Show website and available through Apple’s iTunes app store.
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Data collection was active between 00:01 am and 11:59 pm on November 12, but
only if the user was in a specific geographical area around the festival venue. Over
the whole day, we collected a total of 3′903′425 location updates from 827 differ-
ent users. During the parade, location updates from up to 244 users were received
simultaneously, at any one time.

Figure 46.1 shows the heat map visualization of the crowd pressure at 5:21 pm. It
is right after the end of the firework display as people are leaving the festival venue.
It is clearly visible that there are high densities of users around train, Subway and
bus stations as there are opaque regions to be found. These are locations pedestrians
find public transportation to travel home and where naturally potentially dangerous
situations may emerge.

46.5 Conclusion

Understanding the behavior of pedestrian crowds in physical spaces in real-time is
important for many fields of application. In this work, we introduce a framework
to infer real-time crowd conditions by tracking people’s movement traces via their
mobile phone. By aggregating and visualizing this information as heat maps, we can
offer an intuitive way to obtain a global view of the crowd situation and to assess
different crowd conditions instantaneously. There are also some challenges coming
along with our approach. Mainly, due to the nature of our participatory sensing
approach, our system can only collect data from the users of the mobile phone app.
This is usually only a subset of all attendees. Keeping this in mind, two aspects are
crucial:

– Ensuring a large user base: Providing attractive incentives is important to reach
a large user base. We reach this by offering festival attendees an enhanced experi-
ence by using our festival app. Hereby, a user study has revealed a set of attractive
features and helped us to design the app accordingly [12]. Advertising the app in
an appropriate way is key. Recently, big events started to offer their own app. Our
tools can easily be integrated into their existing solution.

– Seeing users as probes: By designing robust crowd condition measures that are
robust with respect to the ratio of the app users, it is possible to extract accurate
crowd condition measures, even when not all attendees are being tracked. To do
so, we have to consider the users as probes and conclude from their behavior the
overall crowd situation. This can be achieved e.g. through calibration of the data.
While the ratio of app users to festival attendees remains unknown, we assume
that the spatio-temporal distribution of users reflects the distribution of attendees
at any one time during the event. With this assumption in mind, an actual crowd
density estimation can still be obtained by determining the ratio of mobile app
users to festival users in a given area e.g. by inspecting CCTV recordings. This
ratio has to be updated periodically throughout the event.

The framework can provide the following features of value to policy makers:
(a) an overview, not available by the usual means of crowd monitoring including
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CCTV, as it can cover a larger area at any one time, for longer; (b) it is cheaper than
an helicopter. Helicopters do have thermal imagery technology, but they are expen-
sive and need highly trained personnel to fly them and on the ground; (c) especially
valuable at night, (e.g. during the Fireworks display at the LMS), when CCTV cam-
eras are not effective; (d) can be used to plan future events and to position barriers,
ambulance stations, loos, etc. more accurately; (e) using the heatmap is intuitive and
does not require any training, although it does need a trained officer to identify po-
tential critical issues and take appropriate action. Overall the framework was found
by the organisers and emergency services to be a valuable tool in taking appropriate
action quickly to avoid a potential incident, thus increasing safety. From a complex-
ity theory perspective it shows evolving emergent crowd dynamics; it can be used
to illustrate self-organising behavior of groups;

During the Lord Mayor’s Show 2011, only the emergency response personnel
and security personnel had access to the real-time visualization of the crowd con-
ditions. It will be of further interest from a complexity science point of view to
investigate the dynamics evolving when festival attendees themselves are given ac-
cess to such crowd information. It would then be of interest to study how the avail-
able information is considered in their decision making process and what kind of
co-evolutionary dynamics will emerge. Ultimately, we would like to understand if
such information can help to lower the number of overcrowded situations, while
decreasing turbulence and crowd pressure.
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Chapter 47
An Agent-Based Model for the Analysis
of the Energy Sources Diffusion Dynamics

Alessandro Filisetti, Stefano Bontempi, and Marco Setti

Abstract A novel model devoted to the characterization of the diffusion dynam-
ics of three energy sources, traditional, bioenergy-like and solar-like, in a socio-
economic energy system composed of general industries is presented. During the
simulation each industry defines its strategy about the implementation of new tech-
nologies for the procurement of the energy needed to fulfill its internal activities.
The research focuses on two different socio-economic energy systems descriptions:
the first description is characterized by industries operating only by means of eco-
nomic assessments, while in the second case imitation phenomena are introduced so
that industries define their strategies not only by cost-benefits analysis but observing
the behavior of the neighborhood as well.

47.1 Introduction

In the recent years the attention toward a sustainable society is increasing. From
the scientific point of view the analysis of the complex dynamics characterizing the
transition of the socio-economic systems toward a eco-compatible future turn to be
of paramount importance to address decision makers in the formulation of suitable
initiatives, especially with regard to the guidelines traced by the Kyoto Protocol for
the year 2020.1

To this aim, this preliminary work is based on the analysis of the dynamics
emerging from the diffusion of new energy sources in a virtual socio-economic en-
ergy system composed of general industries assessing the investment in new tech-
nologies to produce energy in order to perform their internal activities.

Although the study is focused on energy sources only, the model essentially deal
with the diffusion of new technologies in a dynamic environment characterized by
different agents performing each one its own strategy.

1http://unfccc.int/kyoto_protocol/status_of_ratification/items/2613.php.
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To observe the dynamics emerging from the interactions of the actors, an agent-
based description of the socio-economic system has been chosen. The interest
around this kind of representation has been growing and many different models
have been developed, as for example in the technology optimization and diffusion
studies [2, 5, 6] or in policies planning supporting decision analysis [1, 3, 8, 9].

A central aspect of the agent-based models regards the non-linear way by which
agents can interact, showing those behaviors typical of complex systems.

The technologies considered in this work represent three different ways of col-
lecting energy. The idea is to represent a traditional source of energy distributed in
the same way all over the territory, a bioenergy-like source localized only in a small
part of the environment and a solar-like energy source available all over the terri-
tory with different irradiation degrees according to the possible orientations of the
existing industries and different expositions in different places.

With regard to the technology diffusion, policy makers can tune parameters of
the system in different ways in order to push the diffusion of a technology all over
the territory. To this aim the research focuses on the influence that solar investment
prices could have on the diffusion of such a technology. Furthermore, since an im-
portant aspect of new technologies diffusion concerns imitation and emulation phe-
nomena typical of socio-economic systems, results obtained in a system composed
of industries defining their own strategies only by economic analysis are compared
with those of a system composed of industries with different levels of imitation
contributing to the overall assessment of the success of the investment.

47.2 Description of the Model

The main entities of the model are general industries having different energy con-
sumptions. The internal destination of the provided energy is not taken into account.
It is assumed that industries need a certain amount of energy each month to perform
their activities, hence they have different costs and revenues associated with the spe-
cific energy technology adopted. At this level of abstraction it is also assumed that
industries dimension are proportional to energy needs.

Energy can be provided by means of three different sources: traditional, ET from
now on, bioenergy-like, EB , and a solar-like, ES . In accordance with the different
energy prices industries may adopt a hybrid recipe of energy sources, so that the total
amount of necessary energy may be provided by different technologies, according
to the most suitable combination.

If energy is provided under the ET form, industries will pay an overall cost CjT ,
proportional to the energy need, that is equal all over the environment, Eq. (47.1).

C
j
T = cT kj , (47.1)

where cT is the unitary cost (€/kWh) ofET and kj is the energy need (kWh/month)
of the j-th industry.
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In the case of EB the part of energy produced by biomass technologies is sold,
so that revenues contribute to decrease traditional energy procurement costs. Nev-
ertheless adopting EB industries incur additional costs proportional to the distance
from the bio-energy sources, Eq. (47.2).

C
j
B = CjT +DjcdkBj − cBkBj , (47.2)

where Dj is the distance from the bio-energy source, cd represents transportation
costs (€/km/kWh), kBj stands for the portion of energy produced by means of EB
and cB is the price at which energy is sold. Accordingly, the third energy source
ES does not represent a cost but a value to subtract from the cost of the traditional
furniture, hence:

C
j
S = CjT − PSIj kSj , (47.3)

where PS are the unitary earnings for selling the energy produced to the energy
supplier, Ij is the irradiation constant of the place where industry j is placed and kSj
stands for the portion of energy produced by means of ES .

The model is developed using Netlogo [7], a programming framework tailored
for the simulation of complex systems.

In this work an agent-based description is adopted. By means of the agent-based
modeling each industry is able to perform a personal strategy based on its own
peculiarities and knowledge about the environment.

Figures 47.1(a) and 47.1(b) represent the two different layers of the system, the
layer representing the bio-energy availability and the layer representing the solar
irradiation.

Each step of the simulation represents one month, hence at each month industries
define their own strategies.

In this preliminary work two different strategies are adopted in order to assess
the energetic issue. The first strategy is based on a simple economic analysis of the
investment necessary to be equipped with the potential new plants. The second strat-
egy takes into account the imitation process so that industries define their behavior
not only considering the mere economic estimation but also looking at the behavior
of the industries present in their neighborhood.

At the beginning of each simulation all industries are equipped with traditional
technologies, then once a year (on average) they evaluate the possibility to change
the energy source. The economic analysis is made computing the net present value
(NPV) and the payback period (PBP) associated with the assessed investment [4].
The imitation dimension affects each industry differently according to the propen-
sity Pj , with 0 � Pj � 1, to the imitation of the behavior of the neighbors. In ac-
cordance with Pj the economic evaluation of the incoming deriving from the new
technology is distorted. Neighbors adopting the technology under investigation will
increase the perceived revenues from that technology while neighbors adopting dif-
ferent technologies will tend to increase the costs associated.
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Fig. 47.1 The figure shows the virtual environment of the agent-based simulation. (a) The green
zone represents the EB source that is not available all over the environment. The yellow zone is
only the negative part of the green one, hence no bio-energy is present on the yellow zone. The
size of the agents is proportional to its energy need. (b) In this figure the solar-like irradiation is
represented. At this stage the irradiation is randomly distributed all over the territory representing
different possible solar expositions of the industries

The total attractiveness of each technology is proportional to the energy dimen-
sion of the neighbors and inversely proportional to their distance, Eq. (47.4).

AE =
N
(D)
E∑

i=1

kid
−1
ij , (47.4)

where i stands for the different industries using energy E in the neighborhood,D is
the maximum radius of the neighborhood, ki is the dimension, i.e. the energy need,
of the i-th industry, dij stands for the distance between industry j and industry
i and E stands for the specific energy source, ET ,EB and ES . Then the relative
attractiveness of each energy source is computed dividing the attractiveness of each
technology for the overall attractiveness such that [AT ] = AT /(AT + AB + AS),
[AB ] =AB/(AT +AB +AS) and [AS] =AS/(AT +AB +AS).

The relative attractivenesses are then used to skew the economic analysis of the
investment overestimating the potential of a technology in case of several neighbors
adopting that technology, and underestimating such potential otherwise.
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Fig. 47.2 The figures show the number of industries adopting the innovation in time. On the Y
axis the average number of industries with error bars is shown while on the X axis the months
elapsed from the beginning of the simulation is shown. Panel (a) shows the behavior of the so-
cio-economic energy system when imitation is turned on while panel (b) shows the behavior of
the socio-economic system without imitation phenomena. Parameters: Overall number of indus-
tries: 500, ET cost: 0.25 €/kWh, EB price: 0.3 €/kWh, ES price: 0.35 €/kWh, EB new plant
investment cost: 5000 €/KW, investment interest rate: 0.04

47.3 Results

In this work a particular behavior has been investigated. In order to characterize
the influence of the cost of new solar-like plants on the diffusion dynamics of such
a technology 25 different runs for each price value, 500,1000,2000,3000,4000,
5000, 6000 €/kWh are performed for a total number of 175 simulations.2

Figures 47.2(a) and 47.2(b) show the number of industries adopting a new solar-
like technology to produce their energy. When imitation is not considered, it is
straightforward that increasing the price of the investment, i.e. the price of the new
plant installation, the number of industries adopting the new technology decreases,
Fig. 47.2(b). Nevertheless it is possible to observe that in view of the increment of
the price the decrease in the number of industries is not too pronounced.

On the other hand, if imitation phenomena is considered the situation changes
dramatically, Figs. 47.2(a) and 47.3. The choice of each industry is not longer based
on a mere economic estimation but it is based on the behavior of the other indus-
tries as well. In Fig. 47.2(a) is possible to observe that a after an initial transient
the overall behavior of the system is channeled toward a diffuse adoption of the
new technology. Also with higher investment costs, i.e. 6000 €/kWh, the attrac-
tiveness of the first adopters tend to convince the other industries to overestimate
the perceived revenues triggering the diffusion phenomenon.

2Please refer to the caption of the images for the values of the other parameters used.
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Fig. 47.3 The figure shows
the total average number of
industries adoption the
innovation at end of the
simulations (25 runs for each
parameter setting). Overall
number of industries: 500,
ET cost: 0.25 €/kWh, EB
price: 0.3 €/kWh, ES price:
0.35 €/kWh, EB new plant
investment cost:
5000 €/KW, investment
interest rate: 0.04

47.4 Conclusions and Further Activities

In this work a novel model for the study and the characterization of the complex
dynamics emerging during the processes of diffusion of a new technologies in socio-
economic energy systems is presented.

In particular the influence of the investment costs associated with a solar-like
energy production technology on the number of industries investing on it is investi-
gated. Moreover, two different systems, the first one composed of industries defining
their own strategies on economic assessment only and the other one composed of
industries which strategies are based on both economic evaluations and imitation
processes (with different weights) are compared. Results show that the technology
diffusion rate is higher in systems characterized by imitation processes.

Although this is a very simple novel model, an unexpected behavior emerging
from the interaction of the industries in a virtual socio-economic energy system has
been clearly shown. Actual world shows indeed more complex dynamics, never-
theless it is sufficient deal with such a simple representation of the reality to get
the importance of imitation phenomena in fostering diffusion dynamics in socio-
economic systems. Finally policy makers, and decision makers in general, should
have clearly kept in mind the role that very attractive actors play in speeding up the
diffusion of new technologies as well as new sustainable initiatives in general.

To this aim next analysis will be focused on hybrid systems in which some indus-
tries tend to imitate while other industries adopt strategies based only on economic
analysis of the system.

An other important aspect will be the introduction of policies, e.g. new carbon
taxes on old technologies or variation in the investment interest rates, during the
simulation in order to observe how the system re-organize itself in response to that
policies.
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Chapter 48
Complexity and Standards—Programming
Innovation

Anna Andreyevna Zaytseva

Abstract This work intends to explain step-by-step the special role of standards and
their complexity in exercising innovation policy in the European Union. Standards
might be an important policy tool for intentional diffusion of market sectors beyond
textually available official policy documents/guidelines. This diffusion, having been
initiated intentionally, continues in a self-regulated way as the interest driven for
emergence of innovation. I study standardization in the context of the present Lead
Market Initiatives, i.e. the official innovation policy areas of 2012 and put my main
analytic focus on the most complex area eHealth with standard IEEE 11073 Per-
sonal Health Data as example. I also use the taxonomy of standards in Information
and Communication Technologies by David (Economic policy and technological
performance, Cambridge University Press, Cambridge, 1987) and Krechmer (Tech-
nical communications standards: new directions in innovation, 1999) for doing my
policy analysis of the European innovation policy. Moreover, the research has sug-
gestions for other paths of complex analysis.

Keywords eHealth · Diffusion · Innovation · Standard · Policy analysis ·
Information and communication technologies (ICT) · Complexity science · ISO
IEEE 11073 personal health data

48.1 Introduction

This work is a policy analysis of the European innovation policy performed with the
use of technical knowledge in Information and Communication Technologies (ICT)
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and legal knowledge for analyzing documents on standardization and innovation
issued by competitive European institutions. This is a contribution to the scientific
discussion on standardization versus innovation. However, the policy analysis in this
work does not address any special type of problematics in the classical scientific un-
derstanding, since the main object of the analysis is standardization in the context
of the present innovation policy exercised at the moment. Thus, the purpose of this
work is to find and explain hidden codes of behavior of stakeholders and institu-
tions involved in the studied area of relations. The target audience of my analysis is
policy-makers, policy-analysts and stakeholders using standards within the frame-
work of activities aimed to innovation. I also determine other ways of analytical
development of research for developing the thought process in Complexity Science
depending on the synergic knowledge and further purposes for closer studying the
involved fields.

48.2 Background and Research Questions

The European Union encourages the emergence and development of new techno-
logical areas and innovation by a variety of measures, e.g. grants within policy pro-
grammes, procuring innovation at regional levels, establishing special policy areas
for innovation, etc. Let me choose for my policy analysis the latter, i.e. Lead Market
Initiatives, which may be found in the Communication “A lead market initiative for
Europe” COM (2007) 860, and other documents (see [17]). The chosen field belongs
to official innovation policy tools for the stimulation and emergence of innovation
in the European internal market. Standardization, however, goes hand in hand with
the industrial, managerial, social, environmental and technological processes of al-
most all possible areas of the European internal market. Thus, in this work I go far
beyond analysis of standards as “codified technical information for macroeconomic
growth” [1]. We find the basic implementation concept of standardization for in-
novation encouragement in the Communication “Towards an increased contribution
from standardisation to innovation in Europe” COM (2008) 133 and the Communi-
cation “A strategic vision for European standards: Moving forward to enhance and
accelerate the sustainable growth of the European economy by 2020” COM (2011)
311, where standardization as a tool is considerably developed. It is especially ex-
citing to find basic regulations regarding standardization in non-binding guidelines
first, such as Communications, whereas documents specifying the standardization
exercising are Directives of the European institutions for each particular innovation
policy area come second. It says that the basic guidelines may change, but why?

In the Europe 2020 Strategy the European Union declares three major priorities
to reach in the nearest future, i.e. “smart growth” based on knowledge and innova-
tion, “sustainable growth” oriented to a greener economy and “inclusive growth”
for social cohesion and high employment. The Lead Market Initiatives as policy
measures are described as follows: they determine demand driven areas out of any
technology push; have broad market segmentation; pursue strategic social and eco-
nomic interest with major in environmental challenges; imply use of flexible policy
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instruments (which we can refer standards to); do not pick of “champions” but rather
encourage the overall development of markets as such [12]. Standards are expected
to stimulate high performance both in encouragement of smart, sustainable and in-
clusive growth [10], as well as to facilitate the development of the Lead Market
Initiatives [12].

Standards may be of different complexities and may be used for the development
of products, services, processes, or may not exist in some areas at all, which is an
issue of particular situations. Having noticed that standards have high expectation
in the respective policy guidelines regarding encouragement of innovation, I have
the following questions: What does the European Union mean with giving standards
the role of innovation “encouragers”? What makes standards “strategic assets” for
innovation [11]? May there be any other policy ideas behind the encouragement to
use standards in innovation areas?

48.3 Methodologies

The aim of my research is to do policy analysis within the framework of standard-
ization for innovation encouragement and clarify the concrete role of standards there
for the engineering purpose of the European Union as a supranational entity. The re-
search is qualitative and meanwhile analytic with overlapping knowledge of policy
analysis in the sphere of innovation and knowledge of standardization taxonomy by
Paul David [3] and Ken Krechmer [6] from the area of Telecommunication Studies.
I combine this with text analysis of the relevant legal documents about each partic-
ular Lead Market Initiative in order to figure out answers to my research questions,
extracting knowledge basically from these official innovation policy resources.

I do it step-by-step, algorithmically by use of steps from (1) to (8) in the text,
which helps me find meaning by each degree of complexity embedded in standards,
since I guess this is an important factor for determining the complexity of tech-
nologies and required actions contained in standards, especially for the purpose of
studying synergies for emerging innovation. I would be glad if my analytic work will
raise the discussion in socio-technical research and get contributions in overlapping
knowledge areas. The research consists of two main parts to make the analysis co-
herent and further developed depending on the emphasis on a particular step from
(1) to (8), so that my readers are sent to one when needed in order to follow up the
analysis and discoveries.

48.4 Research Design and Research Flow

48.4.1 Part One

The part “Research design” is directly connected with the part “Discoveries”. I rec-
ommend my readers to read first a step in research design and then go to the respec-
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tive step in “Discoveries”. Between the steps number 5 and 6 there are explanations
regarding interconnectivity of each step in the part.

The following steps are done in the first stage of the analysis in order to collect
information and organize it:

(1) The Lead Market Initiatives are cases to understand and conclude on the stan-
dardization “library”. By “library” of standards I mean the degree of formal stan-
dardization in each of these official innovation policy areas. The areas may over-
lap with other market or public policy sectors and have a different variety of sub-
areas. Thus, the term “library” is used as a concept regarding standards as mature
knowledge, or “building blocks of infrastructures” [4], within innovative areas. At
the official pages of the European Standards Bodies and other organizations autho-
rized for standardization we may always find the required updated information on
formal standardization and ongoing standardization process in relevant sub-areas
of the Lead Market Initiatives. At this step I do exploratory research of the legal
acts, policy guidelines and other formal documentation (such as Communications,
White Papers, Working Documents, Directives regarding each Lead market Initia-
tive, etc.).1

(2) I break down the areas of the Lead Market Initiatives into synergies of dif-
ferent market sectors/activities, which shows me what sectors each Lead Market
Initiative is all about. The purpose of this step is to find out possible combinations
for technologies and space for new possible policy development by clarifying sec-
toral contents of each Lead Market Initiative. Exploratory and comparative research
based on conceptualization of the innovative technologies is done to map the syn-
ergies. The basic principles of the Lead Market Initiatives, mentioned in “Introduc-
tion” are taken as comparative criteria to verify the synergies.

(3) The taxonomy of standards in Information and Communication Technologies
(ICT) by Paul David [3] and Ken Krechmer [6] is introduced with the purpose of
guiding our suggestion regarding internal complexity of standards and hence their
architecture: from reference standards to similarity, compatibility and etiquette stan-
dards. The aim is not to test the theory of standards, but apply it to the ongoing policy
analysis.

(4) The ICT area is put in focus for the limitation of research as an innovation
priority in the European Union. By the method of deduction we do exploratory re-
search of the ICT role in the innovation policy and analyze documentary materials of
areas synergic to ICT. As example, these areas may be found in “2010–2013 Stan-
dardisation Work Programme for industrial innovation”, e.g. eHealth, eInclusion,
eBusiness, eGovernment, ePublishing, etc. [16] Such materials are documentation
of legal and non-legal power containing policy guidelines by the European insti-
tutions. eHealth is an ICT priority and a Lead Market Initiative, and is synergic
to medicine and medical practices, healthcare, education, information systems and
devices, etc.

1More available information on formal standardization in the Lead Market Initiatives may be found
by opening up pages on respective Lead Market Initiative here: [18].
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(5) ISO IEEE 11073 Personal Health Data is taken as example of a complex ad-
vanced standard belonging to the fourth category of the standards’ taxonomy, i.e. the
most advanced—etiquette standards. The architecture of ISO IEEE 11073 Personal
Health Data and its synergies are analyzed for possible technological outcomes for
innovation in the area of eHealth [2]. The methods of the Systems Theory are im-
plemented in the sense that we determine possible elements and their constellations
by the architecture of the object-oriented programming.

Below brief explanations for the interconnectivity will follow.
For the purpose of our analysis, it is important how many standards exist in an

area and at what stage of the standardization process the standards find themselves,
i.e. whether they are under standard-setting or re-setting. These are important qual-
ities of the “library” of standards in an area (1), since even an initiative to for-
mal standard-setting shows policy intentions by the European institutions. Such re-
sources may also be standardization mandates or reports by the Commission. That
helps figure out synergies and sub-synergies of the studied innovation policy areas
by the method of deduction (2). Since standards as such are in focus, their embedded
knowledge is classified in the taxonomy of standards by David [3] and Krechmer
[6]. This taxonomy contains four types of standards from the easiest to the most ad-
vanced with space for innovation (3). As an example, we take the ISO IEEE 11073
Personal Health Data standard [2] in the context of the Ambient Assisted Living
Programme [13] in the area of eInclusion within eHealth, which is one of the key
areas in ICT for Europe (4). eHealth is one of the European Lead Market Initiatives
as of year 2012 and has the highest level of organizational and regulatory com-
plexity, which is encouraging for different scales and proportions of synergies. The
most interesting aspect is that eHealth has the lowest degree of formal standardiza-
tion within and no common standards as a Lead Market Initiative. That conclusion
comes from the analysis in part (1).

Since we are interested in the internal complexity of standards in order to find
out why standards are a “strategic asset” enabling innovation [11], we shall clarify
in a particular example a complex standard’s architecture to find out sub-systems
responsible for particular functions and determine open spaces allowing potential
synergies for improvement of the technology using the standard. In order to do that,
we apply to the object-oriented programming useful for assessment of the chosen
above ISO IEEE 11073 Personal Health Data, since it gives descriptions and clas-
sifications of the classes of objects in the system of this standard (5). Analytically
we can suggest new patterns of technologies for innovation, based on combinations
of synergies. Thus, we can assume patterns of behavior of stakeholders performing
particular actions in making innovations. That research may be further developed
in the analysis of any particular sphere of life expecting innovations of particu-
lar type—technological, administrative or procedural—to emerge. However, our fo-
cus is targeted mainly at technological innovations with their division into thematic
spheres, such as ICT, environment, healthcare, etc. Which actors, why and how they
may prioritize particular innovations there and what is the purpose of such behavior
expected by the European institutions in the policy instruments of standardization
will be our contribution to the advanced policy analysis of the European innovation
policy context.
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48.4.2 Part Two

At the second stage, i.e. the stage of analytic co-relations, we analyze the following:
(6) Co-relation of the results gained at part (1) with those gained in part (3) is

done by projection of the documentary analysis to the standards’ taxonomy. Thus,
we correlate standards of the Lead Market Initiatives with types of standards in the
theory of standardization. This is possible because of the description of standards in
each area, analyzed in part (1).

(7) The theory of successful advanced standards by Fomin et al. [5] is introduced
for the purpose of studying an “open space” of advanced standards. This is done as
a contribution to part (3) for the purpose of widening the issue. Here we discover a
base for the assumption that the behavior to innovate may be programmed. It may
depend on the correlation of the result of part (7) with part (6). This part may be de-
veloped in the frame of another research with socio-technological bias: the results
of part (7) may be used as a ground for modeling synergic, smart technological con-
stellations by Small and Medium Economies (SME) in practice or work on projects
on smart solutions (smart houses, smart cities, etc.)

(8) Projection of the results of the parts (1), (2), (5) and (6) to figure out possible
responses to challenges by doing thematic innovations of technological, social and
environmental character—for the purpose of the social market economy as a main
policy of the European union, the single market policy—for the understanding of
the division of stakeholders’ roles there depending on the thematic synergy for in-
novation. These conclusions may clarify programming performance of stakeholders
discovered in the part (7).

Explanations about connectivity follow here:
Let us comment what’s been mentioned above. The gained legal analysis of the

documents regarding standardization of the Lead Market Initiatives (1) is compared
with the complexity of standards (6) described in the taxonomy of standards by
David [3] and Krechmer [6] in part (3) to figure out synonymous classes in the
taxonomy through their functional descriptions and nature. In the perspective of
Systems Theory we are interested in the intensity of the actions taken by the stake-
holders on the process of their implementation of standards of the spheres of of-
ficial innovation areas, and hence—the standards of particular complexity, as it is
established in the part (6). Here we come closer to the programming character of
standards.

A complement to the theory of standardization is the theory of success-
ful/advanced standards by Fomin et al. [5]. It is based on the role of negotiation,
sense-making and design for standard-setting in the following sense: negotiation is
information transfer among areas of the Lead Market Initiatives and their synergic
areas (the latter are potentially highly possible by complex standards); sense-making
is the result of the information transfer which may take form of matter-energy and
lead to changes in the very architecture/system of standards, which influences the
synergic pattern of the Lead Market Initiatives; design is a potential formation of
new constellations of technologies as outcomes of interactions among technolo-
gies, stakeholders, ideas and other elements allowed by the highest complexity of
advanced standards.
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Our research implies multilevel analysis and contextual focus, which is useful
for structuring the gained data and assumptions for testing by simulation as an
advanced standardization policy analysis. We move from the Lead Market Initia-
tives to smaller technological areas (micro-context) where innovation may emerge
notwithstanding its size and the status of the discoverer (including meso-contexts)
up to the European level of the social market economy (macro-context). Accord-
ing to the Europe 2020 Strategy [10], the single market policy shall be transformed
into a social market economy with smart, inclusive and sustainable growth by year
2020. The social market economy has at least three big areas of policies—a social
(exercised mainly at local and national levels of the Member States), an economic
(exercised mainly at the level of Member States, the European supranational level
and the global level for competitiveness) and an environmental sphere (exercised at
all levels in different proportions by stakeholders depending on their technological
and economic potential) [9].

The next step is to look at synergies of areas depending on complexity of stan-
dards, the context of technological relations and the level of stakeholders’ perfor-
mance. Open spaces in advanced standards of particular combinations of technolo-
gies are expected to exist in a strategic way founded in the documents on official
innovation areas. A potential for negotiations, sense-making and design may be de-
veloped there at an advanced level (8). Thus, in our research we determine diffusion
of markets to predict what outcomes the new technologic areas may give to the Euro-
pean Union due to the course of normal social development. Synergies of standards
in complexity allocate new technologies at all levels of the European policy system
depending on the scale and number of the open spaces for innovation in standards.

48.5 Discoveries

What we discovered appears in all parts of the analysis from (1) to (8), which has
already been briefly commented. Below are examples picked out from the whole
analysis in accordance with the steps showed in the part “Research Design and Re-
search Flow”.

Step 1. To summarize, we find that the Communication “Towards an increased con-
tribution from standardisation to innovation in Europe” [11] defines standardization
as “a voluntary cooperation among industry, consumers, public authorities and other
interested parties for the development of technical specifications based on consen-
sus” (italics supplied). At the same time, we find that David defines standard as “a
set of technical specifications adhered to by a producer, either tacitly or as a result
of a formal agreement” (italics supplied) [3]. It is interesting to notice that Coun-
cil Directive of 21 December 1989 89/686/EEC on the approximation of the laws
relating to personal protective equipment (i.e. on Protective Textiles) defines har-
monized standard as “a text containing technical specifications” (italics supplied),
which makes us believe that we may use the taxonomy of standards by David [3]
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and Krechmer [6] for the legal and policy analysis of standardization in the Eu-
ropean innovation policy. Based on the “library” of standards, i.e. the amount of
formal standards in the Lead Market Initiatives, we allocate the latter in a “rain-
bow” from most formally standardized to least standardized: Protective Textiles,
Recycling, Sustainable Construction, Renewable Energies, Bio-based Products and
eHealth. This means that we move from predictability to unpredictability. By the
next step we define synergies, which may take place in the scope of this unpre-
dictability.

Step 2. eHealth is synergistic with ICT, public health infrastructure, medicine and
economics and social inclusion; Sustainable Construction is synergic with social in-
frastructures, materials, energy and environmental issues; Bio-based Products are
synergic with bio-systems, chemistry, physics, materials, energy and other environ-
mental issues; Recycling is related to energy, chemistry, waste issues and regional
policies; Renewable Energies is in synergy mainly with carbon technologies, bio-
sphere, resource issues and are perspective for the development of smart city con-
cept; whereas Protective Textiles are synergic mainly with physics and chemistry.
Thus, eHealth is much more complex than Protective Textiles. By the next step we
apply to the complexity of the very standards.

Step 3. As regards the taxonomy of standards, we have the following: reference
Standards are the easiest regarding complexity; Standards for Minimal Admissi-
ble Attributes (or Similarity Standards) contain the allowed deviations from what is
required; Standards for Interface Compatibility (Compatibility Standards) contain
descriptive features of two or more items to interact and qualities of the lower stan-
dards [3]; Etiquette Standards are open-ended, i.e. they maintain communication
among many items and contain spaces for compatibility with inventions [6]. This
theory comes from ICT Studies.

Step 4. According to Horizon 2020, innovation priorities are ICT, nanotechnolo-
gies, advanced materials, biotechnology, advanced manufacturing and processing,
space and multi-disciplinary approach [15], which may also be considered as an
innovation policy instrument. This is Complexity Science and it may be found in
the context of “Future and Emerging Technologies” (FET). The outputs of the FET-
projects are formed into a bigger initiative called “Coordination and Support Ac-
tions” containing the best Complexity Science methodologies for practical policies
improvements [14]. The users of our analysis may be found there or, for example,
it may be public or private structures doing policy analysis by simulation programs.
The complexity and the sectoral use of standards may be criteria for such work.

Step 5. According to the Fifth Call of the Ambient Assisted Living Programme, the
implementation of standard ISO IEEE 11073 shall be explained in projects applica-
tions [13]. Due to its architecture, the standard is capable of synergies with neuro-
science, cognition, self-expression (due to the Enumeration element), networks and
different types of e-services (due to Agent-Manager interactions), smart compact
devices (due to Medical Device System), etc. [2] Further implementation is possible
for human-computer interaction in healthcare (plus social integration at meso and
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even macro levels) and the development of other e-services related to healthcare,
etc. This is a fruitful environment for complex standards, where their complexity
plays a role in terms of the space/gap in the standards’ architectures to innovation
through synergies and beyond.

Step 6. From the documents on standards of the Lead Market Initiatives the com-
plexities of standards are approximately determined by a projection of the gained
textual analysis to the standardization taxonomy by David [3] and Krechmer [6].
For example, standards of Protective Textiles are likely to be close to Similarity
Standards (encouraging mainly high quality; recourses e.g. [7, 8]), standards of Bio-
based Products—to Compatibility and Similarity Standards (encouraging mainly
innovation; recourses e.g. [19, 20]), while standards of synergies in eHealth—to
Etiquette Standards (directly oriented to innovation, whereas the very standards of
eHealth are still in the process of formulation by CEN as of year 2012).

Step 7. The theory of successful/advanced standards [5] suggests three conceptual
elements in the open space of standards encouraging innovation, namely negotia-
tion, sense-making and design (see explanations to the part (7) in part two, “Re-
search Design and Research Flow”). These categories may be further analyzed by
use of the parameters of the contexts (micro, meso and macro) and the levels of
interactions among stakeholders (see explanations to the second part of the “Re-
search Design and Research Flow”, paragraph 3). The Systems Theory is useful
to work out categories of stakeholders, the nature of interaction and environments.
The standards closer to etiquette standards are observed to be in less formally stan-
dardized Lead Market Initiatives with high technologies and complex technologi-
cal challenges. Much negotiation is required for sense-making and design, and this
leads to a high diffusion of sectors. ISO IEEE 11073 Personal Health Data as one
example and standardization initiatives according to “2010–2013 ICT Standardis-
ation Work Programme for industrial innovation” actively supports synergies for
eHealth and eInclusion [16]. Common standards seem to be avoided, making stake-
holders search for synergic solutions and be more responsible for making decisions
in cooperation and networking. However, other responsibilities may also be kind of
algorithmically “programmed” depending on the needed outcome from the stake-
holders’ performance.

Step 8. Guidelines or algorithms regarding the stakeholders’ behavior becomes very
evident in regard to the type of standard, its synergy with environment, the context
and the level of the stakeholders main activity. The complexity of standards corre-
sponds to the complexity of actions as outcome and hence, the degree of diffusion
of market sectors. Even if a standard is only planned, the relations around its ex-
pected implementation may reflect is planned complexity, since standards contains
guidelines or algorithms regarding its synergies. The more advanced a standard is,
the higher the performance of the stakeholder, the deeper the diffusion of the syner-
gic sectors and more alternatives allowed in the open space of standards, the higher
the possibility for innovation, the higher economic and social expectation by Euro-
pean institutions from the stakeholder and finally the lower the European Union’s
responsibility is for innovation emergence and social integration stability. The less
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advanced a standard is, the lower the performance of the stakeholder, the lesser
the sectoral diffusion, the lower innovation expectations, but the higher the product
quality, and the higher the European Union’s responsibility in stimulation of inno-
vation by other means. This is the answer to the last research question.

48.6 Conclusion

Complex standards with high complexity and spaces for innovation may be called
a “strategic asset” for innovation encouragement [11], since it has strategic “gaps”
for introduction of new synergies and ideas into the technology using the standard.
Standards of lower complexity have mainly other functions, such as high quality
support. Standards used in ICT (as example of ISO IEEE 11073 Personal Health
Data), especially in the context of FET, are likely to have an advanced architecture
for synergies. Results of successful projects and their complexity may be further an-
alyzed by methodologies in a cross-disciplinary way to find models of perspective
responses for the social market economy and targets of the Europe 2020 Strategy.
The contribution may be done for the development of the concept “intelligent pol-
icy” at example of standardization, which may be considered as such. The possibil-
ity to program innovation by synergic algorithms in advanced standards is a tool for
smart diffusion of the single market. The trends are described in Step 8. Our analy-
sis and approaches may be used for analysis of policies where standardization may
take place through the method of simulation, but also for the modeling of scenarios
in Complexity Science for policy analysis regarding the further development of the
European policy system beyond 2020 through standardization and innovation policy
technologies.
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Chapter 49
The Right to a Due Deliberation, Mental Models
of Judicial Reasoning and Complex Systems

Enrique Cáceres Nieto

Abstract This work aims at proposing a theory on mental models of legal reasoning
in Roman Law Tradition. The essay integrates the approaches of legal epistemology,
complex sciences, corporate governance, neural networks and mental models in a
coherent conceptual theory whose goals are: to explain the way in which legal in-
stitutions, and particularly the judicial ones, participate in the construction of social
reality (including corruption problems) and highlight some ideas about strategies to
intervene in its correct functioning. It is an important step in developing a construc-
tivist legal theory.

Keywords Legal constructivism · law and complexity · Legal epistemology ·
Legal theory · Legal philosophy ·Mental models · Cognitive sciences

49.1 Introduction

One of the most relevant issues in contemporary legal theory is to define the con-
ditions that determine the respect to the human right to a due deliberation by the
judges.

Nowadays responses come from different theoretical traditions: analytical ju-
risprudence, applied legal epistemology and artificial intelligence applied to law.
Unfortunately, they share the following problems: (1) they are product of mere spec-
ulations and not the result of empirical research; (2) assume an individualistic per-
spective of judicial reasoning.

In my ongoing research I assume a different point of departure and goal. I assume
that: (1) It is necessary a descriptive model of judicial reasoning before a normative
one; (2) The mental models theory developed by cognitive psychology provides a
good framework to face the problems of knowledge elicitation and representation of
judicial reasoning presupposed by the descriptive model recounted above; (3) In real
world mental models of judicial reasoning emerge from self-organizing processes
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which take place as the result of the connexions and interdependence of judges and
lawyers in courts and can became dysfunctional (as happens in the case of corrup-
tion or negligence) (4) Therefore the understanding of judicial reasoning requires
to be studied from the approach of complex sciences and the advances of corpo-
rate governance. The goal will be to develop a legal epistemic engineering that help
judges to respect the right to a due deliberation.

In my research, I justify the use of neural networks as a theoretical metaphor to
be further developed the mental model that I propose. I have placed legal reasoning
in the broadest context corresponding to the emerging epistemological paradigms
of situated cognition and extended mind. I maintain that legal institutions are self-
organizing social networks that comprise the environment from which arise presup-
posed mental models in judicial judgments. In this sense, mental models of judicial
reasoning are found in the dimension of situated cognition and the extended mind.

Along with Francisco Varela I assume that scientific knowledge goes from a
cloudy to a crystal state.

As we all know Complex Systems Theory has strongly impacted on different sci-
entific domains with different degrees of crystallization. Its influence has not been
the same in physics or biology as in social science. One field in which the complex-
ity is virtually absent is legal theory.

My main goal in this talk is to propose some advances of my efforts to integrate
complexity and cognitive sciences in a new kind of legal theory that I proposed to
denote with the expression: ‘Legal Constructivism’. Even if this is much closer to
the cloudy than to the crystal state, I think it could be considered the first step to a
future integration of the theory of complexity in the legal theory domain.

The type of mental model of judicial reasoning in criminal law that I propose
was obtained by the expansion of the explanatory power of a theoretical framework
developed in order to construct an expert system to assist in reaching judicial judg-
ments in family law.

The qualitative research techniques used to stimulate judges’ knowledge were the
following: (1) unstructured interviews; (2) shadowing self; (3) interruption analysis
and (4) mind maps.

The learning curve implies different changes in the network structure along a di-
achronic axis, which represents legal proceedings. This involves dynamics of states
that corresponds to the activation of connectivity patters in the subject’s memory
on coming in contact with the medium (the case) and the dynamics of parame-
ters derived from the modifications to the values assigned to the different concepts
throughout the process.

Traditional legal thought is linear and consequentialist: it assumes implication re-
lationships between what legal principles prescribe and the social reality that arises.
However, this reality is very often completely different, if not contradictory, to the
ultimate aims of the law.

Replacing linear thinking with complex thinking can offer new ways of under-
standing the impact law can have on building social reality. Specifically, the the-
ory of mental models show great potential in defining teaching strategies based on
complex learning and situated learning. Likewise, mental models empower judges’
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extended mind as a result of the computational formalization of these models by
means of expert systems that assist in legal judgment.

49.2 Ubis Societas Ubi Ius

This very old Latin expression means that wherever there is a human society there
is Law. It explicitly refers to the main assumption: Legal norms regulate social be-
havior.

However, the reality frequently shows that legal norms do not have any impact
on the change of social dynamics, and that they even produce opposite results to
their explicit goals.

For instance, the explicit goal of prisons is the social rehabilitation of criminals,
but it is a widespread true that they usually function as schools of crime.

As in the case of prisons, other legal institutions present an amazing phe-
nomenon: they show the same dynamics even if they come from different legal
systems, countries and cultures. Traditional legal theory cannot respond to this ques-
tion.

49.3 The Role of Cognitive Science in Legal Constructivism:
Situated Cognition and Extended Mind [7]

The theory of situated cognition, holds that cognition involves not just the brain,
but also an individual’s physical self: nervous, endocrine, musculoskeletal and other
systems. In other words, cognition is embodied. To a large extent, these processes
take place without an individual’s conscious control, but in a self-organizing manner
due to the interaction with the environment.

The theory of extended mind holds that cognition is not restricted to an individ-
ual’s biological “packaging” but can extend to natural elements, as well as techno-
logical and cultural ones (placing law in this last category).

In this paper, I maintain that legal institutions are self-organizing social networks
that comprise the environment from which presupposed mental models arise. In this
sense, mental models of judicial reasoning are found in the dimension of situated
cognition and the extended mind.

49.4 The Role of Complexity: The Lucifer Effect

Social psychologist Philip Zimbardo is best known as the father of the 1971 Stan-
ford Prison Experiment. He used a mock prison populated with student volunteers to
illustrate the extent to which identity is situated within a social setting; student vol-
unteers randomly chosen to play guards became cruel, while those playing inmates
became rebellious and depressed.
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His troubling finding was that almost anyone, given the right “situational” influ-
ences, can be induced to abandon moral scruples and cooperate in violence and op-
pression. In other words Zimbardo provides an important experimental support for
the situated cognition thesis and demonstrates that certain variables can induce self
organizing processes in legal institutions from which new social dynamics emerge
that include the transformation of the embodied cognition of human agents without
conscious control.

One of the most amazing results of Zimbardo’s research was to find the same
kind of variables introduced in his university experiment when he studied the trans-
formations occurred in real institutions as the Abu Ghraib prison.

The variables in the Lucifer Effect experiment were:

• Power
• Conformity and obedience
• Deindividuation
• Dehumanization
• Evil for inactivity
• Banality of evil

49.5 Lucifer Effect in Criminal Justice in Mexico

Corruption and inefficiency are the main manifestation of the Lucifer effect in many
Mexican legal institutions, including criminal courts. The situation is so bad that
even if the constitution establishes the presumption of innocence as the main prin-
ciple in criminal trials, real practices function in the opposite way: there is a pre-
sumption of guilt which is very difficult to defeat.

“In general terms one can affirm that the probability that a person who has been
recorded before the district attorney to be absolved is minimal. The judicial statistics
published every year by INEGI situate in about 90 % the percentage of condemna-
tory judgments in the whole country” [6].

It is amazing to realize that:

“. . .the description of the criminal processes revealed by the research seems not to be ex-
clusive of Mexico”.

In the Colombian case, it has been observed that:

“The Judge’s task is limited to confirm the decision made by the district attorney and to
impose the punishment (see [6, p. 68])”.

Even if there are no comparative empirical researches that let us to know what
happened in all the criminal courts in Latin America, informal comments in in-
ternational legal congresses let us suppose that all of them function in a similar
way.
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49.6 The Recipe for Evil in Criminal Courts (Hypothesis 1)

I assume that the recipe for evil in criminal courts is:

1. Lack of an acceptable epistemic normativity in order to determine when the stan-
dard of proof accepted by the legal system has been satisfied and therefore some-
body must be declared innocent or guilty.

2. Lack of transparency of the cognitive process that occurs in the black box of the
judges minds.

3. Invulnerability to corrective interactions within the systemic environment (civil
society).

49.7 From The Lucifer Effect to the “Saint George” Effect
(Hypothesis 2)

The main hypothesis of this talk is that if it is possible to induce the emergence of
a certain kind of dynamics with the variables of the receipt of the evil (The Lucifer
Effect), then, it must be possible to induce a virtual dynamics in an institutional
system if other variables are introduced. I propose to refer to this change as The Saint
George Effect. In other words: “The saint George Effect” seeks to be the antidote of
The Lucifer Effect.

The receipt of The Saint George Effect.

1. Epistemic normativity to determine when the standard of proof accepted by the
legal system has been or not achieved and therefore to decide if somebody must
be declared innocent or guilty.

2. This is the most important variable because it makes possible the rest of the
variables of the receipt for the Saint George Effect.

3. To have epistemic artefacts that make transparent the cognitive processes fol-
lowed by judges when they are making legal decisions.

4. Inter-subjective control of the cognitive processes of judges by the systemic en-
vironment (civil society).

Following on I will focus my attention in the two first variables.

49.8 Properties of the Model of Epistemic Normativity of
Judicial Reasoning (The First Variable)

49.8.1 Naturalization

One of the main problems in contemporary legal theory is the construction of suit-
able models of epistemic normativity that determine the cognitive processes that can
justify the declaration of innocence or guilt in a trial.
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Up to the moment, several models have been proposed based on different theo-
retical frameworks: frequentist probability, bayesian induction, deductive logic, etc.
Nevertheless all of them suffer from a lack or naturalized base, that is to say, they
have not taken into consideration the way in which judges processes the evidence
when they make decisions.

The model that I propose seeks to replace this deficiency using the theory of men-
tal models developed by contemporary cognitive science and a theoretical metaphor
based on the dynamics of artificial neural networks.

49.8.2 Epistemic Artefacts

A biological property of different species consists of adapting their environment in
order to satisfy their needs.

The man is not only a producer of physical artefacts, but also of what has been
called “cultural artefacts” or “epistemic artefacts” which are the result of exterior-
izing mental representations. For instance: the cave paintings, the maps, the mathe-
matical equations, the language, the Law.

Once epistemic artefacts have been exteriorized, they go on the public dimension
where they act as scaffolds on which other members of the community can generate
new epistemic artefacts by adaptive processes. Hereby, the aforementioned artefacts
exceed the mere mental dimension to turn into guides for the action, as happens with
the planes of an architectural project, or the performance of a symphony. Certainly,
they also make possible the coordination of collective actions, their evaluation and
their intersubjective control.

In spite of possessing a symbolic equivalent content, some manifestations of epis-
temic artefacts are more efficient than others. For this reason we prefer reports with
histograms to those which have only text, and we prefer maps to oral explanations
about how to get somewhere.

The model (epistemic artifact) that I propose takes into consideration the
preponderance of visual representations and will be presented in a graphical
way.

49.9 Mental Models of Judicial Reasoning as Epistemic Artefacts

Mental models are:

“. . . declarative representations of how the world is organized and may contain both general,
abstract knowledge and concrete cases that exemplify this knowledge. So, strong models
allow for both abstract and case-based reasoning [9].”

The purpose of this work is to present a representation of the mental mod-
els judges use in their reasoning, in which explicit knowledge corresponds to
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their training in law school and implicit knowledge, to their interactions in
court [4].

49.10 Cognitive Self-organization and Legal Reasoning

The researcher Dan Simon [8] has carried out in the field of experimental psychol-
ogy and my own in artificial intelligence [2] present very similar results in terms
of the cognitive self-organization that takes place in both juries (the Common Law
system) and professional judges (the Romano-Germanic system). The most relevant
characteristics are: (1) the activation and adaptability of previous cognitive patterns
to solve new cases; (2) unconscious coherentist displacement to organize appar-
ently unconnected information to, for instance, link different kinds of evidence; (3)
on-going changes in the state of the mental model throughout the process, accord-
ing to the arguments and counterarguments, and proof and counterproof presented
by the parties; (4) the interdependent way value is assigned to the different pieces
of evidence; (5) the influence of elements that are secondary to the case (as may
occur with racial prejudice) in changing the state of the system; and (6) the fact
that the same case can produce different mental models despite applying the same
law.

49.11 Mental Models, Elicitation and Knowledge
Representation [4]

The type of mental model (epistemic artefact) presented was obtained while devel-
oping an expert system to assist in reaching judicial judgments.

The qualitative research techniques used to stimulate judges’ knowledge were the
following: (1) unstructured interviews; (2) shadowing self; (3) interruption analysis
and (4) mind maps.

49.12 Architecture and Dynamics of the Mental Model of
Judicial Reasoning [4]

The final model was a heterogeneous complex network whose various elements fall
under the following categories: (1) descriptive statements of the facts in question;
(2) regulatory statements set forth by law; (3) evidence; (4) concepts of the general
theory of crime; and (5) the final ruling.

The interconnection between these components was modelled as a neural net-
work with different layers for each of the mentioned elements. The structure of this
multi-layered network is as follows: (1) an entrance layer that corresponds to the



390 E. Cáceres Nieto

legally relevant terms in the description/portrayal/account of the case; (2) and exit
layer consisting of two activating neurons that are binarily exclusive; (3) a hidden
layer hierarchically higher than the layer of evidence that corresponds to the defin-
ing characteristics of a criminal nature; (4) a hidden layer hierarchically higher than
that of the criminal layer that corresponds to concepts of exculpatory circumstances
consistent with the type of crime in question; and (5) a hidden layer hierarchically
higher to that regarding the exculpatory circumstances that correspond to concepts
of the general theory of crime.

The connections are bidirectional, inter-layer, intra-layer and reiterative. The
connectivity density is high and operates between all the layers.

The dynamics of the system assumes that the activation of the different neurons
works according to the level of reaching the threshold of the active state that cor-
responds to a given epistemic value (believing that “p”, considering “p” proven,
etc.). It is supposed that the intensity of neuronal connections does not work deter-
ministically, but fuzzily. In the model, three degrees of intensity are represented by
different colours: low (yellow), medium (orange) and red (equivalent to reaching
the threshold and the corresponding activation of the neuron or neurons). Synaptic
connections can be excitatory or inhibitory [5]. This characteristic is very impor-
tant since legal reasoning is dialogical and defeasible. In other words, it implies the
opposition between the various components of the network whose processing (to a
large extent cognitively self-organizing) should arise from a coherent structure that
corresponds to the final decision of the sentence.

49.12.1 The Hattori Case [1]

Hattori—a 17 year old Japanese student that was a guest at family Haymaker’s
home—and Haymaker Junior (also 17 years old) were invited to a Halloween party
organized by their senior high classmates.

On the afternoon of Saturday October the 17th of 1992 the 2 teenagers headed for
Baton Rouge (where the party was going to take place). Hattori was characterized
as “John Travolta”. For his part Haymaker pretended he had an injured arm and
wounds in his face (This was all “make believe”).

They hadn’t realized until it was too late, that they had the wrong address. So
they ended up at Peairs’ family’s home thinking that the party was to be celebrated
there.

Peairs’ family members were Rodney (the husband), Bonnie (the wife), and their
daughters Brittany and Stacey of 11 and 7 years old respectively.

Haymaker Junior rang the doorbell. When Bonnie opened the door, she could
only see Haymaker, but when she turned her head and saw Hattori, with an expres-
sion of intense fear she suddenly shot the door on the boys’ faces without letting
them to express the reason that had brought them there. She ask come to Rodney
because somebody want to enter in the house. He takes a gun, opens the door and
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Fig. 49.1 Structure of the defining homicide layer [3, p. 244]

cry the expression Freeze but Hattori continues walking. Rodney shoots and kills
the boy.

Each party declares the following:
The legally relevant elements of the reconstructed narratives that activate the

input layer are the following:

Relevant Discursive Elements

1. The accused shoots and causes the Hattori’s death.
2. Hattori had trespassed private property,
3. With a menacing aspect
4. And didn’t pay attention to the discouraging instruction.

As a result of the activation of the input layer (legally relevant facts), a connec-
tivity pattern gets activated between the input layer and the layers corresponding to
the legal definition of the crime in question (possible homicide), and to the factors
that exclude criminal responsibility layer (possible self defense) related to legally
relevant facts 2–4. The intensity of the connection gets a low plausibility value.

The legal definition of homicide instantiates the theoretical concept of a crime,
so, the respective neuron gets activated at the corresponding layer (see Figs. 49.1,
49.2 and 49.3).

Figures 49.4 and 49.5 display the inputs offered during the probatory stage.
These evidentiary items activate the second hidden layer. They correspond to the

confession and the two expert testimonies.
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Fig. 49.2 Activation of the DHL by discursive element 1 [3, p. 245]

Fig. 49.3 Reinforcement of the DHL by discursive elements 2, 3 and 4 [3, p. 245]

The reinforcement of the evidentiary items (excitative weight) increases the in-
tensity of the connection in the second hidden layer; the corresponding thresh-
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Fig. 49.4 Structure of the DHL and the excluding responsibility layer (ERL) [3, p. 246]

Fig. 49.5 Reinforcement of the DHL by evidentiary elements (EE) “A”, “B”, “C” and activation
of the ERL by EE “D” [3, p. 246]

old is satisfied; and the neuron corresponding to the justified belief that Rodney
committed homicide, gets activated. Nonetheless, it must be pointed out that this
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belief still does not satisfies the required threshold in order to activate the layer
that corresponds to the general theory of criminal deeds, due to the fact that other
neurons corresponding to the factors that exclude criminal responsibility such as
self defense are still activated, even though their weight may be “low” (inhibit-
ing).

But we should keep in mind that there is also an evidentiary item D which cor-
responds to Hattori’s friend. The content of this testimony indicates first, that the
victim was a Japanese student (which neutralizes the hypothesis of Hattori being
dangerous); second, that he did not master the language (which explains why he
kept walking toward Rodney despite the warning expressed in the form of “freeze”);
and third it indicates that they had the wrong address (which explains why Hattori
had entered Peairs’ property with such confidence).

These elements create an inter-layer connectivity pattern towards the neuron cor-
responding to self defense. The pattern has an inhibitory weight, which is why the
belief in a possible objective self defense gets deactivated.

Nonetheless the layer corresponding to the factors that exclude criminal re-
sponsibility remains active with a low plausibility value, due to a possible sub-
jective self defense (putative self defense). The putative self defense implies that
the homicide had been the result of Bonnie and Rodney experiencing an undefeat-
able subjective belief that they were facing a real threat with a plausibility value of
“Medium”.

But there are two other evidentiary items:
“E” is a testimony whose content indicates that Hattori did not walked towards

the Peairs in a threatening way but more like in a joyful fashion. It also indicates that
Hattori’s characterization as John Travolta would not lead someone to think that he
was dangerous.

“F” is another testimony whose content indicates that Hattori had only given
two steps towards Bonnie and Rodney when he got shot (see Figs. 49.6 and
49.7).

The neurons activated by these elements generate a connectivity pattern with
inhibitory weight with respect to the neuron that corresponds to the factor that
excludes criminal responsibility of subjective self defense. This last neuron of
subjective self defense along with the layer of all the factors that exclude crim-
inal responsibility gets deactivated. In this state, an inhibitory weight gets trans-
ferred to the layer that corresponds to unjustified crime. With this transfer-
ence of inhibitory weight the threshold to change to an active state is reached.
This state generates a last and new connectivity pattern with the output layer
that activates the neuron that corresponds to “criminally responsible”. The lat-
ter state activates the effectors of the system and its corresponding motor behav-
ior which in this case amounts to pronouncing a performative declaration which
has the effect of changing the state of affairs of the operational environment of
the legal operator. This has the consequence of a new legal reality being con-
structed.
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Fig. 49.6 Activation of ERL with plausibility value of “medium” [3, p. 248]

Fig. 49.7 Deactivation of ERL by EE “E” and “F”, and final state of the system (Guilty) [3, p. 248]
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49.13 The Saint George Effect Revisited

As it was previously claimed, mental models are epistemic artefacts.
They are the must important ingredient of the Saint George effect recipe because

they are the support of the other ones:

1. The graphic representation of mental models transforms the black boxes of
judges in transparent ones.

2. The public character of mental models make them accessible to the systemic
environment (Law schools, research institutes, NGO[s, layers [s bars, etc) and
therefore also make possible the intersubjective control of judges-s cognitive
processes by sharing the same epistemic normativity.

3. Mental models show great potential in defining teaching strategies based on com-
plex learning and situated learning.

4. Likewise, mental models empower judges’ extended mind as a result of the com-
putational formalization of these models by means of expert systems that assist
in legal judgment.

49.14 Final Remark

Traditional legal thought is linear and consequentialist: it assumes implication rela-
tionships between what legal principles prescribe and the social reality that arises.
However, this reality is very often completely different, if not contradictory, to the
ultimate aims of the law.

Replacing legal thinking with complex thinking can offer new ways of under-
standing the impact law can have on building social reality.
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Chapter 50
MOSIPS Agent-Based Model for Predicting
and Simulating the Impact of Public Policies
on SMEs

Federico Pablo-Martí, Antonio García-Tabuenca, María Teresa Gallo,
Juan Luis Santos, María Teresa del Val, and Tomás Mancha

Abstract This paper presents MOSIPS (MOdel of Simulation of Impacts of Public
Policies on SMEs), a multi-agent model of an open economy. It is part of a user-
friendly object-oriented interactive intelligent policy simulation system allowing
forecasting and visualizing the socio-economic potential impact of public policies
for supporting SMEs. MOSIPS model specifies the characteristics of every agent,
and its particular feature is that it locates accurately agents in the space, using this in-
formation to precisely determine the interaction network. It represents the dynamic
behaviour of people and enterprises, analysing their decisions and interactions in the
social networks. It can be used to model macro-economic features of a system and
permits focusing on a specific part of the economy, both at sector and spatial level.

Keywords Agent-based model · Prediction and simulation · Policy evaluation

50.1 Introduction

Recently, agent-based models (ABM) have increased their importance in eco-
nomics. In particular, the last financial crisis was not predicted by standard macroe-
conomic models. Due to several of their assumptions, they were not able to represent
that significant deviation from the equilibrium growth path predicted. In contrast, if
the approach is bottom-up, starting with the specification of the agents involved in
the economy, it appears and emergent behaviour of the system which cannot be ex-
plained from the behaviour of the representative agent. This allows the appearance
of bubbles, followed by a sharp reduction in prices and a lowering in expectations.
Multi-agent models have been used to study economic systems in several ways: we
can find examples of conceptual works on agent-based economic models [22] a va-
riety of agent-based models focused on a part of the economy, for example, leverage
effects in financial markets [10]. Multi-agent models of the economy as a whole are
infrequent, examples are the models by [9, 12, 14] and the EURACE model [7].

MOSIPS model includes a number of features of the previous referred models,
but it represents the economy making the emphasis in Small and Medium Enter-
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prises (SMEs) and the factors faced in their creation and growth. Thus, entrepreneur-
ship and access to finance appears as two major issues. These enterprises choose
their location not only optimizing the place, but taking into account the residence of
the owner. This characteristic makes necessary to locate the entrepreneurs. More-
over, the demand SMEs face is determined by their location and their size, which
conditions their visibility. SMEs’ suppliers, workers and consumers tend to be near
their location. Then, it is crucial to locate every agent in its real place to allow deter-
mining realistic interaction networks and the correct performance of every firm. For
our purposes, in order to truthfully represent a local, regional or national economy,
both firms and people should be placed with their individual characteristics. In ad-
dition, public administration, financial sector and the external sector are represented
as well, as they interact with SMEs establishing policies, giving access to finance,
competing with them or allow selling part of their production abroad.

What is described here is the abstract model. The description follows partially
the agent-based model documentation guidelines developed at the 100th Dahlem
Conference “New Approaches in Economics after the Financial Crisis” [23]. As
specified by these guidelines, the first part provides an overview (Sect. 50.2) and the
second one explains general concepts underlying the model’s design (Sect. 50.3).
Section 50.4 provides the specification of data needing and its treatment, as it re-
quires a much more complex process than the majority of macroeconomic models.
Finally, a brief conclusion looks at the further developments of the model and sum-
marizes its major characteristics.

50.2 Overview

The rationale behind MOSIPS model (Fig. 50.1) is closely related to the purpose of
the project for which is designed: to develop a policy simulation system allowing
forecasting and visualizing the socio-economic potential impact of public policies
for supporting SMEs.

50.2.1 Rationale

MOSIPS model represents the dynamics of behaviour and decisions of agents, and
their interactions. It forecasts the evolution of an economic system over a time hori-
zon of one quarter to several years. It is based on a multi-agent approach at the
micro-economic level. It can be used to model macro-economic features of a sys-
tem and allow focusing in a specific part of the economy, at sector and spatial level,
evaluating the effects of a policy over the firms and the individuals, depending on
their initial characteristics.

MOSIPS model provides the framework to test the accuracy of micro-foundations
specified outside the scope of the representative agent paradigm reproducing a vir-
tual reality to evaluate the effects of economic policy. The obtained results have a
range of error due to the randomness of individual processes and the building of
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Fig. 50.1 MOSIPS model components. Source: own elaboration

the database. This approach can be seen as an extension to Arrow-Debreu general
equilibrium theory [4], as the unique result computed by standard models is one of
the possible outcomes: the optimal trajectory excluding part of the heterogeneity
of the agents, and not having into account spatial issues with a sufficient degree of
accuracy.

The object of study is a local economic system, disaggregated by branches, which
represents the economic system under consideration. Then, the effects of a policy
are studied both at sector and at spatial level. These effects also can be observed
according to other characteristics such as the size of the firms, their innovative be-
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haviour or their financial situation. The effects of policies can also affect to the
population, and they can also be studied taking into account their location or the
individual characteristics.

50.2.2 Agents

The model includes two main kinds of agents: firms and households. These agents,
by means of commercial or social mechanisms, interact among themselves and with
other entities within their environment but which are external to the agents’ identity
and decisions.

MOSIPS concerns particularly these two types of agents and their scope from
the moment that a part of individuals chooses to become entrepreneurs with the
intention to start up a firm. While such a choice is clearly influenced by the decisions
they have made previously [2, 16, 20] (e.g., their type of education, family influence,
or acceptance of a firm as inheritance), as well as by the environment created by
other entities or markets [3] (i.e., government regulations or rate of interest required
on a loan to an entrepreneur), the analysis underscores the behaviours and decisions
of ‘entrepreneurs-firms’ agents.

Partnerships among firms are also possible, so that sometimes groups or con-
glomerates of firms aiming at achieving common goals (for innovation or export
activities for example) can be formed. Therefore, in the proposed model, groups of
agents are or may be relevant [17, 21].

In addition, each ‘firm’ agent can be considered from the perspective of the ‘in-
dividuals’ agents comprising such firm, that is, from the different degrees of respon-
sibility and the ability to make decisions that individuals belonging to a firm have.
In this way, one can include workers, technicians, managers, directors, and own-
ers. According to this view, which rests upon the theories on human resources and
knowledge management as well as the agency problem or theory, each individual
who is part of the firm takes initiatives based on simple, or sometimes complex,
management options, which may even be opportunistic or contradictory to the ob-
jectives of the firm or the interests of the owner [5]. These behaviours, dealt with
individually (each member of the firm is an individual), would lead to a deepening
or specialisation of the proposed model, which eventually would bring new ideas
and approaches on firm development and growth in the territory analysed (with the
information and data warehouse used), as well as any possible imbalances.

Every agent has the characteristics pointed by [24]. They decide their character-
istics autonomously trying to maximize their expected profits/utility. The communi-
cation among agents takes place by market prices and social networks. Agents react
to the changes in their environment, but sometimes anticipate these changes in order
to define their decisions, showing a proactive behaviour.
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50.2.3 Other Entities

In addition to these two basic types of agents, there appear other complementary
entities for their activities involved to a higher or lesser extent in the modelling pro-
cess but which are pivotal in the composition of agents. These entities do not make
decisions directly in the process, but the evolution of their behaviours in time clearly
impacts on the creation of the expectations and decisions of firms (and individuals).
Specifically, these entities are the public sector, the financial system, and the local
environment.

50.2.4 Boundaries

The model faces a major constraint in its development: the existence and behaviour
of the agents which comprise the external sector. Agents and institutions that com-
pose it (companies, public administrations, households. . . ) incorporate permanent
or sequential new inputs to the model in its running time, interacting with busi-
nesses in the analysed territory. For example, in trade relations between import and
export companies, decisions are produced on both sides, in the country and abroad.
Often, in business practice are taken decisions on capital investment out of the coun-
try. However, such decisions are not fully considered in the model. In turn, these
decisions are based on the behaviour of other agents or external entities that have
their own behaviours and different rules (for example, labour legislation, taxation of
companies, the price of industrial land, or the difference productivity in the tradable
good or service).

These external effects modify the behaviour of agents in the area to be analysed
and, therefore, may be measured at least indirectly or by a method of approximation.
Then, all the consumers of the exported goods and services, and firms that produce
the imports are considered as several entities (one for each economic region), and
their behaviour is only predicted in an aggregate way making use of several macroe-
conomic indicators. For the purposes of international trade, the model uses interna-
tional exchange rates, which express fairly accurately the strengths and weaknesses
of different economies, or what is the same level of competitiveness of domestic
and foreign companies. Likewise, in the case of investment in the country by for-
eign companies, there are several difficulties in the determination of the behaviour
of foreign agents not individually and explicitly modelled.

50.2.5 Relations

The types of relationships that structure the interactions among agents are of a di-
verse nature (Fig. 50.2). These are developed based on the various activities con-
ducted by entrepreneurs and firms in their processes of recruitment and procure-
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Fig. 50.2 Agents and environment incorporated in MOSIPS. Source: Own elaboration based
on [1]

ment of inputs, human resources management, production, innovation and technol-
ogy management, product development, financial management, and marketing and
sales strategy. Also influential are the possible strategies for growth and territorial
expansion of investments (within or outside the territory). Individuals on themselves
or grouped in households have relations with other individuals and with firms result-
ing from their labour, consumption and investment activities.

In general, the market itself sets a ‘virtual’ kind of network relationships among
firms in their pursuit of needs/opportunities for personnel, intermediate inputs, pro-
duction equipment and technology, and sales niches, which are provided by the
different types of markets (labour, goods and services. . .) [6, 19]. But the general
market also establishes the relationship of rivalry and competition between them. In
sum, these are network relations that provide information for cooperation or com-
petition as appropriate [13, 15].

Contractual relationships on the labour market are structured between individuals
and firms. They are based on search processes, where firms in a context of imperfect
information choose the best candidates and individuals offer their work to firms that
provide the most attractive terms. In general, these relationships are normative since
they are based on labour legislation.
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50.2.6 Activities

Individuals are born into households where they grow, consume, pursue an educa-
tion, and, eventually, die. Households may change their location and increase or
decrease the number of their members. Upon reaching working age, individuals
choose in each period whether to join the workforce and, if so, become employees
or entrepreneurs. Job seekers offer their work to firms in their environment recruit-
ing workers, which take the decision regarding who to hire. Individuals who choose
to become entrepreneurs create firms and choose the location.

Firms produce and sell their products on the market. They also choose the cheap-
est and most reliable suppliers. Additionally, they change in terms of size through
internal growth or by acquiring other firms, provided they have adequate funding.
They can apply for funding from the financial system, based on their repayment ca-
pacity and on the financial market conditions. Further, firms decide the level of their
commitment to innovation, both in terms of processes and products. They modify
their workforce by hiring or laying off workers according to their labour skills or to
production needs. Firms disappear if they go bankrupt or if the businessperson so
chooses.

The public sector incorporates its rules and policies by modifying the attributes
and behaviours of agents. Banks procure funds from agents with a funding capacity,
and they provide funds to those who require them. The financial resources avail-
able for firms and households can differ from the level of savings of agents due to
the financial flows with other countries and the circumstances of the financial sys-
tem. The local environment includes aspects that affect the agents from a territorial
perspective such as closeness from infrastructures, the existence of firm clusters, or
congestion problems.

In the modelling process, the properties of the protocols that govern the interac-
tion between individuals and companies are based on relations of production and
consumption, employment and lending, adopting a microeconomic perspective. In
this sense, the price of competitors’ products in relation to themselves constitutes
one of the main signals received by the agents. They act taking the suitable de-
cisions for the acquisition of inputs, recruitment of factors, production and sales.
These relations take place in markets.

With respect to these factors and product markets, the model provides an approx-
imation to local environments, on one side. But on the other side it also assumes the
existence of other broader environments, at national or international level. That is,
the analysis of interaction of agents is focused on their interest in a defined territo-
rial space, such as a region. Relationships with agents from other areas are analysed
in a more simplified approach. For example, the majority of goods are bought by
large retailers in international markets, and then they sell them to small retailers.
Final customers do not have access to a high number of sellers due to informational
costs. Then, the appropriate scale of the first market is international, small retailers
only have access to the regional market and final costumers tend to purchase goods
at local level.
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The same assumptions are made in the relation between firms and workers, who
are unemployed or employed in other companies and they want to change their jobs.
It could be considered that both companies and workers face the regional employ-
ment supply and demand, respectively. In most of the approaches, it is assumed that
all the agents act against the market, the aggregate behaviour of the rest of agents,
looking to optimize their interest. However, in most of the cases, every agent cre-
ates its own behaviour associated to the decisions of its neighbours. It arises from
the information and expectations generated by the rest, weighted depending on their
spatial and relational proximity. For example, a company located in a municipality
is able to produce and sell its production with a slightly different price from a com-
petitor of a neighbouring municipality, while in other part of the region prices can
be lower. Then, agent actions and decisions are highly affected by the behaviours
of agents in the proximity, but it also depends on the aggregate behaviour, emerged
from the decisions of every agent.

Thus, all companies are somehow interconnected, but these links are stronger
in environments which are closer. In any case, those behaviours associated with
the environment may also depend on the sector, the concentration of supply and
demand or the degree of public promotion of a product (e.g., which is derived from
the impact of advertising).

Individuals face the same interaction protocols and information flows, but ap-
plied to their decisions. They obtain most of the information from firms which they
are linked, but also from the aggregate behaviour (e.g. the unemployment rate, GDP
growth, price index). Individuals also condition their decisions taking into account
the performance of other agents who are linked with. Then, a potential entrepreneur
will decide to create his own enterprise with a higher probability if both their ac-
quaintances and the information she has about the general performance of the econ-
omy is promising for her success.

50.3 Design Concepts

This section of the paper presents some of the highlights of the general approach of
the model

50.3.1 Time, Activity Patterns and Activation Schemes

Time is modelled discretely. Each period consists of several steps. The length of the
period determines the temporal resolution of the model and is determined largely by
the characteristics and temporal reference of the data used. The model can consider
any time interval without affecting its characteristics. However, the quarter has been
taken as the primary reference since it is considered that most of the decisions of the
agents have a maturation period around this length.
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Actions are triggered instantly at the time when the ‘central clock’ determines
each period. They, however, do not need to be carried out in each period. The user
can choose a different periodicity for some of them.

By observing this basic temporal sequence of events, the model is fed with infor-
mation and data proposed in the system architecture for the years 2007 to 2011. This
means that the simulation system starts from 2007 and forecasts of the modelling
can be developed from 2012.

50.3.2 Interaction Protocols and Information Flows

Matching interactions and business activities are bilateral. These are gravitational
interactions where intensity depends on “visibility”, which, for an agent, means the
expected relevance of its interaction with the counterpart. In the case of matching of
individuals, each individual selects a group of people with whom s/he interacts and
who s/he subjectively evaluates based on its attributes. In the case of firms, sellers
offer their product to the market and buyers choose their supplier from a group of
sellers who are selected according to their closeness and to the size of their firms.

Each firm demands workers featuring certain characteristics. Among the firms
seeking a worker’s profile, workers choose the most “attractive” ones in terms of
salary and distance. Matching occurs when the best possible combination for both
parties is achieved.

50.3.3 Forecasting

Agents base their forecasts on their past experience, within a context of incomplete
information. Households determine their levels of consumption and savings from
their income experience in prior periods following a scheme inspired by the life
cycle and permanent income hypotheses. Firms make their decisions based on the
experience gained with clients and competitors.

50.3.4 Behavioural Assumptions and Decision Making

Agents have bounded rationality and act in an environment of imperfect informa-
tion. Interactions take place predominantly in the close environment of the agents.
The chances of interaction among agents depend on their visibility, understood as
indicated in Sect. 50.3.2.

Firms select their suppliers and their workers. Consumers choose the firm in
which they work and their consumptions elections. In all the situations the process is
the same. Firstly, the agent evaluates its performance. For this purpose, it examines
not only its results, but also receives information about other agents. It can be biased
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Fig. 50.3 Data sources in the building of MOSIPS data base. Source: Own elaboration

and incomplete. If the performance is sufficiently good, the agent does not search for
new agents (suppliers, workers, etc.), whereas if its performance is not sufficiently
good, according to the expectations of the agent, or worse than the average perceived
performance, the firm will look for better agents to work with (Fig. 50.3).

50.3.5 Learning

The structural characteristics of households and firms evolve through learning. This
is done by imitation and mutation procedures. The structural characteristics of in-
dividuals are modified in each period either due to random factors or by imitation
of the behaviour of the agents regarded as displaying more appropriateness (like
benchmarking).Thus, by means of a selection evolution process, agents get adapted
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to the circumstances through learning, as it happens, for instance, in the case of the
initial reservation wage, or the choice of distance when seeking suppliers.

50.3.6 Population Demography

In the model, entries and exits of households and firms occur in each period. Within
households, there are births and deaths. Births depend on the location and personal
circumstances of the mother, while deaths hinge on the individual’s age as well
as other factors. Individuals can change their location when appropriate in a cost-
benefit scheme.

Some individuals are entrepreneurs, and they emerge as such when, from a sub-
jective point of view, it is convenient for them to be entrepreneurs. Similarly, they
stop being entrepreneurs when it no longer suits them. Entrepreneurs with one or
more firms are businessmen. The birth and death of firms follow the decisions taken
by businessmen, who are dependent on economic or personal factors. They also
make decisions about the location of their firms.

50.3.7 Level of Randomness

There are two main sources of randomness. The major one is generated in the cre-
ation of agents. There is available a certain information, but it is incomplete, and
agents are created following random rules, accordingly and conditioned to their
known characteristics. For example, an employed person who works in a given sec-
tor is matched to a firm of that sector with an establishment near his residence, but
there is a possibility of make incorrectly this process. Then, if the actual firm has
a good performance and the matched firm goes bankrupt, this individual will lose
his job, while in the reality, he continues working. The counterpart is an actual un-
employed will continue be working in the modelled reality. As we can see, part of
these random possibilities cancel at aggregate level, but can have huge effects at the
micro level, making unfeasible to obtain accurate micro information.

Another significant source of randomness is the creation of networks, as this is
the part of the model for which there is a lower level of data available. Networks
are extremely important for learning processes and changing behaviours. Thus, the
model increases its randomness along periods of simulation, leading to stochas-
tic dynamics for a large number of variables (household characteristics, prices,
amounts, innovation, location, etc.).

50.3.8 Miscellaneous

The MOSIPS model is inspired by the circular pattern of income where the financial
field is explicitly integrated. This is crucial in the current crisis process given the
serious financial constraints of firms.
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Additionally, MOSIPS provides a highly precise spatial outlook since agents are
located individually using GIS techniques, which makes it possible to observe the
impact of policies at a micro-spatial level.

50.4 Data Bases for MOSIPS Model

In order to represent the society it is necessary to build two databases, one for indi-
viduals and families and other for firms and establishments. They are complemented
with the macroeconomic environment, and public, financial and foreign sector, taken
as a whole.

The variables for the macroeconomic environment and public policies, allow the
agents information creating their expectations and it is added to the information they
have from themselves and other individuals and firms whom they have connections.

We make use of two techniques that allow achieve a great grade of accuracy in the
process: statistical matching and downscaling. Thus, the model has a high degree of
scalability, and allows the user focusing from individual effects up to total variation
or putting the focus in the agents of a specific area or a group of SMEs with similar
characteristics.

50.4.1 Statistical Matching

Statistical matching is used to fusion information from different microdata sources
[8]. The different data sources incorporated in the building process of MOSIPS data
base are shown in Fig. 50.3.

In the model the main one for individuals is the Population Census, which in-
forms about the number of the total population and the main individual character-
istics: age, gender, location at regional level, family composition, level of studies,
etc. It is complemented firstly with the municipal register to update individual data.
The scope of this data base is enlarged with the Labour Force Survey to become
acquainted labour status of individuals. The EU Labour Force Survey is a large
household sample survey providing quarterly results on labour participation of peo-
ple aged 15 and over as well as on persons outside the labour force. All definitions
apply to persons aged 15 years and over living in private households. The Global En-
trepreneurship Monitor explores the role of entrepreneurship in national economic
growth, unveiling detailed national features and characteristics associated with en-
trepreneurial activity. It is used to value the chances of developing new enterprises.
Mobility surveys make possible to know patterns of mobility of individuals, and
allow creating demand functions spatially defined [18]. Tax Income Panel is the
best indicator of income and Household Budget Survey permits identify the con-
sumption in every sector and the savings as the remaining part of the income. It
allows us to ascertain the consumption expenditure of households residing, as well
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as the distribution of said expenditure among the different consumption divisions.
Other sources are used to acquire information not present in the previous presented
sources. The main one is mortgage duration and amount, present in the Annual Re-
port of Property Registers.

Enterprises data base is built in a similar way, starting from the Business Direc-
tory, which contains information about the number of enterprises, the sector they
belong and their size. However, is a poor source with respect to the Population Cen-
sus and only includes aggregate information. Then, it must be fulfilled with the mi-
crodata exhaustive information enclosed in other statistical source called Amadeus.

This data base should be enlarged including characteristics from the Survey on
Access to Finance and the Innovation Panel. The Survey on Access to Finance cov-
ers micro, small, medium-sized and large firms and it provides evidence on the
financing conditions faced by SMEs compared with those of large firms every six
months. In addition to a breakdown into firm size classes, it provides evidence across
branches of economic activity, euro area countries, firm age, financial autonomy of
the firms, and ownership of the firms. The Innovation Panel is a statistical instru-
ment for studying the innovation activities of firms over time. It takes into account
the heterogeneity in the firms’ decisions (such as different shares of intramural R&D
and external R&D in total innovation expenditures) or in the effects (such as the dif-
ferent impacts on productivity). Other sources are used to create the proper number
and size of establishments for every firm and to locate them in the space.

The statistical matching process is taken in several stages. For individuals is nec-
essary to start from the Population Census, and then add labour information though
a microsimulation model that is built in order to obtain accurate data. Then, we are
sure that every individual is coherent with himself across the time periods. For ex-
ample, a civil servant cannot be fired. Then, it is possible to link information about
income and consumption at household level, due to the available microdata infor-
mation. Finally, entrepreneurial activity is compute for every adult. Enterprises data
base is constructed following the same scheme, starting with the census (business
directory) and adding information about their characteristics (number of workers,
financial statements...) and access to finance, which is a major issue for the growth
and overall performance of SMEs.

50.4.2 Downscalling

In order to accurately define the placement of agents, a raster of locations must be
included, with information of land price, demography, uses of land and transport
networks. This raster is built making use of downscaling techniques. From informa-
tion at local level or other (e.g. per Ha or per km2) we arrive to the level of each cell
included in the raster [11].

After making the statistical matching process, both firms and households are
located into the raster. Finally, networks are built between individuals, firms and
among individuals and firms. These relations are related to the information provided
by markets of factors, goods and services.
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50.5 Conclusions

MOSIPS model is an agent-based model (ABM) which consists of a set of agents
(firms/establishment and individuals/households) with its own attributes which in-
teract each other according to a set of appropriate rules. Although the scope of the
application of model is wide, the main simulation object is the impact of public
policies on the small and medium enterprises (SMEs) from a bottom-up approach.

This kind of model makes possible to tackle the analysis of complex phenom-
ena, capturing complex processes not fully described by traditional techniques. The
masterpiece is the agent, instead of the whole system. It is also explicitly considered
and modelled the heterogeneity of agents, their social interactions and decision-
making processes. The interaction between the agents is non-linear, and they can
adapt themselves, learn, evolve, and even develop some self-organization mecha-
nisms that allow them to acquire collective properties or characteristics that do not
have individually.

Consequently there will be outcomes arising from the interaction between agents
and between them and the environment in which they operate. In other words, ag-
gregate macroeconomic results will emerge from the behaviour of individuals that
take part in these complex environments.

The building blocks of the MOSIPS includes the agents’ population and other
entities; the interaction paradigm among agents; the activities the agents develop
as well as their adaptive capability—e.g. the degree of re-activeness and pro-
activeness—and finally the object of the simulation.
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Chapter 51
Integrating Collective Decision-Making Models
and Agent-Based Simulation

Pablo Lucas and Diane Payne

Abstract Collective Decision-Making Models (henceforth CDMM) are mathemat-
ically deterministic formulations (i.e. without probabilistic inputs or outputs) aimed
at explaining the behaviour of individuals in dynamic negotiations given any num-
ber of issues, in which the participants attempt to influence the outcome of a final
and binding decision. Albeit different CDMM have produced acceptable predictions
to actual final collective outcomes, both the data collection process and the interpre-
tation of CDMM results require attention to the rather strict underlying assumptions
in each of these models. Our contribution is thus twofold: (I) replication for sys-
tematic testing of the Challenge and Exchange CDMM assumptions, along with
their requirements consisting of the Compromise, Mean and Median models, using
an agent-based framework; and (II) insights gained from these tests regarding the
dynamics of CDMM runs and their combinations using input from three datasets.

Keywords Replication · Evidence · Development · Validation

51.1 Introduction

Collective Decision-Making Models (CDMM) have been developed and applied in
the social sciences as tentative explanatory approaches as to how individuals attempt
to influence each another in a negotiation process. Despite the relative success of
CDMM at producing generally acceptable predictions of actual outcomes, the un-
derlying assumptions of CDMM are strict and this has adverse effects to understand
the dynamics of each model. As these implementations are not publicly available
online, four of these models have been replicated in an agent-based model (ABM)
framework in order to systematically test their assumptions under different precision
floating-points. This process resulted in:
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– a controlled environment for reproducible and flexible testing of CDMM;
– an understanding of which CDMM are most stable, in terms of predictions;
– insights into the assumptions and internal dynamics of the Exchange Model.

The replication of CDMM is reviewed next, and then the findings are discussed.

51.2 Collective Decision-Making Models

Collective decision-making models (CDMM) are mathematically deterministic for-
mulations (i.e. without probabilistic inputs or outputs) that are aimed at explaining
the behaviour of individuals in dynamic negotiations given any number of issues,
in which all the participants attempt to influence the outcome of a final and bind-
ing decision. CDMM take into account, per issue, three normalised values (PSP)
that represent: the initial position,1 the salience2 and the power3 of every agent (an
individual or organisation) in a decision-making process. CDMM are aimed at pro-
ducing a prediction of the outcome of an actual negotiation by mathematically pro-
cessing, according to a CDMM algorithm, all PSP values belonging to each agent
per issue. Thus understanding the assumptions and dynamics of each CDMM is
crucial for insights about their dynamics, including:

– amount of conflict, backing and acceptance between participants;
– nature of the influence and implementation (i.e. compliance) processes;
– stability of individual and collective outcomes, given the initial conditions;
– strategic information about how agents agree across any number of issues.

Both the data collection process and the interpretation of CDMM results require
particular attention to the rather strict underlying assumptions in each of these mod-
els. This is important as one can process the same empirical dataset with different
CDMM and analyse which result approximates best to the actual outcome, suggest-
ing thus how individuals may have behaved. The model input data involves data
about the PSP values from, ideally three, expert stakeholders by decomposing a
collective decision into independent issues, provided that each is:

– an important element of the actual collective decision-making process;
– and a continuum, on which every agent PSP value can be justifiably allocated.

51.3 Integrating Replications of CDMM into an ABM

The following CDMM have been replicated and integrated into a single ABM
framework: Challenge, Compromise, Exchange, Mean and Median model. Repli-

1Initial position is also referred to as “preferred or voting position”, per issue.
2Salience is also referred to as one’s “importance attached to”, per issue.
3Power is also referred to in the literature as one’s “resources” or “capabilities”, being immutable
across issues and potentially mobilised by the agent in question, per issue.
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cation is important for model verification and validation, as this allows a thorough
inspection of how these are specified and, ultimately, provides insights into their in-
ternal dynamics and how they were originally implemented. The replications were
time-consuming due to the unavailability of the original source codes, lack of pub-
lished details regarding all of the assumptions and the algorithmic procedures nec-
essary for the implementations. Another required effort was to design a process to
standardise the input data to be used in the ABM, as the original formats had to be
reorganised for tabulation using relational indexes for actors, issues and PSP values.
That also included the removal of various special characters (such as trailing spaces
and other invisible text markers) found in the original format and normalisation of
values. Once all data entries have been standardised, the ABM takes as input the in-
dexes of agents, issues and PSP values. The output consists of: the predicted collec-
tive outcome (including final PSP values and losses), simulated potential challenges
and simulated actual challenges (including a rank based on relative individual power
and outcome) and matches within and across issues. The setup used for this paper
involved in running the following independent sequence of models (i.e. each run
loaded the original PSP values, per dataset): Mean, Median, Challenge, Exchange,
Challenge-Exchange and Exchange-Challenge. The last two are composites, in that
the output of the former model is the input of the latter. The intention of testing
this is twofold: observe whether a decision-making process is best characterised as
a shift from one to another, instead of being fully based on the assumptions of one
CDMM, and analyse the effects of one CDMM model has on another in terms of
PSP.

51.4 Obtained Findings from the Integrated Replication

The integration of all the aforementioned CDMM into an ABM framework allowed
for the flexible and systematic testing of assumptions and dynamics underlying each
model. This provided key insights into understanding how these deterministic mod-
els operate, particularly with regards to whether the precision of calculations affects
the assumptions, internal dynamics and predicted outcomes per model. The Mean,
Median and Challenge models remained largely unaffected by these tests. This find-
ing, in terms of robustness, reinforces the analysis by [1] that the most successful
models are those mainly based on computing some type of mean amongst agent
PSP values. However the Exchange model is impacted by these changes in terms
of how many pairwise exchanges can actually occur and how much the final pre-
dicted outcome diverges from the actual outcome—both per issue and across issues.
One can observe a clear decrease of exchanges with the increase of precision in
this model. The same effect occurs regarding when combining models, i.e. the se-
tups where the output of one model becomes the input of another model. Both the
Challenge-Exchange (CE) and the Exchange-Challenge (EC) tests incur differences
driven by the precision issue observed in the Exchange model. An exception to that
is the CE setup, where the Challenge model can cause an increase in the number
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of exchanges by realigning the PSP values of all agents per dataset. No exchanges
can happen at all if the precision of calculations is set between 2 and 4, depending
on the dataset. This is a relevant, previously unknown finding about the dynamics
of the Exchange model. It suggests that the number of exchanges depends directly
on how strict are the requirements for both agents to accept equal gains, and this
corroborates to highlight further the rigidness of the original assumption regarding
actual exchanges. For most models, lower precisions yield greater differences in de-
viations. Dataset A is the only one that yields a different dynamic when processed
with the CE setup. All other models, for all datasets, yield stationary trends converg-
ing to either one value or a range. For dataset C, the results can be summarised as:
(a) the EC setup performs almost identically to the Challenge model, with prediction
errors varying equally between −0.1 and −0.05; (b) all other models performances
are similar, with prediction errors varying between 0.20 and 0.27. The precision is-
sue in the Exchange model is significant as, depending on the dataset, it can lead
to deviations from the actual outcome of up to 0.85. This large difference in devia-
tions is rather noticeable as most predicted outcomes deviate below 1 and that these
variations arise due to precision issues.

51.5 Discussion and Final Remarks

The relevance of implementing CDMM in an ABM framework allowed for system-
atic testing of the Challenge and Exchange Models in a controlled environment that
allows reproducible and flexible testing of hypotheses. The replication of CDMM is
itself a worthwhile exercise, as during this process it was possible to identify issues
of accuracy regarding the specification of CDMM algorithms and calculations that
can impact the interpretation of obtained results. Moreover, in doing so, a process
for standardising (empirical and/or simulated) datasets for use in the ABM has been
designed, so that the same implementation can be used to process other data sources
that follow the specifications for normalising values and flagging of missing entries.
The increasing demand to understand the processes driving collective decisions,
including for instance policy-making and various socio-economic phenomena, is
turning ABM simulations into a form of surrogate reasoning about the actual phe-
nomenon in question. In this sense, our contribution through the ABM lens is the
further understanding of how two CDMM work in terms of their assumptions and
internal dynamics. The replication allowed the identification and interpretation of
differences in robustness between the propositions of the Challenge and Exchange
models, along with how these models interplay once combined in a setup where the
output of one is the input of another. These findings provide insights that are helpful
to improve the modelling of collective decision-making and the understanding as to
why fundamentally different CDMM (i.e. strategic and non-strategic ones) can per-
form similarly. The nature of an ABM requires rigorously correct implementation
standards; as researchers using this framework must design clear computational ex-
periments for testing hypotheses, which are formally specified in terms of a comput-
erised simulation model, to gain insights by analysing the results of computational
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experiments. Thus one must ensure that observed unexpected results are indeed due
to unforeseen relationships in the model itself, and not due to an artefact (i.e. an ob-
servation results from a particular implementation) or error (i.e. a mismatch between
the design and the implementation) [2, 3]. The replications of all CDMM required
a detailed scrutiny of their assumptions and procedural specifications, so that the
difference in results observed due to calculation precision seem to be an artefact in
the original model specification, as either assumptions indeed did not account for
issues related to precision or there was no clear specification regarding it.
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Chapter 52
Agent-Based Simulation for Complex Social
Systems: Support for the Developer

Amineh Ghorbani and Virginia Dignum

The successful implementation of policies in complex social environments, require
a deep understanding of interdependencies between many actors with different per-
spectives. In order to understand, analyse and design such complex systems, ad-
vanced modelling tools are required.

Models of many types have been extensively used for researching complex social
systems. Modelling is especially suitable when prototyping or experimenting with
the real system is expensive or impossible. In one extreme of the scale, text-based
models are well suitable to support argumentation and decision-making by groups of
people, but are not computable. On the other extreme, mathematical models, includ-
ing dynamical systems, statistical models, differential equations, or game theoretic
models, enable a precise and computable representation of the system, but their
complexity rises exponentially as the complexity of behaviours grow, so that de-
scribing complex individual behaviour with equations often becomes an intractable
task. In [11], simulation is described as a third way to represent social models, be-
ing a powerful alternative to these types. Simulation has a high descriptive power
and can easily be run on a computer. Moreover, simulation can represent non-linear
relationships, which are often tough problems for the mathematical approach.

In particular, Agent-Based Modelling and Simulation (ABMS) is a powerful ap-
proach for the analysis of complex social systems. This comes from the fact that
agent related concepts allow the representation of organizational, social and be-
havioural aspects of individuals in a society and their interactions. In ABMS, sys-
tem behaviour emerges as the result of the combined activity of many (tens, hun-
dreds, thousands, millions) individuals, each following its own behaviour rules, liv-
ing together in some environment and communicating with each other and with
the environment. ABMS can support both qualitative and quantitative evaluation
methodologies. With the advent of software platforms in recent years, agent-based
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Fig. 52.1 The IAD framework

modelling (ABM) has increased in popularity among social scientists (e.g. Repast
[9], Netlogo [15], Swarm [8]).

To aid model development, some researchers have provided guidelines on how to
build agent-based models (e.g. [1, 3, 5]). The general steps that may be more or less
refined by different scientists include model conceptualization/design, implementa-
tion, validation/verification, and analysis of data. Nevertheless, existing methodolo-
gies, require the modeller to possess substantial programming knowledge. Explicit
model conceptualization, which entails describing the set of concepts that will con-
stitute the “building blocks of the model”, is generally recognized to be a crucial
step in building software models because it leads modellers to better capture, anal-
yse and understand what they are actually modelling [16]. Moreover, while under-
standing and explaining individual behaviour is extremely complex, social rules or
institutions are more elicitable [13] and hence more readily identified and captured
by modellers. Therefore, we propose to support model development by grounding it
on institutional concepts. In the social sciences, the institutional analysis and devel-
opment framework (IAD) proposed by Ostrom [10] has been used successfully for
many years for the conceptualization and analysis of complex social systems.

The IAD framework (cf. Fig. 52.1 focuses the analyst’s attention on individuals
who make decisions over some course of action. In IAD, the action arena is the unit
of analysis and focus of investigation. An action situation is the “social space where
individuals interact, exchange goods and services, engage in appropriation and pro-
vision activities, solve problems, or fight” [10]. Policy processes and outcomes are
assumed to be affected, to some degree, by four types of variables external to indi-
viduals: (1) attributes of the physical world, (2) attributes of the community within
which actors are embedded, (3) rules that create incentives and constraints for cer-
tain actions, and (4) interactions with other individuals.

The IAD framework helps policy makers to organize diagnostic, analytical, and
prescriptive capabilities. However, the development and use of simulations involve
making precise assumptions about a limited set of variables and parameters to derive
precise predictions about the results of combining these variables using a particu-
lar theory. In order to support the systematic design of agent-based simulations for
complex social systems based on the IAD framework, we have developed a frame-
work, MAIA (Modelling Agent systems based on Institutional Analysis), which ex-
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Fig. 52.2 The MAIA simulation package consist of a meta-model presented as an E-core spec-
ification, a web-based application to guide conceptualization and a translator code that produces
executable code from a MAIA-based model

tends and formalizes IAD with the required modelling constructs necessary to build
executable simulations.

MAIA provides an extensive set of modelling concepts rich enough to capture
a large range of complex social phenomena. This set includes social concepts such
as norms, culture, personal values and preferences, social roles, responsibility and
dependency. The MAIA simulation package is presented in Fig. 52.2. To support
the development of MAIA based models, a web-based application, takes the user
through a step by step procedure, checks for consistency among the concepts and
produces XML code. The user of this software application does not need any com-
puter science background. Furthermore, MAIA provides formalized rules on the
translation of social concepts to programming code, using a Model-Driven Engi-
neering (MDE) approach that provides a transformation between the MAIA meta-
model and a Java program. MDE approaches have been advocated when construct-
ing agent-based models of social systems [4, 6, 12].

The application of MAIA in various real world cases (consumer lighting transi-
tion [7], woodfuel market in Switzerland [14], e-waste recycling sector in Bangalore
[2] and bio-gas energy production in the Netherlands) shows the usefulness of the
MAIA simulation package in several aspects. First, the concepts (e.g. role, personal
value) are more easy to grasp by the social scientist because they are taken from
the social science theories. Furthermore, compared to other tools, because the web-
based application is based on the MAIA framework, it provides a rich set of social
concepts. Second, the MAIA web-based tool, appears to be efficient and reliable due
to various consistency checks and automatic completion of many fields. Third, with
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the provided set of rules, it is theoretically and practically possible to implement a
translator that automatically generates code from the set of social concepts.

Even without the use of a mediator software that would automatically generate
code from the set of concepts, as we saw in our case studies, it is fairly straight-
forward to develop a Java program from the information provided in the web-based
application. This would however, require programming knowledge. In this respect,
an added value of using the tool is the possibility of having a team of modellers
to develop an agent-based model: system analysts who decompose the system into
MAIA concepts using the tool and do not necessarily need programming knowledge
and programmers who use this information to develop a simulation program. This
practice was conducted in three of our case studies. The transfer of the knowledge
between the model developers was through the tool outputs.

In short, the MAIA platform supports the development of agent-based models for
policy making by providing (1) a methodology that provides guidelines on how to
produce executable code from a conceptualized model, (2) a web-based application
that supports the conceptualization process, and (3) a (semi) automatic transforma-
tion to generate executable simulations.
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Chapter 53
Coping with the Complexity of Cognitive
Decision-Making: The TOGA Meta-Theory
Approach

Marta Weronika Wronikowska

Abstract One of the more complex systems of the real-world is the intelligent agent
reasoning. The key elements of this mental activity is cognitive decision-making
(CDM). The aim of this work is to recognize the initial situations of depended types
of CDM which are realized by an intelligent agents, such as a human beings, their or-
ganizations and intelligent human-machine systems. The assumed framework of this
classification is based on Gadomski’s TOGA meta-theory (Top-down Object-based
Goal-oriented Approach). The model of the information, preferences and knowledge
(IPK) enables classification and recognition of the human cognitive errors in CDM.
In parallel, the dependence of IPK on the assumed agent ontology is underlined.

Keywords Abstract intelligent agent · Cognitive decision-making · Complex
systems ·Meta-theory TOGA ·Model IPK

53.1 Introduction and Theory
Independently of whether at professional work or in private life, we always feel
constrained to make some choices. Whereas making choice is ending usually that
what commonly and intuitively is called decision making. A variety of many situa-
tions leads to necessity for change our state and in consequence to choose the right
action. A number of models of such decision processes particularly in the fields
of engineering and economics was analyzed in many books. However their mod-
els mainly focused on the properties of the problem and not on individual abilities
and preferences. It can be said, that many computational (this means possible to
computer simulation) came into being, domain dependent type of decision making
models, but not dependent on cognitive property so called decision-maker (policy-
maker). On the other hand these models usually assumed its total rationality, not
allowing either to take into account the emotional factors or biological limitations
in inference process nor to consideration the actual individual knowledge and range
of conceptual individual ontology of people who make decision. However cognitive
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decision making is such a class of functional models, which assume independence
from the application domain, and focused on specific functions of mind and the role
of possession of ontology in the decision making process. A fundamental property
of cognitive decision making is also the fact that this process can begin in a situation
of insufficient data to make the expected decision (i.e. the final choice) [14].

In recent decades the cognitive decision-making (CDM) has always been a do-
main of more research activities in different application fields, see for example
[3, 5, 13]. In parallel, for the above reason the authors used different comparisons
or definitions of this concept. A few of them have been presented below:
– Cognitive decision-making process itself is based on a complex human psycho-

logical process made up of cognitive and motivational elements [7].
– Cognitive decision making remains a species of decision making and like other

types of decision making, it should be the outcome of intelligent or rational
means-ends deliberation [6].

– Cognitive (perspective) decision-making is a dynamic process in which tempo-
rally varying the noisy information is integrated across multiple time scales with
a decision resulting when the information stream relevant of one of the alternative
actions crosses a threshold [1].

– Cognitive decision making is a term popularly used to describe different situa-
tions. Very often, authors use this concept without defining it, or without quoting
the definition constructed by someone else. Frequently authors try construct own
definition but sometimes their results are poor. Critique leave involved in content
of cognitive decision making. One can only add, that using terms without defining
make many confusion; misunderstandings what every scientist should know.

– For the purposes of this work the following definition has been accepted:
– Cognitive decision making (CDM) is a complex decision-making patterned on the

functioning of human mind with its biological constraints, and based on current
information, knowledge and preferences of the decision maker.

– The above mentioned definition is congruent with a general frame of the TOGA
meta-theory. Such an assumption enables to apply the TOGA’s IPK (Information
Preferences Knowledge) model as a basic conceptual framework for the modeling
of cognitive decision making. Hence, CDM is described through two conceptual-
ization layers model. One of them (information processing layer) is based on the
IPK model and the second (decision making layer) on the criteria or alternatives
searching in the simple decision-making model. Both layers have been described
below.

53.1.1 Information Processing Layer

In the TOGA meta-theory, the IPK model [2] consists an elementary repetitive
unit/cell of an intelligent agent.1 The IPK cell is composed of 3 interacting key

1Intelligent agent (IA)—is composed of “Carrier of IA” (CIA—physical system which is the car-
rier of an Abstract Intelligent Agent (AIA) for example human body or computer hardware) and
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Fig. 53.1 The influence of
ontology on the components
of the two mentioned layers
of CDM

systems. They are shortly represented by the concepts: information, preferences,
knowledge. Where, the following definitions are assumed:
– Information (I)—the data which have the meaning and represent a specific prop-

erty of a preselected domain of human or artificial agent’s activity [12].
– Preferences (P)—are ordered relations among two states of the domain of the

agent’s activity [12].
– Knowledge (K)—is every abstract system, which is able to transform the infor-

mation into the other information or knowledge [2].
For every IPK cell, all of them are related to one preselected domain of activity

(D) of intelligent agent. The basic functional scheme [11] of the reasoning interac-
tion between I, P and K can be presented (using known data processing: data →
processing system → results) in four simplified sequences:

New Information (about D)→ Information System→ Information about state D.
Information about state D → Preferences System → Goal state of D. (Informa-

tion about state D ∧ Goal state of D) → Knowledge System → selected Knowl-
edge X.

Information about state D → Knowledge X → Information A → Action in D.
Where, New Information is an information portion/entity which arrives from D

and modifies the agent’s mental representation of the state of D domain in its Infor-
mation System.

53.1.2 Decision-Making Layer

One can accept that the decision-making of an intelligent agent is based on the
application of criteria to the alternatives, what by a procedural choice, produces a
decision. In order to be used, criteria and alternatives have to be specialized, what
usually requires information which specify different aspects of the current state of
the agent domain of activity.

In the systemic CDM ontology, the definitions of its four key canonic concepts
are the following:
– Criteria—are a set of rules which are used for a choice from a specified set of

alternatives. For example: a maximal acceptable travelling time or a number of
the operation steps. Those criteria depend on policy-maker’s preferences.

– Alternatives—are actions available for realization by decision-maker, and result-
ing from this agent’s knowledge base. whose realization can or should lead to the
expected preferred state of the domain of activity (a goal state).

“Abstract Intelligent Agent” (AIA—complex property of the dynamic structure of a system which
has a capability to be intelligent, for example human mind or computer software) see more [9].
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– Decision—it is such alternative from an alternatives set, which satisfy previously
accepted criteria.
Information has been defined before, but in the context of alternatives and cri-

teria, it can be any part of the description of the state of a domain Q which can be
involved in agent decision. Formally one can write:

D=AD = Cr{A},
it means that decision D is a result of the choice performed by criteria operator on
the set of alternatives. More precisely:

D(Q, I,P,K)= Cr[P, Ic]{A1(K1, Ia1),A2(K2, Ia2) · · ·AN(KN, IaN)
}

(53.1)

where: D—is a decision related to the state of a domain Q. Cr—is a criteria system
obtained from the agent preferences bases. P—the set of intelligent agent prefer-
ences. Ic—is an information being parameters of the criteria, and Ic ∈ Isin, where Isin
is information about an initial decisional situation. Kn—the intelligent agent knowl-
edge. Ian—the information being an parameter of the alternatives, and Ian ∈ Isin,
where n= 1, . . . ,N . A1 · · ·A2 · · ·AN—a set of alternatives dependent on IA oper-
ational knowledge set K and their specializations Ian.

From the above perspective, the CDM of Y intelligent agent is also based on a
local specific and the personal ontology Ω of Y.

Definition Every ontology is a such set of concepts and relations between them,
which are necessary to describe a selected domain for a given class of goals.

In each case, before the initialization of the CDM process of an intelligent agent,
we have to know the IA domain of activity and consequently, its goal-oriented IPK
(Ω) bases.

If we intend to analyze the CDM of a few intelligent agents which cooperate for
a common goal, then they have to have a common problem dependent ontologyΩp.

Ωp=Min. Ω1∩Ω2∩ · · · ∩ΩN �= 0, for N cooperating agents.

General influence of the ontology choice on the a final decision in a goal-oriented
problem is presented on the Fig. 53.1.

53.2 Modeling of Cognitive Decision Making
According to the TOGA meta-theory a decision-making starts with the agent situ-
ation which is not congruent with its maximal preferences and may rely either on
the development of criteria while the alternatives are known or on the development
of alternatives when the criteria have been established before (what has been illus-
trated by expression (53.1). Through taking into account the state of choice criteria,
alternatives of a decision-maker and available information, one can distinguish eight
cognitive situations (Si) presented in the Table 53.1. Some of them lead to the ini-
tialization of the CDM.

The situation S1 makes impossible the performing of decision-making because
its goal is impossible to determine. On the other hand, the situation S2 activates
the realization of just known behavioral procedure, because the possessed criteria,
alternatives and information enable only the realization of a unique mental process
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Table 53.1 Types of
cognitive decision-making
initial situations depending
on criteria, alternatives and
information [14]

and this is not considered CDM. Finally, S7 is logically impossible, when the situa-
tion S3, S4, S5, S6 and S8 are typical situations from which the cognitive decision
making can start.

For example, the CDM starting from S3 requires to construct an operational
knowledge, and at the consequence, requires information Ia or Ic, see (53.1). Start-
ing from S4, an IA requires only new criteria building from an available do-main
preference base.

Figure 53.2 illustrates only three characteristic CDM functional procedures
which can require the repetition of information acquisitions.

The first type (CDM I) appears when in the initial state of decision-making lacks
only alternatives (S5).

The second (CDM II) type occurs when there is the lack of information in the
initial states of the decision-making (S7), which may enable to use available criteria
and alternatives, initially, not yet specialized.

The third type (CDM III) is when in the initial state of CDM lack only criteria
(S4). They can be acquired from a domain expert.

Remark In the case S1, the CDM is abandoned or can lead to randomly selected
decision or so called meta-decision [10, 12].

53.3 Application and Results

The presented model of the cognitive decision making is congruent with the Uni-
versal Management Paradigm of TOGA [8], which should enable to use the devel-
oped CDM for the programming of decision support systems applied for the large
scale emergency as well as autonomous robots. The CDM model can provide the
information acquisition scheme to a client who intends to buy a car by top-down
and goal-oriented restricting his domain of information search. This was presented
in Wronikowska’s master thesis [14]. The developed model frames of CDM are
planned to be applied in the prototype of the intelligent decision support system for
nuclear power plant operators.

53.4 Concluding Remarks

The recognized CDM models can be specialized in any area and for every type of
intelligent agent, i.e. for a human being, a computer or a robot. Its basic invari-
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ant properties form the so called cognitive architecture of the cognitive decision-
making system [4] and TOGA [8, 10, 12]. From the psychological perspective, the
top-down specialization of the presented model enables to distinguish 2 types of
preferences, knowledge, as well as, ontologies. One is rational and the second is
emotional. The last can be caused by different sensual perception, and different
psycho-somatic states of decision maker. The complexity and importance of such
modeling and eventually future computer simulation seems to be important for the
future research. The presented work is included in the Wronikowska research study
performed subsequently to her master thesis (2010) at the Adam Mickiewicz Uni-
versity, the fellowship at the Italian Research Agency related to nuclear power plant
operator’s error, as well as, the initial stage of her PhD study at Sapienza University
of Rome, 2012.
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Chapter 54
Computing Birth-Death Fixation Probabilities
for Structured Populations

Burton Voorhees

54.1 Introduction

Evolutionary dynamics is a broad and rapidly developing field, subsuming a wide
variety of topics and directions of research. A relatively recent development has
been the use of edge-weighted graphs to model interaction patterns in heteroge-
neous populations. While early studies suggested that at least some common popu-
lation structures have no influence on fixation probability [1, 2], it is now clear that
there are other population structures that can exert a strong influence, either sup-
pressing or enhancing the effects of selection relative to drift [3, 4]. In this paper,
an approach to studies of evolutionary processes on a graph G with N vertices is
developed in terms of the full population state space, consisting of 2N binary valued
vectors, and a Markov process on this state space with transition matrix defined in
terms of the edge weight matrix of G. Solution for the steady state of this process
yields two vectors spanning the null space of the graph Laplacian of the state transi-
tion diagram. Components of the first of these vectors give extinction probabilities
for specified distributions of mutants and components of the second vector give fix-
ation probabilities. A parameter called graph determinacy is introduced, measuring
the spread of fixation probability across the state space. A family of graphs called
circular flows is defined, which includes cycles of arbitrary width and length, funnel
and cascade graphs, star graphs, layered networks, and generalizations of these. The
fixation probability for complete bipartite graphs is given for the first time. Com-
parison of several examples to the Moran process shows that a graph may enhance
selection for only limited values of the fitness parameter.

54.2 Fixation Processes on Graphs

Consider a homogeneous population of N individuals consisting of m mutants with
fitness r and N − m normals with relative fitness 1, evolving in discrete time. At
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each iteration a random individual is chosen to reproduce and another (or the same)
individual is chosen to die and be replaced by a clonal copy of the reproducing
individual. The reproductive choices are biases by fitness: for r > 1, mutants are
somewhat more likely to be chosen for reproduction. The population state at any
time is represented by a length N binary vector �v = (v1, . . . , vN) where vi is 0
or 1 respectively as vertex i is occupied by a normal or a mutant. This is the birth-
death Moran process [5]. Mathematically, it is represented by a complete graph
with N vertices, with all edges (including loops at each vertex) given a weight 1/N ,
indicating the probability of an individual at any given vertex replacing an individual
at an adjacent vertex. Much of the interest in this model has been in computing the
probability of a single mutation going to fixation in the population. For the Moran
process, this fixation probability ρ is well-known:

ρ = 1− 1
r

1− 1
rN

(54.1)

For an N -vertex directed graph G with edge-weight matrixW a population state
is theN -dimensional binary vector �v = (v1, . . . , vN)with vk equal to 0 or 1 as vertex
k is occupied respectively by a normal or by a mutant. Thus, the full state space is
V (HN), the vertex set of the N -hypercube. The matrix W defines a state transition
matrix T on V (HN), and a corresponding state transition diagram STD(G). The
matrix T is easily constructed: For each state �v = (v1, . . . , vN) define vectors �a(�v),
�b(�v) with components

aj (�v)=
N∑

i=1

viwij , bj (�v)=
N∑

i=1

(1− vi)wij (54.2)

Thus, aj is the probability that an edge from a mutant vertex terminates at vertex j
and bj is the probability that an edge from a normal vertex terminates at vertex j .

Theorem 54.1 For a birth-death process defined on a graph G with edge-weight
matrix W, let vectors �a(�v) and �b(�v) be defined as in Eq. (54.2), where �v ranges over
the entire state space. Then for all j,1≤ j ≤N :

1. The probability of a transition from the state (v1, . . . , vj−1,0, vj+1, . . . , vN) to
the state (v1, . . . , vj−1,1, vj+1, . . . , vN) is equal to

raj (�v)
N −m+ rm

2. The probability of a transition from the state (v1, . . . , vj−1,1, vj+1, . . . , vN) to
the state (v1, . . . , vj−1,0, vj+1, . . . , vN) is equal to

bj (�v)
N −m+ rm

3. The probability that �v remains in the same state is equal to

r �a(�v) · �v + �b(�v) · �v′
N −m+ rm
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The state transition diagram is an edge-weighted directed graph on 2N vertices.
The transition matrix T derived from Theorem 54.1 is row stochastic and has an
eigenvalue 1 with corresponding eigenvector �x = 1 where 1 is the 2N -dimensional
vector of all ones.

Since the introduced mutation will either go extinct or go to fixation, the birth-
death process has two absorbing states, represented by the N -dimensional vectors 0
and 1. The row T0j is chosen to correspond to the extinction state 0 and the final row
T2N−1,j is chosen to correspond to the fixation state 1. Since T kij is the probability

of a k-step transition from state i to state j , the matrix T ∗ = limk→∞ T k consists
of initial and final non-zero columns with all other entries equal to zero and the
solution of (I − T )�x = 0 is

xi = uT ∗i0 + vT ∗i,2N−1 ≡ uηi + vμi (54.3)

where u and v are free parameters. With this definition, ηi is the probability that
state i goes to extinction and μi is the probability that it goes to fixation. If Sm is
the subset of states containing m mutants, the probability of fixation from a single
mutant vertex is

ρ = 1

N

∑

�v∈S1

μi (54.4)

In general, solution of (I − T )�x = 0 involves the need to solve 2N − 2 linear
equations. The number of equations can be reduced, however, if the graph G has
a large automorphism group allowing partition of states into equivalence classes
[6]. For a Moran process, for example, the equivalence classes are just the sets Sm
for 0 ≤ m ≤ N and the state space is isomorphic to {0,1, . . . ,N}. For any state
with m mutants, let xm be the probability that a member of Sm goes to fixation.
For the Moran process with self-replacement wij = 1/N for all i, j . Hence �a(�v)=
( m
N
)1, �b(�v)= (N−m

N
)1 and the probabilities in Eqs. (54.2)–(54.4) are

rm

N(N −m+ rm) ,
N −m

N(N −m+ rm) ,
r(1+ r)m2 − 2Nm+N2

N(N −m+ rm) (54.5)

To derive an equation for xm, note that there are N −m zeros that can become
ones, and m ones that can become zeros, hence:

[
1− (1+ r)m

2 − 2Nm+N2

N(N −m+ rm)
]
xm

− rm(N −m)
N(N −m+ rm)xm+1 − m(N −m)

N(N −m+ rm)xm−1 = 0

which reduces to

(1+ r)xm − rxm+1 − xm−1 = 0 1≤m≤N − 1 (54.6)

with x0 = u, xN = v as boundary conditions. These equations can be solved recur-
sively, for the Moran process the solution of Eq. (54.8) is

xm = 1
∑N−1
k=0 r

k

(
u

N−m−1∑

k=0

rk + v
m∑

k=1

rN−k
)

(54.7)
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Thus, for each μi such that the corresponding state is in Sm, the fixation proba-
bility is

μi =
∑m
k=1 r

N−k
∑N−1
k=0 r

k
(54.8)

and the overall single vertex fixation probability for S1 is Nμ1/N , or

ρ = rN−1

∑N−1
k=0 r

k
(54.9)

which is equivalent to Eq. (54.1).
For the general case, with �v = (v1, . . . , vN), v′j = 1− vj , define sv as the denary

form of the binary number (v1, . . . , vN) : sv =∑N
k=1 vk2

N−k . Then, for �v ∈ V (HN)
the system of equations for �x becomes

[
N + (r − 1)m− r �a(�v) · �v− b(�v) · �v′]xsv − r

N∑

j=1

aj (�v)v′j xsv+2N−j

−
N∑

j=1

bj (�v)vj xsv−2N−j = 0 (54.10)

Since T is row stochastic, I − T is just the graph Laplacian L of the state transi-
tion diagram and the vectors �η and �μ span the null space of L.

The determinacy δ(G) of the population graph is defined as

δ(G)= 1− �η · �μ
|�η|| �μ| (54.11)

Clearly 0≤ δ(G)≤ 1. This quantity measures the degree to which extinction or
fixation is pre-determined, starting from a randomly chosen initial state.

54.3 Suppressing and Enhancing Selection

If ρM is the fixation probability for a Moran process then any graph G for which
1/N ≤ ρG < ρM suppresses selection in favor of drift while if ρM < ρG it enhances
selection.

Let {Gs |0≤ s ≤ k} be a family of k+ 1 directed graphs with |Gs | = ns and with
each Gs having a strictly sub-stochastic weight matrix Ws . For N =∑k

s=0 ns , let
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{Ms+1,s} be a set of ns+1× ns matrices, with s+ 1 evaluated mod(k+ 1), such that
the N ×N matrix W with form

W =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

W0 0 0 0 . . . 0 M1,0

M2,1 W1 0 0 . . . 0 0

0 M3,2 W2 0 . . . 0 0

0 0 M4,3 W3 . . . 0 0
...

0 0 0 0 . . . Wk−1 0

M0,k 0 0 0 . . . 0 Wk

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(54.12)

is row stochastic. The graph G =⋃k
s=0Gs with weighted edge matrix W will be

called a circular flow. If (G,W) is a circular flow such that ns−1 < ns for 1≤ s ≤ k
then (G,W) is a funnel while if this inequality is reversed it is a cascade. If all ns are
equal it is a cycle. A circular flow is simple and homogeneous if (a) Ws = 0 for all
s, and (b) the matrix Ms,s+1 consists entirely of ones for all s (with s + 1 evaluated
mod(k + 1)).

Since analytic treatment of circular flows in general is difficult, attention is re-
stricted to simple homogeneous case, in which all level s states with the same
number of mutants are equivalent and the full state space vector can be par-
titioned into blocks of length ns . Population members of the resulting set of
equivalence classes can be represented by a vector �m = (m0,m1, . . . ,mk) where
ms indicates the number of mutants located at level s. Given a class label
(m0, . . . ,ms−1,ms,ms+1, . . . ,mk) define

ι( �m)=mk +
k−1∑

s=0

ms

k−s∏

j=1

(ns+j + 1) (54.13)

Using the notation (m0, . . . ,ms−1,ms ± 1,ms+1, . . . ,mk) → ι( �m,ms ± 1)
Eq. (54.10) becomes

[
k∑

s=0

ms(ns+1 −ms+1)+ rms+1(ns −ms)
ns

]
xι( �m)

−
k∑

s=0

ms(ns+1 −ms+1)

ns
xι( �m,ms−1)

− r
k∑

s=0

ms+1(ns −ms)
ns

xι( �m,ms+1) = 0 (54.14)

The single vertex fixation probability is

ρF = 1

N

{
nkx1 +

k∑

s=1

nk−sxι(s)

}
, ι(s)=

k−1∏

j=k−s
(nj+1)+ 1 (54.15)
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Fig. 54.1 Difference between fixation probabilities for funnel and cascade graphs and complete
graphs on six vertices

Circular flows include cycles of arbitrary width, funnel and cascade graphs, and
star graphs. With respect to star graphs, the general results obtained in [6] are repro-
duced. Inspection of the form of that result, together with examination of a number
of examples of complete bipartite graphs Ks,n (n0 = s, n1 = n) leads to the follow-
ing:

Conjecture The fixation probability for the complete bipartite graph Ks,n is

ρS(s, n)=
(
rn+s−1

sr + n
)[
(snr + n2 − sn+ s2)(nr + s)n−s−1

P(s,n)

]
(54.16)

where

P(s,n)= r
n+s(nr + s)n−s − (sr + n)n−s

r2 − 1
. (54.17)

Equations (54.16) and (54.17) reduce to the n-star fixation probability for s = 1.
The polynomial P(s,n) also exhibits a number of interesting symmetry properties.

What is of particular interest in the case of funnel and cascade graphs, as well
as for cycles with constrictions, is that selection is enhanced only for limited ranges
of the fitness parameter. This result is new and unexpected. Figure 54.1 shows plots
of the fixation probability minus the corresponding Moran fixation probability for
an N = 6 graph that is a funnel or cascade depending on the direction of flow. The
graphs of Fig. 54.1 enhance selection for only a limited range of fitness values. The
funnel range for enhanced selection is 1 < r < 5.369515496, for the cascade it is
1< r < 2.030404551.
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54.4 Discussion

Suppression of selection is particularly significant as a defense against rapidly re-
producing deleterious mutations, as in cancers [7], and may have value in attempts
to control the spread of infectious diseases. Structures that enhance selection may
prove valuable for models of sensory neural networks in which it is important to
quickly identify a stimulus and produce an appropriate response. Mathematically,
the fact that the matrix I − T is a graph Laplacian provides a link to spectral graph
theory (e.g., [8, 9]).

A point of interest in the cases studied in this paper is that funnels, cascades, and
cycles with constriction provide enhancement of selection only for limited ranges of
the fitness parameter. In neural networks, where interactions can be both excitatory
and inhibitory, this suggests that inhibition and disinhibition of particular edges or
vertices can act to control the degree of enhancement or suppression of selection.
In order to begin addressing such possibilities, however, further work on networks
with heterogeneous weights, as well as time depending weights is required.

Other directions for continued research are study of other simple graphs, graphs
with non-uniform edge weight distributions, attempts to develop approximation
methods for analysis of more complex graphs, and application to problems in evo-
lutionary biology, neurology, and sociology.
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Chapter 55
Modeling of Spatially Extended Delay-Induced
Circadian Oscillations Synchronized
by Cell-to-Cell Communications

Dmitry A. Bratsun and Andrey P. Zakharov

Abstract We propose a spatially extended deterministic model with time delay for
the circadian oscillations of protein concentrations. Our model is based on the non-
linear interplay between two proteins forming a time-delayed feedback loop com-
prised both positive and negative elements. In order to study spatio-temporal dynam-
ics of the system, a novel algorithm of the numerical simulation of time-delayed
reaction-diffusion systems is proposed. The algorithm based on finite difference
method involves storing in a computer memory not all, but some selected nodal data,
and the subsequent interpolation to determine intermediate values. Spatio-temporal
protein patterns excited in complete darkness are studied numerically. It is shown
that the synchronization of biorhythms can be produced by either of two mecha-
nisms: (i) basal transcription factors and (ii) cell-to-cell communication.

Keywords Time-delay · Circadian rhythms · Pattern formation

Circadian rhythms are biological rhythms that are common to almost all living or-
ganisms. A remarkable feature of these rhythms is that they are not simply a re-
sponse to 24 hours environmental cycles imposed by the Earth’s rotation, but instead
are generated internally by cell autonomous biological clocks. After the decades of
research, the genetic mechanism of circadian oscillations has been widely recog-
nized as a core of this phenomenon. Thus, the transcription/translation processes
should be taken into account seriously when one starts to model the circadian
rhythms. As it is known now, a feedback influence of protein on its own expres-
sion can be delayed which leads to non-Markovian phenomena in this system [1]. It
is evident that the delay prevents the system from achieving equilibrium, and results
instead in the familiar limit cycle oscillations. The deterministic and stochastic prop-
erties of gene regulation taking into account the non-Markovian character of gene
transcription/translation was studied in [2, 3]. We have shown that time delay in the
protein production or degradation may change the behavior of the system from sta-
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Fig. 55.1 Network
architecture of the circadian
rhythm molecular
components in N.crassa

tionary to oscillatory even when a deterministic counterpart of the stochastic system
exhibits no oscillations.

The filamentous fungus Neurospora crassa is an excellent model system for in-
vestigating the mechanism of circadian rhythmicity because of the wealth of genetic
and biochemical techniques available. It is easy to grow and has a haploid life cycle
that makes genetic analysis simple since recessive traits will show up in the off-
spring. The genome of N. crassa was recently reported as completely sequenced
and all data are freely available online. The genome is about 43 megabases long
organized in 7 chromosomes and includes approximately 10000 genes. With ad-
vances in molecular biology, understanding of the Neurospora circadian clock has
improved, and main genetic components of this clock have been determined. Please
see Fig. 55.1 for a simplified graphical depiction of this network architecture.

The primary molecular components of the circadian oscillator are the frequency
and white collar genes (white collar 1 (wc-1) and white collar 2 (wc-2)) which form
a feedback loop comprised of both positive and negative elements [4]. The corre-
sponding white-collars proteins WC-1 and WC-2 are transcription factors which
form a heterodimeric complex known as the white collar complex WCC. The WCC
acts as a positive regulator of FRQ by activating its transcription in the dark and in
response to blue light (WC-1 is a photoreceptor), while the frequency protein dimer-
izes and then acts as a negative regulatory element by binding to and inhibiting the
function of WCC. As the circadian cycle progresses the FRQ protein is phosphory-
lated and degraded which allows the cycle to begin anew. Also, these species can
be removed by association with WCC to form FRQ/WCC complexes. Furthermore
the production of WC-1 and FRQ proteins are subject to a delay on the order of
several hours after the mRNAs are made again mediated through an unknown post
transcriptional mechanism. The previous experimental efforts have highlighted also
the importance of degradation of the core clock components, particularly that of
FRQ, plays in establishing the period of the circadian rhythm. However quantitative
information about the magnitude of the degradation rates are still lacking for this
core clock component.

In this work, we propose the model of temporal circadian dynamics of the Neu-
rospora which is work is a further simplification of models proposed by Smolen
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et al. [4] and Sriram and Gopinathan [5]. The main difference to earlier approaches
is that we derive the dynamic equations directly from a set of biochemical reactions.
In the part of spatially extended delay-induced circadian oscillations in Neurospora
our modeling seems to be first in the literature. Perhaps this can be explained by
a prevailing tradition in the study of circadian oscillations. It is possible also that
this is due to computational difficulties that arise when studying spatially extended
reaction-diffusion systems with time delay. To overcome these difficulties, we pro-
pose a new method for the numerical study of such systems and focus on the deter-
ministic spatio-temporal dynamics neglecting the stochasticity of the system.

In the model of the N. crassa oscillator we assume there are two primary compo-
nents: the heterodimeric WCC complex and the FRQ protein. We start our analysis
from a set of biochemical reactions constituting the mechanism of bioclock and
finally arrive to the following two-variable spatially extended systems [3]:

∂F

∂t
= 1

1+ 4KF1 F

(
AF + kF KW1 K

F
2 ϕ(t)W

2(t − τ)
1+KW1 KF2 ϕ(t)W 2(t − τ) −BFF − kFW

)

+D
(
∂2F

∂x2
+ ∂

2F

∂y2

)
, (55.1)

∂W

∂t
= 1

1+ 4KW1 W

(
AW + kW KF1 K

W
2 F

2(t − τ)
1+KF1 KW2 F 2(t − τ) −BWW − kFW

)

+D
(
∂2W

∂x2
+ ∂

2W

∂y2

)
. (55.2)

Here F and W stand for number of isolated monomers of FRQ and WCC re-
spectively andD is the coefficient of protein diffusion in the cell. For simplicity, we
assume that the diffusion coefficients of FRQ and WCC proteins are equal. Even
supposing that the delay is defined by the length of the path traveled by RNA poly-
merase along the gene, one obtains different values since the wc-1 gene (it is part
of the locus NCU02356.5) is a one and a half times longer than the frq gene (it is
in the locus NCU02265). But the exact values of the delays are currently unknown,
and for simplicity we assume that time delays have the same values: τF = τW = τ .
The model (55.1)–(55.2) includes a positive feedback loop in which activation of
FRQ production by WCC increases the level of FRQ, leading to an increase in the
level of WCC itself. The negative feedback loop in which FRQ represses the frq
gene transcription by binding to the WCC is also modeled.

As it is known, the Neurospora not only has the advantage that powerful ge-
netics and molecular techniques are able to be performed on it, but it has an-
other advantage—circadian rhythms of conidiation that is easily monitored on Petri
dishes. To observe the phenotypic expression of the Neurospora clock, conidia are
inoculated at some place of a Petri dish. After growth for a day in a constant light,
the position of the growth front is marked and the culture is transferred to constant
dark. The light-dark transfer synchronizes the cells in the culture and sets the clock
running from subjective dusk. Following transfer, the growth front is marked every
24 hours with the aid of the red light, which has no effect on the clock. Growth rate
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is constant and the positions of the readily visualized orange conidial bands (sep-
arated by undifferentiated mycelia) allow determination of both period and phase
of the rhythm. Thus, the computational domain Σ ∈ (x, y) where the protein fields
are solved numerically can be interpreted as a flat area of two-dimensional physical
space of a Petri dish occupied by the mycelium of Neurospora. In fact, N. crassa
is multicellular organism, and the translation of proteins occurs within individual
cells. But we can consider the mycelium of the fungus as a whole due to the im-
portant feature of Neurospora: the mycelium of the organism consists of branched
hyphae which show apical polar growth. The fungal hyphae are typically composed
of multiple cells or compartments demarcated by septa with the central pore some-
times up to 0.5 microns in diameter. Thus, the protein produced in the separate cells
of Neurospora seems to be able to cross the intercellular walls, and we can assume
an existence of joint molecular cloud of protein inside a whole organism.

In order to perform two-dimensional simulations of delayed-induced circadian
oscillations governed by Eqs. (55.1)–(55.2), we define a two-dimensional domain
Σ : (0< x < 200,0< y < 200) with the following conditions for concentrations of
FRQ and WCC proteins imposed at the boundary of the domain:

∂F

∂x

∣∣∣∣
x=0,200

= 0,
∂F

∂y

∣∣∣∣
y=0,200

= 0,
∂W

∂x

∣∣∣∣
x=0,200

= 0,
∂W

∂y

∣∣∣∣
y=0,200

= 0.

(55.3)

The initial-boundary value problem (55.1)–(55.3) has been solved by finite dif-
ference method described in the previous section. The explicit scheme was adopted
to discretize equations. The equations and boundary conditions have been approxi-
mated on a rectangular uniform mesh 400×400 using a second order approximation
for the spatial coordinates. In some calculations, we introduce the boundary Γ sep-
arating the region where the Reactions (55.1)–(55.2) take place and the nonreactive
area.

If the protein can easily pass through this boundary, we consider it as a free inter-
face between immiscible fluids. Then the concentration of reactant which diffuses
through the surface subjects to the boundary condition

F1|Γ = F2|Γ , D1
∂F1

∂n

∣∣∣∣
Γ

=D2
∂F2

∂n

∣∣∣∣
Γ

, (55.4)

where n is the vector normal to the interface, D1,2 are the coefficients of protein
diffusion in the areas on opposite sides of Γ .

The spatial phase synchroniation is the process when spatially distributed cyclic
signals tend to oscillate with a repeating sequence of relative phase angles. We have
noticed above that some external stimuli can synchronize the spatio-temporal be-
haviour of the system. The external control of this active medium can be performed,
for example, via the basal transcription factors. We found the system is particularly
sensitive to the basal transcription of the WCC protein governed by the parame-
ter AW . With increase of WCC produced via the basal transcription machinery, the
spatio-temporal structure of the system becomes more ordered. In contrast to the
distinct chaotic pattern at AF = AW = 0 formed due to break up of spiral waves,
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Fig. 55.2 The spatial synchronization of oscillations of the FRQ protein in the system with the
basal transcription machinery, acting locally in the square area 50< x < 100, 50< y < 100 in the
left lower quadrant of the domain Σ . In the rest of the domain the basal transcription is inhibited.
The frames from left to right and from up to down correspond to times t = 5000, 7200, 11000,
20000 respectively. The coefficient of diffusion is D = 0.01

the structures for large values AW looks more ordered. Since the basal transcription
can be repressed, it can be switched on only in some places of the organism. So it
would be interesting to see what happens when the basal transcription factors have
been activated locally. Figure 55.2 gives an example of such numerical simulation.
It is assumed that the basal transcription machinery (AF = 0, AW = 2) acts only in
the area 50 < x < 100, 50 < y < 100 in the left lower quadrant of the domain Σ .
It becomes effective at time t = 5000. We see that local basal transcription results
in the global effect: it produces spatially synchronized oscillations over the whole
domain Σ . From the point of view of nonlinear dynamics, the spiral traveling wave
has recovered its structure. So, the process shown in figure is reverse to the core
break up of spiral wave discussed above. It should be noted that the process of self-
organization goes far beyond the area where the basal transcription works.

Finally we present the results of the numerical simulations showing that the syn-
chronization of the circadian oscillations can occur due to intercellular communica-
tions via chemical signals (Figs. 55.3 and 55.4). We have attempted to simulate this
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Fig. 55.3 Evolution of the concentration of the FRQ protein in complete darkness. There are four
“cells” in the domain of integration, but only one of them is switched on. The frames from left to
right and from up to down correspond to times t = 200, 5000, 10000, 20000 respectively

process by considering the four square areas of 60 to 60 referred to below as “cells”,
within which the system of Eqs. (55.1)–(55.2) for circadian oscillations has been in-
tegrated. The mixed boundary conditions have been imposed on the border of the
area. There are four segments of the open border (“membranes”) with the condition
(55.4) of free diffusive penetration of the reagent species through fluid-fluid inter-
face. The rest of the border is considered to be impermeable in accordance with the
formula (55.3). Thus, each closed area is a rough model of living cell with its own
circadian oscillations occurring inside the cell. Each area has four membranes and
can communicate with the extracellular world via exchange of a certain protein.

We have supposed that such carrier of signals connecting the cell to the extra-
cellular world is the FRQ protein. At the same time, we assume that the complex
WCC cannot overcome the membrane and exists only inside the cell. Being in the
extracellular space the protein does not react, but it can diffuse. Its dynamics obeys
the standard diffusion equation.

Figure 55.3 presents the evolution of the concentration of FRQ in complete dark-
ness and zero basal transcription, when only one cell (#3) is switched on. At these
parameters the spiral wave develops into phase turbulence due to mechanism of the
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Fig. 55.4 The spatial synchronization of oscillations of the FRQ protein due to intercellular com-
munications. The frames from left to right and from up to down correspond to times t = 200, 1000,
5000, 15000 respectively

core breakup. If the system does not receive any external signals, the chaotic state
can be maintained for indefinitely long time periods. In the case shown in Fig. 55.3,
there is the flow of FRQ from the cell #3 outward. The protein gradually fills the
extracellular space due to diffusion. As long as the cell is the only cell in the sys-
tem, a state of chaos continues to persist. The spatial synchronization of circadian
oscillations occurs when there are a whole group of functioning cells in the system
(Fig. 55.4). We found that the state of spatially synchronized bioclocks working
in the different cells is achieved, when the concentration of transmitted protein in
the extracellular space reaches a certain average value. The oscillations in the cell
group are synchronized, when the level of concentration is about F ≈ 0.8. Thus, in
the group consisting of a large number of cells, the spatial synchronization seems
to be attained more quickly between the cells that intensively produce the protein
and exchange more vigorously the signals with their neighbors. This conclusion is
supported by the recent experimental findings demonstrating spatio-temporal syn-
chronization of circadian oscillations in a population of E. Coli [6]. The authors
have noticed that oscillations arise because the acyl-homoserine lactone (this is a
small molecule that can diffuse across the cell membrane) has a dual role, both en-
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abling activation of the genes necessary for intracellular oscillations and mediating
the coupling between cells.
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Chapter 56
Topology Drives Calcium Wave Propagation
in 3D Astrocyte Networks

Jules Lallouette and Hugues Berry

Abstract Glial cells are non-neuronal cells that constitute the majority of cells in
the human brain and significantly modulate information processing via permanent
cross-talk with the neurons. Astrocytes are also themselves inter-connected as net-
works and communicate via chemical wave propagation. How astrocyte wave prop-
agation depends on the local properties of the astrocyte networks is however un-
known. In the present work, we investigate the influence of the characteristics of
the network topology on wave propagation. Using a model of realistic astrocyte net-
works (>1000 cells embedded in a 3D space), we show that the major classes of
propagations reported experimentally can be emulated by a mere variation of the
topology. Our study indicates that calcium wave propagation is favored when as-
trocyte connections are limited by the distance between the cells, which means that
propagation is better when the mean-shortest path of the network is larger. This un-
usual property sheds new light on consistent reports that astrocytes in vivo tend to
restrict their connections to their nearest neighbors.

56.1 Introduction

More than half of the cells in the human brain are glial cells. These non-neuronal
cells have recently been evidenced to play a direct active role in information trans-
fer in the brain. Indeed astrocytes (the main subtype of glial cells) not only react to
but can also modulate synaptic communication between neurons [8, 16]. Astrocytes
are also themselves inter-connected as networks on which chemical waves propa-
gate [9]. Understanding astrocyte-astrocyte and astrocyte-neuron cross-talks is thus
crucial to understanding the brain [8]. Chemical communication within astrocyte
networks is characterized as elevations of intracellular calcium that propagate from
cell to cell though protein channels called gap-junctions channels (GJC). However,
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depending on the experimental conditions, the reported speed and extent of the prop-
agation (the number of cells that participate in the waves) vary over a large range.
These discrepancies can be interpreted as many different intracellular biochemistry
conditions or as different topologies of the astrocyte networks. Here, we questioned
the latter hypothesis, that the various propagation ranges observed experimentally
may be explained on the sole basis of the topology of astrocyte networks.

In the brain, astrocytes are believed to occupy separate spatial territories, con-
necting to their nearest astrocyte neighbors only [2, 15]. Beyond this general setting,
the structure of astrocyte networks is still unknown. Recent experimental evidence
however suggests that astrocytes networks display different topologies depending
on the brain region [18] and even that neuronal activity can modify these topologies
by regulating inter-astrocyte GJC [9]. In contrast, in the modeling literature, most
articles consider astrocyte networks embedded in a two dimensional space [7, 13]
and connected using regular lattices [10, 11, 13]. The effect of more complex or
more realistic topologies has been restricted to small networks (5–10 cells) [6, 12],
that do not allow comparison of propagation ranges with biological data.

In the present work, we study a model of realistic astrocyte networks (>1000
cells embedded in a 3d space) and investigate how the characteristics of the network
topology affect calcium wave propagation at a network level. We show that indeed,
the major classes of observed propagations can be emulated by a mere variation of
the topology. Our study indicates that calcium wave propagation is favored when
astrocyte connections are limited by the distance between the cells, which means
that propagation is better when the mean-shortest path of the network is larger.
Altogether, our findings offer a sound theoretical understanding of calcium wave
propagations in astrocyte networks.

56.2 The Model

Our model consists of two main parts: a model describing calcium dynamics in-
side each astrocyte on the one hand, and the network topology models to connect
astrocytes, on the other hand.

56.2.1 Calcium Dynamics Model

Albeit experimental protocols monitor wave propagation as variations of intracellu-
lar calcium, the molecule that is transmitted through GJC to connected astrocytes
is not calcium but another messenger, called IP3. When IP3 level in the cell cyto-
plasm is large enough, a calcium surge is released from intracellular calcium stores
to the cell cytoplasm. In turn, since the IP3 producing (and degrading) enzymes are
activated by cytoplasmic calcium, this calcium elevation will lead to increased IP3
levels, some of which can be transported through a GJC to a connected astrocyte.
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The IP3 entering the connected cell can then regenerate the original calcium signal
if the transferred IP3 amount is large enough.

To model the dynamics of this system we used the ChI model, developed and
studied at the single-cell level in [10, 17]. This model uses three coupled nonlinear
equations to describe calcium dynamics in each astrocyte i:

dCi

dt
= Jchan

(
Ci,hi, IPi3

)+ Jleak
(
Ci

)− Jpump
(
Ci

)

dhi

dt
= (
h∞

(
Ci, IPi3

)− hi)/τh
(
Ci, IPi3

)

dIPi3
dt

= PPLCδ
(
Ci, IPi3

)−D3K
(
Ci, IPi3

)−D5P
(
IPi3

)+ J inet

where Ci , hi and IPi3 are respectively the cell-averaged calcium concentration,
the fraction of open intracellular IP3 receptors at the calcium stores and the cell-
averaged concentration of IP3 messenger of cell i. The terms in the RHS represent
calcium flux between intracellular compartments or internal enzyme kinetics and
can be found in [10, 17]. J inet =

∑
j∈N(i) Jj→i represents the total flux of IP3 from

neighbouring cells j to cell i. To model the IP3 flux Jj→i though GJC between cells
j and i, we use a non-linear coupling (see [10] for justification):

Jj→i = F
2

(
1+ tanh

( |�jiIP3| − IPthr
3

IPscale
3

))
�jiIP3

|�jiIP3|
where F is the coupling strength, �jiIP3 is the IP3 difference between cells j and i
and IPthr

3 is a threshold below which the flux is small. Note that Jj→i can be positive
or negative, depending on the sign of the IP3 gradient.

Except when explicitly indicated below, all parameters were taken from [10] (FM
encoding conditions). All the resulting coupled ODEs were numerically integrated
using a 4th order Runge-Kutta scheme with a time step of 10 ms. The model was
implemented in C++ and was run on the IN2P3 Computing Center which we thank
for providing the computer resources.

56.2.2 Network Topologies

Spatial Structure One major goal of our study is to obtain propagation measures
in the model that can be compared to experimental data (propagation extent, speed,
etc.). A recent experimental study [19] has exhibited the distribution of the nearest
astrocyte-astrocyte distance in mice brains (mean distance μexp = 50 µm, coeffi-
cient of variation cvexp = 0.25, minimum distance mexp = 20 µm). In accordance
with these results, we reproduced this distribution by first placing N astrocytes at
the nodes of a regular 3-dimensional cubic grid (interspacing distance agrid). The
position of each cell was then jittered by adding to its coordinates a random normal
variable (zero mean, variance σ ). From a simple grid search, the best match be-
tween this model and the distribution obtained in [19] was found with agrid = 70 µm,
σ = 55 µm.



456 J. Lallouette and H. Berry

Fig. 56.1 Representations of networks obtained with each model. From left to right and top to
bottom: regular degree, link radius, spatial scale free, shortcut, Erdős-Rényi and three dimensional
version of a regular degree network. Note that most of these illustrations are two-dimensional for
readability, but the networks used in the present study are all three-dimensional

Topological Structure We investigated five kinds of network topologies:

– Regular degree networks are constructed by linking each astrocyte to its kreg near-
est neighbors in space.

– Link radius networks are spatial networks in which each astrocyte is linked to all
the astrocytes found within distance rlink.

– Spatial scale free networks are built incrementally by the classical preferential
attachment rule, but taking spatial distances into account (detailed description in
[1]). In short, a parameter (rc) controls the trade-off between scale-free structure
and the link restriction to short intercell distances.

– Shortcut networks are based on 3d cubic lattices. Each edge is then rewired with
probability ps : one of the edge end is replaced by a (uniformly) randomly chosen
cell. Those networks are similar to the classical small-world topologies.

– Erdős-Rényi networks are the only non-spatial networks: each pair of node is
linked with a probability per independently of distance.

Two-dimensional illustrations of the networks created with each of these models
are shown in Fig. 56.1. Each of these topologies present specific features that are
not necessarily biologically realistic but will provide us insights into what kind of
features networks should or should not have in order to support realistic wave prop-
agation. In each case, we varied the parameters specific to the topology so that the
mean degree of the network 2 ≤ 〈k〉 ≤ 17. For each parameter value, the measure-
ments were averaged over 20 realizations of the topology with the given parameters.
All networks had N = 1331 astrocytes.
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Fig. 56.2 Propagation extent
Nact , as a function of the
mean degree of the
networks 〈k〉. Values are
grouped in classes of network
models and error bars plot the
standard deviation in log
scale. The inset contains the
propagation extent for
shortcut networks with
〈k〉 = 6 and as a function
of ps (red curve), and the
mean propagation extent for
regular degree networks, with
parameter kreg = 6

56.2.3 Stimulation

All the experiments are conducted using the same stimulation procedure: we stimu-
late one astrocyte in the center of the network (to avoid boundary effects on spatial
networks) by coupling it during a stimulation time tstim via GJC to a virtual astrocyte
whose IP3 cell concentration is kept constant at IPbias

3 . All simulations are carried
on during tsim = 200 s, giving enough time for a calcium wave to fully propagate to
its maximum extent. The total number of activated cells during the simulation was
found to be independent of tstim and IPbias

3 for tstim ≥ 100 s and IPbias
3 ≥ 2 µM, so

we fixed during all simulations tstim = tsim and IPbias
3 = 2 µM.

56.3 Results

In order to distinguish topological effects from the effects introduced by GJC or
biophysical parameters, we first carried out series of simulations with fixed GJC pa-
rameters (F = 2 µM s−1 and IPthr

3 = 0.3 µM) while varying only the network topol-
ogy.

56.3.1 Topological Influences

To ease comparison with experimental studies, we quantified the extent of wave
propagation by measuring the total number of activated cells during the simulation,
Nact, where a cell is considered activated at time t if the amount of cytoplasmic cal-
cium it contains is larger than 0.7 µM. Fig. 56.2 presents the variations of Nact when
the mean degree 〈k〉 varies; whatever the network model, the higher 〈k〉, the lower
Nact. This is a first surprising result of our simulations: whatever the network type,
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Fig. 56.3 Relations between
propagation extent Nact and
the mean-shortest path L for
each network model; error
bars plot standard deviation in
log scale. All models display
the same qualitative behavior.
Inset (1) represents a small
example of propagation in an
network strongly influenced
by space while inset (2) uses
a network weakly influenced
by space. Green cells are
activated cells that form the
wave front; the wave is
propagating from the bottom
left corner to the top right one

wave propagation is generically improved for networks with small mean degree.
This result is however coherent with an intuitive understanding of the way IP3 dif-
fuses in the network: in order to activate the astrocyte it arrives in (say astrocyte A),
transferred IP3 must overcome a threshold value; therefore if A is connected to a lot
of inactive neighbors, most of this IP3 influx will leak to these inactive neighbors
before it can activate A. Moreover, if it becomes activated, A will give less IP3 to
each of its unactive neighbors if it has a lot of unactive neighbors. Consequently,
high mean-degree tends to impair calcium wave propagation.

However, for a given value of 〈k〉, Nact can be down to 6-folds smaller in Erdős-
Rényi networks than in regular or link radius networks. Therefore, the topology
class still has an important effect on the propagation and 〈k〉 cannot alone explain
the observed differences. Indeed, as we can see from the inset of Fig. 56.2, the short-
cut network model goes from very large (spanning almost all the network) to very
small extents, as shortcuts are more frequent while its mean degree is conserved.
This behavior could hence be linked to the influence of space on topology: when
links are restricted to a spatial neighborhood, the propagation extent is greater than
when long distance links (or shortcuts) are added. Additionally, heavy space limi-
tation also prevents the existence of highly connected nodes, influencing the mean
degree 〈k〉. Furthermore, experimental findings indicate that real astrocyte networks
are connected via a distance-controlled connectivity, i.e. large distance connexions
are not likely (see [8, 9]).

This influence of space on topology can be quantified by the mean-shortest path
L of our networks as heavy space limitation yields high L values and the addition
of shortcuts reduces it.

Fig. 56.3 presents the relation between the propagation extent, Nact and mean-
shortest path L. Again, all network models follow the same qualitative behavior: the
larger the mean-shortest path, the better the propagation. This is a second surprising
finding since it implies that, contrary to the intuition that shortcuts improve signal
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propagation in networks, the addition of shortcuts, decreasing L, actually prevents
long range propagation in our model of astrocytic networks. But, just like for the
conditions on 〈k〉 values, this relation between L and the extent of propagation can
be seen as the influence of space on networks.

Indeed, reliable activation of an astrocyte can be ensured if several of its neigh-
bors are simultaneously active (its IP3 influx is then high enough to trigger a calcium
spike) and heavy space constraints on topology is a way to ensure this. The rationale
behind this affirmation is exposed by the two insets of Fig. 56.3; inset (1) presents
a case in which space restriction is strong while inset (2) presents a case in which it
is a bit relaxed, because of a “long distance” link (in red). The wave is propagating
from the bottom left corner of the networks to the top right corner. An unactivated
cell A is linked to an activated cell B in the “wavefront” (green cells); when space
influence is high (inset (1)), cell A is spatially close to the wave front, its neighbors
(marked C) are hence likely to be activated. Conversely, when space influence is
low (inset (2)), the neighbors of A (marked C) are less likely to be in the wavefront
because A can be spatially distant from the wavefront. Consequently, in our exam-
ple, cell A is more likely to get activated when space influence is high (inset (1))
because it has two activated neighbors while it only has one when space influence
is low (inset (2)).

However, this space influence cannot be captured by the mean clustering coef-
ficient 〈C〉 of our networks. Indeed, as it is shown in the inset of Fig. 56.2, the
propagation extent in 3D lattices (〈k〉 = 6, ps = 0 and 〈C〉 = 0) is larger than in reg-
ular networks (〈k〉 = 6 and 〈C〉 = 0.27± 0.1). This particular behavior on lattices
(also visible on Fig. 56.3) can be explained by considering the set of nodes that are
within a given topological distance l from a reference node (i.e. the shell l of this
reference node). Lattices have no links inside each shell; all the links are between
shells. Hence a node in the shell l+ 1 will have a mean value of 〈k〉/2 links coming
from the shell l. In other network models, there are intra-shell links so the num-
ber of links between shell l and shell l + 1 is comparatively lower and activation is
less easily transmited. This will not however be detailed here and is left to a future
publication.

Therefore, according to our simulations, calcium wave propagation is expected
to be favored in networks with large mean-shortest path, small mean degree and/or
strong preference to connect only to nearest neighbors. In vivo, large regenerative
waves spanning all the observable cells are sometimes (though rarely) observed (cf.
[14]). Our results indicate that this could be linked to a transient decrease of gap-
junction coupling levels, effectively leading to a reduction of the network mean
degree, or to a restriction of gap-junction coupling to a few neighbors.

56.3.2 Biophysical Influences

In order to determine the influence of biophysical and GJC properties on propa-
gation, we now fix the topology to the arguably more biologically realistic one,
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Fig. 56.4 Relations between
χ and k for different values
of IPthresh

3 ; error bars plot the
standard deviation. The inset
represents the simple
architecture that we used in
order to determine these
values

the link radius model, as links are expected to be restricted to nearest neighbors.
We moreover fix the mean degree value to a realistic biological value of k ≈ 12
(cf. [8]). We next studied the influence of the GJC parameters (F and IPthresh

3 ).
The extent of propagation was not significantly affected by F but was found to
depend strongly on IPthresh

3 , the minimum IP3 gradient above which IP3 is signif-
icantly transferred between the cells via GJC: the higher this parameter, the more
individual astrocytes can store IP3 before diffusing it to neighboring unactivated as-
trocytes. Consequently, the propagation rangeNact was low (less than 50 cells) up to
IPthresh

3 = 0.3 µM and for IPthresh
3 ≥ 0.6 µM. However, for a restricted range of values

0.4 ≤ IPthresh
3 ≤ 0.5 µM, propagation was strongly enhanced, reaching Nact ∼ 300

activated astrocytes (compared to the ∼ 30 activated astrocytes in previous simula-
tions for the same topology).

In order to understand the strong effects of IPthresh
3 on the propagation extent, we

conducted a systematic analysis of the activation conditions in the small network
displayed at the top of Fig. 56.4. This network is made of one central cell, linked to
k neighbors, that are in turn each linked to one “normal” (stimulable) cell and nbsinks

“sink” cells, that are artificially maintained in non activated state (red triangles on
the figure). For each test, we chose a number of nbstim “normal” cells, among the
k ones that can be stimulated, and stimulate them (green squares on the figure).
We then run the simulation and observe whether this number nbstim of stimulated
cells is enough to activate the central cell. This simple network was designed so
as to test the hypothesis that we formulated hitherto in order to explain how wave
propagate in our networks: an activated cell (here the neighbors of the central cell)
will more easily activate its neighbors (here we focus on the central cell) if it has
few unactivated neighbors (the sink cells) to which IP3 can leak.

For fixed values of GJC parameters, k and nbsinks, we found that the central cell
became activated only if nbstim overcomes a threshold nbcrit

stim. In stimulated branches
of our network, when the cell connected to the central cell becomes activated, it
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passes a given total IP3 outflux Q to its nbsink neighbor sinks and to the central cell
(there is no flux to the stimulated cell as its IP3 level is already high). The partial
flux received by the central cell from one of the k branches is then Q/(nbsink + 1)
and the total flux received by the central cell is nbstim ×Q/(nbsink + 1). We define
the normalized critical total influx needed in order to activate the central cell as:

χ = nbcrit
stim

nbsink + 1

Figure 56.4 presents the values of χ as k changes and for several values of IPthresh
3 . It

is apparent from this figure that the IPthresh
3 range for which we witnessed high prop-

agation above (IPthresh
3 ∈ [0.4,0.5] ) are remarkable here as well, since the values of

the threshold χ do not depend on k in this range of IPthresh
3 values. This means that,

for these IPthresh
3 values, the central cell gets activated by a constant number of acti-

vating cells (a constant total influx χ ), regardless of its degree; IP3 leaking from the
central cell does not prevent its activation. Conversely, for low values of IPthresh

3 , the
total number of activating cells needed in order to activate the central cell increases
linearly with the number of its neighbors. This behavior is not, however, to be con-
fused with a standard threshold model of propagation (cf. [3, 5, 21]) where a node
gets activated if a fixed fraction of its neighbors are activated; in our case, one has
also to take into account the neighborhood of the activated nodes: a given node is
less activating if its own neighbors are unactivated (because IP3 will leak to them).
Hence, in the specific case of calcium wave propagation in astrocyte networks, one
needs to take into consideration the two-hop neighborhood of a node in order to
determine whether it will get activated. Interestingly, one can define a generalized
version of a threshold model that accounts for these two-hops neighborhood effects;
presenting such a generalized model is beyond the scope of the present paper. We
just note here that its behavior was found similar to those presented in Figs. 56.2
and 56.3.

Taken together, these results explain why the propagation extent Nact depended
on 〈k〉 in the above results. Indeed, all the above results have been obtained us-
ing IPthresh

3 = 0.3 for which χ increases with k. In this case, the influx threshold is
increasingly high, rendering the propagation increasingly difficult, with increasing
mean degrees. These results also show that the influence of topology on propaga-
tion is itself regulated by biophysical parameters (here GJC parameters); the result-
ing propagation is a complex interplay between these parameters and the network
topology.

56.4 Conclusion

A major point in the results showed above is that we could obtain various extents
of wave propagation by sole variations of the network topology; more precisely,
two macroscopic measures on the network topology, its mean degree 〈k〉 and its
mean-shortest path L were enough to determine the extent of propagation.
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Table 56.1 Different types
of waves can be reproduced
by varying only the network
topology

Wave type [exper. ref.] Nact 〈k〉 L

Locally synchronized [19] ∼ 10 ∼ 8 ∼ 4

Spatially restricted [4] ∼ 40 ∼ 7 ∼ 8

Regenerative [14, 20] ∼ 500 ∼ 3 ∼ 14

Table 56.1 presents the three major types of waves reported in experimental arti-
cles with their respective extent. In our model, each type of wave can be reproduced
using different values of 〈k〉 and L. Very small extents (locally synchronized event)
can be obtained with relatively high degree networks and short mean-shortest path
while regenerative waves (propagating to most of the cells) are triggered on small
degree networks with high mean-shortest path. Therefore, large scale propagation is
achieved when astrocytes are linked to nearest neighbors while linking to more (or
more distant) astrocytes decreased propagation extent. Hence, while differences in
propagation extent in the biological literature are usually explained by differences
in biophysical parameters or in signaling pathways, we showed here that, in our
model, topology alone was enough to explain these differences. As it is known that
the structure of astrocytic networks varies throughout the brain and could even be
shaped by neuronal activity [9], the influence of topology on wave propagation in
vivo may be a fruitful hypothesis in order to understand the bidirectional relations
between neurons and astrocytes at a network level.

For instance, our results could be evoked to formulate an hypothesis concerning
the observation that regenerative waves usually occur in cultured astrocytes net-
works, where space has a very restrictive influence on the links, as these in vitro
networks are constrained to a 2D surface. This would strongly reduce the number
of close neighbors thus, according to our model, favor long-range propagation .
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Chapter 57
Modelling Spatial Dynamics of Plant Coastal
Invasions

James T. Murphy and Mark P. Johnson

Abstract Biological invasion refers to the introduction of non-native species of
plants or animals which adversely affect local ecosystems and transform their struc-
ture and species composition. As a result, costly control efforts often have to be put
in place to protect habitats. An example of an invasive problem on a global scale
is the plant species Spartina anglica which is a salt marsh grass found in the inter-
tidal zones of coastal habitats. In this study, an agent-based modelling approach
was taken to analyse the emergent dynamics of Spartina populations in a simulated
coastal environment. The model was used to analyse the impact of various factors
such as the shape and pattern of colony development and seedling placement on
invasion dynamics in order to be able to devise efficient control strategies.

Keywords Agent-based model · Individual-based model · Spatial dynamics ·
Invasive species · Coastal ecosystem

57.1 Introduction

Biological invasion refers to the introduction of non-native species of plants or an-
imals which adversely affect local ecosystems and transform their structure and
species composition. It has been identified in the Millennium Ecosystem Assess-
ment as one of the principal environmental problems influencing future economic
and social development in the world [1]. As a result, costly control efforts often
have to be put in place to protect habitats. An example of an invasive problem on a
global scale is the plant species Spartina anglica (Common Cordgrass) which is a
salt marsh grass found in the inter-tidal zones of coastal habitats. It is characterised
by its ability to trap large amounts of sediments and thus over time replace mudflats
with badly drained marshes. This can endanger the habitats of many species (such
as invertebrates and shorebirds) which depend on the mudflats and reduces overall
biodiversity in coastal regions.
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The patterns of invasion of Spartina are amenable to spatially-explicit modelling
strategies that take into account both temporal and spatio-temporal processes. In the
case of invasive plant species, spatially explicit modelling techniques are necessary
to take into account how neighbourhood interactions, such as the presence and spa-
tial arrangement of nascent foci, can influence invasion pattern [2]. In this study,
an agent-based (or individual-based) modelling approach was taken to analyse the
emergent dynamics of Spartina populations in a simulated coastal environment. The
model was used to analyse the impact of various factors such as the shape and pat-
tern of colony development and seedling placement on invasion dynamics in order
to be able to devise efficient control/eradication strategies. An agent-based mod-
elling tool called CoastGEN was developed specifically for this project in the C++
programming language. The model was built upon a revised and expanded version
of an agent-based modelling framework called Micro-Gen, which has been used
previously to study bacterial growth dynamics [3]. The model is fully parallelised to
take advantage of distributed computing architectures and it represents a robust and
adaptable framework to simulate spatially and temporally heterogeneous phenom-
ena.

The agent-based approach differs from traditional mathematical population mod-
els that commonly use global parameters or state variables to describe the growth
and development of a biological population [4]. A high-level mathematical approach
has many advantages in terms of computational efficiency and can give good in-
sights at the population-level, but it is sometimes difficult to trace back the system
behaviour to that of the individual organisms. For example, it does not explicitly
identify the underlying factors determining a particular growth rate or carrying ca-
pacity associated with a population. Cellular automata theory is another more low-
level technique that has been used to explain pattern formation in colonies [5].

57.2 Model Overview

The model represents an inter-tidal environment as a discrete, two-dimensional grid
with each grid element (or “cell”) corresponding to 1 m2 of surface area. This al-
lows for heterogeneity in the environmental conditions and spatial distribution of
organisms, as opposed to assuming a completely homogeneous, mixed environ-
ment. Each Spartina plant is represented in the model as a group of agents that
together represent a “rhizome network”. Each Spartina agent has a growth rate pa-
rameter associated with it (which is fitted to field data) that determines the increase
in biomass per time step of the simulation. Each grid location may be occupied by
a maximum of one Spartina agent. Once an agent has grown to fill that grid loca-
tion (i.e. the biomass exceeds a specified cell threshold) then either growth ceases,
if all neighbouring cells are occupied, or else a new agent is created and added to
a randomly chosen free neighbouring cell. This means that growth is limited to pe-
ripheral agents of the plant, thus resulting in a constant radial growth rate over time
for circular patches, as observed in nature [6].
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Table 57.1 Input parameters
for CoastGEN simulations of
Spartina sp. on inter-tidal
mud flat environment. The
“growth rate” parameter was
estimated by fitting to an
observed radial expansion
rate of 0.77 my−1) from the
literature [7].
b.u. = simulation biomass
units

Input parameter Value

Length of simulation loop (days) 1

Grid size (no. of cells) 10002

Cell size (m2) 1

Initial no. of seedlings 256

Growth rate (b.u. loop−1 agent−1) 15.8

Biomass limit (b.u. cell−1) 10000

Loop start eradication 20000

The model is constructed using the object-oriented programing paradigm of C++.
The initial phase of the program involves the creation and initialisation of an array
of Spartina agents which are stored in an array data structure. The input parameters
for the simulation are entered via a text input file. These specify physical param-
eters such as the size and scale of the environment as well as parameters for the
Spartina agents such as the initial number of seedlings and their average growth
rate (Table 57.1).

The main program loop consists of a series of steps representing the main biotic
and abiotic functions of the system. Each loop represents a discrete day of real-time
during which the agents grow and expand into neighbouring cells in the environ-
ment.

57.3 Results and Discussion

The model was initially validated by comparing the growth curve of a single sim-
ulated Spartina clone with results from field studies of Spartina clones in Willapa
Bay, USA [7]. The growth rate was fitted to these studies and the characteristic
circular pattern of growth with a linear increase in radius length over time was con-
firmed. This is because the rate of surface area expansion of a Spartina plant is
limited by the length of the growing perimeter of the patch. The ratio of the circum-
ference/area of a growing circular Spartina patch approaches zero over time, due to
the fundamental geometric relationship between the circumference and the area of
a circle.

Following this, a number of theoretical studies were carried out to explore the
effects of the spatial distribution of initial seedling placement on invasion dynamics.
An important strength of the agent-based modelling approach is that it can be used to
explicitly model complex shapes and calculate the impact of their spatial distribution
on the effective growth rate. Plants such as Spartina are limited by their available
growing surface and the impact of the spatial distribution on this parameter was
quantitatively analysed to predict their relative growth rate.

One simulation was run with 256 initial seedlings randomly dispersed across
the environment of 10002 grid positions and a second control run with the ini-
tial seedling placement concentrated near the top boundary of the environment.
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Fig. 57.1 Comparison of
predicted (a) growth curves
and (b) perimeter lengths of
populations of Spartina sp.
when initial positions of
seedlings are either (i) evenly
distributed across the
environment, or
(ii) concentrated in top-left
corner. Total environment
size = 1 km2, initial number
of seedlings = 256

When the seedlings are placed close to one another they quickly merge to form
a single colony with a reduced perimeter/area ratio (Fig. 57.1(a)). However, when
the seedlings are more evenly dispersed it results in a higher growth rate as the
length of the growing perimeter relative to the total area covered is much greater
(Fig. 57.1(b)).

A number of simulations were also carried out to explore different eradica-
tion/control strategies for Spartina infestations on an open mudflat environment
(Fig. 57.2). Firstly, a completely random eradication strategy was implemented
whereby grid positions were chosen at random to remove Spartina agents from. This
would be analogous to a worst-case scenario where aerial application of an herbi-
cide resulted in incomplete or patchy coverage, for example due to wind dispersal.
The model predicted a rapid recovery of the population within 10 years following
the eradication event. An alternative, more co-ordinated, approach to eradication in-
volves removing Spartina plants at the periphery of a meadow first before gradually
moving to the interior, in an analogous way to peeling the layers off of an onion. The
population does not recover to normal levels until 50 years after the initial interven-
tion, which represents a 5-fold increase over the purely random approach. The most
optimal solution tested was to eradicate the infestation in a linear fashion parallel
with the edge of the habitat. There is at least a couple of orders of magnitude differ-
ence in the effectiveness of the linear row-by-row eradication strategy compared to
the random scenario (Fig. 57.3).
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Fig. 57.2 (a) Graphical
display from CoastGEN of
256 growing circular Spartina
patches (orange) growing on
uniform mudflat (blue)
environment prior to
eradication event (54.5 years
into simulation). Simulation
was run in parallel on four
processors with overlapping
boundary conditions.
(b)–(d): Spartina populations
after (b) random eradication,
(c) perimeter-first eradication,
and (d) row-by-row
eradication strategies were
implemented

Fig. 57.3 Relative increase
in total perimeter/area (P/A)
ratio of randomly distributed
Spartina population in
response to each control
strategy: Random eradication,
Perimeter Eradication and
Row-by-Row Eradication
strategies. Values for P/A
expressed relative to the
normal uncontrolled
population

The importance of removing smaller foci as a more effective strategy than attack-
ing large meadows has been investigated mathematically for perfectly circular plant
colonies [2]. However, the agent-based modelling framework implemented here al-
lows the study of more complex meadow shapes as found in nature. It is clear from
this that an inadequate spatial strategy of control can lead to increased potential for
re-invasion, for example when a large meadow is broken up into a number of smaller
patches as a result of control efforts [4]. This highlights the importance of modelling
efforts to assess the potential impact of proposed strategies and highlight emergent
dynamics that may occur as a result of interventions due to the specific morphology
of an invasion.
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The spatial pattern of an invasion plays a key role in the rate of spread of the
species and understanding this can lead to significant cost savings when implement-
ing control strategies. Our model framework can be used to explicitly represent com-
plex spatial and temporal patterns of invasion in order to be able to quantitatively
predict the impact of these factors on the invasion dynamics. This would be a useful
tool for assessing eradication strategies and choosing optimal control solutions in
order to be able to minimise control costs.
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Chapter 58
Dynamical Aspects of Information
in Copolymerization Processes

Pierre Gaspard

Abstract Natural supports of information are given by random copolymers such as
DNA or RNA where information is coded in the sequence of covalent bonds. At
the molecular scale, the stochastic growth of a single copolymer with or without a
template proceeds by successive random attachments or detachments of monomers
continuously supplied by the surrounding solution. The thermodynamics of copoly-
merization shows that fundamental links already exist between information and ther-
modynamics at the molecular scale, which opens new perspectives to understand the
dynamical aspects of information in biology.

Keywords Thermodynamics of copolymerization · Entropy production ·
Stochastic processes · Information theory · Shannon disorder ·Mutual
information ·Mutations · DNA replication · DNA sequencing

58.1 Introduction

Under nonequilibrium conditions, the emergence of dynamical order is already in
action at the molecular scale during copolymerization processes. Copolymers are
special because they constitute the smallest physico-chemical supports of informa-
tion. Little is known about the thermodynamics and kinetics of information pro-
cessing in copolymerizations although such reactions play an essential role in many
complex systems, e.g. in biology. In this context, recent advances have been per-
formed which shed a new light on the nonequilibrium constraints required to gener-
ate information-rich copolymers [1–4].

Natural supports of information are given by random copolymers where informa-
tion is coded in the sequence of covalent bonds, as already suggested by Schrödinger
with his concept of aperiodic crystal [5]. Random copolymers exist in chemical
and biological systems. Examples are styrene-butadiene rubber, proteins, RNA, and
DNA, this latter playing the role of information support in biology.
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At the molecular scale, the stochastic growth of a single copolymer proceeds
by successive random attachments or detachments of monomers {m} continuously
supplied by the surrounding solution:

m1m2 · · ·ml−1 +ml �m1m2 · · ·ml−1ml (58.1)

The solution is supposed to be sufficiently large to play the role of a reservoir where
the concentrations of monomers are kept constant. In this regard, the stochastic
growth of a single copolymer is modeled by a Markovian process with transition
rates depending on the fixed concentrations of monomers in the surrounding solu-
tion [1–4].

According to local detailed balancing, the rates of forward and reversed tran-
sitions have ratios that are determined by the free energies of the copolymers
m1m2 · · ·ml in physical equilibrium with the surrounding solution. Thermodynamic
quantities can thus be defined and their time evolution studied during the copoly-
merization process. In this way, fundamental relationships can be established be-
tween the thermodynamics of copolymerization processes and the information con-
tent encoded in growing copolymers [1–4]. The purpose of this communication is
to present the latest results obtained in this framework.

58.2 Results

As shown in Ref. [1] for copolymerization with or without a template, the ther-
modynamic entropy production is related not only to the average value of the free
energy per monomer in the grown sequence, but also to the Shannon disorder of
the sequence itself. This result is at the origin of dissipation-error tradeoff during
copolymer growth [6].

Two growth regimes are identified:
(1) A regime close to the thermodynamic equilibrium where the copolymer can

grow in an adverse free-energy landscape by the entropic effect of its Shannon dis-
order. In this regime, the disorder of the grown sequence dominates the process even
in the presence of a template, in which case the copying process generates a lot of
errors.

(2) A regime farther away from equilibrium where the growth proceeds because
the free energy of monomer attachment is favorable. In this regime, the error rate
drops to low values.

In Refs. [1, 3], these regimes were studied as a function of the free energy driving
force. In Ref. [4], results have been reported on a model of free copolymerization
where the attachment and detachment rates are controlled by the concentrations of
monomers in the surrounding solution. In the present communication, this study of
the dependence on monomeric concentrations is extended to a model of copolymer-
ization with a template. The template as well as the growing copy are composed of
two monomers m = 1 and m = 2. The pairs 1–1 and 2–2 are favored between the
template α and the copy ω. The pairs 1–2 and 2–1 are considered as errors during
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Fig. 58.1 Stochastic growth of the copolymer ω on the template α, as simulated by Gillespie’s
algorithm with the parameter values kcorrect = 1, kerror = 0.5, koff = 10−3, and [2] = 1.3× 10−3.
The template is generated by a Bernoulli process of probabilities ( 1

2 ,
1
2 ). (a) Space-time plot at the

concentration [1] = 2× 10−3; (b) The mean growth velocity v, the Shannon disorder D(ω) of the
copy ω, the Shannon disorder D(ω|α) of the copy ω conditioned to the template sequence α, and
the mutual information I (ω,α) between the copy ω and the template α versus the concentration
[1] of the monomers of species 1

information transmission from the template to the copy. The kinetic mechanism of
elongation is the following:

α :
ω :

n1n2 · · ·nl−1nlnl+1 · · ·
m1m2 · · ·ml−1 +ml � n1n2 · · ·nl−1nlnl+1 · · ·

m1m2 · · ·ml−1ml
(58.2)

The attachment rates are given by w+m|n = k+m|n[m] and the detachment rates by
w−m|n = k−m|n. The attachement rates are proportional to the monomeric concen-
trations [m], while the detachment rates are not since detachments do not need the
presence of monomers in the surrounding solution. The rates are supposed to be
independent of the end ml−1 of the copy ω, which is a simplifying assumption. The
rate of formation of correct pairs is defined as kcorrect ≡ k+1|1 = k+2|2 and the error
rate as kerror ≡ k+1|2 = k+2|1. All the detachment rates are assumed to take the same
value: koff ≡ k−1|1 = k−1|2 = k−2|1 = k−2|2.

The stochastic process is simulated with Gillespie’s algorithm. Figure 58.1(a)
illustrates the fluctuating growth of a copy in space and time. In this example, the
error rate is larger because of the smallness of the ratio kcorrect/kerror = 2. This ratio
is determined by the strength of the pairing bonds. Figure 58.1(b) depicts the mean
growth velocity as well as the quantities characterizing the information content of
the copy ω compared to the template α versus the concentration of monomers 1 in
the surrounding solution. The mean growth velocity vanishes at equilibrium, which
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exists at the concentration [1]eq � 0.3×10−4 if [2] = 1.3×10−3. Both the Shannon
disorder D(ω) of the copy and the conditional disorder D(ω|α) of the copy with
respect to the template are larger than the mutual information I (ω,α) between the
copy and the template. In any case, the three quantities are related to each other by
the well-known formula

I (ω,α)=D(ω)−D(ω|α) (58.3)

from information theory [1, 3]. The mutual information characterizes the fidelity
of information transmission between the template and the copy. Figure 58.1(b)
shows that this fidelity decreases close to equilibrium. The reason is that the out-of-
equilibrium directionality is lost close to equilibrium where fluctuations go either
forward or backward because the principle of detailed balancing prevails at equi-
librium. Consequently, there is a multiplication of errors close to equilibrium. This
error catastrophe is avoided by maintaining the system far enough from equilibrium.

58.3 Conclusions and perspectives

The results show that fidelity in copying a copolymer requires the supply of enough
free energy from the attachment of monomers. In this respect, the nonequilibrium
driving should exceed a critical value in order to transmit information in copoly-
merization processes with a template, such as DNA replication [1]. The statement
by Manfred Eigen that “information cannot originate in a system that is at equilib-
rium” [10] is rigorously proved in the present framework. The thermodynamics of
copolymerization thus shows that fundamental links already exist at the molecular
scale between information and thermodynamics [1–4].

The transition between the two growth regimes could be experimentally inves-
tigated in chemical or biological copolymerizations. In polymer science, methods
have not yet been much developed to perform the synthesis and sequencing of
copolymers for the information they may support. However, such methods are al-
ready well developed for DNA and under development for single-molecule DNA
or RNA sequencing [7–9]. These methods could be used to test experimentally the
predictions of copolymerization thermodynamics by varying NTP and pyrophos-
phate concentrations to approach the regime near equilibrium where the mutation
rate increases.

These considerations open new perspectives to understand the dynamical aspects
of information in biology. During copolymerization processes with a template (as
it is the case for replication, transcription or translation in biological systems), in-
formation is transmitted although errors may occur due to molecular fluctuations,
which are sources of mutations. The two main features of biological systems—
namely, metabolism and self-reproduction—turn out to be related in a fundamen-
tal way since information processing is constrained by energy dissipation during
copolymerizations. Moreover, the error threshold for the emergence of quasi-species
in the hypercycle theory by Eigen and Schuster [11] could be induced at the molec-
ular scale by the transition towards high fidelity replication beyond the transition
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between the two growth regimes [12]. In this way, prebiotic chemistry could be
more closely linked to the first steps of biological evolution.
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Chapter 59
Emergence of Gene Regulatory Networks
Under Functional Constraints

Marcin Zagórski

Abstract Gene regulatory networks allow the control of gene expression patterns
in living cells. We ask here to what extent the network architecture is determined
by the output patterns of gene regulatory networks. Given a framework for describ-
ing regulatory interactions and dynamics (Burda et al., Proc. Natl. Acad. Sci. USA,
108:17263, 2011), we consider in the space of all regulatory networks those that
have prescribed functional capabilities. Markov Chain Monte Carlo sampling is then
used to determine how these functional constraints lead to specific structures of the
interactions. Particularly, we generate ensemble of regulatory networks with yeast
cell-cycle (Li et al., Proc. Natl. Acad. Sci. USA, 101:4781, 2004) biological trajec-
tory imposed. As a result, we find that on average 55 % of interactions are well re-
produced, and concerning the whole ensemble almost all networks have from 40 %
to 70 % of links in common with yeast cell-cycle network.

Keywords Gene regulatory networks · Yeast cell-cycle · Transcription factors ·
Essential interactions

59.1 Introduction

After billions of years of evolution Earth’s life is a very diverse phenomenon, yet
all the living organisms are made of simple building blocks called cells. The single
cell is a device designed to interpret internal or external signals in order to enhance
its survival prospects. We focus here on gene regulatory networks (GRN), the set
of interactions between genes. These interactions along with the gene expression
machinery allow all living cells to control their gene expression patterns. In the
last decade, our knowledge how any given gene can affect another’s expression has
been significantly extended through various experiments. For example, small gene
networks have been constructed to implement simple functions in vivo [3, 4], and
much larger sets of interactions have been derived from a number of organisms
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[5–7]. Therefore it has been possible to show that several subgraphs of interactions
(“motifs”) arise more frequently than might be expected [8–11]. Since we know the
structure of GRNs better and better, a question arises whether the constraints asso-
ciated with network functionality are major determinants of network architecture?

In paper [1] with Z. Burda, A. Krzywicki, O.C. Martin we have shown that motifs
can emerge in network architecture due to functional constraints (output patterns)
imposed on GRNs. In the case where the regulatory networks are constrained to
exhibit multistability, we found a high frequency of gene pairs that are mutually in-
hibitory and self-activating. In contrast, networks constrained to have periodic gene
expression patterns had a high frequency of bifan-like motifs involving four genes
with at least one activating and one inhibitory interaction. However, this results
were obtained with idealised gene expression patterns, and now we impose yeast
cell-cycle [2] pathway, to see to what extent we can reproduce a biological network
within our model [12].

59.2 Methods

59.2.1 General Framework

Compared to the well-known model of Boolean networks (see [13] and references
therein) in which a given gene can be either on or off, here we allow gene expression
to have intermediate values. We consider a system of N genes where each gene
produces a corresponding protein. In our previous works [1, 14] we restricted gene
products to be only transcription factors (TFs), but in order to study cell cycling
systems we need to include other molecular species (e.g. cyclins). We include these
molecular species by assuming that similarly to TF-DNA binding, if we have two
molecules, their facing elements (atoms, bases, amino acids, . . . ) have to “match”
for the two molecules to bind. For simplicity from this point onwards we refer to all
gene products as TFs.

Particularly, for ith gene its normalized expression level Si is a continuous vari-
able ranging from 0 to 1, where zero means no production of TF and one corre-
sponds to maximal production rate. Since we have N genes we can define a vec-
tor variable S = (S1, S2, . . . , SN) which we call a phenotype. In our approach, we
assume that every gene can be influenced by any of N types of TFs. As a result
we obtain a N × N weight matrix W where a given entry Wij corresponds to the
strength of interaction between ith gene and j th TF. Hereafter we refer to W as the
genotype and a formula to determine the values of Wij will be given later.

To find gene expression pattern S(t) at any given time t , we propose a deter-
ministic dynamics described by a map S(t + 1)=G(S(t),W), where we call initial
phenotype S(0). This discrete dynamics can be represented by a sequence of steps
leading to an attractor which is either a cycle or a fixed point.

If we had only one target phenotype, as it is in [14], we would sample the space of
all genotypes leading from S(initial) to the “vicinity” of some fixed S(target). In order
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to quantify, how close a given phenotype is to the target one, we define a fitness
function:

F(S)= exp
(−fD(

S,S(target))), (59.1)

where D(S,S′)=∑
i |Si − S′i | is the difference of expression levels for each gene,

and f ∈R is a control parameter.
In case of multiple target phenotypes, we can still use Eq. (59.1), but the “to-

tal” distance used to calculate fitness should be a sum of distances from n fixed
point phenotypes and corresponding target phenotypes; for cycling behavior target
phenotypes are consecutive steps of the imposed cycle.

59.2.2 Microscopic Interactions

In order to determine the strength of interaction between TF and DNA strand, we
represent each TF as well as each binding site by a character string of length L with
characters belonging to a 4 letter alphabet. Following the standard practice [15], we
assume that the free energy of one TF molecule bound to its target site is, up to an
additive constant, equal εdij , where ε is the single mismatch energy and dij is a
number of mismatches between ith binding site and j th TF. Furthermore, one can
define the “interaction strengths” Wij via Boltzmann factor

Wij = e−εdij , (59.2)

with normalizing constant set to 1 (cf. [16]). In case of nj TFs of j th type one can
derive [16, 17] the probability pij that precisely one of them is bound to the binding
site of ith gene

pij = 1

1+ 1/(Wijnj )
= 1

1+ exp (εdij − ln(nSj ))
, (59.3)

which dependence is known to physicists as Fermi function. In the above formula,
for the sake of simplicity, we assume that nj = nSj where n is a model parame-
ter representing the number of TFs. For the current work we use N = 11 (this is
the number of genes in simplified yeast cell-cycle network [2]), n= 1000, L= 12
and ε = 1.75, though we have checked that for biologically relevant parameters the
model findings are qualitatively the same [14]. To keep the framework simple, we
assume that gene i transcription is “on” whenever at least one TF is bound within
its regulatory region and otherwise it is “off”. For inhibitory interaction the TF of
type j bound to its binding site is assumed to stop the transcription. The (normal-
ized) mean expression level of a gene is then identified with the probability that
transcription is “on”. Hence, for gene i with both activators and repressors we have

Si(t + 1)=
[

1−
∏

j

(
1− pij (t)

)]∏

j ′

(
1− pij ′(t)

)
, (59.4)
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where j runs over activating interactions and j ′ over inhibitory interactions, and
pij (t) is given by Eq. (59.3) with Sj replaced by Sj (t). Additionally, to avoid sit-
uation where gene expression products with very small concentrations, which are
not welled modeled by our mean-field approach, cause acceleration of the genes
expression we introduce a phenomenological correction: a small threshold expres-
sion H , such that if Si(t) < H than Si(t) = 1/n (by default for n = 1000 we set
H = 0.01). In Eq. (59.4), just like in many other modeling frameworks, we use
discrete time [2, 13, 18, 19].

59.2.3 Mutation-Selection Balance

Since the space of viable GRNs is only a tiny fraction of the space of all regulatory
networks, we need to introduce some effective sampling method. In particular, we
use Markov Chain Monte Carlo with the Metropolis rule to explore this ensemble.
The procedure is following, we start with random genotype that is we draw all the
characters representing gene’s regulatory regions and TF molecules randomly, and
calculate the corresponding weight matrix W. Next, with each step we apply a point
mutation to characters representing DNA binding sites (alternatively we change the
character of interaction from activatory to inhibitory or vice-versa), recalculate W,
and according to Eq. (59.4) the associated fixed point phenotypes or cycling expres-
sion patterns S. Afterwards, having S we compute fitness of the genotype and accept
or reject the attempted move according to Metropolis acceptance probability. This
way by applying mutation-selection balance we obtain, after some initial period, an
ensemble of viable genotypes constrained to have particular function.

59.2.4 Essential Interactions

Having obtained an ensemble of viable genotypes one would like to know which of
the interactions between DNA regulatory regions and TFs are essential for network
function. In order to get this information, we remove one of the interactions from
the genotype and check if the gene expression pattern corresponding to this modi-
fied genotype is still close to the target phenotype. If the removal of interaction from
GRN leads to loss of its functional capabilities we refer to this interaction as essen-
tial. Furthermore, the set of all essential interactions for a given genotype defines
essential network for that GRN.

59.3 Results and Discussion

The simplified yeast cell-cycle pathway [2] consists of 13 consecutive gene expres-
sion patterns where the last target pattern is additionally a stationary state. In order
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to sample all possible GRNs having the same target phenotypes as the biological
pathway, we impose on our system a sequence of 12 target patterns with additional
condition that the last state is the fixed point of our dynamics. Furthermore, through
MCMC sampling we generate an ensemble of genotypes which stay close to the pre-
defined trajectory, and check for the essential interactions. As a result, we have a set
of about 10000 independent networks for which we study similarities with biolog-
ical network. Here we only list initial results, for more comprehensive description
please refer to [12].

If we check for the similarities with the biological network having 29 links (see
simplified yeast cell-cycle network in [2]), we get on average 16 links matching the
biological network. This corresponds to roughly 55 % agreement, and if we check
for other GRNs within ensemble almost all of them reproduce from 40 % to 70 %
of interactions found in biological network. An important point is that generated
networks have on average a bit less than 27 links, so in terms of fraction of biolog-
ical links (Lbio) to the total number of interactions in a network (Ltot) the average
Lbio/Ltot is equal to 60 % and almost all values of Lbio/Ltot are between 50 %
and 75 %. Moreover, if we consider all interactions which are present in generated
GRNs, only one link from yeast network is not found in any of networks in the en-
semble, and in 97 % of networks there are the same 11 interactions which are found
in yeast network.

These results are very striking if we realize that no bias toward biological net-
work is incorporated inside our framework on any level, apart from the imposed
target expression pattern. By using MCMC sampling procedure we produce many
regulatory networks which are evolvable and a given target expression pattern can
be realized through different topologies, yet all this GRNs have common features
with the corresponding biological network. Since in our model the network archi-
tecture emerges from purely random background due to imposed functional patterns
and selection pressure, it makes an interesting connection with the evolution of real
biological networks.
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Chapter 60
Numerical Continuation of Equilibria of Cell
Population Models with Internal Cell Cycle

Charlotte Sonck, Markus Kirkilionis, and Willy Govaerts

Abstract Mathematical modelling of the cell cycle has been a subject of study for
a few decades. J.J. Tyson and B. Novák have developed several models for the cell
cycle of budding yeast, fission yeast and other organisms. Our goal is to incorpo-
rate these realistic models in structured cell population ODE models to study the
behaviour of the cells at population level.

Our approach is to consider a chemostat, i.e. a container with a constant influx
of nutrient and a constant outflow of organism-nutrient mixture. In this chemostat
the growth of the organisms is dependent on the nutrient level, the organisms divide
according to the cell cycle model and are washed away by the dynamics of the
chemostat. The goal is to study the influence on the overall behaviour of the cell
population of natural parameters such as the growth rate of the cells and the nutrient
concentration.

An equilibrium state of this cell population model requires a constant distribution
of the mass of cells born per unit of time. Numerically, the idea is to obtain the
equilibrium as the fixed point of a map. We implement this map in our code as
the output of a large collection of integrations over age for cells born with a given
initial mass, followed by their implications for the consumption of nutrient. A found
equilibrium can then be continued under parameter variation.

60.1 Introduction

The cell cycle is a key element in life and has been studied for decades, but some
open questions remain. The mathematical modelling of the cell cycle can help to
uncover the underlying mechanisms and to solve some of these open questions.
J.J. Tyson and B. Novák are prominent leaders in this research and have developed

C. Sonck (B) ·W. Govaerts
Department of Applied Mathematics and Computer Science, Ghent University, Ghent, Belgium
e-mail: Charlotte.Sonck@UGent.be

M. Kirkilionis
Mathematics Department, University of Warwick, Coventry, UK

T. Gilbert et al. (eds.), Proceedings of the European Conference on Complex Systems
2012, Springer Proceedings in Complexity, DOI 10.1007/978-3-319-00395-5_60,
© Springer International Publishing Switzerland 2013

483

mailto:Charlotte.Sonck@UGent.be
http://dx.doi.org/10.1007/978-3-319-00395-5_60


484 C. Sonck et al.

several widely studied models for the cell cycle of budding yeast, fission yeast and
other organisms (see for example [2]).

Our goal is to incorporate these realistic models for the cell cycle in structured
cell population models describing unicellular organisms living in a continuous cul-
ture. This way, we can study the behaviour of the cells at the population level and
look into its dependence on the nutrient level (for more information on structured
consumer resource models, see [1]). We use a chemostat model and attach a physi-
ological structure to the cells, describing their internal cell cycle (which we base on
the models of Tyson and Novák) and assume that the progression through the cell
cycle depends on the nutrient concentration in the environment of the cells.

60.2 Cell Cycle Mechanism and Change of Nutrient

As a starting point, we have based our cell cycle mechanism on the Toy model
of Tyson and Novák [3]. This model consists of 4 state components: the mass m,
the concentration of cyclin/Cdk dimers X, the concentration of active Cdh1/APC
complexes Y and the concentration of a protein that activates Cdh1 at Finish A. In
this model, it is assumed that a cell divides if the concentration X crosses 0.1 from
above. The internal state of the cell x in this case thus corresponds to a vector with
m,X,Y and A as components. The equations are

dm

dt
= gm(x,S)= μm

(
1− m

mmax

)
S

ζ1 + S ,

dX

dt
= gX(x,S)= k1 −

(
k′2 + k′′2Y

)
X,

dY

dt
= gY (x,S)= (k

′
3 + k′′3A)(1− Y)
J3 + 1− Y − k4mXY

J4 + Y ,

dA

dt
= gA(x,S)= k′5 + k′′5

(mX)n

J n5 + (mX)n
− k6A,

where we have adjusted the equation for the mass by incorporating a dependency on
the nutrient concentration S in the chemostat. All the parameters in these equations
are positive. We assume that a cell must have a minimal size mmin before it can
divide and that, when dividing with mass m, it splits into two cells: a cell with mass
φm and a cell with mass (1 − φ)m (0 < φ ≤ 0.5) and with the X, Y and A of
the original cell. We furthermore assume that a cell cannot reach a maximal size
mmax before having divided or died. It follows that the possible birth masses are in
Ωb|m = [φmmin, (1− φ)mmax].

The nutrient concentration S fluctuates according to the nutrient consumption
by the cells in the population and the intrinsic rate of change of the resource f (S)
(the rate of change in absence of the consumer). We assume the so-called chemostat
condition:

f (S)=D(
S0 − S),
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where D is the dilution rate and S0 > 0 the concentration of the limiting nutrient
contained in the feeding bottle of the chemostat. As a first step towards the con-
struction of an algorithm to find an equilibrium of this cell population model, we
assume that the nutrient concentration S is constant and equal to a parameter S̄ and
calculate the evolution of the cells for this fixed S̄. This will result in an equilibrium
condition for S̄, see further.

We define F(a, x0, S̄) as the probability for an individual to reach age a given
that it had state x0 at birth and that it has experienced a constant resource concen-
tration S̄. Further we denote by β(x, S̄) the rate of division of a cell at state x under
constant nutrient concentration S̄ and by γ (x, S̄) the rate of food consumption of
such an individual of state x, also under constant nutrient concentration S̄. Let μ0
denote the constant individual mortality rate, which corresponds to the outflow from
the chemostat.

In the Toy model, it is assumed that a cell divides whenX crosses 0.1 from above.
We refine this by introducing the following rate of division:

β(m,X)

:=
⎧
⎨

⎩
0 if m<mmin or X /∈ (0.1− εβ,0.1+ εβ) or dX

dt
≥ 0,

2εβ
X−(0.1−εβ) − 1 if m≥mmin and X ∈ (0.1− εβ,0.1+ εβ) and dX

dt
< 0.

We note that β(m,X) has a singularity at X = 0.1 − εβ so that a cell necessarily
divides when X crosses 0.1− εβ from above.

60.3 Discretisation of the Birth State and Equilibrium Equations

We will consider cohorts of cells, that each correspond to cells that were born with a
certain birth state x0, and follow these cohorts over age untill the survival probability
F(a, x0, S̄) in the cohort is negligible. As a starting point, we use a fixed number of
cohorts N and only discretise the m-component of x0 since we assume that all cells
will divide when X is close to 0.1. We discretiseΩb|m in the simplest possible way,
with a uniform meshing and choose 0.1, 0.5 and 0.5 as start values for respectively
X, Y and A in every cohort. So we have the following discretisation points of Ωb:

x0i =

⎛

⎜⎜⎜⎜⎝

d0i := φmmin + (i − 1
2 )
((1−φ)mmax−φmmin)

N

0.1

0.5

0.5

⎞

⎟⎟⎟⎟⎠
for i = 1, . . . ,N.

We then have the following equilibrium condition equations for the evolution of the
state x and the survival probability F :

m′(a, x0i , S̄)= gm
(
m(a,x0i , S̄),X(a, x0i , S̄), Y (a, x0i , S̄),A(a, x0i , S̄), S̄

)
,

m(0, x0i , S̄)= d0i ,
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X′(a, x0i , S̄)= gX
(
m(a,x0i , S̄),X(a, x0i , S̄), Y (a, x0i , S̄),A(a, x0i , S̄), S̄

)
,

X(0, x0i , S̄)= 0.1,

Y ′(a, x0i , S̄)= gY
(
m(a,x0i , S̄),X(a, x0i , S̄), Y (a, x0i , S̄),A(a, x0i , S̄), S̄

)
,

Y (0, x0i , S̄)= 0.5,

A′(a, x0i , S̄)= gA
(
m(a,x0i , S̄),X(a, x0i , S̄), Y (a, x0i , S̄),A(a, x0i , S̄), S̄

)
,

A(0, x0i , S̄)= 0.5,

F ′(a, x0i , S̄)=−
(
μ0 + β

(
m(a,x0i , S̄),X(a, x0i , S̄)

))
F(a, x0i , S̄),

F(0, x0i , S̄)= 1.

We define θ(a, x0i , S̄) as the amount of nutrient consumed per unit of time by a cell
of age a in cohort i when it experienced a constant nutrient concentration S̄. The
corresponding equations are:

θ ′(a, x0i , S̄)= γ
(
m(a,x0i , S̄),X(a, x0i , S̄), Y (a, x0i , S̄),A(a, x0i , S̄), S̄

)

×F(a, x0i , S̄),

θ(0, x0i , S̄)= 0.

Finally we define r0(a, x0i , S̄) as the number of cells born per unit of time with
initial state x0i that originate from mother cells with age a or less, that have experi-
enced a constant nutrient concentration S̄ during their life-time. We have to keep in
mind that these newborn cells can be the smaller or bigger part of the divided cell,
so this gives us the following equations:

r ′0(a, x0i , S̄)=
∑

j∈Ii1
β
(
m(a,x0j , S̄),X(a, x0j , S̄)

)
F(a, x0j , S̄)b̄(x0j )

+
∑

k∈Ii2
β
(
m(a,x0k, S̄),X(a, x0k, S̄)

)
F(a, x0k, S̄)b̄(x0k), with

Ii1 =
{
j |1≤ j ≤N ∧ φm(a, x0j , S̄) ∈

[
d0i − �m

2
, d0i + �m

2

[}
,

Ii2 =
{
k|1≤ k ≤N ∧ (1− φ)m(a, x0k, S̄) ∈

[
d0i − �m

2
, d0i + �m

2

[}
,

r0(0, x0i , S̄)= 0.

These equations are solved until age ā, when for every x0i ∈ Ωb we have that
F(ā, x0i , S̄) < ε for a given small positive ε.

An equilibrium of this cell population model corresponds to a constant distribu-
tion of the mass of cells born per unit of time b̄(x0i ) (i = 1, . . . ,N ) and a constant
nutrient concentration S̄. We can calculate the amount of nutrient consumed per unit
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Fig. 60.1 The observed 4-cycle for N = 10 and N = 13 in (b̄(x01), S̄)-space

of time by, the originally b̄(x0i ), cells in cohort i when having experienced a con-
stant nutrient concentration S̄ as θ(ā, x0i , S̄)× b̄(x0i ). The equilibrium (S̄, b̄(x0i ))

is then the N + 1 vector that fulfills the following N + 1 equations:

f (S̄)−
N∑

i=1

Θ(x0i , S̄)b̄(x0i )= 0,

r0(ā, x0i , S̄)− b̄(x0i )= 0, ∀i = 1, . . . ,N.

This corresponds to the fixed point of the following map:
(

S̄

b̄(x0i )

)
−→

(
S0 − 1

D

∑N
i=1Θ(x0i , S̄)b̄(x0i )

r0(ā, x0i , S̄)

)
. (60.1)

When the equilibrium is found, it can then be continued under parameter variation.
Natural parameters are the growth rates of the cells and the concentration of influx
nutrient S0.

60.4 Results

We implemented the map (60.1) using C++ and the CVODE solver. The results we
obtained so far, for simple choices for the functions and parameter values, include
several 4-cycles.

For example, for N = 10, we start the map with initially 1 cell in every cohort
and evaluate the map repeatedly. After some iterations of the map, it is clear that
there are only cells born in cohort 1 and in cohort 4. The amount of cells born in
these two cohorts is equal, as they correspond respectively to the small and large
part of the mother cell after division. If we repeatedly evaluate the map, we observe
a 4-cycle after a transient time, see Fig. 60.1. To check if this was reflecting some
inherent oscillating behaviour of the cell population model and to rule out possible
numerical ghost effects as the cause, we repeated the same calculation for N = 13.
After some iterations of the map, the same 4-cycle is observed (see Fig. 60.1).
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Fig. 60.2 Two sTable 4-cycles for N = 10 with corresponding start points in (b̄(x01), S̄)-space

We also observed that the map has at least 2 different sTable 4-cycles (an obser-
vation we made for both N = 10 and N = 13). In Fig. 60.2 the 4-cycles are depicted
for N = 10 with the corresponding start point of the calculations.
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Chapter 61
Bistability and Oscillations in a Skeleton Model
for the Cyclin/Cdk Network Driving
the Mammalian Cell Cycle

Claude Gérard and Albert Goldbeter

Abstract A network of cyclin-dependent kinases (Cdks) based on intertwined neg-
ative and positive feedback loops regulates the mammalian cell cycle. We have re-
cently proposed a skeleton model for this Cdk network, which incorporates Cdk reg-
ulation through phosphorylation-dephosphorylation and includes the positive feed-
back (PF) loops that underlie the dynamics of the G1/S and G2/M transitions of
the cell cycle (Gérard et al., FEBS J., 279:3411–3431, 2012). We showed that the
multiplicity of PF loops promotes the occurrence of bistability and increases the am-
plitude of oscillations in the various cyclin/Cdk complexes. Stochastic simulations
further indicated that the presence of multiple PF loops enhances the robustness of
Cdk oscillations with respect to molecular noise. Here we show that this skeleton
model can produce complex modes of oscillatory behavior, which are due to the
interaction between the multiple oscillatory circuits contained in the Cdk network
driving the cell cycle.

Keywords Mammalian cell cycle · Cdk network · Bistability · Cdk oscillations ·
Positive feedback loops · Robustness to molecular noise · Deterministic and
stochastic simulations

61.1 Models for the Cell Cycle

A network of cyclin-dependent kinases (Cdks) controls progression along the four
successive phases G1, S (DNA replication), G2, and M (mitosis) of the mammalian
cell cycle [1, 2]. When cells are not proliferating, they remain in a quiescent phase,
denoted G0. The Cdk network is regulated by intertwined negative and positive
feedback loops. Negative feedback loops play a key role in generating self-sustained
oscillations in the network. Since positive feedback (PF) loops were shown to par-
ticipate in the mechanism of biological oscillations in a number of cellular systems,
the question arises as to their role in the oscillatory dynamics of the Cdk network.
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A number of experimental and theoretical studies, mostly devoted to the early cell
cycles in amphibian embryos [3–7] and to the yeast cell cycle [8], showed that posi-
tive feedback contributes to the robustness of oscillatory behavior. Building on these
studies, we return to this issue by using a mathematical model for the Cdk network
that drives the mammalian cell cycle.

Several models were proposed to account for parts of the mammalian cell cycle,
especially the G1/S transition [9, 10], the restriction point in G1 [11], or the G2/M
transition [12]. We recently proposed a detailed model describing the dynamics of
the global Cdk network driving the mammalian cell cycle [13]. This model con-
sists of four Cdk modules, each centered around one cyclin/Cdk complex. Cyclin
D/Cdk4-6 and cyclin E/Cdk2 ensure progression in G1 and elicit the G1/S transi-
tion, respectively; cyclin A/Cdk2 promotes progression in S and the transition S/G2,
while the activity of cyclin B/Cdk1 brings about the G2/M transition. This detailed
model for the Cdk network, which contains 39 variables, includes both negative
and positive feedback loops. We used this model to show that in the presence of
sufficient amounts of growth factor the Cdk network is capable of temporal self-
organization in the form of sustained oscillations [13]. The latter correspond to the
ordered, sequential activation of the various cyclin/Cdk complexes that control the
successive phases of the cell cycle. These sustained oscillations of the various cy-
clin/Cdk complexes that drive progression in the cell cycle suggest that the cell
division cycle can be viewed as a true cellular rhythm [14].

We previously showed that we may relinquish many biochemical details in build-
ing a skeleton, 5-variable model for the mammalian cell cycle, without losing the
key dynamical properties of the Cdk network [15]. Thus, sustained oscillations in
the various cyclin/Cdk complexes occur in the skeleton model in the presence of
sufficient amounts of growth factor. The skeleton model also accounts for the exis-
tence of a restriction point in G1 beyond which the presence of the growth factor is
not needed to complete a cycle.

61.2 Effect of Positive Feedback Loops on the Dynamics of the
Cell Cycle

We extended the skeleton model by incorporating the regulation of Cdk2 and Cdk1
by the phosphatase Cdc25 and the kinase Wee1 (see Fig. 61.1). This allowed us to
assess the role of positive feedback on the dynamics of the Cdk network [16]. Mul-
tiple PF loops are indeed associated with the regulation of cyclin E/Cdk2 and cy-
clin B/Cdk1 through phosphorylation-dephosphorylation. Whereas cyclin E/Cdk2
is subjected to a single PF via its mutual activation with the phosphatase Cdc25,
cyclin B/Cdk1 is regulated by two PF loops via its activation of Cdc25 and its in-
hibition, through phosphorylation, of its inhibitory kinase Wee1. Negative feedback
loops are also present in the Cdk network and play a key role in its oscillatory dy-
namics: this network, based on four cyclin/Cdk modules controlling the successive
phases of the cell cycle, is indeed regulated in such a manner that each Cdk module
activates the next Cdk module while inhibiting the preceding one (Fig. 61.1).
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Fig. 61.1 Scheme of the extended skeleton model for the mammalian cell cycle (see [16]). The
model contains the four main cyclin/Cdk complex, the transcription factor E2F, and the protein
Cdc20. The presence of growth factor (GF) induces the entry in the G1 phase of the cell cycle by
promoting the synthesis of cyclin D/Cdk4-6 complex. This complex allows the activation of the
transcription factor E2F, which will elicit the synthesis of cyclin E/Cdk2, at the G1/S transition, and
cyclin A/Cdk2, during the S phase of DNA replication. During G2, cyclin A/Cdk2 also activates the
synthesis of cyclin B/Cdk1, which will permit the peak of activity of cyclin B/Cdk1 at the G2/M
transition. During mitosis, cyclin B/Cdk1 activates by phosphorylation the protein Cdc20. This
creates a negative feedback loop in the activity of cyclin A/Cdk2 and cyclin B/Cdk1 by promoting
the degradation of these complexes. The regulations exerted by Cdc20 allow the cell to complete
mitosis, and to start a new cycle if the growth factor is present in sufficient amount. Moreover,
positive feedback loops can be added in the regulation of cyclin E/Cdk2 and cyclin B/Cdk1, which
control the G1/S and G2/M transitions (dashed arrows in red). These positive feedback loops are
due to the mutual activation between Cdk2, Cdk1 and their phosphatase Cdc25 and to the mutual
inhibition between Cdk1 and the kinase Wee1

We showed [16] that multiple PF loops give rise to bistability in the presence
of sufficient zero-order ultrasensitivity [17]. Negative feedback loops built into the
structure of the Cdk network are critical in allowing the system to base its oscillatory
behavior on repetitive, bistable transitions. The range of bistability increases with
the number of PF loops. Oscillations are then characterized by a plateau in Cdk
activity, associated with bistability (see Fig. 61.2(A)). Stochastic simulations show
that the robustness of Cdk oscillations with respect to molecular noise increases in
such conditions [16].

Here we show that the extended version of the skeleton model for the Cdk net-
work can also produce complex periodic oscillations or quasiperiodic oscillations
(see Fig. 61.2). Such complex oscillations were previously found in the detailed
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Fig. 61.2 Simple vs. complex oscillatory behaviors in the extended version of the skeleton model
for the Cdk network driving the mammalian cell cycle. (A) Time evolution of cyclin E/Cdk2,
cyclin A/Cdk2 and cyclin B/Cdk1 corresponding to simple periodic, limit cycle oscillations of
the cyclin/Cdk network. The time evolution of cyclin B/Cdk1 corresponding to complex periodic
or quasi-periodic oscillations is shown in C and E, respectively. Poincaré sections established by
plotting the levels of cyclin B/Cdk1 versus cyclin A/Cdk2 corresponding to the passage through
a maximum in the level of cyclin E/Cdk2 are shown for limit cycle oscillations (B), complex
periodic oscillations (D), and quasi-periodic behavior (F). Numerical values of the parameters for
the simple periodic oscillations (A), (B) are those of Table 2 in Ref. [16] in the presence of strong
zero-order ultrasensitivity (ZOU) and in the presence of positive feedback loops (b1 = 1, b2 = 1,
Kib = 0.5 µM). For complex periodic oscillations (C), (D), values of parameters are as in (A), (B)
with V1cdc20 = 1.1 h−1, V2Me = 8 h−1, V2Ma = 3 h−1, and V2Mb = 4 h−1. Parameter values for
quasi-periodic oscillations (E), (F) are as in (C), (D) with V1cdc20 = 1 h−1
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Fig. 61.3 Dynamical behavior of the Cdk network as a function of the level of Cdk inhibitor. Bi-
furcation diagrams of cyclin B/Cdk1 versus the level of Cdk inhibitor are shown in the absence (A),
(B) or in the presence (C), (D) of positive feedback (PF) loops in the Cdk network. Simulations
are performed in the presence of mild (A), (C) or strong ultrasensitivity (B), (D) characterizing the
activation/inactivation cycle of the cyclin/Cdk complexes through phosphorylation-dephosphory-
lation. Black curves represent stable steady states; red dashed curves represent unstable steady
states, while blue curves represent the envelope, i.e. maxima and minima of sustained oscillations.
We have incorporated the action of a Cdk inhibitor in the skeleton model [16] by considering the
effective concentrations of the various cyclin/Cdk complexes when they act as protein kinases in
the model, which are equal to their concentrations multiplied by the factor (1/(1+ inhibitor))

model for the mammalian cell cycle and in the skeleton model without positive
feedback regulation (see [15, 18]). Much as in these models, complex modes of os-
cillatory behavior in the extended skeleton model incorporating positive feedback
loops originate from the interaction between the multiple oscillatory circuits con-
tained in the Cdk network. However, based on numerous simulations, it seems that
these complex modes of oscillatory behavior are less frequent than simple periodic
oscillations, which corroborates the view that the ordered progression in the dif-
ferent cell cycle phases is controlled by simple periodic oscillations, and that such
oscillations correspond to the physiological mode of oscillations in the Cdk network.

We further investigate the combined effect of positive feedback loops and of Cdk
inhibitors on sustained oscillations of the various cyclin/Cdk complexes. Bifurcation
diagrams of the Cdk network established as a function of the level of Cdk inhibitor
show that the domain of sustained oscillations is much larger in the presence of pos-
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itive feedback loops (see Fig. 61.3). The level of Cdk inhibitor must then be much
larger to suppress the oscillatory behavior of the Cdk network. This result bears on
the use of Cdk inhibitors as anticancer drugs [19] since sustained oscillations of the
cyclin/Cdk complexes correspond to active cell proliferation. Computational mod-
els for the Cdk network driving the cell cycle might thus prove useful for studying
the effect of Cdk inhibitors on the dynamics of the cell cycle in the framework of
cancer therapy.
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Chapter 62
Centrality Clubs and Concepts of the Core:
Decoding the Communicative Organisation
of the Brain

Emma K. Towlson, Petra E. Vértes, Sebastian E. Ahnert,
and Edward T. Bullmore

Abstract Ideas from graph theory have facilitated many exciting advances in the
understanding of connectivity in the human brain. It is known that the brain ex-
hibits the ‘rich club’ phenomenon, characterised by a densely interconnected set
of hub nodes. We generalise the definition of a rich club to other centrality mea-
sures, demonstrating the possibility of a family of ‘rich clubs’. We compare the
fMRI network architectures for rich clubs in healthy and schizophrenic individuals
and apply a similar analysis to the C. elegans neural network.

Keywords Complexity · Networks · Brain · fMRI · Rich-club · Centrality ·
Organisation

62.1 Introduction

Graph theory provides a tremendously useful approach to understanding the organ-
isation of complex systems. As a network, the human brain is especially interesting
due to its extraordinary complexity and the further constraints that being spatially
embedded brings [1]. This work applies selected concepts to fMRI data to move
towards identifying a functional ‘core’ of the brain and describing the related hier-
archical organisation, hinting at the way it processes information. The exhibition of
the ‘rich-club’ phenomenon has already been explored in complex systems such as
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the Internet [2] the power grid and protein interactions [3] and more recently the hu-
man connectome [4]. This rich-club phenomenon is characterised by a much greater
density of connections between the highest degree nodes of a network than to or be-
tween the nodes of a lower degree, thus forming an elite densely interconnected
‘club’ of hub nodes. The existence of such a regime in a system can shed light on
its nature, providing information regarding the robustness, efficiency and functional
specialisation of the network. The rich club has often been thought to add value to
the overall performance of the system; for example, the rich club of the electrical
power grid enhances its resilience to failure of a single hub and therefore reduces
the probability of a systemic blackout.

We have further explored the C. elegans nervous system, with a special focus on
its “rich club”. We predicted that the cellular connectome of the C. elegans nervous
system would have a rich club organization that is similar, in terms of its economical
trade-off between topological value and physical cost, to the rich clubs of human
brain networks and other physically-embedded complex systems.

62.2 Materials and Methods

62.2.1 Rich-Clubs

To quantify the rich club effect, the degree of each node in the network (i.e. how
many other nodes it is connected to) must first be calculated and all nodes with
degree ≤ k removed. The rich club coefficient for the remaining sub-graph, Φ(k),
is then the ratio of the number of existing connections to the number that would be
expected if the network was fully connected, and formally is given by [2, 3]:

Φ(k)= 2M>k
N>k(N>k − 1)

(62.1)

where N>k is the number of nodes with degree> k andM>k is the number of edges
between them. The computation ofΦ(k) for all values of k in the network of interest
yields a rich club curve.

However, the higher degree nodes in a network have a higher probability of shar-
ing connections with each other simply by chance, so even random networks gener-
ate increasing rich club coefficients as a function of increasing degree threshold, k.
To control for this effect, the rich club curve for the human brains and the C. elegans
neuronal network were normalised relative to the rich club curves of 1000 compara-
ble random networks. The random networks were generated by performing multiple
(100×M) double edge swaps or permutations on the original graphs. A double edge
swap removes two randomly selected edges a–b and c–d and replaces them with the
edges a–c and b–d (assuming they do not already exist, in which case a new edge
pair must be selected). This permutation procedure ensures that the number of nodes
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and edges, and the degree distribution, of the nematode network are all conserved
in the random networks. The normalised rich club coefficient is then given by:

Φnorm(k)= Φ(k)

Φrandom(k)
(62.2)

where Φrandom(k) is the average value of Φ(k) across the random networks.
The existence of rich club organisation is defined by Φnorm(k) > 1 over some

range of values of threshold degree k. We used a probabilistic approach to define
the threshold criteria for a rich club more precisely. At every different threshold
degree, we estimated Φrandom(k) for 1000 realisations of the random networks, and
estimated the standard deviation of Φrandom(k), denoted σ . The threshold range of
the rich club regime was then specified by those values of k for which Φ(k) ≥
Φrandom(k)+ 1σ . Thus a rich club could be said to exist in the subgroup of network
nodes defined by an arbitrary degree threshold if Φnorm(k) = 1+ 1σ ; but we also
defined rich clubs by the more stringent criterion of the points of greatest z-score.

Metric calculations and network manipulations were carried out using the Python
networkx library [6] and Matlab.

62.2.2 Functional Brain Networks

An exploration based on these rich-clubs was carried out on complex networks gen-
erated from fMRI data [5] of 3 cohorts, each comprising of 15 healthy individuals
and 12 with diagnosed chronic schizophrenia. The groups were matched for age,
premorbid IQ and years of education. Each group had either been taking placebo or
antipsychotic medication. Resting-state fMRI time series were acquired at 82 cere-
bral regions (later subdivided into 471 homogeneously sized regions) over 17 min-
utes and interregional associations were quantified with wavelet correlations in the
frequency range 0.061–0.125 Hz. Complex networks were then found by thresh-
olding the strength of correlation to acquire the top 10 % of connections. Both in-
dividual and averaged networks (by persistence of the presence of an edge across
subjects) were extracted and rich-clubs identified by calculating the rich-club coef-
ficient and locating the greatest z-score within the regimes.

62.3 Results

62.3.1 The C. elegans Neuronal Network

The rich-club criterion was satisfied for the C. elegans connectome when the thresh-
old value for degree k, was in the range 35< k < 73 [7]. In what follows, we will
focus on the rich club for degree thresholds in the range 39 ≤ k < 45, where we
have that Φ(k)≥Φrandom(k)+ 3σ .
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There were 11 neurons in this rich club: 8 were located anteriorly in the lateral
ganglia of the head (AVAR/L, AVBR/L, AVDR/L, AVER/L); and 3 were located
posteriorly in the lumbar (PVCR/L) and dorsorectal (DVA) ganglia. These are pre-
cisely the interneuronal components of the locomotor circuit plus DVA (known to
participate in locomotory regulation). There was very high efficiency of connectiv-
ity between rich club neurons: ERich = 0.92. By way of comparison, the efficiency
of connections between the 268 “poor periphery” neurons that were not in the rich
club was much lower: EPoor = 0.38. The rich club was also distinguished by high
betweenness centrality, indicating that rich club neurons were often on the shortest
paths between all pairs of neurons in the system; nine of the 11 rich club neurons
(AVAR/L, AVBR/L, AVER/L, DVA, PVCR/L) were ranked in the top 10 of all neu-
rons in terms of their betweenness centrality (with values ranging from 0.0277 to
0.103). A motif analysis [7] gave further evidence to the centrality of the rich-club
to integrating communication.

On examination of the development of the C. elegans network, we found that the
rich-club is formed in its entirety before the nematode is capable of even twitching
movements. The probability of this happening by chance (all 11 neurons being born
by this time) is 0.02.

62.3.2 Healthy and Schizophrenic Functional Networks

In agreement with previous findings from structural data [4], we found that all
healthy subjects display degree rich-club behaviour amongst consistent brain re-
gions; an average of 14 % of the network participates in the rich-club. Notably,
these are also the regions which are commonly found to be activated in task-related
studies. Whilst those with chronic schizophrenia do show this rich-club behaviour,
it is far less pronounced and not at all consistent across individuals (with an av-
erage size of 9 % of the network participating in the rich-club). A bias towards
inter-hemispheric connections is also observed. When the schizophrenic patients
are administered anti-psychotic medication, however, we observed that the rich-club
structures become considerably more like the ‘healthy’ dense rich-clubs. Interest-
ingly, the drug sulpride appears to more successfully restore this organisation than
aripiprazol (the most recent of the two medications to be developed), though both
give rise to rich-clubs which contain on average 11 % of the network.

62.4 Centrality Clubs

This behaviour is exposed through the examination of degree, but there are nu-
merous other measures which attempt to quantify how ‘central’ a node is, such as
betweenness, closeness or eigenvector centrality, giving rise to the possibility of a
family of ‘rich-clubs’. Together, they may expose much about the topological impor-
tance of individual and groups of regions in the brain, and offer many suggestions
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towards the nature of information flow. The extension to different kinds of rich-club
is analogously made by the same algorithm. The centrality metric must be calcu-
lated for each node in the network and for a threshold k a subgraph is found by only
considering those nodes with a centrality > k. The measure specific rich-club coef-
ficient is then found by calculating the ratio of the total centrality of the subgraph
to the maximum total centrality a graph of that size could possibly have. So for the
example of betweenness centrality (BC), a measure of how many shortest paths be-
tween pairs a node lies on, we find the maximal total betweenness centrality when
the graph is organised into a straight line (forcing most nodes to lie on many shortest
paths). Thus the betweenness rich-club coefficient, ΦBC(k), for a network with N
nodes, is given by:

ΦBC(k)= 3
∑
i (BCi)>k

N>k(N>k − 1)(N>k − 2)
(62.3)

Once this is done for all k, the curve is normalized as above.
Notably, whilst there is a large correlation between relative values of central-

ity measures, betweenness centrality is found to be most unlike the others in the
functional human brain networks, making this rich-club and the classical degree
centrality based rich-club the ones of most interest. Betweenness centrality based
rich-clubs find densely connected ‘clusters’ which can be very loosely connected to
each other (this is akin to ‘knotty-centrality’ [8]). Preliminary results hint at inter-
esting differences between healthy and schizophrenic individuals and a link to the
robustness of the original network (examined by fragmentation with targeted and
random attack). Persistently topologically significant regions/groups of regions hint
at both the architecture and the nature of control of information flow, or functional
‘cores’, in the brain.
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Chapter 63
A Broader Perspective About Organization
and Coherence in Biological Systems

Martin Robert

Abstract The implications of large-scale coherence in biological systems and
possible links to quantum theory are only beginning to be explored. Whether
quantum-like coherent phenomena are relevant, or even possible at all, at the high
temperatures of biological systems remains unsettled. Here, we discuss a broader
perspective on biological organization and how quantum-like dynamics and coher-
ence might shape the very fabric from which complex biological systems are orga-
nized. Regardless of its exact nature, a unique form of coherence seems apparent
at multiple scales in biology and its better characterization may have broad conse-
quences for the understanding of living organisms as complex systems.

Keywords Complex systems · Emergence · Biological systems · Cellular
dynamics · Quantum biology

63.1 Background

The spatio-temporal organization, coherence and complexity found in biological
systems appear overwhelming and the underlying principles are only beginning to
be deciphered. It is widely accepted that these principles must be based on more
fundamental ones at the sub-molecular or molecular level. Since life depends on
complex networks of chemical reactions, there are likely deep connections to the
underlying quantum theory, which defines chemistry so well. However, quantum
phenomena are often associated with paradoxical states characterizing the micro-
scopic world of subatomic particles or other fundamental levels of matter that do not
easily fit our perception of the reality of larger systems, including biological ones.
In addition, while quantum theory is considered to be one of the most successful
scientific theories, its implications beyond the microscopic level are only beginning
to gain attention. Whether quantum-like phenomena are relevant or even possible at
all, at the high temperatures of biological systems remains somewhat controversial.
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Here, based on existing findings and proposals we explore its possible relevance and
utility for providing insight into the remarkable dynamics and coherence found in
living systems. We highlight some specific examples of organization and large-scale
coherence in biological systems that might be connected or display properties better
described by non-classical or quantum-like features including quantum coherence.

63.2 Proposal/Results

63.2.1 Mechanisms to Maintain Coherence

The standard reasoning suggests that quantum coherence can’t be maintained at
high temperature in biological systems for any significant period of time due to
strong coupling to the environment. Prior studies have shown that under conditions
relevant in biology, systems will decohere very rapidly [1]. However, some recent
studies provide evidence that quantum coherence can be maintained, in some sys-
tems of biological relevance, for much longer time-scales than expected [2]. Per-
haps the best established example supporting the presence of quantum coherence
in biological systems include electron transfer machinery in photosynthesis [3, 4].
Other suggestive examples where direct evidence may still be lacking include the
avian magnetoreception and orientation system, enzyme catalysis and reaction dy-
namics [5], and some effects in ligand-receptor interactions in cellular signaling pro-
cesses [6]. In addition, a quantum mechanical model has been proposed as a possible
mechanism to explain some forms of adaptive mutation [7]. However, most of these
examples of possible quantum coherence in biological systems appear to be exten-
sions of widely accepted quantum chemistry principles, albeit occurring within the
warm environment of the cell. As such, these processes may not be as surprising.
Here, we aim to reflect mainly on whether quantum-like phenomena might play a
role or have explanatory power at much higher levels of organization including the
cellular, organ, and even whole organism level.

(1) Open Confinement. Arguments for ruling-out any form of quantum-like coher-
ence at high temperature may often ignore some important and unique properties
of biological systems. These include prominently, the confined, protected, and con-
trolled cellular environment provided by the insulating nature of the cell membrane.
This complex structure provides spatial confinement of internal elements and ac-
tivities while at the same time allowing the necessary channels to operate two-way
exchanges with the environment. The cell thus constitutes a unique spatially con-
fined system with an open architecture that facilitates controlled exchanges with
the environment. This “open confinement” appears critical in maintaining cellular
coherence. It may seem paradoxical that coherence could be maintained through ex-
changes with the environment, the very phenomenon that is usually considered the
main factor in decoherence. However, the type of exchanges occurring across the
living cell membrane, for example, are highly specific and are controlled by a tight



63 A Broader Perspective About Organization and Coherence 505

molecular filter through which only certain exchanges are allowed, in contrast to
other systems. In addition, some specific forms of interactions and coupling between
a system and its environment have been shown to be coherence-promoting [1].

(2) Metabolic Activity and Negentropy. In addition, biological systems are known
to operate in a thermodynamic state that is far from equilibrium my making use
of energy consuming/producing metabolic activities. These allow constant renewal
of cellular components and can be conceptualized as an important error correction
mechanism and as countering decoherence. Without metabolism, cellular activities
would soon come to a halt due among other things to the inability to replace de-
fective cellular components and maintain a constant energy supply. Schrodinger
introduced the term negative entropy [8] or negentropy to describe this genera-
tion and maintenance of order in biological systems that are otherwise immersed
in decoherence-inducing environments. This concept of negentropy therefore ap-
pears to describe the constant renewal of damaged cellular constituents linked to
metabolic activity and how it acts to resist the natural tendency toward decoherence.

(3) Multi-level Communication and Downward Causation. Finally, the complex and
multi-scale systems of information exchange and signaling within biological sys-
tems further contributes to the maintenance of long-term coherence, in biological
systems, whatever the exact description that coherence may fit. As argued by Noble
[9, 10], organization in biological systems cannot be simply described from bottom-
up principles but is strongly linked to downward causation. In this form of interac-
tion, elements that are the product of the whole system or that are generated from the
higher levels of organization feedback and regulate lower level elements in a self-
referential manner. Accordingly, there seems to be no privileged level of causation
in biological systems and these levels interact at all scales. The self-generated feed-
back loop may be seen as strongly coherence inducing since the coherence-inducing
information is self-generated, self-reinforcing and not dependent on external factors.
It may thus conceptually also represent another form of system insulation against
decoherence. Together these unique properties, and likely others not described here,
provide a unique infrastructure that allows the maintenance of a high level of orga-
nization and possibly unique form of coherence in biological systems.

63.2.2 On Complex Systems and Organization

Defining exactly what a complex system is remains a somewhat fuzzy issue. Key
features appear to be system openness with fuzzy boundaries, a nested architec-
ture, memory or hysteresis, non-linearity, feedback loops, and emergence. Here, we
mainly refer to the organized complexity connected with emergence. One consen-
sus appears to be that complexity originates from systems with a large number of
interacting elements. Moreover, as described above, it is likely that complexity is
to some extent the result of downward causation, where the higher level emerging
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functionality and the associated information—which can’t be intuitively deduced
from the lower level component and its interaction—can feedback and regulate the
systems elements at the lower level. This multi-level and intertwined bottom-up and
top-down exchange of information may be at the root of complexity.

63.2.3 Coherence, Unity, and the Dynamics of Complex Systems

A high level of coherence is apparent in living systems and cellular processes in
the form of naturally occurring oscillatory phenomena. These can be linked to self-
organized collective behavior and to the temporally organized expression of genes,
proteins, and metabolites in single cells as well as in coherent cell populations.
Striking examples of such high coherence include the oscillatory dynamics of most
intracellular components observable in synchronized continuous cultures of yeast
[11, 12]. Such continuous cultures of yeast and also E. coli have been shown to self-
organize and display synchronized respiratory oscillations and display high tem-
poral coherence at the level of gene, protein, and metabolite expression. While the
exact mechanisms of synchronization have not been clarified, the cellular redox state
as well as H2S and acetaldehyde levels have been found to be important [12–14].
In E. coli, valine and other metabolite exchanges might be responsible for similar
synchronization events [15]. Such results suggest that most, if not all, cellular com-
ponents oscillate, claims supported by other studies [16] and in other systems [17].
The phase and frequency of oscillations depends on conditions and can be manipu-
lated. Analysis of their dynamics upon perturbations and over extended time periods
show multi time-scale fractal-like structure and chaotic attractors [18]. Moreover, it
is interesting that other dynamical cellular states have been characterized as chaotic
attractors and proposed to be connected with cellular pluripotency and differenti-
ation [19]. Moreover, support for the relevance of quantum-like coherence in bio-
logical systems operating at the edge of quantum chaos [20] suggests there might
be important analogies worth exploring further. Whether experimental systems such
as synchronized populations of yeast, and the like, might represent tools to explore
these chaotic dynamical states seems like a possibility to consider. Extending the
same arguments suggests that similar phenomena may also be present at higher cel-
lular and even whole organism level albeit at different spatio-temporal scales.

Another example may be a phenomenon reminiscent of quantum-like interfer-
ence recently observed in bacterial gene expression [21]. These findings show how
quantum-like statistical models may be useful, without being constrained by the
absolute definitions derived from quantum physics. Basically, the authors argued
that the dynamics of biological systems might require statistical descriptions where
quantum-like probability amplitudes are more appropriate than classical probabili-
ties. They also mentioned that this process might arise from the complexity of in-
formation processing in adaptive biological systems. Although the authors did not
suggest that these quantum statistical models imply any underlying quantum pro-
cesses, one could argue that it might be a likely consequence.
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Information is deeply connected with complexity, emergence and self-organiza-
tion at multiple scales [22]. Recently, Wiesner et al. [23] reported that some quan-
tum computation models can result in descriptions of systems that have lower en-
tropy than classical models. Since biological systems display apparently complex
but highly organized dynamics, such quantum-like models properties could play
a role in minimizing entropy and maximizing information content. These authors
also suggested that correlations between elements in complex systems may be con-
nected to quantum effects and quantum information [24]. While their work was not
presented or derived for this purpose, it may not be farfetched to try and extend this
idea and to apply it to the highly correlated and coherent examples found in living
systems, such as those described above. These principles might be connected with
the encoding and compression of biological information and with the phenomenon
of emergence. Is it possible that by extending existing concepts of chaos theory
and complex systems, we might postulate that the coherent oscillatory phenomena
that are omnipresent in biological systems constitute an informational infrastructure
that make quantum-like information processing and systems organization possible
within cells, organs, and even whole organisms? The need to refer to non-classical
behavior would then arise when the complexity of a system is such that its behavior
and interactions cannot be described by classical measures of coherence.

63.2.4 Limitations and Need for Further Developments

It has been argued that classical principles are sufficient to describe the form of co-
herence and non-linear dynamics that describe biological systems and many such
classical approaches have been used successfully. This remains an important argu-
ment against the need and justification to use quantum mechanics to describe those
systems, in addition to the fact that our actual experience of biological system does
not seem to display the weirdness, non-locality and entanglement properties that
typically characterize quantum mechanics. In addition, the non-linear causal struc-
ture in complex biological systems that may facilitate the maintenance of coherence
may however be incompatible with quantum superposition, for example [25]. How-
ever, in spite of such sensible arguments it remains interesting to ask whether the
enormous phase space and computation-like tasks explored or performed by biolog-
ical systems might require information processing that go beyond classical systems.
Quantum search algorithms can allow to sense and explore multiple states simul-
taneously, a property that can provide efficiency that is beyond that made possible
by classical systems [1, 3]. As we have described, the use of quantum mechanical
principles at higher levels of biological organization may require further conceptual
refinements that will account for both its relevance and limitations at this level of
complexity.

At some level, the concept of unity and non-locality emerging in quantum states
of matter like Bose-Einstein condensates and superconductors/superfluids, might be
an important link or analogy to represent coherent organization in living systems,



508 M. Robert

rather than more rigid definitions of quantum processes, based on entanglement and
superposition. Order in biological systems, such as within the cell, might produce
functional analogs of such supercooled states of matter where a large number of
particles are correlated and result in collective effects and emergence of quantum
phenomena at the macroscopic level. Such ideas about very low effective temper-
atures possibly existing within the confined cellular environment have previously
been explored for their relevance in biological systems [8, 26, 27]. In any case, some
properties of biological systems may not easily be described or explained by classi-
cal theory, and suggest there may be some need to extend our view of quantum-like
processes or other non-classical properties.

To this day, most evidence of quantum phenomena in biological systems is to
be found at the microscopic, physical chemistry level [2, 6]. However as we sug-
gest here, it may also be at the higher level of cellular and organismal levels that
quantum-like phenomena might play some unsuspected and significant role.

63.2.5 Testing a Possible Role of Quantum-Like Processes in
Higher-Level Biological Systems

Overall, it seems there may be already some support both in existing experimental
and theoretical studies that quantum-like phenomena have an unsuspected relevance
in biological systems. Were more clear demonstrations of fundamental quantum be-
havior coherence and even entanglement or superposition in biological systems to
surface in the coming years, this would represent an exciting development. It may
be therefore be worth investigating further whether quantum-like coherent interac-
tions may not only be relevant but might form an important element of the very
fabric around which biological systems are organized. Because of the deep connec-
tions between non-linear dynamics and quantum properties in physical systems it
should be possible to design experiments on dynamical cellular systems and deter-
mine, through their dynamical properties, whether quantum processes are at work
at all. This could include further details and more definite measurements about the
models of coherence in photosynthesis and enzyme kinetics, as described above.
Alternately, these could also take the form of accurate measurements on the dynam-
ics of coherent cellular systems similar to those described here, or even the analysis
of thermodynamic exchanges of cellular/organism with their environment. Further
research in this direction is therefore warranted.

63.3 Conclusion and Significance

The issue of coherence and its mechanisms in biological systems remains unre-
solved and the debate about the relevance of quantum mechanics in biology contin-
ues. However, there is some accumulating evidence that at some level, biological or-
ganization and the non-linear dynamics of cellular and organism may display prop-
erties highly reminiscent of quantum-like coherence that is not readily explained by



63 A Broader Perspective About Organization and Coherence 509

classical means. It is also possible that the type of coherence displayed by biolog-
ical systems fits neither the classical nor the quantum-like definition of coherence
and might represent yet another form of coherence unique to living organisms. In
any case, the significance of the presented view is not in trying to redefine what
quantum-like coherent states may be in biological systems, but rather about the
consequences of that coherence, whatever its nature. Such a perspective suggests
that the key to the understanding of cellular and biological systems as inseparable
wholes resides intrinsically in their non-linear dynamics, non-equilibrium dynamics
and highly coherent interactions. Ignoring these principles that are linked to self-
organization and emergence is bound to result in failures in attempts to understand
and model living systems. Finally, this perspective on biological systems suggests
a need for placing more emphasis, when observing, experimenting, and studying
living and other complex systems, on the maintenance and proper analysis of the in-
teractions between the system constituents at any level of complexity. Fortunately,
such an objective seems to be at the core of a growing multidisciplinary field empha-
sizing systems approaches in biology and whose findings will likely have important
consequences for biological sciences.

Epilogue This work is meant to be conceptual and the author acknowledges that
some of the ideas expressed remain hypothetical, especially with respect to the pro-
posal of the relevance of quantum coherence at higher levels of biological organi-
zation. The main objective of this work is to integrate existing concepts/knowledge
and possibly apparently disparate points of view and reflect on whether they may
be more connected than expected. If so, how they might be useful for understanding
biological complexity is another objective. The aim is therefore, first and foremost,
to favor a productive interdisciplinary discussion on the issue of complexity and
coherence in biology.
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Chapter 64
Modelling Biological Form

Rebecca Cotton-Barratt and Markus Kirkilionis

Abstract Computer-based models of biological evolution have typically ignored
morphological form. Yet there are compelling reasons to believe that form has an
important role to play in the long-term development of the system. We present a
novel computer model of form-driven evolution, modelling form abstractly via hier-
archical structures represented by directed acyclic graphs. This model incorporates
elements from a wide variety of recent advances in evolutionary modelling, includ-
ing adaptive dynamics, genetic algorithms, population dynamics, hypercycles and
graph theory. We see several non-trivial phenomena emerge from this minimal im-
posed structure.

64.1 Introduction

Morphological form has long been vital to taxonomy, and although advances in
genetics have provided phylogenetic clues for extant organisms, palaeontologists
must still use form as their prime data. Charles Darwin’s important observations on
biological form and, in particular, modifications in form were critical to the devel-
opment of his theory of natural selection. However, form has been under utilised in
the mathematical modelling of evolution (e.g. the areas of population genetics and
adaptive dynamics), relegating it as a preserve of palaeontologists and therefore in-
teresting only as a product of evolutionary processes [1]. Form has fared somewhat
better in evolutionary pattern formation and self-assembly models [2, 3], and evo-
lutionary pattern prediction in morphospace analysis [4–6]. However, whilst such
models describe the results of selection on form, and may even hint at the underly-
ing dynamics, they fail at closing the feedback loop of the constraint form imposes
on evolution and vice versa.

The exception to this are hypercycles which model cyclically coupled self-
reproducing networks [7]. For much of the population dynamics of our model
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we take inspiration from this model, however, our current model is solely com-
petitive and does not have the additional complexity of cooperation enforced by
the hypercycles. This is a further extension to our model which we hope to ex-
plore.

Of course, it could be argued that if evolutionary processes can be modelled suf-
ficiently without form there is no need to over-complicate models by incorporating
it, especially since a lack of clear understanding of the phenotype-genotype map
means large assumptions must be made to do so. Nevertheless, macroecological ob-
servations over deep time suggest that, since the initial radiation of the Cambrian
explosion (approximately 550 mya), life on earth has undergone an evolutionary
shift in both tempo and mode linked to the rise of animals [8]. This “explosion”
of diversification and niche construction has resulted in the meta-stable biosphere
we see today [9]. There are two potential explanations for this shift in macroevo-
lutionary and macroecological behaviour—the new heterotrophic dynamics of the
system or the evolvability of modular forms. As always with palaeontological data,
it is difficult to separate pattern from process.

Consider the possibility that this shift resulted from a fundamental change in
evolvability. It has been noted that there is a distinct lack of metric for comparing
developmental innovations, in terms of their degree of difference [10]. Similarly,
whilst there exists the Hamming distance for mutations in genetic code, there is no
morphological difference measurement, except perhaps to calculate how “derived”
one character is from another. Yet, the distribution of evolutionary novelties is non-
random over time [10]. What causes these periods of innovation and (relative) sta-
sis (first formally described as punctuated equilibrium [11])? Recent mathematical
models such as adaptive dynamics and the Tangled Nature model both exhibit stasis
followed by rapid reorganisation. The latter’s behaviour emerges from community
wide destabilisation and subsequent reconfiguration, controlled by the interaction
strength of member’s of the ecosystem [12]. The behaviour of the former is seen
against the backdrop of mutant-resident invasions, and results from population dy-
namic assumptions about mutant frequency and fitness (and therefore the probability
of establishment) [13].

We present a model that explores the evolvability of forms within the framework
of evolutionary dynamics. The model is constructed in such a way so as to explore
structure and its affect on evolutionary processes. Hierarchical structures are found
in all biological systems, from the trophic interactions between species (e.g. food
webs), to regulatory gene networks. In general, it is possible to split such structures
into endogenous and exogenous classes—that is, those structures within individuals
and those individuals form. The primary structures this model aims to investigate are
endogenous. Whilst much work has been done on hierarchical structures in genetics,
relatively little work has been done on the phenotypic results of such structures [14].
Such phenotypic structures naturally fall within the classification of Baupläne or
body plans, which despite having a genetic basis (through Homeobox genes) are
first and foremost morphological features.

In our basic model species are represented by their unique body plans, which
are formed as hierarchical graphs. This hierarchical depiction is an elegant way of
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intuitively displaying the different levels of biological organisation, which could be
called the informational content of the body plan. Note that it is essentially the de-
veloped information content, it does not include any of the development machinery
(nor the genotype information content) for translating the genotype into the pheno-
type, which could be called the development information.

Each vertex within a species’ body plan graph is assigned to a level. Levels rep-
resent the vertex’s hierarchical position within the species graph. Although this is a
convenient mathematical abstraction, it nevertheless has a basis in biology via the
levels of organisation typically seen in organisms (for example the proteins which
cause cells to specialise which can then form conglomerates such as organs). Hierar-
chical structures are evolved through the mutation of individual vertices, which may
copy individual nodes or subgraphs, or create new nodes or subgraphs. Competition
between mutants and residents occurs based on ability scores which are tied indi-
vidual nodes, and which represent how fit a species is with that particular mutation.
This paper explores some of the preliminary results from this model.

64.2 Model

64.2.1 Ability, Maintenance, and Fitness

We begin by defining the graph structure associated to a species. Let nijk be a node
i in level j of species k, which has an ability score aijk assigned to it. Ability
scores are randomly generated on level 0 l0, but are the sum of ability scores of
nodes they are connected to at higher levels. Edges can only exist between nodes
of different levels, and are directed such that higher nodes depend on lower nodes
(i.e. all edges flow “downwards” from higher levels to lower levels). Note that this
results in species which are easily analysable by the criteria defined in [15].

Fitness is directly related to the ability scores of nodes. In the simplest form of
the model, fitness is equal to the total (summed) ability scores of a species φ(i)=
A(i)=∑

aijk . If normalisation is present in the model, then fitness can be defined
relative to the mean fitness of the population, that is φ(i)= Â(i)= A(i)

Ā
where Ā=

∑
A(i)

N(t)
and N(t) is the number of species extant in the system at that particular time

step. Under normalisation therefore species with better than average total ability
have a fitness greater than 1, whilst those with lower than average total ability have
a fitness lower than 1.

Note that so far, the species that would be pre-eminent amongst all others would
be a fully connected graph with a large number of nodes. As a counter to this artifi-
cially peaked fitness landscape, we can introduce the concept of node maintenance
into the model. Maintenance works analogously to ability scores, in that higher node
maintenances are the sum of “downstream” node maintenances. However, the two
are independently generated and normalised. Therefore, to calculate fitness it be-

comes important to know the ratio of ability to maintenance, φ(i)= Â(i)

M̂(i)
.
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64.2.2 Mutation

We assume that mutations which are detrimental to the ability score of the species
can never be established, and are therefore not modelled (following the arguments
presented in [13]). We use this argument, as well as the results presented in [16],
as justification for not implementing any mutation steps which involve deletion of
nodes. This is in contrast to many evolutionary models of protein interaction net-
works [2].

Mutation occurs as a Poisson process. The mean waiting time is inversely propor-
tional to the total system size—that is, for larger system sizes the mean waiting time
is shorter (assuming that the mutation rate is taken to be proportional to the number
of births in a system). The mutation rate is also assumed to be proportional to the
number of births in a species; therefore species with high frequency have a higher
probability of being chosen for mutation. However, all nodes within a species may
be chosen with equal probability. Further modifications of the model will investigate
the effects of a probability distribution of nodes, where nodes on lower levels have
a higher probability of mutating.

There are two initial possibilities for mutation—an existing node is copied or a
new node is created. These occur with probability p and 1 − p respectively. If a
new node is created within a species, there is a probability η of it being connected
to any other node, provided that node is on a lower level. Therefore all subgraphs
of a species’ body plan are random graphs. At node creation a level is “attached”
to the node which represents its place in the hierarchical network. This level can be
thought of as a measure of the complexity required to form such a structure. When a
new node is created, its level is designated as one higher than the highest level node
it is connected to.

The new node’s ability score is equal to the sum of all the ability scores of its
downstream connected nodes. If an existing node is copied, there are two further
possible outcomes. The node may be copied and its existing connections maintained
(thus duplicating the subgraph’s edges) or a new subgraph may be constructed (fol-
lowing the construction rules detailed above). These occur with probability q and
1− q respectively. Note that if the chosen node is a level 0 node, the node is sim-
ply copied and assigned a new ability score (since level 0 nodes have no subgraphs
of their own). Level 0 node ability scores are drawn from a normal distribution,
with μ = 0, σ = 0.2. Therefore, mutations at this level statistically cause much
lower changes in total ability score than evolving more hierarchical structures. Note
also that level 0 nodes (which contribute to the ability scores of higher level nodes
they are connected to) will contribute multiple times to the total ability score of
the species, in direct proportion to the number of distinct subgraphs the node is a
member of.

64.2.3 Level Scaling

Allometric scaling laws in biology are well-known empirically, and well-studied
theoretically. The most frequently used scaling law states that the metabolic rate of
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an organism scales as the mass of the organism to a power of between 2
3 and 3

4 .
Various hypotheses have been proposed to explain the observed difference in scal-
ing exponent [17, 18]. A good comparison of the two models can be found in [19].
In Dynamic Energy Budget models, maintenance is also proportional to effective
organism size, this time in the form of volume [20]. Thus there is a clear link be-
tween the number of cells in an organism (the biomass) and associated biological
processes. What is unclear is whether this relationship scales with other properties
of organisms, such as object complexity or hierarchical complexity.

Given that there exists a relationship between organism size and biological pro-
cesses, it is unsurprising to find that other correlations exist between other physi-
cal properties of organisms. Bell and Mooers [21] found that organismal complex-
ity scaled with organism size, where organismal complexity is defined as object
complexity using the biological complexity categories defined in [15]. Similarly,
Changizi [22] found that an increase in expression complexity (the number of dis-
tinct expressions in a system) was created exclusively by increasing the number of
component types. In other words, the hierarchical object complexity increases solely
because of an increase in object complexity, which intuitively follows. Therefore ob-
ject complexity scales with organism size, and hierarchical object complexity scales
with object complexity.

It should be noted that the process scaling laws in [21, 22] are based on phys-
iological data from extant species. Even assuming that there exists an underlying
mechanical basis for such laws, it is possible that they are not universal so much
as strongly selected for. Extinct mutations may well have partly explored the pa-
rameter space of scaling exponents, but that such exponents may be dependent on
environmental conditions such as oxygen concentration. In an evolutionary model,
it is therefore debatable whether such laws should be hard coded in.

Given that maintenance scales with size, and that hierarchical complexity scales
with size, we propose to use in our model a maintenance that scales with hierar-
chical complexity. We construct this using the following metric: let mijk be the
maintenance cost of node i in level j of species k. Then the scaled maintenance
cost m̂ijk for a node of level j is

m̂ijk = Lγmijk (64.1)

where L is a value assigned to the level j and γ is the scaling coefficient.

64.2.4 Genetic Algorithm

Our genetic algorithm differs from many instantiations by lacking a genetic compo-
nent. As such, coarse body scale mutations (as defined above) are the only way for
the algorithm to explore graph morphospace. As one of the aims of this project is
to explore the effects of different formal models of evolution, the mutation options
(namely, creation of new nodes and subgraphs or copying nodes and subgraphs) are
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kept the same for both the genetic algorithm version of the model and the popula-
tion dynamics version. However recombination is not considered in this model, as
all reproduction is clonal.

The genetic algorithm operates on a simple set of instructions. The two major
steps of the process are mutation and selection. Mutation has already been discussed,
however selection is sufficiently different in the two evolutionary processes of the
model that it is sensible it consider it separately in each case. Selection in the ge-
netic algorithm works as a hard lower bound on the fitness of species, such that any
species with a fitness lower than the threshold is deleted. Considered from another
perspective, this is the same as saying that a varying percentage of species (ordered
by fitness) go on to “reproduce” in the next step of the algorithm. One important
point to note is that selection is checked at all levels present in an organism.

64.2.5 Population Dynamics

The environment is taken to be the resident population or sub-population. Because
mutation occurs on evolutionary time, there must be some separation of time scales
between the mutation dynamics and the population dynamics. Between mutation
steps, therefore, censuses are taken of the abilities of all species in the population
and population frequencies are shifted accordingly. Note that because of the way
the model is constructed, total system size (if static) is effectively irrelevant as all
that concerns us are the changing, normalised, frequencies of the different species.
However, a system size dependent on the level of complexity reached by species
present, representing the exploration and discovery of new ecological niches is a
potential extension of the model.

Regardless of the type of mutation, all mutants are deemed to be separate species.
They are assigned a frequency (which can also be considered a copy number) which
is some small fraction of the parent species’ frequency. Thus mutants act as pertur-
bations of the stable ecological system. Note that, as argued above, those mutants
which exist in the model are already chosen from the ones that could exist and have
the potential to establish themselves. A further extension of the model is to explore
the effect of different splitting frequencies, and for the splitting to be proportional
to the difference of ability scores between resident and mutant.

64.3 Results

The aim of this model is to investigate the conditions under which evolvability is
increased, conserved, or decreased. How do we define evolvability? Evolvability, as
understood within the framework of this model, is defined to be the future potential
for change that a body plan may have. Note that we can directly relate this to the
concept of ESSes and CSSes as defined in adaptive dynamics. It is easy to imag-
ine that, in a fixed environment, there should exist at least one perfectly adapted
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Fig. 64.1 Genetic algorithm
framework comparing the
effect of different
combinations of parameters,
including normalisation,
maintenance, and level
scaling, on number of extant
species. The selection regime
is constant at χ = 0.9
independent of level. Level
scaling, if present, is γ = 3

4 .
Each line is the result of
averaging 100 independent
runs

organism. It is less obvious that biological evolution would ever find such an or-
ganism in finite time. A strong result would be to show that either there exists, for
a given parameter range, such an uninvadable strategy (body plan) or that all such
strategies are invadable. It appears that in nature such strategies, once established,
are very hard to displace (since there has been no extinction or innovation since
the end of the Cambrian explosion). An analogous result would provide an insight
into the conditions under which such body plans are stable, and suggest whether a
profound faunal turnover could ever occur (for example, if all that it required was a
sufficiently large environmental perturbation).

Genetic Algorithm Initially, we wish to consider the apparent effects of changing
the model parameters. The two main measures of perturbation are average standing
diversity (that is, the number of distinct species extant at any time point) and average
degree of nodes in the system (again averaged over the number of species extant at
any particular time point). In Fig. 64.1, we can see the independent and combined
effects of normalisation, maintenance, and level scaling. This was calculated under
a fixed selection regime, where selection was constant for all levels present in an
organism.

There are three distinct ecosystem modes seen in Fig. 64.1. The first mode is
where the “birth” rate of new mutants exceeds the extinction or “death” rate. This is
characterised by a generally straight line (normalisation and maintenance being the
exception), whose gradient gives the ratio of births of new species to extinctions.
The second mode is where the birth rate of new mutants is approximately equal to
the extinction rate. Data produced by the model when normalisation, maintenance
and level scaling is the only form of the genetic algorithm model to produce this
behaviour. The third mode is when the extinction rate exceeds the birth rate of new
mutants, as seen in the case where normalisation is the only modification present.
In this case, this is an example of the selection function being too restrictive for that
simplistic case.

Average degree distribution allows for a crude measure of the average con-
nectedness of species in the system. We calculate the average degree distribution
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Fig. 64.2 Genetic algorithm
framework comparing the
effect of different
combinations of parameters,
including normalisation,
maintenance, and level
scaling on average degree.
The selection regime is
constant at χ = 0.9
independent of level. Level
scaling, if present, is γ = 3

4 .
Each line is the result of
averaging 100 independent
runs

of a species, S(i), as 〈kS(i)〉 = 2e(S(i))
v(S(i))

. To calculate the average degree distribu-
tion in the system as a whole, we average over the number of species, such that

〈kt 〉 =
∑N
i=1 〈kS(i)〉
N(t)

. A high average degree implies a fully connected graph in the ma-
jority of species, such that e(S)� v(S). A low average degree implies an ecosystem
of very low connected graphs, where v(S)� e(S).

Similarly to the diversity measure, we can again categorise the results seen in
Fig. 64.2 into three distinct modes. The first is characterised by a large population
of (close to) fully connected graphs. This can be seen in the simplest (no modifi-
cations), normalisation and maintenance and maintenance versions of the model.
The second is characterised by a smooth curve evolution of the average degree, seen
for maintenance and level scaling in Fig. 64.2. If we consider the diversity for the
model version which has maintenance and level scaling, we can see that the popu-
lation is in the regime of effectively infinite diversity, and so the population is large.
However, the degree distribution appears to evolve towards a constant (≈ 0.75).
Given this, it appears that new mutations that evolve in this system evolve towards
a particularly robust set of graphs—since there is no reason to expect the system to
converge upon a particular average degree. Further work will explore the average
degree dependence on mutation, following the methods in [2, 23].

A further measure of interest is whole system extinction—runs where the sys-
tem enters into an unsustainable state. This is obviously highly dependent on the
selection function chosen. Figure 64.3 shows the percentage of runs with all model
parameters present (normalisation, maintenance, and level scaling) which end in
whole system extinction for different values of χ in the constant selection regime.
The dependence is strongly non-linear, suggesting a tipping point. However, this
phenomena was only found in the first 100–200 time steps of a run. Long running
systems (> 200 time steps) were therefore somewhat self-selecting, as unstable resi-
dent/mutant system configurations were already eliminated. There is no reason why
these systems should be self-stabilising and further work is required to determine a
mechanism—though initial investigation suggests a dependence on the magnitude
of the difference in ability between residents and their mutants.
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Fig. 64.3 Genetic algorithm
framework comparing the
effect of different
combinations of parameters,
including normalisation,
maintenance, and level
scaling on percentage of
whole system extinctions.
The selection regime is
constant independent of level.
Level scaling, if present, is
γ = 3

4 . Each line is the result
of averaging 1000
independent runs

Fig. 64.4 Population
dynamics framework
comparing the effect of
different combinations of
parameters, including
normalisation, maintenance,
and level scaling, on number
of extant species. Level
scaling, if present, is γ = 3

4 .
Poisson process parameter
λ= 0.1. Note that this results
in the same expected number
of mutations as in the genetic
algorithm results described
above. Each line is the result
of averaging 500 independent
runs

Population Dynamics As with the previous section, two measures of perturba-
tion are average standing diversity and average node degree. The same model modi-
fications can be added within the population dynamics framework, except for the
selection function which is no longer appropriate (since all calculations involve
the changing frequencies of graph species, depending on their fitness). Species are,
however, deemed extinct if their frequency is less than 0.001. A new parameter of
mutation rate is introduced, λ, where 1

λ
is the mean waiting time of the Poisson pro-

cess. Note that at one extreme (λ� 1), we recover a mutation rate that approximates
the genetic algorithm (i.e. one mutation per time step).

Considering firstly the diversity over time (Fig. 64.4), the most obvious differ-
ence between this framework and the genetic algorithm framework is the tendency
for systems to average “steady state” diversities much more than the genetic algo-
rithm. In particular, we see several stable standing system sizes (shown more clearly
in Fig. 64.5). Unlike in the genetic algorithm framework, normalisation on its own
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Fig. 64.5 As Fig. 64.4 but
considered over longer time.
Note that this data has the
same expected number of
mutations as the genetic
algorithm results (seen in
Fig. 64.1) and is therefore
directly comparable

has no effect on the model. This is expected, as the very nature of population dynam-
ics requires a degree of internal normalisation (i.e. that the frequencies of species
are updated according to the fitness of a species as compared to the overall fitnesses
of the other species in the system at that time). As a result, normalisation only has
an effect when combined with maintenance, since it then normalises maintenance
across species which alters the ratio of ability to maintenance independently, as op-
posed to maintenance without normalisation.

We see also that the main effect of normalisation in the population dynamics
framework is to stabilise the system and create this standing diversity. This is dis-
tinct to the effect seen in the genetic algorithm framework, where stabilisation re-
quired normalisation and maintenance and level scaling. A counter-intuitive result is
that maintenance increases the effective carrying capacity of the system. A possible
explanation is that maintenance increases the amount of variability in fitness, since
there are now two variables (ability and maintenance scores) that make up the fit-
ness score, rather than one (ability scores). If we consider fitness as the real line, R,
this allows species to occupy closer positions on this line thereby reducing the rate
of replacement (since fitness scores may be closer, and rate of change in frequen-
cies is dependent on the absolute magnitude difference of fitnesses). A model with
no maintenance has mutations which change fitness solely on the basis of altering
the structure of the graph through new ability scores of nodes, rather than topology
combined with the interplay of cost-benefit ratios.

Finally, considering the evolution of average degree of nodes in the system over
time (Fig. 64.6 we see a validation of the claim that normalisation does not alter
the system when maintenance is not present. As expected, level scaling dramati-
cally influences the average degree of nodes, suppressing highly connected “mon-
ster” graphs. What should be noted is that average degrees in population dynamics
framework are much higher than in the genetic algorithm framework for similar
combinations of parameters.
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Fig. 64.6 Population dynamics framework comparing the effect of different combinations of pa-
rameters, including normalisation, maintenance, and level scaling, on the average degree of a node
in the system. Level scaling, if present, is γ = 3

4 . Poisson process parameter λ = 0.1. Note that
this results in the same expected number of mutations as in the genetic algorithm results described
above. Each line is the result of averaging 500 independent runs

64.4 Conclusion

We present the preliminary results from a model examining the importance of evo-
lutionary modelling frameworks and parameter choices on the evolution of form.
The model evolves graph structures using a set of simple mutation rules, and looks
at the diversity and average node degree under differing parameter sets.

We conclude that under identical starting conditions, genetic algorithm and pop-
ulation dynamic frameworks produce radically different results, even with the same
parameter options. This has important implications for modelling in those subject
areas which have no intrinsic reason for choosing either framework. It also requires
much greater justification for choosing particular evolutionary modelling frame-
works, since results are so model dependent.

In further work, we hope to quantify further the parameter space of these mod-
els, and also investigate more thoroughly the evolutionary trajectories of different
graphs. We propose to do this by implementing a genotype and an external environ-
ment to asses the sensitivity of systems of external perturbations.
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Chapter 65
A Novel Approach to Analysing Fixed Points
in Complex Systems

Iain S. Weaver and James G. Dyke

Abstract Complex systems are frequently characterised as systems of many com-
ponents whose interactions drive a plethora of emergent phenomena. Understanding
the history and future behaviour of planet Earth, arguably the most complex known
system in the universe, is an ambitious goal and remains at the core of complexity
science. From the establishment of the planet’s magnetic dipole, to the interplay be-
tween life and it’s environment. The dynamics across all scales are characterised by
their numerous interacting components.

Of particular interest is how such a system may be stable at all, and the role of
life in establishing this apparent stability. We present a novel analytic approach to
a model of a coupled life-environment system. The model demonstrates that even
random couplings between many species, and a multidimensional environment can
produce stable, and robust configurations. The extent to which this observation is
general, rather than being unique to the intricacies of the model may only be re-
vealed by thorough analysis. The model is found to be invariant with the number
of biotic components past a lower limit. Additionally, rather than increases in en-
vironmental complexity leading to a reduction in the possibility of steady states, it
is proven that the converse is true, suggesting that the proposed mechanism may be
applicable to even high dimensional complexity.

65.1 Introduction

The Gaia hypothesis proposes the idea that life on Earth and it’s abiotic environment
are tightly coupled in such a way as to maintain conditions to be within a range es-
sential for life to exist [1]. This phenomena is commonly referred to as homeostasis;
in the face of external and internal perturbations, factors such as surface tempera-
ture, and atmospheric composition appear to be tightly reigned. Indeed, catastrophic
perturbations have occurred in Earth’s past, characterised by mass extinction events
and climatic shifts. In response, the system stabilises rather than being condemned
to a lifeless state.
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A number of mechanisms have been proposed for these phenomena [2], per-
haps most notably by the original proponent of the Gaia hypothesis himself. In the
original “Daisyworld” model, [3] seek to dispel the idea that the Gaia hypothesis
relies on any sort of global control, rather that natural selection is sufficient. The
model describes a grey planet, seeded by black and white daisies, orbiting a star of
gradually increasing luminosity. Being abundant in all other factors required for the
daisies to flourish, the model’s principle variable is surface temperature. With the
right choice of feedback the model exhibits homeostasis in that the temperature of
the planet is maintained roughly constant in the face of an increasingly bright star,
and life is maintained across a much greater range than might naïvly be predicted.
While an important proof of concept for the Gaia hypothesis, spurring a great deal
of additional research (see [4] for an review of the developments in this area), it is
difficult to see the Daisyworld mechanism as being generally applicable; the Earth
system is characterised by numerous principle variables, and rather than a pair of
competing species, a multitude of forms of life exist across a vast range of condi-
tions. Furthermore, there is no reason to believe a priori that life should organise
into homeostatic states, as opposed to run-away positive feedback [5].

The reorganisation of the Earth system in response to destabilising perturbations
can be seen as an example of Ashby’s [6] notion of ultrastability. Ashby’s “Home-
ostat” model was, in contrast to Daisyworld, a physical device which was able to
respond to this type of perturbation with spontaneous reorganisation, through a ran-
dom search mechanism. The result was that the systems variables are constrained
within some limited range; a potential likeness with the Earth system.

Dyke [7] proposes a model in which a large number of biotic components interact
through a shared environment. The model is able to reproduce the salient features
of both Ashby’s [6] Homeostat, and Watson and Lovelock’s [3] original Daisyworld
model, without the need to prescribe a tendency for positive or negative feedback.
This model of many biotic elements, interacting through their multidimensional en-
vironment serves as the starting point of this paper. In Sect. 65.2, we present the
model in a simplified state, along with some characteristic results in Sect. 65.3. We
then pose a number of potential criticisms which would conflict with the proposition
of a general model in Sect. 65.4. We systematically address the model treatment
of biotic complexity in Sect. 65.4.1, along with the environmental complexity in
Sect. 65.4.2. These results are discussed along with the possibility of application to
a broader class of complex system in Sect. 65.5.

65.2 Model Formulation
Throughout this article, we consistently used the boldface notation to identify vec-
tors of many components, and subscript to identify individual elements,

X =

⎡

⎢⎢⎢⎣

X1
X2
...

Xn

⎤

⎥⎥⎥⎦ .
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Dykes’s [7] “Daisystat” model expresses life as K biotic elements whose overall
activity is influenced by the state of their shared environment, represented the N
variables in the vector E. This environment is itself influenced by the biota; it’s
variables may be decreased or increased by the individual biotic elements, through
consumption, excretion or some other process with no bias towards positive or neg-
ative feedback. In essence, the model consists of two principle assumptions:

(i) Environment Affects Life Each biotic element in the system occupies a niche, the
relatively narrow envelope of possible conditions in which it can respire, proliferate,
or otherwise maintain activity. As we depart from the optima, the biotic element will
tolerate the change to some extent, remaining active outside it’s optimal conditions.
Eventually we depart the niche of this biotic element, and it may die, become dor-
mant, or otherwise inactive, while other biotic elements may be better suited to the
new environment, and increase in activity. However, there are limits to this process.
The environment must remain within some essential range for the biota to be active
at all. While species may prefer a wide range of different ambient temperatures, it
is hard to imagine life flourishing in ice, or steam.

We are primarily concerned with the fixed points of this model where the activ-
ity of each biotic element is given by it’s steady state value. If the biota is able to
reorganise sufficiently quickly compared to changes in the environment, the biotic
elements can be said to exist at this environment-dependant steady-state activity,
removing the need to explicitly incorporate time dependence. The steady-state ac-
tivity, α(E), is maximised at a point in the space of environmental variables, μ,
it’s niche. As E departs from μ, the steady-state activity of this biotic element de-
creases. There are a range of defensible options for representing this behaviour,
and we later investigate the extent to which this choice is important for the model
dynamics. For simplicity, we choose the activity of an individual biotic element,
αi(E), to be a Gaussian, centred at μi with characteristic width σE , that is

αi(E)= exp

(
−|E −μi |2

2σ 2
E

)
(65.1)

where μ is the optimum for an individual biotic element chosen randomly in the
interval [0 :R], the essential range. For the purposes of this section, we use σE = 5,
R = 100 and K = 104 biotic elements, distributed across this range.

(ii) Life Affects Environment The impact of life on the environment is hard to gen-
eralise. As stated, the Earth system is composed of numerous principle variables.
Some of these variables are considered resources, consumed by some forms of life,
and possibly excreted by others, such as oxygen and carbon dioxide in the atmo-
sphere, or phosphorous in the soil. Other variables such as surface temperature are
not consumed in this way, although species of foliage may have an effect on this
variable indirectly by modifying the planetary albedo locally. Rather than make this
distinction, we opt simply to impose random, and unbiased couplings between life,
and it’s environment.
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The biotic elements may feedback negatively or positively, and strongly or
weakly (or not at all), depending on the value of a weighting term. Whatever the
weighting, we say their effect is directly proportional to their activity; an abundant,
or highly active element is likely to have a more significant impact. The total biotic
effect is found by summing the contributions of each element

Fi(E)=
K∑

j=1

ωj,iαj (E) (65.2)

where ωj,i is the weight of biotic element j on environmental variable i, chosen
randomly from the interval ±1. Additionally, each of the environmental variables
may be affected by some external perturbing force, P . The net change in the envi-
ronment is the sum of these features

τEi
dEi
dt
= Pi + Fi (65.3)

where τEi is the characteristic timescale for changes in environmental variable i,
chosen to be equal between variables for convenience, and Fi is the sum of effects
from the biota.

Model Behaviour Equation (65.3) describes the time evolution of the environ-
mental variables towards its fixed points, which occur where the sum of effects of
the biotic elements on each resource exactly opposes the external perturbation on
that resource, that is

Fi =−Pi for i = 1 · · ·N. (65.4)

If they exist, these points may further be stable or unstable. If a change in Ei results
in an opposing change in Fi , the point is stable in this direction. A fixed point in the
model must be stable in all directions, that is

dFi
dEi

< 0 for i = 1 · · ·N. (65.5)

65.3 Model Results

Despite it’s very general formulation, and largely random parameters, the model
exhibits a range of interesting behaviour. The sum of uncorrelated Gaussians re-
sults in homeostatic behaviour in response to increasing perturbing force. This also
leads to hysteresis loops illustrated for the case of a single environmental variable in
Fig. 65.1. The behaviour is almost identical to Watson and Lovelock’s Daisyworld
model, except rather than homeostasis being designed, such points have emerged
spontaneously from the biological complexity of the model.

A further criticism to the Daisyworld model is that it hinges on a single environ-
mental variable, and therefore necessarily exhibits simple behaviour. On the other



65 A Novel Approach to Analysing Fixed Points in Complex Systems 527

Fig. 65.1 The model has
homeostatic fixed points,
shown here for a single
environmental variable.
Population effects oppose
increasing (solid line) or
decreasing (dashed line)
perturbations, maintaining a
roughly constant environment
(top). Hysteresis is caused by
the existence of multiple
solutions, shown for the case
of P = 0 (bottom). Sharp
transitions into new stable
states occur when such points
vanish

Fig. 65.2 The N = 4 model,
initialised with all
environmental variables at the
centre of the essential range.
After reaching a steady-state,
a perturbation is applied to
the variables at time 50 which
is sufficient for the model to
enter a new attractor

hand the Earth system could not possibly be reduced in this way [8]. Initial intu-
itions may suggest that with increasing environmental variables the likelihood of
finding a point stable in all dimensions simultaneously would vanish exponentially.
However, transitions between neighbouring attractive points can be seen in higher
dimensional systems. A model of four environmental variables is shown to settle
into a stable fixed point in Fig. 65.2, and further illustrates that stability can be
re-established after a perturbation removes the system from the basin of attraction
corresponding to this point, qualitatively similar to the four unit Homeostat. Fig-
ure 65.3 directly examines the basins of attraction for a two dimensional model and
illustrates the complicated structure of underlying basins of attraction.

65.4 Analysis

While the model may give insights to key features of the Earth system, it is difficult
to establish to what extent this may represent a general mechanism where homeosta-
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Fig. 65.3 The N = 2 model
shows many stationary points,
indicated by points. The
basins of attraction which
lead to these points are
indicated by the shaded
enclosing regions, while
initial conditions which
would leave the essential
range are coloured white

sis is inevitable, and if or how it is constrained by assumptions and implementation.
Three of the key matters to address are;

• Does the model behaviour change with increasing numbers of biotic components?
• How is it affected by increasing environmental complexity?
• To what extent is the choice of underlying functions important?

One may intuit that with very many biotic elements, there is a tendency towards
uniformity in F , reducing the likelihood of finding stationary points. While early
intuitions were that increasingly complex systems enjoyed increased stability [9],
the work of [10] and [11] contended this, showing that in a network interpretation
of complexity, increased numbers and strength of connections ultimately led to in-
stability. In our model, fixed points must be stable in all environmental variables
simultaneously, suggesting that with an increasingly complex environment stability
becomes impossible.

65.4.1 Behaviour with Number of Biotic Elements, K

We introduce the covariance function as a means to characterise the nature of the
sum of biotic effects F . The covariance function encodes the degree of correla-
tion between points in E. We write ki(E,E′) as shorthand for the covariance of
Fi , 〈Fi(E)Fi(E′)〉, at two arbitrary points in the space of environmental variables,
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Fig. 65.4 The number of
fixed points increases and
then saturates with increasing
number of biotic
components K . The number
of fixed points linearly
decreases with increasing the
width of the biotic component
abundance function σE and
linearly increases with
increases in the width of the
essential range R

E and E′.

ki
(
E,E′

)=
〈

K∑

n,m=1

ωi,nωi,mαn(E)αm
(
E′

)
〉
. (65.6)

At this point, we can exploit the absence of correlations first between individual
biotic elements, and then between the weights ω, and the biotic activity. The first
observation leads us to conclude the off-diagonal terms, where i �= j , do not con-
tribute to the covariance. The second enables us to separate the expectation values
of ω and α, giving

ki
(
E,E′

)=Kσ 2
ω

〈
α(E)α

(
E′

)〉
. (65.7)

where σ 2
ω is the variance of the random variable ω. The right side of this equation can

be identified simply as the covariance of the individual biotic activity functions. This
result illustrates that the covariance of the summed functions share the functional
form of the individual functions of which it is comprised. The characteristic length,
and therefore the propensity for F to form attractive fixed points, is independent of
the biotic complexity of the model. This can be verified numerically by examining
how the expected number of fixed points in a single variable model varies with the
number of biotic elements,K . Figure 65.4 illustrates that the number of fixed points
saturates quickly, and that further increasing K does not modify the behaviour of
the model.

65.4.2 Behaviour with Number of Environmental Variables, N

A fixed point in Fi(E) occurs in a small interval of E if its sign changes across the
interval. Labelling the interval ε, this condition can be expressed

Fi(E)Fi(E + ε) < 0 (65.8)
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and the expected number of such points in the unit interval, n0, is found from a
product of indicator functions of the form of Eq. (65.8)

n0 =
〈
N∏

i=1

1

ε

[
Fi(E)Fi(E + ε) < 0

]
〉
. (65.9)

We have used [. . .] to represent an indicator function, returning one if the expression
true, and zero otherwise. The expectation of an indicator function may be interpreted
as the probability of it’s contents being true, and the product of several therefore
gives the probability of many conditions being met simultaneously. Each term in the
product may be treated independently due to the independence between the biotic
effects on the different environmental variables Fi and Fj . The problem is therefore
reduced to finding the value of the series of N expectation values. Expanding for
small ε gives

p = 〈[
Fi(E) <−εF ′i (E)

]〉
(65.10)

where F ′i (E) is used to indicate the derivative of Fi(E) in the ε̂ direction (com-
monly written as ∇ε̂Fi(E)). To find the expectation value of this indicator function,
we need to know how Fi(E) and F ′i (E) are distributed. Rather than suffer any
loss of generality, we make three important observations. Firstly, at any point in E
within the essential range, Fi(E) is a sum of independent contributions from the bi-
otic elements. Therefore, by the central limit theorem, each point follows a Gaussian
distribution. Additionally, this distribution has a mean of zero as previously stated.
There is no tendency for positive or negative feedback between the biota and envi-
ronment. Finally, we note Fi(E) and F ′i (E) to be uncorrelated as a consequence of
our independent parameters μ and ω.

The problem is now dramatically reduced, we need only find the variance of
the Gaussian random variables Fi(E) and F ′i (E), labelled σ 2

F and σ 2
F ′ respectively.

Here it is useful to observe that providing the width of the biotic activity functions
are small compared to the essential range, the covariance k(E,E′) is stationary; k
depends only on the distance |E −E′|. Having already determined the covariance
of Fi(E) in Eq. (65.7), the variance therefore may be written as

σ 2
F = ki(0). (65.11)

We can write a similar expression for Fi(E), and remove the directional derivative
from the expectation value to give

σ 2
F ′ =

〈
F ′(E)F ′

(
E′

)〉∣∣
E=E′

= ∇E,ε̂∇E′,ε̂ki
(
E −E′

)∣∣
E=E′

= −k′′i (0). (65.12)

Next, we substitute Eqs. (65.11) and (65.12) into Eq. (65.10)

p =
∫∫ [

Fi <−εF ′i
]
P(Fi)P

(
F ′i

)
dFidF

′
i (65.13)
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where P(Fi) and P(F ′i ) are the Gaussian distributions

P(Fi)= 1√
2πσF

exp

(
− F

2
i

2σ 2
F

)
, (65.14)

P
(
F ′i

)= 1√
2πσF ′

exp

(
− F

′
i

2

2σ 2
F ′

)
. (65.15)

After a change of variable, Fi
σF
→ x and

F ′i
σF ′
→ x′, we can exploit spherical symme-

try in x and x′ to find the expectation of the indicator function to be

p =
∫∫ [

xσF <−εx′σF ′
]e− x

2
2√

2π

e− x
′2
2√

2π
dxdx′

= 1

π
atan

(
ε
σF ′

σF

)
(65.16)

which can be expanded to first order for small ε, and substituted into Eq. (65.9) to
give

n0 =
(
p

ε

)N
=

(
1

π

√

−k
′′(0)
k(0)

)N
, (65.17)

which is consistent with [12] for the case of a one-dimensional model (Theo-
rem 4.1.1). Counter to intuition, the number of stable fixed points within the es-
sential range of the model may increase exponentially, rather than vanishing to zero
providing there is a sufficiently wide essential range. For the simple example of
Gaussian functions the expected number of fixed points is

n=
(

R√
2πσE

)N
, (65.18)

of which the fraction 2−N are attractive. Eq. (65.18) makes clear the role of the
width of biotic activity functions in guiding the model, while the specific function
chosen is unimportant. Indeed, skewed, bimodal and to some extent, long-tailed
functions can be shown to produce similar behaviour. Not only may very high di-
mensional systems exist in stable, stationary states, but the number of such states
may be exponentially great. As before, we can verify this relationship numerically
up to four environmental variables, shown in Fig. 65.5.

65.5 Conclusion

It has been demonstrated that collections of biotic elements interacting with a com-
plex environment in randomly parametrised ways can not only reach stable configu-
rations which are robust to external perturbations, but display a plethora of complex



532 I.S. Weaver and J.G. Dyke

Fig. 65.5 Equation (65.17) can be used to find the expected number of fixed points across the
essential range with an increasingly complex environment. Numerical simulations are plotted as
points, where statistical errors are at most the size of plot points. Simulation confirms the exponen-
tial increase in fixed points with the addition of environmental variables

phenomena. The extent to which this is a generally applicable principle is addressed
by an analytic investigation into the model behaviour with increasing biotic, and
environmental complexity.

By observing that the sum of many functions shares the covariance function of
it’s components, we find that rather than a tendency towards uniformity, increasing
the number of biotic elements does not hinder the ability of the model to form at-
tractive fixed points. A relatively sparse biota display almost identical properties to
one containing many times more elements.

Furthermore, we exploit the Gaussian nature of sums of random biotic effects to
derive expressions for the expected number of model fixed points for given dimen-
sionality. In doing so, we find the choice of biotic activity function to be largely
arbitrary. Rather than multidimensional systems lacking attractive fixed points, we
find the number of such points can increase exponentially with the dimensional-
ity, at a rate determined by the characteristic width of the individual biotic activity
functions.

Through this analysis, we have preserved generality where possible, though a
number of significant assumptions are made. The covariance of the total biotic ef-
fects is approximated by a stationary function, a condition that requires the width
of individual activity functions to be small compared to the essential range for life.
Additionally it is assumed that the number of biotic elements is sufficiently large
that our reliance on the central limit theorem is justified. While numerical valida-
tion is provided here, the extent to which these conditions are met by real systems
may be the main limitation of this approach.

Acknowledgements This work was supported by an EPSRC Doctoral Training Centre grant
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Chapter 66
Inquiring Protein Thermostability: Is Resistance
to Temperature Stress a Rigidity/Flexibility
Trade-off?

Maria Kalimeri, Simone Melchionna, and Fabio Sterpone

Abstract In this work, we are studying the behavior of two homologous hyperther-
mophilic and mesophilic proteins via molecular dynamics simulations at different
temperatures and at timescales that reach up to hundreds of nanoseconds. A multi-
disciplinary conformational analysis on the resulting trajectories, supports the idea
that thermostability is induced by an interesting partition of flexible and rigid parts
along the protein matrix and points out, to that end, the crucial role of electrostatic
interactions.

Keywords Thermal stability · Protein flexibility ·Molecular dynamics simulations

66.1 Introduction

Understanding how proteins maintain a stable fold in different thermodynamic con-
ditions and how their motion at different length and time scales correlates to bio-
logical functions are of principal importance in biophysics. Here we are interested
in a special class of proteins: thermophiles. These proteins can resist thermal stress
being able to function at temperatures as high as 100 °C. The molecular origin of
such special stability is still unknown and extremely appealing for technological
applications, e.g. biotechnology or industrial chemical catalysis.

From the point of view of physics, thermophiles are a privileged case study for
gaining insight on the main forces that keep a protein folded and functional. In par-
ticular it is key to inquire whether or not thermal resistance of thermophilic proteins
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is caused by a special rigidity of the protein matrix as assumed by common belief.
In order to tackle the complexity of this challenge we have designed a multi-scale
strategy based on atomistic and coarse-grained Molecular Dynamics simulations as
well as on the use of advanced techniques for sampling rare events and enhanced
protein conformational changes.

Here we report the results of a preliminary, multidisciplinary analysis that sup-
ports the idea that thermostability is induced by an interesting partition of flexible
and rigid parts along the protein matrix and points out, to that end, the crucial role
of electrostatic interactions. We note that we quantify flexibility here in terms of
atomistic deviations around a mean position.

66.1.1 Theoretical Background

Thermodynamically, protein stability relates to the energetics of the transition from
the native state F to the unfolded state U :

�Gf→u =Gu −Gf =−kbT ln

( 〈U 〉
〈F 〉

)
(66.1)

whereG stands for the free energy, and 〈U 〉 and 〈F 〉 are the sizes of the populations
occupying the unfolded and folded states, respectively. By increasing temperature
the relative population of the unfolded state is favored. Thermophilic proteins are
characterized by a high melting temperature or in other words the unfolded state is
favored only at very high temperatures (80–90 °C).1

The molecular origin of such stability shift is not clear since, thermodynamically,
several scenarios are plausible. In the simple two-state model [2] the higher melt-
ing temperature may result from (i) a larger �Gf→u difference characterizing the
〈U 〉 and 〈F 〉 populations at a comparable temperature, (ii) a slow variation of such
difference as temperature increases, and finally (iii) from a shift of the temperature
associated to the stability state (where the folded state is preferential) [13].

At the same time the free energy of unfolding is a result of a fine interplay be-
tween enthalpic and entropic forces:

�Gf→u =�Hf→u − T�Sf→u (66.2)

The enhanced stability of thermophiles can be rationalized either by considering a
favoring enthalpic contribution, or by being entropic in nature. In the former case the
special packing of residues in the protein matrix or the higher internal connectivity
(H -bonds, salt-bridges) have being invoked, while for the latter residual secondary
structure in the unfolded state or enhanced flexibility of the folded state have both
been proposed.

Molecular Dynamics is a powerful technique to explore the protein behavior in
atomistic resolution via the direct integration of the classical equations of motion

1The melting temperature or mesophilic proteins is around 40 °C.
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[5, 10, 11, 13–15]. Moreover it can be used in combination with advanced tech-
niques or simplified coarse-grained models in order to explore the conformational
many-fold landscape, the folding/unfolding process and gather information on the
kinetics and thermodynamics of the system. In this respect it is also worth men-
tioning the strategic use of tools borrowed from the theory complex networks and
systems to analyze protein dynamics and conformational landscape, e.g. protein in-
ternal contacts and h-bonds networks, Markov State Model for conformational tran-
sitions [4, 8, 10, 11, 15].

66.2 Results

In the following we present the preliminary results of our research on the flexibil-
ity/rigidity response of protein to thermal stress at different levels of spatial resolu-
tion (See also methodology section at the end).

Stability vs. Unfolding We first stress that by performing simulations in the
hundred-nanosecond timescale and longer, in a range of physical temperature (25–
100 °C) we verify a lower stability for a mesophilic versus a hyperthermophilic
protein. At the working temperature of the hyperthermophilic homologue (85 °C)
the former explores the early steps of the unfolding process while the latter main-
tains its fold stable (e.g. high secondary structure conservation and low deviation
from crystallographic native state). This finding shows that the present Force Field
for biomolecular simulation contains all the ingredients necessary to distinguish the
different temperature-related stability of proteins.

Atomistic Fluctuations A first insight on how the flexibility/rigidity of the protein
matrix changes upon thermal stress is recovered by a detailed and rigorous analysis
of atomistic fluctuations. This can be performed routinely by computing the root
mean square fluctuation (RMSF) of atomic positions along a trajectory after remov-
ing rigid body motions,

RMSFi =
√√√√√

1

T

T∑

tj=1

(
xi(tj )− x̃i

)
(66.3)

where T is the total time and x̃ is a reference position for particle i, usually the time-
averaged one. In general such analysis is performed rather blindly without special
care on the effective meaning of the observable. In particular RMSF measures the
second moment of the distribution of atomic positions; this parameter is meaningful
only if this distribution is approximately unimodal. At a long time-scale simula-
tion since the protein experiences large conformational changes the above condition
breaks down. It is then necessary to use a precise procedure for individuating the
maximal length scale that—in an average sense—allows to compute correctly the
atomistic fluctuations.
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To that end, we follow the rigorous procedure introduced by Maragliano et al. [5].
The time window on which we perform our block sampling is about 350 ps. At
longer time scales mean atomic positions start to experience many-fold localization.
We compute the RMSF for backbone C-alpha atoms and perform block averages on
several fragments of the trajectory. We find that, despite the fact that the magnitude
of the observable is comparable for both proteins, there is a very intriguing differ-
ence in the partitioning of flexible (high RMSF) and rigid (low RMSF) fragments
along the sequence among the two systems. In particular the latter shows a remark-
able anti-correlating behavior in the RMSF between groups of neighboring residues
that seems to be independent of the temperature, a sort of caging effect borrowing a
concept from liquid state theory. For the hyperthermophilic protein flexible and rigid
parts of the sequence alternate more frequently and regularly than in its mesophilic
homologue. Thus a more regular distribution of rigid fragments possibly stops the
energy flow along the protein matrix preventing progressive unfolding.

Electrostatics The above results are complemented by an analysis of electrostat-
ics interactions which due to a surplus of charged amino acids for the hyperthe-
mophile are considered to play a crucial role for thermal stability. We begin by
observing, as expected, a substantially larger number of salt-bridges for the afore-
mentioned system as well as a higher number of possible ionic pair combinations
and thus extended salt-bridge clusters.

Furthermore, a big fraction of salt-bridges present in the crystal structure of
the hyperthemophile show an exceptional stability which is not the case for the
mesophile. These salt-bridges have been verified to be related with the less flexible
parts of the matrix, thus it is possible that they act as clamps or stopping points, that
way enhancing if not organizing the anti-correlating behavior of atomistic fluctua-
tions.

We further continue with the calculation of the electrostatic characteristic path
length (CPL) [17] which is defined as the average number of contacts needed to
connect, along the shortest path, two randomly chosen nodes [15]. We follow the
same technique as in Ref. [15]. The nodes of our system are the Ca-atoms and a
connection exists if there exists an attractive electrostatic interaction between the
respective residues (salt-bridge or hydrogen bond). Our results agree with the re-
spective ones therein. Namely, the hyperthermophile reacts to the temperature in-
crease by decreasing its CPL. The same is not true for the mesophilic protein. CPL
is inversely proportional to the degree of electrostatic connectivity of the fold, thus
this finding suggests a positive correlation between electrostatic connectivity and
thermal stability.

Collective Variables The flexibility/rigidity of the protein matrix is also investi-
gated via the construction of 2D free-energy landscapes representations over a set of
collective variables such as the radius of gyration, the fraction of native contacts or
the deviation of instantaneous protein configurations from the native state. For the
folded state both proteins show a rather harmonic basin with comparable width. This
finding supports again the idea that the thermophiles do not show a special rigidity.
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Clearly a strong deviation is observed at high temperature when the thermophile is
rather stable and the mesophile starts to unfold.

Compressibility Previous work has drawn the attention to an existing correlation
between protein compressibility and stability [1]. Low compressibility generally
correlates to an increased enthalpic stability and a suggested uniform core-to-surface
distribution of charged amino-acids. We rigorously compute the compressibility of
the protein as a function of temperature [6] and find that while at ambient temper-
ature the two proteins show similar compressibility this is not true at higher tem-
perature where the hyperthermophile shows a smaller one. We stress here that since
compressibility relates to the fluctuations of protein volume with respect to that of
the simulation cell, we take caution in extending the calculation only to the steady
part of the trajectory. In other words at higher temperature we exclude the unfolding
process of the mesophile. The volume of protein and its fluctuation are computed
via the Voronoi tessellation of the space. We also point out that this precise evalu-
ation of the atomistic volume allow us to check whether or not the mesophile and
hyperthermophile are characterized by a different packing behavior, and this is not
the case.

66.3 Conclusions

In this work we present a case for which a hyperthermophilic protein exhibits, in
general, a comparable degree of flexibility in comparison to its mesophilic coun-
terpart. The difference between the two systems however, concerns how flexibil-
ity/rigidity is partitioned in the protein matrix at the atomistic fluctuations timescale
and how it relates to the distribution and number of key interactions (e.g. salt-bridge
between charged amino acids). Moreover we report a clear difference in the re-
sponse to thermal stress (as expected due to the different thermal stability), with
the hyperthermophilic variant showing a systematic lower compressibility and in-
creased electrostatic connectivity. In the coming months we will explore in more
detail the configurational landscape of the two proteins considering the kinetics be-
tween local stable conformational states, hence gaining information on the relative
distribution of free energy barriers separating local clusters of similar configuration.

Our present results are based on atomistic simulations. We are now refining a
coarse-grain model in order to account in an effective way the specific ion-pair in-
teractions that are key for thermostability. The coarse-grained potential has been
extracted from atomistic simulations of charged amino acid pairs in dilute solution.
The iterative Boltzmann inversion procedure allows the construction of an effective
interaction that has been merged in the existing coarse-grained model for protein
simulation OPEP [7]. After concluding tests on a small reference system, we will
soon be able to investigate in detail the unfolding/folding process of thermophiles
via this simplified, hence low-time consuming model.
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Methodology We realize molecular dynamics simulations of two homologue pro-
teins, hyperthermophile and mesophile gdomains of elongation factor Tu using the
NAMD package [9]. The employed force field is Charmm22 [3] with the TIP3P
model for water molecules. Initial coordinates for both systems were obtained from
the crystal structures found in Protein Data Bank (PDB) after isolating the amino
acid stretches of each protein’s gdomain. The crystallographic PDB codes for the
mesophilic and the hyperthemophilic species are 1EFC and 1SKQ, respectively
[12, 16].
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ropean Research Council under the European Community’s Seventh Framework Programme
(FP7/2007-2013 Grant Agreement no. 258748).

References

1. Dadarlat VM, Post CB (2003) Adhesive-cohesive model for protein compressibility: an alter-
native perspective on stability. Proc Natl Acad Sci USA 100:14778–14783

2. Feler G (2010) Protein stability and enzyme activity at extreme biological temperatures. J Phys
Condens Matter 22:323101

3. MacKerell AD Jr., Brooks B, Brooks CL III, Nilsson L, Roux B, Won Y, Karplus M (1998)
CHARMM: the energy function and its parameterization with an overview of the program.
Encycl Comput Chem 1:271–277

4. Mann M, Klemm K (2011) Efficient exploration of discrete energy landscapes. Phys Rev E
83:011113

5. Maragliano L, Cottone G, Cordone L, Ciccotti G (2004) Atomic mean-square displacements
in proteins by molecular dynamics: a case for analysis of variance. Biophys J 86(5):2765–
2772

6. Marchi M (2003) Compressibility of cavities and biological water from Voronoi volumes in
hydrated proteins. J Phys Chem B 107(27):6598–6602

7. Maupetit J, Tuffery P, Derreumaux P (2007) A coarse-grained protein force field for folding
and structure prediction. Proteins 69(2):394–408

8. Numata J, Wan M, Knapp EW (2007) Conformational entropy of biomolecules: beyond the
quasi-harmonic approximation. Genome Inf 1:192–205

9. Phillips JC, Braun R, Wang W, Gumbart J, Tajkhorshid E, Villa E, Chipot C, Skeel RD, Kale
L, Schulten K (2005) Scalable molecular dynamics with NAMD. J Comput Chem 26:1781–
1802

10. Prada-Gracia D, Gómez-Gardeñes J, Echenique P, Falo F (2009) Exploring the free energy
landscape: from dynamics to networks and back. PLoS Comput Biol 5(6):e1000415

11. Rao F, Garrett-Roe S, Hamm P (2010) Structural inhomogeneity of water by complex network
analysis. J Phys Chem B 114:15598–15604

12. Song H, Parsons MR, Rowsell S, Leonard G, Phillips SE (1999) Crystal structure of intact
elongation factor EF-Tu from Escherichia coli in GDP conformation at 2.05 A resolution.
J Mol Biol 285:1245–1256

13. Sterpone F, Melchionna S (2012) Thermophilic proteins: insight and perspective from in silico
experiments. Chem Soc Rev 41:1665–1676

14. Sterpone F, Bertonati C, Briganti G, Melchionna S (2009) Key role of proximal water in
regulating thermostable proteins. J Phys Chem B 113(1):131–137



66 Inquiring Protein Thermostability: Is Resistance to Temperature Stress 541

15. Tavernelli I, Cotesta S, Di Iorio EE (2003) Protein dynamics, thermal stability, and free-energy
landscapes: a molecular dynamics investigation. Biophys J 85(4):2641–2649

16. Vitagliano L, Ruggiero A, Masullo M, Cantiello P, Arcari P, Zagari A (2004) The crystal
structure of Sulfolobus solfataricus elongation factor 1alpha in complex with magnesium and
GDP. Biochemistry 43:6630–6636

17. Watts DJ, Strogatz SH (1998) Collective dynamics of “small world” networks. Nature (Lon-
don) 393:440–442



Chapter 67
Finding Missing Interactions in Gene
Regulatory Networks Using Boolean Models

Eugenio Azpeitia, Nathan Weinstein, Mariana Benítez,
Elena R. Alvarez-Buylla, and Luis Mendoza

Abstract Gene regulatory networks (GRNs) play a fundamental role in develop-
ment and cellular behavior. However, due to a lack of experimental information,
there are missing interactions in the GRNs inferred from published data. It is not
a trivial task to predict the position and nature of such interactions. We propose
a set of procedures for detecting and predicting missing interactions in Boolean
networks that are biologically meaningful and maintain previous experimental in-
formation. We tested the utility of our procedures using the GRN of the Arabidopsis
thaliana root stem-cell niche (RSCN). With our approach we were able to identify
some missing interactions necessary to recover the reported gene stable state con-
figurations experimentally uncovered for the different cell types within the RSCN.

67.1 Background

Dynamical modeling is one of the most commonly used approaches for studying
gene regulatory networks (GRNs), which has provided key insights of system-level
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properties such as robustness and modularity [2, 6]. However, the construction of
dynamic models is usually done with a limited amount of experimental data. This
often results in incomplete models due to missing information. Nevertheless, the
formalization that underlies dynamical modeling allows for the prediction of some
missing interactions, though this is a non-trivial task.

Boolean networks (BNs) are one of the simplest dynamical modeling approaches.
BNs consist in a set of nodes (usually representing genes), where each node can only
have two values, 0 if the gene is OFF and 1 if the gene is ON. The state of each node
at a given time is determined by a Boolean function (BF) of the activation states of
its regulatory inputs. Despite their simplicity, BN models have a rich behavior that
yields meaningful information about the network under study. Hence, BN models
have been successfully used for the analysis of diverse GRNs, including A. thaliana
flower organ determination [7], and Drosophila melanogaster segment polarity [1],
among others.

In deterministic Boolean GRNs, the system eventually attains activation patterns
that are stationary or that cycle through several configurations of gene activation.
These patterns are known as fixed-point and cyclic attractors, respectively. Kauff-
man [13] proposed that the attractors of BNs could represent the experimentally
observed gene expression patterns or configurations that characterize different cell
types in biological systems. Usually, when the attractors do not coincide with the re-
ported multigene activation configurations, it is assumed that there are some missing
nodes or interactions.

In BNs the number of possible BFs of a node increase as a double exponential
function (22i where i represents the number of inputs). Thus, the number of possi-
ble BFs describing a BN quickly exploits, making impossible to test all the possi-
bilities. However, not all BFs are biologically meaningful [17]. Moreover, the use
experimental information could greatly reduce the number of BFs to tests. Hence, a
set of procedures that allow us to generate only biologically meaningful BFs that at
the same time do not contradict previous experimental information, could help us to
generate a reduced number of BFs to test which should be experimentally testable.
We developed here a set of procedures capable to do this.

Recently we developed a Boolean GRN of the root stem-cell niche (RSCN) [4].
Our study revealed that the inferred RSCN GRN still lacks some important informa-
tion because the set of expected attractors did not coincide with the set of expected
attractors. In order to test the utility of our procedures, we use them to generate
the BFs of all possible missing interactions of the RSCN GRN. We analyze the ef-
fect in the set of attractors of including one by one each BF. Then, we examined
in further detail the BFs whose inclusion allowed us to recover the attractors ob-
served experimentally. Our procedures narrowed down the nature and number of
missing interactions in the RSCN GRN, produce biologically meaningful BF that
did not contradicted experimentally reported data and produced testable prediction.
Importantly, the procedures are general enough to be used in any BN, thus making
it suitable to explore more generic theoretical questions.
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Fig. 67.1 Truth tables with
examples of the procedures.
In (a) two examples of a
target gene (TGEN) whose
expression is independent of
its regulatory gene (RGEN1).
As observed, TGEN value
remains constant despite the
expression value of its
RGEN1. In (b) TGEN is
negatively regulated by
RGEN2 in the first pair of
rows of the truth table, and
positively in the second pair
of rows of the truth tables. In
(c) is highlighted how a
loss-of-function mutant of
RGEN1 may be represented
in a single line of the truth
table (enclosed in purple),
while a yeast two hybrid
analysis with a chromatin
immunoprecipitation is
represented by the whole
truth table (enclosed in grey)

67.2 Methods

67.2.1 Procedures

We designed a set of procedures that omitted the generation of BFs in which: (1) one
or more of the regulatory genes did not have any influence over the regulated gene,
(2) the proposed Boolean function was not consistent with experimentally reported
data, or (3) a gene could act as both a positive and negative regulator under different
conditions. Is important to note that genes with positive and negative activity have
been reported, however, they appear to be rare in biomolecular systems.

When a regulatory gene does not affect its target gene value, the expression value
of the target gene must remain unchanged despite the expression value of the regu-
latory gene (Fig. 67.1(a)). When a regulatory gene acts as a positive and a negative
regulator of its target gene, the expression value of the target gene must pass from
0 to 1 under some conditions when the regulatory gene changes from 0 to 1, and
the expression value of the target gene must pass from 1 to 0 under other conditions
when the regulatory gene changes from 0 to 1 (Fig. 67.1(b)). Finally, maintaining
consistency with experimental data is more complicated and requires several proce-
dures that depend on the quality and quantity of information available. For example,
some experiments, like loss-of-function mutants, provide information that is rep-
resented in a single row of a BFs’ truth table, while other, like a combination of
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a yeast two hybrid analysis with a chromatin immunoprecipitation can provide in-
formation that is represented with the complete truth table of a BFs (Fig. 67.1(c)).
Thus, we designed four different procedures that allow us to maintain consistency
with experimental information when: (1) the information is represented by single
row in the BFs’ truth tables, (2) to maintain the sign of regulation (positive or nega-
tive) of a regulatory gene, (3) to maintain regulatory genes interactions (e.g., dimer
formations) and (4) when the experimental information is represented by the whole
BFs.

To test the utility of the procedure we designed an algorithm to use them in a real
GRN. Our algorithm generated the BFs of all possible missing interaction in a GRN
and then test the effect of including one by one each BF on the set of attractors.
The interaction that most improved the model was incorporated into the model, and
then this new model was tested in the same way. The criteria to asses if the addition
of a regulatory interaction was an improvement are, in order of relevance: (1) the
number of expected attractors obtained, (2) the number of non-expected attractors
obtained, and (3) the number of total fixed-point attractors in the model. If more than
one interaction equally improved the model, one of them was randomly selected and
added to the BN model. After the inclusion of an interaction, we continued adding
interactions with the same criteria until: (1) the model reached only the expected
attractors, or (2) the inclusion of three consecutive interactions did not improve the
model by increasing the number of expected attractors obtained, or reducing the
number of non-expected attractors.

67.3 Results

To test our procedures we updated the RSCN GRN [4]. Because the objective of
this research was to detect missing interactions, to update the GRN first we omitted
the interactions predicted by our previous work. Then, even though it is well docu-
mented that PLT genes are essential for RSCN maintenance [8], we removed them,
since PLT genes acted only as an output node in the model. Third, we included in
the updated version of the model nodes for miRNA165/6, the transcription factor
PHABULOSA (PHB), and the receptor kinase ACR4 [5, 18]. Fourth, because the
auxin signaling pathway describe a unidirectional pathway we were able to reduced
it to only two nodes. Fifth, we included novel regulatory interactions reported in
the literature [15, 16]. Also, because our model does not incorporate space explic-
itly, to simulate molecular diffusion, we include a positive self-regulatory edge in
nodes whose products diffuse (i.e. SHR, CLE, and miRNA165/6) (Fig. 67.2). Fi-
nally, some nodes in the network already have four inputs, and the addition of a 5th
regulator over any node would be computationally very demanding, since the num-
ber of possible BFs increases from ≈ 6.5× 104 to ≈ 4× 109. For this reason, we
created intermediary nodes that integrate the influence of two regulators over any
gene with 4 regulators. For instance, WOX5 expression is repressed when CLE40
is perceived by the membrane receptor ACR4. Because WOX5 had 4 regulators, we
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Fig. 67.2 The updated RSCN GRN with predicted missing interactions. RSCN GRN with pre-
dicted missing interactions. For clarity intermediary nodes were not included here. Pink, green
and blue edges are the three predicted interactions required to recover the expected attractors, and
are grouped according to the nodes functions. Blue edges are always a regulation over PHB. The
pink edge is a positive regulation of MGP over JKD. The green edges are always a regulation over
WOX5. The doted green edge can be a negative or a positive regulation of WOX5 over itself

Table 67.1 Expected attractors

CT/G SHR miR JKD MGP PHB SCR IAA A/I WOX CLE ACR

CVC 1 0 0 0 1 0 0 1 0 0 0

PVC 1 1 0 0 0 0 0 1 0 0 0

End 1 1 1 1 0 1 0 1 0 0 0

Cor 0 1 1 0 0 0 0 1 0 0 0

LCC 0 0 0 0 0 0 1 0 0 1 1

VI 1 1 0 0 0 0 1 0 0 0 0

CEI 1 1 1 1 0 1 1 0 0 0 0

CLEI 0 1 0 0 0 0 1 0 0 1 1

QC 1 1 1 0 0 1 1 0 1 0 0

CT = Cell type, G = Gene, CVC = Central Vascular cells, PVC = Periferal vascular cells,
End = Endodermis, Cor = Cortex, LCC = Lateral root-cap and columella cells, VI = Vascu-
lar initials, CEI = Cortex-endodermis initials, CLEI = Columella and lateral root-cap-epidermis
initials, QC = Quiescent center, miR = miRNA165/6, IAA = Auxin, A/I = Aux/IAA, WOX =
WOX5, CLE = CLE40 and ACR = ACR4

reduced CLE40 and ACR4 activity to a single node. This strategy allows for the
exhaustive testing of BFs.

Based on available experimental data we expected 9 fixed-point attractors (Ta-
ble 67.1). Some attractors represented more than one cell type due to lack of ex-
perimental information that is still required to distinguish among them (Fig. 67.3).
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Fig. 67.3 The A. thaliana root tip and RSCN. Here, the expected attractors, which characterize
each cell type stable gene configuration, are distinguished with different colors. As observed, some
of the expected attractors represent more than one cellular type. QC = Quiescent center; END =
Endodermis; VI = Vascular initials; CEI = Cortex-endodermis initials; COR = Cortex; PVC =
Peripheral vascular cells; CLEI= Collumela-epidermis-lateral-root-cap initials; LCC= Collumela
and lateral root cap; CVC = Central vascular cells

The BN model was not able to recover the expected attractors showed in Table 67.1.
Thus, we algorithm to test our procedures utility with this GRN 10 times, ending
with 10 different models that predicted different putative interactions. Finally, we
analyzed the biological significance of the included interactions.

With the RSCN GRN model based exclusively on experimental information, we
obtained 7 of the 9 expected attractors, 21 attractors without meaning in the RSCN
context, and 4 cyclic attractors. Hence, as explained above, we included all possible
interactions and their associated Boolean functions one by one, then we selected
those changes that improved the consistency between the model and the experimen-
tal data. The inclusion of three types of interactions was sufficient to recover the
expected attractors. However, the addition of these interactions did not eliminate
cyclic attractors nor attractors without meaning in the RSCN context. In fact, the
inclusion of these three interactions always increased the number of cyclic and/or
unexpected attractors.

Interestingly, the three interactions mentioned above were functionally similar in
the 10 replicas of the search process (Fig. 67.2). The first interaction is a regula-
tion that restricts PHB expression domain to the vascular cells. This regulation was
accomplished through positive regulation by those nodes with a similar expression
domain (e.g. SHR) or through negative regulation by those genes with a comple-
mentary expression pattern (e.g. CLE and ACR4). Biologically, we believe that the
likely regulator of PHB is a member of the KANADI (KAN) gene family. KAN genes
were not included in this GRN model, because no connections with any node of the
RSCN GRN in the root has been described yet, but KAN have antagonistic roles
with PHB in the shoot and have a complementary expression pattern with PHB in
the root [11, 12]. The second interaction is a WOX5 self-regulatory loop. WOX5
loop could be direct or indirect, and positive or negative (Figure 67.2). Interestingly,
there is some experimental and theoretical evidence suggesting the existence of this
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loop through the auxin signaling pathway [4, 9]. The third interaction is a positive
regulation of MAGPIE (MGP) over JACKDAW (JKD). This is contrary to the pro-
posed antagonistic relation between JKD and MGP through a negative regulation of
MGP over JKD [19]. The interplay between JKD, MGP, SCR and SHR is complex
[16, 19] and there is no consensus on its mechanism. Our simulations suggest that
it is necessary to consider other possible regulatory mechanisms.

After the inclusion of 11 to 15 interactions, the performance of the resulting GRN
models no longer improved. After this point, almost all models reduced both the
number of cyclic and biologically meaningless attractors to 3. Interestingly, some
interactions were present in several of the 10 final models. Specifically, the most
common interactions were: (1) inhibition of SHR, (2) activation of SHR by PHB,
(3) negative regulation of PHB over auxin, and (4) negative regulation of Aux/IAA
or SHR over CLE. Our results emphasize the lack of data concerning the regulation
of key nodes of the RSCN GRN. Unraveling how these genes are regulated will be
fundamental to our understanding of how the RSCN is maintained.

As expected, the use of our procedures producer only experimentally testable
predictions that did not contradicted previously reported experimental data. The
procedures were capable to greatly reduce the number of BFs of putative miss-
ing interactions. For example, to predict the first putative missing interactions, sing
our procedures we only tested ∼ 3000 out of ≈ 8× 109 possible BFs. Anyhow, to
produce each of the RSCN GRN that recovered the expected attractors, we needed
to test around 100000 BFs, which is a highly demanding computational process.
Moreover, if we consider that the number of BFs increase as a double exponential
function, there is still an important constrain that needs to be tackled in the future.

67.4 Conclusion

In GRNs it is possible to test the effect of adding or modifying all possible interac-
tions. However, even for small BNs, the number of possible BFs is overwhelming.
Nonetheless, we presented in this work a set of procedures to reduce the number of
BFs of putative missing interactions. Our procedures produce only experimentally
testable BFs that do not contradict experimental data. To systematically predict pos-
sible missing interactions, and we have applied our procedures to the A. thaliana
RSCN GRN. Importantly, the procedures were capable to greatly reduce the num-
ber of BFs generated. However the total reduction is dependent on the quality of the
experimental information and because the number BFs of a node increase as a dou-
ble exponential function, its utility is constrained for network with low connectivity.

For the specific case of the RSCN GRN we could not recover a network topol-
ogy that yielded the observed configurations alone, without additional unobserved
attractors. However, our work provides important predictions concerning additional
interactions and a novel RSCN GRN architecture that could be experimentally
tested. One limitation of this approach is the fact that additional missing nodes may
be required to recover the observed set of configurations without unobserved ones.
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Interestingly, some of the genes involved in RSCN maintenance are also involved
in other aspects of plant development such as epidermis differentiation [10] and
vascular development [20]. This challenges the stem cell pedigree idea, and as pro-
posed before, suggests that the stem cell state is not independent of the local cellular
micro-environments characteristic of the stem cell niche [14].

We believe our method would be improved by its incorporation into an exis-
tent dynamical network analyzer (e.g. [3]). Another possible improvement for our
methodology would be the inclusion of a genetic algorithm, which would allow us
to search for additional missing interactions. Given that the methodology used in
this study is very general, we believe that this kind of exploration could help guide
experimental research of any system amenable to BN analyses, as well as theoretical
questions. For instance, this methodology can be used to study the constraints that a
given network topology imposes on attractor evolvability.
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Chapter 68
Can Hermit Crabs Perceive Affordance
for Aperture Crossing?

Kohei Sonoda, Toru Moriyama, Akira Asakura, Nobuhiro Furuyama,
and Yukio-P. Gunji

Abstract An animal’s perception of its body size is modified when it adapts its
body to changes in a complex environment. This ability is essential for animals that
use tools or cross apertures. Here, we show that terrestrial hermit crabs, Coenobita
rugosus, which frequently change shells, can perceive the width of the aperture to
be crossed, dependent on the shape of their shells. Hermit crabs walked in a corridor
that had two different size apertures; most of the crabs with a large shell did not cross
the narrow aperture, indicating an awareness of aperture width. Moreover, most of
the crabs with a small shell with an attachment did not select the narrow aperture,
either. These results are the first demonstration of animals perceiving affordance
while carrying objects.

Keywords Body · Hermit crab · Tool use · Affordance · Aperture crossing

68.1 Introduction

Animals must perceive an extended body when they use tools [1–4]. This idea has
been tested in humans in aperture crossing tasks involving hand-held objects [5].
In the experiments, participants judged whether they would be able to carry an ob-
ject through an aperture of a particular size by perceiving its width. They can also
perceive the width of the object by utilizing its inertial variables while wielding it.
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Fig. 68.1 Crab with
extension; Scale bar, 1 cm

People in wheelchairs or drivers of automobiles can perceive the width of objects
and the affordance needed for aperture crossing [6, 7]. In the case of driving a car,
this sense, called “car body sense”, enables us to conjecture what the distance is
between, say, a street gutter and the car. In this sense, we can also feel when we
have come close to scratching the car against a wall or other car. A human driver
can gain car body sense during the early stages of learning to drive. Thereafter, the
driver can easily control cars that differ in size. We can therefore assert that the body
image, as typified by car body sense, can be extended, reduced or changed so that
the driver can adapt to a variety of individual cars. Therefore, the user of a machine
is assumed to assimilate his/her own specific position relative to that of the machine.
The user gains the knowledge of the width and the length of the machine without
the experience of a crash that reveals the true dimensions.

Here, we replace the situation of a user and a machine with a hermit crab, Coeno-
bita rugosus, and its gastropod shell. Hermit crabs often change shells of various
shapes and sizes [8–10]; some marine species also attach sea anemones to their
shells [11]. The hermit crab must then adjust to each new shell and/or anemone.
This adjustment provides a simple model for investigating the dynamical relation-
ship between a new component and the whole body size perception in non-human
subjects. We tested this idea by attaching new small shells to the shells of terrestrial
hermit crabs and assessing their ability to perceive affordance for aperture crossing.

68.2 Materials and Methods

Small Coenobita rugosus, in Nerita Linnaeus shells (major axis length of 20–
40 mm), were collected from Iriomote Island (Uehara, Taketomi-cho, Yaeyama-gun,
Okinawa), in August 2011. Specimens were collected at a rate of about 20 a day and
kept in plastic containers, fed ad libitum on popcorn and water and left in isolation
at 28 °C for 24 hours. We attached small Neritidae shells to some shells with instant
glue mixed with sea sand (Fig. 68.1). The experiments were recorded using a video
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Fig. 68.2 Corridor (left) and
apertures (right) for the
experiments: SA, starting
area; W, wide aperture and N,
narrow

Table 68.1 Results of
experiment 1 Wide Narrow

Small 11 9
Big 19 1

camera (HDC-TM700, Panasonic). The camera was placed horizontally 1 m above
the course.

The corridor was 10 cm long, 10 cm wide, and 5 cm high, and had a center
partition that had two apertures and a starting area (Fig. 68.2). The two apertures
were shuffled according to a coin toss in each trial. In experiment 1, the shell was
unmodified. In experiment 2, three small shells were attached to each crab’s shell.
The attached shells were 0.6–0.9 cm height and fixed along the minor axis of each
crab’s shell (Fig. 68.1). The crabs were held in a plastic container for 10 minutes
after the attachment.

Crabs of both sexes were used, (n= 45: 26 males; 19 females), and sex did not
affect the behavior in the experiments. In the experiments, we divided the crabs into
two groups according to crab’s body size. Big crabs with their original shells could
not pass through the narrow aperture and small crabs could pass the narrow aper-
ture. Twenty small crabs and twenty big crabs were used in experiment 1 and five
small crabs in experiment 2. Each crab was not pre-trained and only participated
in a single trial. We counted which aperture each crab passed through (Fig. 68.2).
We did not use data from trials in which the crab moved within 3 seconds of the
start. Furthermore, we did not evaluate cases in which crabs touched the external
walls (except those in the start area) with body parts such as antennae or legs before
passing through the aperture. Each crab could move freely in any direction until it
passed through either aperture. We counted only the first trial in the suitable manner
for each crab. If the crab did not start, the trial was canceled. We compared the num-
ber of passages with Fisher’s exact test in experiment 1 with an alpha level of 0.05.

68.3 Results

In experiment 1, with no extension, the number of passages through the wide aper-
ture by big crabs (19/20) was greater than the number of passages by small crabs
(11/20) (p = 0.00836; Table 68.1). Thus, the crab’s original body size affected its
aperture crossing behavior.
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Before experiment 2, crabs were held in a plastic container for 10 minutes after
attaching the new shell. In the experiment with extension, most of the small crabs
did not select the narrow aperture. Some crabs approached the narrow aperture, but
ended up with the wide aperture.

68.4 Discussion

Without extended shells, the rate of crossing the wide aperture for big crabs was
greater than that for small crabs (Table 68.1), showing that crabs preferred the wide
aperture when they could not cross the narrow aperture with their shells. With ex-
tended shells, all crabs crossed the wide aperture even if their original size was
small. In particular, some crabs with extensions changed direction to the wide aper-
ture on their way to the narrow aperture. Therefore, the crabs appeared to detect the
width of the apertures relative to the width of their extended shells.

Hermit crabs depend on empty gastropod shells and gather information about
shells [8–10]. They can attach an anemone to their shells for the sake of balance
[11]. When the shell was extended, its weight and gravity center changed. However,
the crabs quickly managed to balance the shell presumably by altering their leg
positions and posture within the shell. They also managed to balance asymmetric
plastic plate attachments [12]. Through these adjustments of balance, the crabs may
be able to detect the width of their body and compare it with the width of the aperture
before crossing. This is similar to the perceptions observed by humans wielding
objects or controlling machines [5–7]. In the present study, we have shown that
hermit crabs can rapidly embody extended shells and obtain adequate perceptions
for crossing through apertures.
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Chapter 69
A Framework for Scalable Cognition

Towards the Implementation of Global Brain Models

David R. Weinbaum

Abstract The human brain is still the most competent problem solving system we
know. However, as a biological construct, it is impossible to expand because of many
developmental constraints such as its confinement to the cranium. How can we cre-
ate a general problem solving system inspired by the brain but not so constrained?
In functional terms, how can we scale up cognition? We introduce a framework
for scalable cognition, where complex cognitive functions emerge from coordinated
coalitions of simple cognitive agents. This is a step towards the Global Brain, a scal-
able intelligent system with the potential ability to tackle planetary level challenges
and beyond.

Keywords Attention · Cognition · Coalition · Challenge · Cognitive · Agent ·
Cooperation · Emergence · Global brain · Influence · Relevance · Scalable
cognition · Self-organization

69.1 Introduction—Brains and the Global Brain

This paper aims to introduce a conceptual framework for a scalable model of a brain.
In biology, a brain is an organ that evolved as a specialized means of survival [1].
The brain’s general function can be summarized as the 3C function, namely: the
combined Communication, Command, and Control functions of a complex organ-
ism. Brain, the central nervous system of an organism, also became a metaphor to
the 3C structure of systems in general but more in specific of autonomous agents,
that is, systems capable of purposeful autonomous behavior. The general investiga-
tion of brains as complex control structures falls under the disciplines of general
system theory and cybernetics on one hand and cognitive science on the other hand
[1, 26].

Our work is based on a fundamental premise inspired by knowledge of biological
systems: complex control structures emerge from the coordinated interaction of sim-
ple control structures to create hierarchies of control [13]. For example: populations
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of cells organize into multi cellular organisms that in turn organize into societies,
hives, schools and other super-organism formations. The emergence of a new level
of control is called a meta-system transition (MST) [28, 29] because it brings forth a
new kind of autonomous agency. It is our working assumption that the emergence of
control hierarchies [25] and subsequent metasystem transitions is, under the proper
conditions, a scalable process bound only by physical constraints such as the avail-
ability of matter/energy or the speed of light. A scalable model of brains aims to
provide a viable theoretical framework of how highly complex control structures
emerge in populations of relatively simple interacting agents and what are the nec-
essary conditions and specific mechanisms that may bring about such emergence.
Our primary subject matter is therefore the scaling up of cognition as a viable means
to achieve the emergence of the Global Brain.

A Global Brain is the projected product of the next meta-system transition of
life on planet earth and possibly beyond [14–17, 21]. Such transition will be the
outcome of the emergence of a new control structure from the coordinated interac-
tions of human and machine agents (and possibly other biological agents as well)
mediated by the internet. The Global Brain will facilitate communication, control
and command on the planetary level and will be in fact a new kind of autonomous
agency with as yet unpredictable intelligent competences.

It is argued that the prospect of the emergence of a Global Brain as an open
ended system capable of demonstrating general intelligence depends on realizing
a scalable cognitive process. We describe an agent based framework for scalable
cognition by first defining cognition as the combination of two selective processes:
Selection for relevance (attention mechanism) and selection for effective action (in-
tention mechanism). These selective processes are context sensitive and operate on
events that mediate differences in the state of the agent’s environment. The struc-
ture of cognitive agents and the relevant structure of the environment co-define each
other and therefore co-emerge.

Our framework suggests that the scaling up of the cognitive process is realizable
by embedding in agents the tendency to form cooperative coalitions. Every such
coalition is in fact a super-agent constructed from simpler constituent agents oper-
ating together in a collective cognitive process. Coalitions are self-similar dynamic
structures formed and dismantled according to their relevance.

The relevance and ‘survivability’ of a coalition depends: (1) The existence of
sufficient triggers from the environment to which they respond effectively according
to a context sensitive set of criteria. (2) The extent by which they influence other
coalitions and participate in higher level coalitions. (3) A decay factor that basically
implements the tendency of coalitions to disintegrate and release resources if not
used for a long time.

The concept of challenge [18] is defined in our framework as designating the
context sensitive items of relevance that are selected by the attention mechanism of
agents and suggest the selection of an appropriate action. These items are analogous
to the items ‘brought to consciousness’ in Baars’ global workspace theory [2, 3]. As
attention is spreading among agents, it recruits their resources to a coordinated ac-
tion. We say that challenges propagate within the population of agents along paths of
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influence that together form a network of influence. The propagation of challenges is
analogous, in many aspects, to the monetary flow in a market system. This is based
on the understanding that the currency of influence ‘buys’ the attention of the agent
which is necessary for mobilizing them to action. While attention represents the
value of the agent’s actions, its (successful) actions, in turn, gain influence that can
buy the attention of other agents. Finally, central to our framework, is the concept
of vertical propagation of challenges. Vertical propagation is associated with the
emergence of higher scales of cognitive processing and takes place as challenges at
a certain level are combined through the interactions of agents to a challenge at a
higher level of cognition.

The ultimate test of implementing the framework is the demonstration of gen-
eral intelligence i.e. the spontaneous discovery of problems in the environment and
the emergence of specific problem solving capabilities without the guidance of a
designer. This is of course a very hard problem to begin with but this paper makes
some conceptual headway in figuring how to get there.

69.2 Cognitive Agents

A cognitive agent is an agent characterized by displaying cognitive activity. Cog-
nitive activity in the broadest sense may be defined as a non-trivial derivation of
actions in response to events in the agent’s environment [10, 11]. Non-trivial here
means that the derivation of actions is influenced by the environment, by the situa-
tion of the agent and follows a goal or a fitness criteria. Cognitive activity may also
include adaptation/learning of future derivations of actions based on the success or
failure of previous actions.

Generally, an event is any difference in the environment that affects the situation
of at least one agent. An action is any effect an agent may produce in its environ-
ment. Actions therefore produce events in the environment. An agent is identified
by the events that affect it, by the events it is capable to produce and by the manner
the latter are associated with the first. Of course the manner of association encodes a
semantic structure; though it may include random or probabilistic elements, it can-
not be entirely random. In other words, an agent must have structure. Similarly, the
environment of the agent must have some structure otherwise there is no meaning-
ful way for the agent to associate its actions to events since an environment without
structure will necessarily respond randomly to the agent’s actions. The realization
of cognitive activity must assume a structural coupling [20] between the agent and
the environment. Such coupling has consequences on the dynamic structures of both
the agent and the environment.

A simple yet a very general working definition of cognition can be given now:
cognition is the iterative coordinated processes of:

1. Selecting from the incoming stream of events which events are relevant and
which are not. Relevance need not necessarily be a binary value. Events can be
prioritized with varying levels of relevance according to the selection mechanism
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involved. The mechanism responsible for selection for relevance will be referred
from here on as the attention mechanism. Attention as an elementary cognitive
function is exactly the singling out of relevance.

2. Given the current (most) relevant event, selecting from the available options of
response what is the most effective action to execute next. An action may produce
an event, change the agent’s state or do nothing. The mechanism responsible
for selection for effective action will be referred from here on as the intention
mechanism. Intention as an elementary cognitive function is exactly the singling
out of action.

According to this working definition cognition is basically a selective process. Im-
plicit in this definition is that selection is made according to some set of criteria and
possibly according to an internal state that encodes goals, drives, representations
of the environment, memory of past interactions, predictions of future events and
more. These implicit elements constitute together what may be called the context of
the cognitive process. In the absence of context there is no cognition. Relevance, the
mark of the agent’s intelligent interaction with its environment is context sensitive.
It is the agent’s dynamic situation which guides its cognitive activity. Consequently
the agent’s own actions affect its situation closing a cybernetic loop through the
environment.

69.3 A Framework for Scalable Cognition

The working definition of cognition suggested above is inspired by Bernard Baars’
global workspace theory of consciousness [2, 3] and Stan Franklin’s application of
the theory in his work on the ontology of cognition [9, 10] and artificial minds [8].
Yet, our definition aims to highlight different aspects of the cognitive process in or-
der to prepare the ground for a scalable framework for cognition. In essence, the
global workspace model of consciousness operates as follows: many highly spe-
cialist and relatively simple cognitive functional modules are working in parallel,
processing incoming information and competing on grabbing the central stage of
the agent’s cognitive process. Once an item of information wins the competition it
is globally broadcast to all modules, recruiting a great portion of the computational
resources of the agent to further attend to the relevant piece of information while
other items are being suppressed. This grabbing of the central stage means the item
was ‘brought to consciousness’. But the glory of each such item is fleeting as im-
portance decays in time and soon the whole sequence of competition, and global
broadcast repeats itself.

Our starting point is fundamentally different. First, it is synthetic and not analytic
i.e. it does not aim to explain an existing system (i.e. human cognition) but to con-
struct a general framework for an artificial cognitive process. There is no a priori
given shape to the system. In fact we aim for open ended emergence of complex
cognitive functions. Second, as we aim to describe a scalable cognitive process, we
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need to address structures which are self-similar at various scales. This is not a re-
quirement of the global workspace model. Third, our framework aims to describe
cognition as distributed within a diverse population of agents, while the original
global workspace model, though utilizing massive parallelism at early stages, ba-
sically converges to a single stream of processing—the stream of functional con-
sciousness.

We adapt from the global workspace model the basic idea that the selection for
relevance executed by the attention mechanism is the key for accessing resources in
cognition. The simple competition and global broadcast model in Baars’ model is re-
placed by a more general concept of ad hoc workspaces called coalitions. Coalitions
are groups of interacting agents analogous to Baars’ specialized modules. A coali-
tion implies coordination and sharing of information among its participants that fa-
cilitates a collective cognitive function i.e. specialized selection for relevance (atten-
tion) and specialized selection for action (intention) preformed collectively. Coali-
tions are consolidated by means of spreading activation and are constituted from the
resources and know-how of the participating agents. Coalitions are a product of self-
organization within populations of interacting agents and possess emergent capabil-
ities. In this self-organizing process items of relevance and the coalitions that attend
to them co-emerge. This is reminiscent of the way bacteria colonies coordinate feats
of collective cognition [4–6]. In our global brain framework the workspace(s) from
which actions ensue will always be multiple, distributed and dynamic. The frame-
work will not be confined anymore to the constraints imposed by how brains evolved
and developed in higher animals with central nervous system.

With this framework we aim to achieve the following characteristics:

Scalability: Hierarchies of agents that emerge from populations of simpler agents.
Plasticity: The tendency to consolidate coalitions is balanced by the freedom of

every agent to form ad hoc opportunistic coalitions and the ‘forgetting’ of infre-
quent coalitions.

Self-organization: No top-down design is involved. The self-organizing nature of
distributed cognitive activity is actually necessary to allow any kind of general
problem solving capability. Also, such system is highly adaptive: if the nature
of the environment changes radically, the consolidated coalitions that are not
relevant will tend to fade out and new coalitions will consolidate in response to
the new conditions.

Heterogeneity: Agents of different kinds and function are capable of interaction and
coordination.

The realization of such a framework involves of course many difficult problems but
its basic prospects of success involve finding solutions for two conceptual problems:
(1) How to realize a general mechanism of attention? And (2) How to realize a
scalable version of the mechanism in 1? I.e. how groups of simple cognitive agents
align their local attention mechanisms into the collective attention1 of the group?

1For example: the touch, the scent and sight of a flower are communicated via different agencies. To
construct a concept of ‘flower’ these agencies must somehow interact and exchange information.
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69.4 The Distributed Attention Mechanism and Propagation of
Challenges

According to the challenge propagation paradigm [18], a challenge is any event that
invites an agent to act. A difference in sugar gradient for a bacteria, the sight of a
predator for a deer, the ring of a telephone for someone waiting for an important call,
a significant continuous increase in human produced greenhouse effecting the global
climate (for whom is this a challenge?), these are all events that can be considered as
challenges. It is clear that a challenge must be a challenge for someone or something
and therefore not every event is automatically a challenge. For an event to become
a challenge it is necessary that it will be selected by an agent to be acted upon. An
event may be a challenge for one agent and not for another. Similarly an event may
be a challenge for an agent at a given point in time and not be a challenge for it at
another point etc. Events that are challenges at a given scale (bacterial) are not even
registered at other scales (human).

The concept of challenge clearly fits the framework developed above. We pro-
pose that challenges are the products of attention mechanisms. As such, a challenge
is an item of relevance; it is not a mere difference, not even a difference that merely
triggers an action. A challenge is the bringing forth of a context sensitive relevance
which sets the ground for the selection of action. The notion of challenge is quite
abstract: agents need not have the same goals or the same attention discrimination
(what they decide to be relevant) in order to respond to challenges in a coopera-
tive manner or even coordinated manner. Yet if challenges are context sensitive and
therefore particular to an agent, how are we to understand the notion of the propa-
gation of challenges among agents?

69.4.1 Influence Networks (Horizontal Propagation)

We first consider the meaning of propagation of challenges between two agents. We
define the concept of influence as follows: given a network of interacting agents, let
us consider two distinct cognitive agents A and B. We will say that B is influenced
by A if and only if the selection of items of relevance at the locality of agent B are
caused, directly or indirectly, by the actions of agent A.

In a population of interacting cognitive agents, we can conceive of deriving an
influence network [12, 19] that represents how challenges are propagated among
agents. In terms of attention mechanism, the influence network embeds the infor-
mation of how local challenges may or may not propagate among agents to produce
widespread or global items of relevance. In other words, it may indicate trends of in-
terest and relevance that characterize the attention dynamics of the whole population
(see also [22, Chap. 8: Influence Networks]).

For another important example see [24] describing a decision making process in swarms where the
relevant information is distributed among many agents.
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Influence precisely means what events attract the attention of agents and conse-
quently recruit their resources towards action. It seems that in the large picture, the
flow of influence is highly predictive (and instructive) to the flow of resources and
actions. Agents can adapt their attention mechanisms and/or their intention mech-
anisms, and base such adaptations on the information embedded in the influence
network. Conceivably such adaptations may increase cognitive fitness.

To achieve a global increase of cognitive fitness, we need to assume that cogni-
tive agents operate with tendency to regulate the usage of their own resources (self-
preservation), and the resources available in their environment (exploiting other
agents’ resources). Such regulative activity can be modeled as economic activity
in an economic system.2 In such system actions are products, attention represents
the value of the agent’s actions (i.e. its products) and influence is the money. The
higher the attention threshold, the more difficult it is to mobilize the agent to ac-
tion. Agents engage in ‘bidding’ on the attention of other agents in order to ‘buy’
their attention and by that mobilize them to action but for that they need enough
influence at their disposal to gain such attention. An agent gains influence (money)
by effective action. It can be said therefore that influence as money buys actions as
products and actions gain influence to the agents that produces them. The relations
between influence and attention (representing action value) can define the economic
dynamics of such economic model.

69.4.2 Vertical Propagation

In vertical propagation of challenges we mean to indicate a process by which one or
more challenges bring about the emergence of a compound higher scale challenge
which is attended by the coordinated attention mechanism of many agents. Since
every challenge is the outcome of selection for relevance by an agent, vertical prop-
agation is a concept dealing with how local items of relevance may coalesce into a
global item of relevance within a group of interacting cognitive agents. In our frame-
work, vertical propagation is the first stage of the formation and the consolidation
of a coalition of agents and the coordination of their actions. Vertical propagation
is therefore critical to the whole framework of scalable cognition. Clearly, vertical
propagation must be facilitated by influence networks. It is the flow of influence
among agents that may result in their coordinated activity which is necessary for
vertical propagation. Two compelling examples of actual mechanisms of vertical
propagation are quorum sensing [23, 24] and stigmergy [27] both appear primarily
in populations of micro-organisms and social insects but can also arise in popula-
tions of higher animals.

A complementary aspect of vertical propagation exists in the way that already
established coalitions activate their constituent agents and recruit their resources

2The general idea of attention as a commodity that needs to be managed appears in [7], though in
a much more specific and business oriented context.
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towards a shared goal. Such activation can recruit an agent even if it was not directly
activated by an event from the environment. In contrast to the bottom-up propagation
described above, this is a top-down propagation from the super-agent to the agents
that constitute it. Notice that there is no specific activating entity, but an emergent
mutual activation in response to a certain set of events. The emergence of such top-
down control is associated with the above mentioned meta-system transitions.
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Chapter 70
Multi-agent Simulation for Enzyme Kinetics

Viviane Galvão, Rafaela Galante, José G.V. Miranda, and Sandra A. Assis

Abstract In this work we have developed a three-dimensional multi-agent-based
model to investigate the enzyme kinetics. In our model, we have four types of agents:
enzyme, substrate, buffer and product. There are void sites to simulate the mobility
of the molecules. The molecules obey a Maxwell-Boltzmann velocity distribution
and move by using the Moore neighborhood. In our rules, buffer does not change
its state, enzyme can denature, and substrate can cleavage in two products. This
model has been validated with experiments for kinetics of invertase. The model
results reproduce the Michaelis-Menten kinetics. Also, they show that the velocity
of cleavage is related to the initial fraction of substrate, initial fraction of enzyme,
and depend on the temperature.
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70.1 Introduction

Enzymes are biological catalysts that increase the rates of chemical reactions.
A classic enzyme has an active site in which a substrate can bind. The principal
parameters affecting the enzyme performance are substrate and enzyme concentra-
tion, temperature, and pH [1]. For instance, in a well-known degradation reaction,
invertase enzyme (EC 3.2.1.26) can catalyze the sucrose cleavage [2]. Invertase cat-
alyzes the irreversible sucrose cleavage into glucose and fructose. These molecules
are visualized indirectly through the quantity of reducing sugar [1].

Enzymatic reactions are dynamic, but the information about the experiments is
not dynamic due to the large time interval separating observations [1]. A suitable
approach to know the concentration for each type of molecules at any time can be
obtained by the development of computational models. The models developed for
enzyme kinetics are based on differential equations [3], Petri networks [4], lattice
gas [5], and cellular automata [6–10]. However, we can also represent molecules
by using autonomous agents. Additionally, to mimic a more realistic molecular mo-
tion we have developed a three-dimensional multi-agent-based model for enzymatic
reaction including the Maxwell-Boltzmann velocity distribution. Also, we have per-
formed a set of experiments for kinetics of invertase to validate our parameters.

70.2 Computational Model

Our computational model description follows the ODD protocol [11].

70.2.1 Purpose

The aim is to explore the possibility of an agent-based model to simulate the enzyme
kinetics, in silico, giving the exact concentration of the formed products.

70.2.2 State Variables and Scales

The three-dimensional regular lattice consists of a grid with 100× 100× 100 sites.
This lattice possesses periodic boundary conditions and each site can be a void site
or can be occupied by a single agent type. Time and space are discrete and all ac-
tions occur at constant intervals called time steps. In our model, 100 time steps
correspond to the experimental data of 50 minutes. This model includes four dif-
ferent types of agents: enzyme, substrate, buffer and product. The only parameter
is the total number of agents. The quantity of enzyme and buffer is constant during
the simulation. The quantity of buffer is given by the difference between the total
number of agents and the quantity of substrate and enzyme.
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70.2.3 Process Overview and Scheduling

All types of agents have an initial random distribution. Each agent is chosen ran-
domly and moved to void site. These agents have a Maxwell-Boltzmann velocity
distribution and move by using the three-dimensional Moore neighborhood [12].
The inclusion of a velocity distribution is important because the temperature and
denaturation effect can be taken into account. Also, there are molecules groups with
different velocities. Thus, we use the Maxwell-Boltzmann velocity distribution de-
fined as:

Nv = 4πN

(
1

2πT

)3/2

v2e−v2/2T (70.1)

Eq. (70.1) was simplified to represent N molecules with unit mass and the Boltz-
mann constant was set to 1.

70.2.4 Initialization

The spatial distribution pattern of enzyme, substrate and buffer is random. Initially,
the solution does not possess product and enzyme denatured; these agent types only
appears during the time evolution. The temperature and the initial fractions of en-
zyme, substrate and buffer are given by the experimental data.

70.2.5 Submodels

The time evolution is equally run in the complete lattice and it is obtained when the
transition rules are applied to all agents randomly selected. Each agent changes its
state according to a local rule, which depends only on the adjacent neighbors. The
transition rules are uniformly applied to each molecule. A representation to explain
the rules for substrate cleavage and enzyme denaturation is shown in Fig. 70.1.

70.2.6 Experiment

For invertase extraction, 1 g dry yeast cells (S. cerevisiae) was macerated in 30 mL
of ethyl eter and silica. The cells were centrifuged on 10 g × 10 min. The enzyme
purification was done through the application of supernatant on Sephadex G-25 col-
umn and washed with 50 mM acetate buffer (pH 4.5). The elution was done with
flow rate of 2 mL/min. Sucrose hydrolysis was catalyzed by invertase in sodium
acetate buffer (50 mM, pH= 4.5). Reducing sugars were measured according to the
3,5-dinitrosalicylic acid method [13]. Enzyme concentration was measured by the
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Fig. 70.1 Schematic representation of the transition rules for our enzyme kinetics model. The
Moore neighborhood is represented in two-dimensions for clarity. (a) If there is a substrate (S) in
the central site; if there is a Void site (Vs) in the left of the S, and if the site up of the S is an
enzyme (E); the S site changes into product (P) and the Es site changes into another product (P)
[1]. This rule is specific due to the lock and key model of enzyme-substrate interaction. (b) If there
is a S in the central site; if there is an Es in the left of the S, and if the site down of the S is an E;
the S site changes into P and the Es site changes into a P [1]. (c) In the neighborhood of an E; if
there is a molecule with the velocity greater than a maximum velocity at 50 °C, the E changes its
configuration and becomes denaturated (Ed). This occurs because the structure of most enzymes
can unfold by increase of temperature

Bradford method [14]. The effect of substrate concentration was studied by deter-
mining the initial velocities (Vo) at different concentrations. The Michaelis–Menten
constant [15] (kM) and the maximum velocity (Vmax) were determined using the
Lineweaver-Burk method [16]. Average values of triplicates (differing about 5 %)
were calculated.

70.3 Results and Discussion

For each set of parameters, the average value of 20 simulation runs was taken. The
parameters optimization was done by using the fit to our experiment. In the experi-
ment the total volume of solution is 0.75 ml. The quantity of buffer is given by the
difference between the total volume of solution and the quantity invertase and su-
crose. In all experiments, the quantity of sucrose is 0.25 ml. However, we can vary
the molarity of sucrose. The larger molarity of sucrose that we measure was 0.03 M.
Hence, in our computational data, the 0.03 M sucrose corresponds to fraction of su-
crose 0.333, the 0.02 M sucrose corresponds to fraction 0.222 and so forth.

The relation between experimental absorbance (A) and the number of products
(Np) is given by A = αNp , where α represents the dimensional parameter. To de-
termine the α parameter, the experimental value of the absorbance at 50 minutes
was divided by the final quantity of enzyme. Figure 70.2 shows that these values
has a linear behavior. The curve is given by α = βE + γ , where E is the quan-
tity of enzyme (ml), β is the fraction of enzyme affecting the absorbance, and γ is
the fraction of reducing sugar affecting the absorbance. The values of β and γ are
7.8× 10−5 and 2.4× 10−6, respectively, with R2 = 0.999.
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Fig. 70.2 Linear curve to
obtain the α constant

Fig. 70.3 Absorbance as a function of time for different fractions of substrate (S) and enzyme (E).
In the experimental and computational data, temperature (T) is 50 °C, pH is 4.5, and total volume
of solution (VS) is 0.75 ml. In the computational data the fraction of lattice-site occupied (So)
is 0.6. (a) Substrate stability. In this experiment we use E = 0.05 ml; then, in the simulation we
use PctE = 0.0666. (b) Enzyme stability. In this experiment we use 0.01 M sucrose; then, in the
simulation we use PctS = 0.111

The absorbance for different time and fractions of enzyme and substrate is shown
in Fig. 70.3. We can observe that the quantity of product formed tends to stabilize
during the time evolution. Also, the larger the concentration of enzyme and substrate
increases, the larger the first absorbance measure. However, our computational data
start on zero because initially the formation of products is not present. Thus, the
larger the time, the better the concordance between computational and experimental
data.

Figure 70.4 shows the Lineweaver-Burk representation of the experimental and
computational data. The experimental vmax and kM are 0.66 µmols min−1 and
0.04 mM, respectively. The computational vmax and kM are 0.79 µmols min−1 and
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Fig. 70.4 Lineweaver-Burk representation of substrate concentration effect on the activity of
enzyme. The initial velocity (V0) is given by µmols min−1. The others parameters used were
I = 0.05 ml, T = 50 °C, pH = 4.5, and VS = 0.75. (a) Experimental data. (b) Computational
data. In this simulation we use S0 = 0.6. (See Fig. 70.3 for the meaning of the labels)

Fig. 70.5 Absorbance as a
function of temperature for
different fractions of
lattice-site occupation. The
others parameters used were
I= 0.05 ml, 0.02 M sucrose,
pH = 4.5, and VS = 0.75.
(See Fig. 70.3 for the
meaning of the labels)

0.07 mM, respectively. The equation y= 0.02x+ 1.52 with R2 = 0.99 was estimate
for the experimental data and y = 0.09x + 1.26 with R2 = 0.99 for the computa-
tional data.

To plot Fig. 70.5, we have obtained the absorbance at 15 minutes of reaction
as a function of temperature for different fractions of lattice-site occupation. The
enzyme exhibited maximum activity at 50 °C and it becomes denatured when the
temperature was superior to 50 °C in both experimental and computational data.
Therefore, the absorbance of reducing sugar increases up to 50 °C and after this
temperature the absorbance decreases due to the invertase denaturation.



70 Multi-agent Simulation for Enzyme Kinetics 575

70.4 Conclusion

We have demonstrated that our model can reproduce some of the useful charac-
teristics of enzyme kinetics. Also, it gives the possibility to know the concentra-
tions of all molecules at each time step. As far as we know this paper presents the
first computational model for enzymatic reaction based on regular lattice that in-
cludes in a three-dimensional lattice, effect of temperature and denaturation. The
inclusion of temperature and denaturation was only possible by using the Maxwell-
Boltzmann velocity distribution. The computational and experimental data were
compared for the evolution of reducing sugar formation, initial velocity and temper-
ature effect, giving a close agreement. The most important is that our results repro-
duce the Michaelis-Menten kinetics and give a good fitting using the Lineweaver-
Burk method.
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Chapter 71
Fast and Accurate Decisions as a Result
of Scale-Free Network Properties in Two
Primate Species

Cédric Sueur, Andrew J. King, Marie Pelé, and Odile Petit

Abstract The influence of particular individuals on others opinions and behaviours
has long been studied by social and political scientists, and it is often suggested
that certain individuals can act as leaders because they are socially connected, and
have more ‘influence’ over others. However, this idea is difficult to test in a real-
world (human or non-human) setting. Here, we present a study that describes the
collective movements of two primate species: Macaca tonkeana and Macaca mu-
latta faced with the decision of when to stop resting and start foraging. We show
that individuals that are central to the group’s social network elicit stronger follower
behaviour and are crucial to the achievement of consensus decisions. This ‘embed-
ded’ leader-follower dynamic improves the efficiency of the decision-making pro-
cess, enabling faster decision times. Our data additionally suggest that a behavioural
rule-of-thumb ‘follow my close affiliate’ can result in the most central individual
leading decisions by virtue of the scale-free properties of the network. This may
allow groups to utilise the knowledge of elder, dominant, or natal individuals (who
are often central in social networks) whilst simultaneously maintaining bonds with
highly social individuals which may bring indirect fitness benefits itself.

Keywords Speed-accuracy trade-off ·Macaca · Eigenvector · Centrality ·
Optimality · Decision-making
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71.1 Introduction

Sociologists and political scientists study the influence of particular individuals on
others opinions and behaviour with the aim of understanding how specific individ-
uals can have a disproportionate influence on group activities and decisions [1].
In non-human animals, certain individuals are similarly observed to steer the be-
haviour of group-mates [2]. In primate societies for example, a few key individuals
‘police’ behavioural interaction [3], initiate changes in behaviour [4], or choose the
direction in which groups travel [5]. The behaviour of these ‘leaders’ confer bene-
fits on all individuals in the group; stabilising within-group behavioural interactions
and maintaining group cohesion [2, 3]. But group-mates can incur short-term costs
by following leaders [5], and when individuals are faced with making a collective
decision, aggregated knowledge is predicted to be superior (in terms of time and
accuracy [6]) to that of a single leader [7, 8]. How such leader-follower social dy-
namics evolve is therefore somewhat of a puzzle.

Researchers investigating spatial associations or behavioural interactions in ani-
mal groups often report that the structure of the social network is ‘scale-free’ mean-
ing that a small proportion of individuals have more numerous and stronger relation-
ships than their group-mates [2, 9]. These individuals can be categorised as ‘central’
to the network by robust network statistics [9]. Such centrality might be correlated to
individuals’ dominance rank, age or number of relatives, and represents the sum of
influences of measurable and non-measurable factors defining an individual [2, 4].
As a consequence, individual centrality offers a useful tool for quantifying the con-
nectivity of an individual within a network, and may be a useful way to quantify an
individual’s social ‘influence’.

We propose that variability in social relationships—that result in highly struc-
tured social networks that display scale-free properties [2, 9]—may offer an expla-
nation for both how, and why, we consistently see specific leaders having a piv-
otal role in determining the activities of primate (and other) groups. We explored
decision-making of two primate species: Macaca tonkeana and Macaca mulatta
when faced with the collective decision to stop resting and begin foraging. It is
known from previous analyses that all individuals can initiate a change in activ-
ity (i.e. make a move) but have varying success in eliciting follower behaviour [4].
Here we show that both Macaca tonkeana and Macaca mulatta social networks are
scale free, and test the hypothesis that central individuals are elevated to leadership
roles, resulting in an efficient decision-making process [2, 6, 10]. Specifically, we
predicted that central individuals would attract a more enthusiastic following when
making an initiation, which would result in group-mates responding to, and joining
an initiation sooner (prediction 1), and thus reducing time taken to reach the deci-
sion to move (prediction 2). If we assume a positive feedback, that is, an individual
will be more likely to initiate a movement the more it is followed, we also expected
to see central individuals making more initiations (prediction 3).
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71.2 Material and Methods

Two study groups, Macaca tonkeana (n = 10), and M. mulatta (n = 15) living in
semi-free ranging conditions at the Center of Primatology, Strasbourg University,
France, were studied for a period of five months. M. tonkeana were studied from
November 2005 to March 2006, and M. mulatta were studied from May 2006 to Au-
gust 2006. Each group lived in a park (fenced field of 0.5 ha) with trees, bushes and
grassy areas. Animals had free access to an inside shelter (20 m2) where commercial
pellets and water were provided ad libitum. Fruit and vegetables were distributed
once a week, outside of observation sessions. Group members used the parkland
in a heterogeneous way and moved collectively between areas devoted to specific
activities. Their environment was thus large enough to study collective movements
as shown in several previous studies on these groups [4, 11].

Prior to, and during collective movements (n = 146, 113 respectively), groups
were observed continuously and simultaneously by two observers. The beginning
of a collective movement was defined by the departure of a single first individual
(initiator or leader) walking more than 10 m in < 40 s. Any individual walking
for more than 5 m in a direction that formed an angle smaller than 45◦ with the
direction of the initiator and within 5 min after its departure was labelled a joiner.
The latency of the first joiner is the lag between the initiator departure and the one of
the first joiner whilst the latency of joining of all participants is the lag between the
initiator departure and the one of the last joiner. Identities of all individuals taking
part in a movement were recorded. For more details of the methods employed, and
operational definitions of terms used, see Sueur and colleagues’ studies [4] and our
supplementary material.

Affiliative relationships among individuals were measured by body contact (ei-
ther grooming or more general body contact) outside of collective movement con-
texts using instantaneous sampling at 5 minute intervals. We collected 298 scans for
M. tonkeana and 219 for M. mulatta. All scans were incorporated in a sociomatrix to
calculate centrality of each group member, and we measured the Eigenvector cen-
trality coefficients with Socprog 2.4 [2, 12]. The distribution of these coefficients
follows a power law in M. tonkeana (curve estimation test: R2 = 0.94, F1,8 =
138, p < 0.0001) and M. mulatta (curve estimation test: R2 = 0.94, F1,9 = 143,
p < 0.0001) showing that networks are scale-free. Graphs of these networks were
drawn with Ucinet 6.0 [13] with positions of individuals on the graph determined
by multi-dimensional scaling [12, 13]. We also assessed dominance in a competitive
foraging situation which was found to be highly linear. Analyses of dominance can
be found in the supplementary material.

To test whether central individuals are elevated to leadership roles in these scale-
free networks, which we hypothesise results in an efficient decision-making pro-
cess, we conducted three Generalized Linear Models (GLMs) with Poisson error
structure. In each GLM we tested whether an individual’s eigenvector centrality co-
efficient was related the number of followers an individual attracted (prediction 1),
the latency of follower behaviour (prediction 2), and to the number of initiations an
individual made (prediction 3). The effect of eigenvector centrality was measured
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Fig. 71.1 Relationship between social network centrality and leadership in (a) M. tonkeana and
(b) M. mulatta. Squares (nodes) correspond to individuals. Links between nodes represent dyadic
social relationships, and the most central individuals are situated at the centre of the graph. The
size of the node represents the number of initiations an individual makes in the context of collective
movements

using z scores and statistical significance assessed by a Wald test. Models and tests
were performed in R 2.12 (R Foundation for Statistical Computing).

71.3 Results

Individuals central to the social network attracted a more enthusiastic following
(i.e. more joiners) when initiating a movement (M. tonkeana, z= 3.79, p= 0.0001,
Fig. 71.1(a); M. mulatta, z= 4.92, p< 0.0001, Fig. 71.1(b)) in support of our first
prediction.

We also found that following a central individual resulted in faster decision times,
reducing both the latency to the first group-mate joining initiator (M. tonkeana,
z = −20.96, p < 0.0001; M. mulatta, z = −4.48, p < 0.0001; Fig. 71.1), and
the latency for all individuals to join the movement (M. tonkeana, z = −10.08,
p< 0.0001, Fig. 71.2(a); M. mulatta, z=−8.59, p< 0.0001; Fig. 71.2(b)) support-
ing our second prediction. Finally, individuals with larger centrality coefficients ini-
tiated more movements (M. tonkeana, z= 4.79, p= 0.0001; M. mulatta, z= 2.68,
p= 0.007, Fig. 71.2), as expected if a positive feedback occurs based on success of
past initiations (prediction three). Overall, our findings suggest that following cen-
tral individuals results in an efficient process (i.e. more individuals agreed with the
initiator) with faster decision times.

71.4 Discussion

The way individual decision-making scales to a decision at the group level is crucial,
since the combined outcome of these decisions will ultimately determine individual
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Fig. 71.2 Mean latency (sec) of all joiners according to the eigenvector centrality of initiator in
(a) M. tonkeana and (b) M. mulatta. The line represents the linear fit

fitness. The mechanisms underlying a decision should therefore be selected to ‘im-
prove’ decisions in terms of the speed taken to reach a decision, and the accuracy
of the outcome [6]. Here, we demonstrate for the first time that the specific leader-
follower dynamics we observed across two macaque species improve the efficiency
of the decision-making process. What is more, this leader-follower dynamic is di-
rectly dependent on the social network properties of the group. This finding mirrors
recent research on homing pigeons (Columbia livia), where a specific hierarchical
structure of leader-follower behaviour appears to be more efficient than an egalitar-
ian structure (i.e. everyone following everyone else) [14].

It is already known that following leaders with advanced knowledge can be bene-
ficial for all members of a group [8, 15]. These knowledgeable individuals are often
elder, dominant, or natal individuals [2, 4, 5], and are also central to social networks
(we do not yet know the causality here) [2, 10]. Thus, we propose that following
central individuals not only results in groups utilising knowledge of elder, dominant,
or natal individuals (which may represent more accurate decisions), but simultane-
ously enables faster decision times, and also allows individuals to maintain social
bonds with popular individuals which may bring indirect fitness benefits [16]. Thus,
following conspecifics which have more numerous and stronger relationships repre-
sents a successful strategy for both leaders and followers. We must also emphasise
that this strategy does not require that individuals know which is the most central or
social individual inside their group. Instead, a straight-forward rule-of-thumb ‘fol-
low my close affiliate’s behaviour’ will result in individuals more often following
the most central individual, by virtue of the scale-free network properties [17]. In
summary, our findings imply that individuals are elevated to leadership roles as a
consequence of the properties of the social network, and this process appears to be
self-reinforcing, since successful individuals initiate more collective movements.

Acknowledgements We are grateful to A. Jacobs for his help on statistics. A.J. King was sup-
ported by a NERC Fellowship.
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Chapter 72
How to Turn an Available Data-Warehouse
into Interactive Visualization Tools
for Stakeholder’s Empowerment

Giuseppe Roccasalva and Andrea Valente

Abstract The essay presents some results of a research work carried out at Poly-
technic of Turin in collaboration with CSI Piemonte (in-house company). CSI
Piemonte offered the data warehouse collected during the last decades for Public
Bodies for different purpose. The objective was to find new data visualization tools
in order to create new exploitation of digital data and possibly new businesses. The
intelligent use of public property information becomes an important player for the
information business, the research activities, for the governance and the democracy.
Mostly, in the field of Business Intelligence becomes increasingly important the
discipline of Data Visualization and this essay tries to translate and widen up some
concepts for other discipline and debates.

Keywords Data driven journalism · Story telling · Community empowerment ·
Big data and data visualization

72.1 Introduction

The research center LAQ-tip (High Quality Lab-Territorial Integrated Project) of
Polytechnic of Turin and CSI Piemonte1 decided to start studding different data
visualization tools (as Gapminder from Google Data Explorer, ManyEyes, Open
eXplorer and Fineo). CSI Piemonte offered to investigate the data warehouse in
order to create new exploitation of digital data. The work started intuitively and
incrementally by testing and questioning the basic and most common data.

1www.csi.it (in-house ICT company of Piedmont Region).
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In order to give a fare picture of the big data it is necessary to start by the avail-
able local data-warehouse. CSI Piemonte manages for its customers 1300 alphanu-
meric databases, 1400 spatial databases and 160 databases to support public policies
of local administrations [1]. The intelligent use of public property information be-
comes an important player for their information business, the research but also for
the democracy and for the governance [3].

72.2 Visualization and Learning

Statistical information are becoming more understandable and accessible in the last
years. “We discover the world through our eyes” says Stephan Few, one of the most
important manager of visual communication [4]. According to Few, forms of com-
munication such as the graphics are still largely primitive. Charts were invented
to bring to light the significant data that would be impossible to interpret with a
simple table. Graphs are extremely important cause they add to simple tables the
visual dimension, which is more intuitive creating relation between values, colors
and shapes. Eyes are holding most of human sensors (nearly 70 %) giving a cru-
cial role to visible perception. Recently, in the field of Business Intelligence be-
comes crucially important the discipline of Data Visualization [5]. Few highlights
three common visualization techniques: dashboards, geo-spatial visualization and
dynamic visualization. Next it will be simply explained the basic tools studied.

72.3 Tools

The research questioned how to gather a share knowledge of strategic tools for data
visualization. In order to start a white book of profitable visualization tools, the
research project was implementing and critically studding four tools.

72.3.1 Google Public Data Explorer [6]

This is a tool that facilitates the exploration, visualization and communication of
large data sets. This tool is useful to create views of public data. It currently has
four display format: line chart, bar graph animated, animated map, animated bubble
chart.

Figure 72.1 shows the dynamic graph that this tool allows to generate.
With the work done with the Data Explorer application it is possible to get three

views: a line chart, an animated bar chart and an animated bubble chart. To upload
data was necessary to create a dataset DSPL (Dataset Publishing Language). It is
a .ZIP file that contains a set of XML files and CSV files. The XML file contains
metadata, the information about the data used, and CSV files are simple tables that
contain data to be interrogated and visualized. For the implementation of a database
with Data Explorer is therefore required knowledge of XML (Google guarantees
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Fig. 72.1 Screen shot of latest experiment; visualizing the history rate of foreigner population
between some Community of the Metropolitan Area of Turin

a tutorial). The interface with which the user interacts, once implemented the data,
offers the possibility to observe the indicators that can be chosen for analysis. Click-
ing on a marker will be possible to proceed with the display. Loaded this page the
user can interact with charts available choosing the menu at the top left. The line
chart shows metric values over time in a traditional, line chart format. The animated
bar chart shows a bar for a single metric at each point in time. The bar colors can be
linked to a different metric. As time advances, the bars show the new values in an
animated fashion. The animated bubble chart plots two metrics against each other,
one on the x-axis, and one on the y-axis. Additional metrics can be linked to the
bubble sizes and colors. As time advances, the bubble positions, sizes, and styles
change according to their new values in an animated fashion.

72.3.2 ManyEyes [7]

This is a social network visualization designed by IBM. It allows you to create
and share charts and infographics. Once you choose the data set to be transformed
into visual form, you can upload and select the output type chosen. The capacity
to manage big size data lad data and the real time high quality graphics offer to
users a wide range of structured data coming from unstructured information. With a
few clicks you can get very pleasant bubble charts, cloud charts, bar charts and pie
charts, with the ability to perform drill-down operations (which is a segmentation
and creation of hypercubes in the tassonomy). It is also possible to download data
sources and use them directly on Many Eyes platform to build other types of views.

The research analyzed a matrix chart. It divides the screen into a grid. Rows rep-
resent the values in one text column (e.g., education level) and columns represent
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another text column (e.g., index of knowledge of English). Each cell then shows
a circle or bar that represents the value for its row/column combination. The two
modes of the matrix, circles and bars, are useful in different situations. Bars, whose
height represents numeric values, are better for exact comparisons and allow space
for more columns. Circles, which show values via area, are good for showing non-
negative values that vary greatly, and allow space for more rows. It can flip between
the two modes in the “Expert Options” menu to the left of the visualizations. It
can be displayed a third dimension of data using color. When you select a column
to be represented by color, circles will turn into miniature pie charts and bars will
be broken into differently-colored pieces. This option should be used with caution,
since it’s possible to create a cluttered display, but it can often be effective. A ma-
trix chart takes a table with at least two text columns, for the x- and y-categories.
If there is a third text column it can be used to determine colors. If there are no
numeric columns, then the bubbles or bars simply show the count of each category
combination.

72.3.3 Open eXplorer [8]

This is a geo-statistical tool that was designed by prof. Michael Jern at Linkoping
University. Geospatial data are joined to a dynamic display. The main user interface
is divided into four boxes: the thematic map, scatter plot, histogram (or parallel
coordinate graph) and the area of path analysis. Each box become as a story-telling
experience. Moreover, the bar of “play” can offer time component in a dynamic
exploration.

The display of thematic map shows, in the upper left navigation tools, analysis
tools and the legend of the chromatic scale used. The navigation tools allow you to
intervene on location and zoom of the map. The Scatter Plot is a graph that allows
the simultaneous display of four sizes for each country represented: the first one
combined with a map (color of the bubble), the other two are represented on the
axis of scatter plot (X axis, Y axis) and the last one is related to the width of the
bubble. The parallel coordinate (PCP) graph allows you to simultaneously view
with lines and histograms, different sizes. The PCP is a geo- visualization technique
used to identify trends and data sets (clusters) to support in-depth analysis on the
relationship between territories and indicators. With this tool is possible to represent
also a dynamic time graph. The data file to be imported can be done using Excel
and must be well designed with respect to the position of the values and required
metadata. The Excel file containing the spreadsheet with the data must be saved in
Unicode format .TXT.

72.3.4 Fineo [9]

This is a web-application which uses patterns of Sankey diagrams charts. The tool
represents the continuous data streams such as money, energy or materials in a sys-
tem, in order to represent the relationships between the size of categorical data. This
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innovative app manages to make sense of a set of multidimensional data through
an interactive approach. This application has been created by Density Design, a
research laboratory of the Department of Design at the Polytechnic of Milan. The
research objective is to exploit the potential of information visualization through the
construction of various design-computer app.

The flow chart that this application allows to create, in addition to being visually
effective, it demonstrates a simple implementation of good data. To charge the col-
lection of information desired, the user needs to upload a file.TSV, an extension that
Excel can create. In this case was wanted to show, for the two indicators ‘Using ICT’
and ‘importance levels’, information relating to ICT questionnaire given by CSI
Piemonte. The graph allows you to analyze the various branches of business, how
important it is for employees to use ICT. On the left are the areas where employees
work ordered by decreasing values (from top to bottom), bringing the mouse pointer
over one of these variables (e.g. Immigrants) we note that the streams converge on
the variables of the other indicator on the right (in this case ‘significance levels’).
Conversely, selecting one of the variables on the right side (e.g. unemployed), will
perform an analysis regarding the level of importance for the various sectors. The
range of variables is calculated according to the percentage present in the dataset.
Although the magnitude of the flow is proportional to the value assigned.

In all of these case data includes demographic information about Turin and the
cities around it, and data concerning the use of ICT in the firms of Piedmont.

72.4 Concluding Remarks

Four application tools that provide new graphic techniques than those currently ex-
isting in the CSI Piemonte, were examined and the concept of story-telling was in-
troduced. The study is part of an on going program, some choice has been done and
possibly some shallow judgment. The principal goal of this work is to demonstrate
that data visualizations are become more accessible for users and this application
made data been discussable during many meetings with professionals from differ-
ent background and discipline. Among the main results [2], it is our belief that it is
possible to interact with big dataset making animated or dynamic graphs that assure
more simplicity and profitability. Moreover, big data are “deaf stories” which wait
to be amplified and extended to all. The crucial role of visualizing and learning is
passing through many different disciplines and it is increasing as the size of data
collected and available.
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initial results of the research project at ECCS and for the future interest and collaboration. A truth-
ful thanks goes to Giuliana Bonello (referent for CSI Piemonte) for improving the collaboration
with this research.
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Chapter 73
How Do Fish Use the Movement of Other Fish
to Make Decisions?

From Individual Movement to Collective Decision
Making

Arianna Bottinelli, Andrea Perna, Ashley Ward, and David Sumpter

Abstract Recent experiments by Ward et al. have shown that fish a moving fish
group detects hidden predators faster and more accurately than isolated individuals.
The increase in speed, in particular, seems to be a consequence of the movement-
mediated nature of the interactions used by fish to share information. The present
work aims at investigating the link between movement and information transfer un-
derlying collective decisions in fish. We define an individual-based self-propelled
particle (SPP) model of the decision-making process analyzed by Ward et al. We fit
it to data in order to deduce the smallest set of interaction rules consistent with the
experimentally observed behaviour. We infer the relative weight of different social
forces on fish movement during the decision-making process. We find that, in order
to reproduce the observed experimental trends, both the social forces of alignment
and attraction have to be introduced in the model, alignment playing a more impor-
tant role than attraction. We finally apply this model to make theoretical predictions
about fish ability to detect and avoid a moving predator in a natural environment
such as open water.

Keywords Collective animal behaviour · Decision making · SPP models · Fish

73.1 Introduction

Animals living in groups are required to make collective decisions about where to
collect food, the timing and direction of group travel, the choice of a new shelter
or the detection and avoidance of predators [1]. The decision-making accuracy of
groups is typically predicted to be greater than that of the single group members,
initially increasing with group size before leveling off [2]. This phenomenon can be
explained by the fact that larger groups of animals are more effective than smaller
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groups or solitary individuals at gathering information, whereas single group mem-
bers can exploit the informations collected by other members of the group and in-
tegrate them to take better decisions [3]. The “many eyes” hypothesis, that ability
to detect predators increases with group size, could be one of the main evolutionary
drives for the formation of animal groups [4, 5].

While pooling information from different group members increases accuracy,
this improvement may come at a cost in terms of decision speed. Under this sce-
nario, the speed-accuracy trade-off would be due to the additional time spent by
different individuals for pooling their individual preferences and converge to a uni-
tary decision. Interestingly, however, in experiments the integration of informations
possessed by different group members in a fish school was found not have a great
cost in terms of speed, allowing not only for more accurate, but also for faster de-
cisions [6]. While the increase in accuracy with group size is successfully predicted
by a model of optimal information transfer among group members, the increase
of speed seems to be a consequence of the specific nature of the interactions used
by fish to share information. Interactions are encoded into fish response to their
neighbours’ behaviour and mediated by movement, allowing information to spread
quickly through the group [7]. Subsequently, information is filtered and integrated
according to some simple local heuristic rule [8, 9]. Understanding these heuris-
tics, as well as the relevant cues related to fish movement that support information
transfer, is an important step towards a comprehensive understanding of decision-
making’s experimental outcomes and, in general, towards a mechanistic-based ex-
planation of group behaviour.

In the present work we aim at investigating the specific nature of movement
interactions underlying fast and accurate collective decision in fish as observed
in [6]. In order to describe fish motion and the decision making process together
we took a modeling-numerical approach where fish are represented as interacting
self-propelled particles (SPPs). These particles move in a two dimensional space
by updating their position according to their own driving force (represented as vec-
tors), but also according to social forces related to the motion of other fish. The
whole ensemble of forces driving the particle’s movement are called their “rules of
motion”, and the relative influence of different forces on the motion process is rep-
resented by the length of the corresponding vectors, these lengths being parameters
of the model. We numerically reproduce the decision-making experiment analyzed
by Ward et al. in [6] by setting the simulation in an environment that reproduces the
experimental set-up. Our main goal here is to infer the relative importance of the
different contributions to fish movement and, in particular, the relevance of social
interactions during the collective choice of a group direction in order to escape an
hidden predator.

Once obtained the relevant interactions and their relative importance, a further
step in our work is to make theoretical predictions about their effectiveness in a
different environment such as open water. We generalized the model in order to
simulate groups of fish swimming according to the inferred rules of motion but free
of the constraints of a tank and under the threat of a moving predator. Through
a numerical approach we tested whether the same rules of motion could lead to
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increases in the success of predator avoidance with group size also in this more
general set-up.

73.2 Experimental Background: The Y-Maze Experiment

Our analysis is based on the empirical data collected by Ward et al. in [6]. In these
experiments, the authors put groups of different size of mosquitofish, Gambusia
holbrooki, in a Y shaped tank. A plastic model of a predator was allocated to one
of the arms of the Y-maze at random and suspended in midwater to simulate a real
predator. In pilot trials, the fish showed a strong aversive response to the predator
once they detected it. During the experiment, five different group sizes of fish (1, 2,
4, 8, and 16) were added to a container set in the stem of the Y, then the box was
raised, releasing the fish. In all cases, the fish made their way down the Y and into
one of the arms. All trials were filmed and the fish were subsequently tracked.

Ward et al. were able to define two zones for their analysis: the area immediately
before the bifurcation point of the tank, where the decision-making process takes
place, called “decision zone” and the area crossed before reaching the decision zone,
called “approach zone”. The boundary between the two zones corresponded to the
changing point in the behavior of the experimental animals before and during the
decision-making process, and is situated around 16 cm from the bifurcation point of
the Y-maze. For a picture of the experimental setup see Fig. 73.2.

In both the approach and the decision zones, each fish was characterized in terms
of speed, path tortuosity (defined as the ratio of the path taken by the fish to the
straight line distance between the beginning and the end of that path), time spent in
the considered zone and the accuracy of its decision. The fish is considered to have
made an accurate decision if enters into the arm of the Y-maze that does not contain
the replica of the predator.

Ward et al. observed that, while a single fish is able to avoid the predator only in
the 55.6 % of trials, which is not significantly different from random choice, the pro-
portion of fish making an accurate decision increased with group size: individuals
in groups of 8 or 16 fish were significantly more likely to make accurate decisions
(i.e., to avoid the replica predator) than fish tested in isolation. The rate of increase
in accuracy with group size was compatible with a perfect many eyes theory, stat-
ing that, for small groups of animals, the probability of all individuals avoiding the
predator is equal to that of at least one individual detecting it. In particular, given the
probability that a single fish spots the predator is p1

spot, the probability that a group
of size n avoids the predator is given by

Pn = 1− 1

2

(
1− p1

spot

)n (73.1)

In [6], p1
spot was computed from the one-fish experiment and resulted equal to

0.11 (under the assumption that when the fish fail to spot the predator they take a
random branch of the Y-maze). The factor 1/2 in Eq. (73.1) accounts for the fact
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that even if the group does not spot the predator it has a 50 % chance of choosing
the correct branch.

Ward et al. also measured that in the decision-making zone swimming speed is
an increasing function of group size, while path tortuosity decreased with increasing
group size. In particular, solitary fish and those in pairs decreased their swimming
speed in the decision zone compared with the approach zone, whereas those in larger
groups did not. This result is inconsistent with and expectation that integrating in-
formation among a larger number of individuals would require a longer time to
converge to a collective decision.

73.3 Model and Methods

73.3.1 Fish as Interacting Self-Propelled Particles (SPPs)

One of the simplest ways of modeling animal movement and interaction is the Self-
Propelled Particles approach introduced in 1995 by Vicsek and collaborators [10–
13]. Animals are described as point particles moving with a constant speed and up-
dating their direction at discrete time increments by adopting the average direction
of motion of the particles in their local neighbourhood, plus a random perturbation
[10]. This approach allows the study of the different global behaviours emerging
from the introduction of different rules of interaction between particles (see [14] for
a recent review), and therefore is particularly suited for our purpose of finding the
minimal set of social interactions allowing for fast and accurate decisions.

Here, we consider the self-propelled particle model used in [15], and adapted
from [16]. Each fish is a particle characterized by a direction of movement, a con-
stant speed, an interaction radius R and a blind angle (see Fig. 73.1). At each time
step, every fish will interact with all the neighbours within distance R, except for
the ones in the region behind them, corresponding to the blind angle. The interaction
radius together with the blind angle define an interaction zone whose size is equal
for all the simulated fish and deduced from empirical data. We set the interaction
radius to around 16 cm, which is also compatible with the size of the decision zone
and the blind angle is fixed at 60 degrees from experimental considerations on the
visual system of fish [17].

The direction of motion of each simulated fish is determined by the combined
effect of different forces that act on the single particle. These contributions are de-
scribed through vectors whose magnitude is proportional to their relative importance
on the particle’s motion, while the direction of the vectors can change at each time
step, depending, for example, on the neighborhood of each fish. Forces contributing
to the fish movement can be divided in two main subgroups: “individual forces” and
“social forces”. Individual forces represent basic characteristics of the fish move-
ment, they are independent of the local neighborhood surrounding a particular fish,
and describe its behaviour when it is alone. Conversely, social forces represent the
tendency to align with or to join conspecifics within the local interaction zone of
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Fig. 73.1 Illustration of the SPP model. In the model fish are described as particles, each char-
acterized by an interaction zone (grey area around the fish) defined by the interaction radius R
and a blind angle α. While updating its position, the focal fish will take into account only the
neighbours within this zone. The contributions to the movement of the fish are represented through
forces acting on the particle (arrows), and we chose them to be the inertia in the current direction
of movement �D, a force towards the favoured direction �F , an angular noise �E, the attraction to-
wards the mass center of the interacting neighbours �C, and the alignment with their direction �A.
The length of each vector represents the relative importance of the corresponding force, and is a
parameter of the model. During simulations, at each time step all these contributions are computed
and summed to give the new direction of movement of each fish �D(t + 1) (dashed)

each fish. As each fish experiences different interacting neighbourhood, these social
forces are different for different individuals of the group.

The individual forces are inertia, aiming and a random force. The inertia �D is the
tendency to maintain the previous direction of motion. The “aiming force” �F points
towards the particles favoured direction. In the case of the y-shaped maze this point
is the top shelter area of the maze. Then angular perturbation �E represents uncer-
tainty in the path. Lastly, at each time step the constant value of speed is perturbed
by a Gaussian random error that is different for each fish and independent of neigh-
bours. Note that this last addition does not introduce a further parameter since the
value of speed is fixed according to the average speed measured from empirical data
with the experimental standard deviation. These three forces together with the up-
dating rule for speed are enough to describe the basic behaviour of a fish swimming
alone [14].

Many options are available when it comes to introduce social forces, allowing to
choose the level of detail in the description of individual behaviour [10–15]. Since
our aim is to find the minimal set of interaction rules explaining experimental re-
sults, in the present model we introduce just two of them: the attraction towards the
mass center of the interacting neighbours �C, and a force of alignment with their
direction �A.



596 A. Bottinelli et al.

Given the above forces, the updating rule determining the actual motion of each
fish is that at each time step all the described contributions are computed and
summed to give the new direction of movement:

�D(t + 1)= dD̂(t)+ f F̂ (t)+ eÊ(t)+ cĈ(t)+ aÂ(t) (73.2)

Where all the forces have been decomposed in their modulus (small letter), which
is the relevance of the force, as well as the unknown parameter of the model, and
their unitary direction (capital, hatted letter). The resulting direction �D(t+1) is then
normalized, and each particle moves in the direction given by D̂(t + 1) with speed
taken from a Gaussian distributed around the mean experimental value.

73.3.2 Numerical Simulation of the Y-Maze Experiment

We simulated the decision-making process by running repeated simulations of
groups of 1, 2, 4, 8 and 16 fish swimming in a Y-shaped environment of the same
size of the experimental tank. Figure 73.2 shows the comparison between a typical
run of the numerical simulations and a frame in an experimental trial with eight fish.
In our simulated environment we distinguish three main zones, the approach zone,
the decision zone and the zone after the bifurcation. The border between approach
and decision zones is placed 16 cm from the bifurcation point, as in the experi-
ments. At each run of the simulations the predator is randomly set in one of the two
branches.

In a typical run of the simulation, the fish start from the beginning of the main
branch of the Y maze, in the approach zone, with initial speeds, positions and en-
trance delays chosen according to experimental data. These delays are introduced
to account for the fact that real fish do not all start moving through the maze at the
same time. Since this is likely to have a consequence on the number of interacting
neighbours per fish, we decided to reproduce such delays, as well as the other initial
conditions, by randomly choosing a set of experimental initial conditions observed
for a group of fish of the same size as the simulated one, and applying them to our
simulations.

Once in the approach zone, fish move according to the rules of motions described
in the previous section with, the force �F pointing towards the top of the tank where
the bifurcation is (see Fig. 73.2). This choice causes simulated fish to swim towards
the decision zone and the branching point and reproduces the preference of real
fish for deeper water and darker areas, as the two arms of the Y-shaped tank in
experiments were [6].

The predator-avoidance task is numerically reproduced by assigning to each fish
an individual probability p1

spot = 0.11 of spotting the predator in the moment it en-
ters in the decision zone. This probability is set according to experimental data so
that on average a single fish has a final probability of 0.55 to avoid the predator,
according to Eq. (73.1) [6]. In the case a fish spots the predator, it stops behav-
ing according to the rules of motion and moves straight towards the safe branch
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of the tank with the speed it had when entering the decision zone. Depending on
the strength of the social forces compared to the individual ones, the influence of
a spotting fish on its neighbours leads to different global outcomes, from the likely
avoidance of the predator by the whole group in the case of strong social interac-
tions, to the noninteracting case, in which the probability of avoiding the predator is
0.55 independent of the size of the group.

To fit the model, we ran repeated simulations of the decision-making process
for a wide range of parameters’ value, with the scale of interaction fixed to d = 1.
The fitting procedure is divided in two steps: we first obtain the strength of the
aiming direction f and of the noise e by matching data and simulations for one
fish. We then used these values in simulations of larger groups (2, 4, 8, 16 fish) and
compared them with the corresponding data sets to infer the values of the social
forces of alignment a and attraction c.

In the first part of the fitting process we ran 108 numerical realizations of the
decision-making process for one fish and for each couple (f, e) of the values rep-
resenting the strength of the force towards the bifurcation point and of the angular
noise. The number of realizations is the same number of experimental trials by Ward
et al., and one realization is constituted of the average of 100 runs from the same
randomly extracted initial condition. For each set of parameters and group size we
computed two global observables in the decision zone, the path tortuosity described
by Ward et al., and the circular standard deviation of fish turning. Circular standard
deviation can be thought of as a measure of the entity of directional changes. It is
given by

CStD(t)=
√
−2 log

(
r(t)

)
, (73.3)

where, if θi(t) is the angular turning of the i-th fish at time t and N the group size,
then

r(t)=
√(∑

sin θi(t)

N

)2

+
(∑

cos θi(t)

N

)2

. (73.4)

Once we obtained the average tortuosity (T ) and circular standard deviation (CStD)
for each couple of parameters (f, e), we selected only the values compatible with the
empirical ones, i.e. the values that were within one standard deviation, and the cor-
responding sets of “good” parameters (f, e)T and (f, e)CStD. We then chose the best
values (f, e)best in the intersection of the above sets (f, e)∩ = (f, e)T ∩ (f, e)CStD
as the values for which the Euclidean distance between numerical and experimental
observables was minimized:

(f, e)best = min
(f,e)∩

√
(Tsim − Texp)2 + (CStDsim −CStDexp)2. (73.5)

Note that the accuracy for a single fish was not calculated at this stage, since it was
fixed by p1

spot = 0.11.
In the second part of the fitting process, for each couple (a, c) of the values of

the social forces we ran 16 numerical realizations for groups of 2, 4, 8 and 16 fish
with the individual parameters (f, e)best inferred in the analysis described above.
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Fig. 73.2 Comparison between the visualization of our numerical set up and the experimental
one. Following empirical results from [6], we distinguished three zones in our simulations: the
approach zone (A), the decision zone (B) and the zone after bifurcation (C). Simulated fish started
from the bottom of the tank, in the approach zone, with initial speeds, positions and entrance delays
chosen according to experimental data. Fish swim across the tank due to the aiming force �F that
is set to point upwards, and have an individual probability p1

spot = 0.11 of spotting the predator in
the moment they enter the decision zone. This reproduces the experimental observed change in fish
behaviour when crossing the threshold between zones A and B. The predator is randomly set in one
of the two branches at the beginning of each run and a fish spotting it will stop behaving according
to the rules of motion, swimming straight and with constant speed towards the safe branch

Again the number of numerical realizations is equal to the number of experimen-
tal trials in [6] and one realization is given by the average of 100 runs from the
same randomly extracted initial condition. The process that allowed us to find the
best values for alignment and attraction to neigbours follows a similar procedure as
the one adopted to find the values of the individual forces. For each group size N ,
we computed the average accuracy (A) and tortuosity (T ) and selected the couple
of parameters (a, c)N corresponding to the values compatible with empirical re-
sults. We then intersected the couples of values obtained for tortuosity and accuracy
(a, c)N∩ = (a, c)NA ∩ (a, c)NT at each group size, and subsequently took the union of
these sets: (a, c)∪ = ∪N(a, c)N∩ . The best values (a, c)best are finally chosen from
the union set (a, c)∪ as the values minimizing the Euclidean distance between ex-
perimental and numerical average for both accuracy and tortuosity:

(a, c)best = min
(a,c)∪

√∑

N

(
(Asim −Aexp)2 + (Tsim − Texp)2

)
N
. (73.6)

73.3.3 Simulations in Open Water

After fitting the parameters for the specific predator-avoidance task in the Y-maze,
we adapted the model to numerically test the ability of the same fish to spot and
escape a predator in different environmental conditions. Since the relevance of so-
cial interactions has been obtained for a very specific situation, we are interested
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in whether the same rules of motion could lead to an increasing in the success of
predator avoidance with group size also in a more general set-up. In particular, we
simulate the model in open water for groups of shoaling fish of different size under
the threat of a moving predator chasing them.

The first modification to the original model regards the set-up. Simulations take
place in a squared tank centered in the axis origin and with a side that is one meter
long. The predator is now free to move in the tank, and we now define some simple
rules of motion. For the sake of simplicity, the only contributions to the predator’s
movement are inertia, which is set to be unitary, and a force of attraction towards the
closest fish, which can be thought as the favourite direction of the predator. We chose
this force to have the same strength as the aiming direction of fish �F that we fitted
from the Y-maze experiment. The speed of the predator is chosen to be constant and
equal to 6 mm/frame, which is smaller than the lower average speed registered in
experiments (that is, v = 7.8 mm/fr for one fish [6]). This choice, although arbitrary,
is done in order to detect the advantage of the observed increasing in decision-
making speed as a function of the group size. In the simulation, the predator starts
from the upper-right corner of the tank, with an initial direction towards the origin
of the axes.

The simulated fish are initially distributed with random positions and directions
in a square of 10 × 10 centimeters, placed 30 centimeters away from the center
of the tank. The initial speed of fish, as well as their speed throughout the whole
simulations, is now extracted from the empirical distribution characterizing the cor-
responding group size in the Y-shaped tank experiment [6]. As regards the rules
of motion of shoaling fish, the generalization of the model requires only a change
in the favoured direction of the fish, i.e. in the direction of the aiming force �F ,
that in this set of simulations points towards the center of the tank. The effect of
this choice is that the group will maintain a circular motion around the center of
the tank without hitting the borders, preventing the definition of an interaction with
walls.

In order to simulate the predator-avoidance task in open water, we assigned a
spotting probability to each fish that is again p1

spot = 0.11, but in this new environ-
ment a fish can spot the predator when their mutual distance is equal to the length
of the decision zone. If this happens, the fish stops behaving according to the rules
of motion, swimming straight and at a constant speed in the opposite direction with
respect to the position of the predator, until it hits the walls of the tank. Once a fish
reaches the border of the tank and exits it, it cannot go back and is considered to
be “safe”. As in the simulations of the Y-maze presented in the previous section,
fish that do not detect the predator are influenced by the behaviour of the neigh-
bours who did, and through social interactions has the chance to reach the border
of the tank and avoid the predator. Conversely, a fish might not manage to escape
the predator, whether it spots it or not, indeed if it gets closer than 6 cm from the
point representing the predator1 it is considered to be “eaten” and is canceled from
simulations.

1This is chosen according to the fact that the predator replica used in [6] was 12 cm long.
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In this setting, we ran 50 realizations for groups of fish of the same size as the
ones analyzed in the Y-maze (1, 2, 4, 8 and 16), each realization being the average
over 100 runs starting from the same initial condition and ending when all the fish
are either “safe” or “eaten”. For each group size we measured the proportion of fish
avoiding the predator and the proportion of eaten fish. Among the “safe” fish, we
then distinguished between these who avoided the predator because of detection and
the ones escaping due to social interactions. Indeed, the latter quantity is the more
relevant observable in order to assess the relevance of the social forces inferred in
the Y-maze experiment in a predator-avoidance task.

73.4 Results

Initially we tried to describe fish as self-propelled particles interacting only by mean
of attraction towards the mass center of neighbours, as in [16]. This was not suffi-
cient to fit data. In fact, for each given group size the averaged observables assumed
a value that was almost independent of the strength of attraction. Increasing with
the value of the parameter c made little difference to the outcome, and even the
best values did not compare favorably with experimental results. A similar situa-
tion was found when we tried to fit parameters by introducing only alignment with
neighbours, as in [10]. Only the combination of these two social forces together
provided significant variation in outcome as a function of parameters to allow us to
successfully fit the data.

From the first step of the inference process, that is by matching the average sim-
ulated tortuosity and circular standard deviation with the corresponding experimen-
tal averages for one fish, we found the best values for the individual forces to be
(f, e)best = (1.7,2.7). Figure 73.3 shows the inference process leading to the ob-
tained result. Here we plot the difference between the simulated observables (cir-
cular standard deviation and tortuosity respectively) and their empirical value for
each couple (f, e) of the parameters. Both circular standard deviation and tortuosity
increase with increasing angular noise and with decreasing aiming force, giving a
regular surface whose difference with experimental values intersects zero in both
cases. The black central band corresponds to the simulated quantities that are near
to those found in experiments. The parameters (f, e) matching these values are re-
ported in Fig. 73.3(C). This allows us to visualize the set (f, e)∩. This result is an
intermediate step towards the fitting of social forces, but still it shows that random-
ness (e) is larger than the aiming force (f ) and than inertia (d)

The second step was to look at simulations of groups of 2, 4, 8 and 16 fish.
Varying the strength of social forces we finally fitted tortuosity and accuracy against
data. Comparing simulated and experimental values at different values of the pa-
rameters (a, c) revealed that accuracy is an increasing function of both attraction
and alignment. Tortuosity increases with attraction only, being a (slightly) decreas-
ing function of alignment. Despite this trade-off between attraction and alignment
in determining the trend of tortuosity, for all the group sizes it was possible to find
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Fig. 73.3 Visualization of the inference process for the strength of individual forces. (A) and
(B) The difference between the average of simulated observables (circular standard deviation and
tortuosity respectively) for a single fish and their empirical value is plotted for each couple (f, e)
of parameters. The black central band corresponds to the simulated quantities differing at most one
standard deviation from the experimental values. (C) The couples of parameters (f, e) matching
the black strip are reported in the same plane, square corresponding to the compatible values for
tortuosity and circles for circular standard deviation. The couples of parameters corresponding to
both a square and a circle constitute the set (f, e)∩, and a minimization on this intersection gave
us (f, e)best = (1.7,2.7)

a set of parameters values for which simulations are compatible with empirical re-
sults. The final values of alignment and attraction resulting from the minimization
process on the union of the compatible sets of parameters are a = 4.2 and c = 3.1.
We do not show here the plots showing the variation of accuracy and tortuosity with
the parameters (a, c), since they would not be particularly informative, and the visu-
alization of the union set (a, c)∪ would be quite difficult due to the large number of
subsets involved. Instead in Fig. 73.4 we show the match between our simulations
and the data set from Ward’s experiment. The simulations are in a good qualita-
tive agreement with empirical data, reproducing quite closely the trends originally
observed by Ward et al. These results suggest that alignment has a relevant role in
the increasing of decision-making efficiency with group size. Notice that, despite
circular standard deviation has been fitted to data only to retrieve the values of indi-
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Fig. 73.4 Qualitative comparison between empirical data (circles) and numerical simulations
(boxes). The model has been simulated with the parameters fixed to (a, c, f, e) = (4.2,3.1,
1.7,2.7). Accuracy, tortuosity and circular standard deviation have been computed for each group
size and plotted together with the corresponding experimental data. All the simulations are in a
good qualitative agreement with empirical data, reproducing quite closely the trends originally
observed by Ward et al. (A) Simulated accuracy is compatible with both empirical data and theo-
retical predictions at all group sizes. (B) Simulated tortuosity well resembles data for small group
sizes, while at N = 8 and 16 decreasing is more difficult to achieve due to the trade-off between
alignment and attraction in controlling this quantity. (C) Also the trend of circular standard devi-
ation is reproduced, despite this observables has not been considered during the fitting of social
interactions

vidual forces, the values of alignment and attraction obtained by fitting accuracy and
tortuosity allow to also reproduce the trend of this third observable (Fig. 73.4(C)).
Finally the robustness of the presented results have been tested by changing of the
size of blind angle α from 0 to 180 degrees, showing no significant variation in the
considered range.

We then tested the predator avoidance as a function of group size also in a
more general set-up of open water. The test was performed by fixing the pa-
rameters according to the values obtained by fitting the Y-maze experiment, i.e.
(a, c, f, e) = (4.2,3.1,1.7,2.7). The quantities that are relevant to assess the suc-
cess in predator avoidance are the proportion of “safe” fish and the proportion of
fish avoiding the predator due to social interaction only and not because they spot-
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Fig. 73.5 Results of the simulations of the model in open water with (a, c, f, e) = (4.2,3.1,
1.7,2.7). (A) The proportion of fish escaping due to social interactions only is an increasing func-
tion of group size, as well as the total proportion of safe fish (inset), meaning that the rules of mo-
tion fitted in the Y-maze make larger group more successful in predator avoidance also in different
environment. (B) The proportion of spotting fish decreases with increasing group size, suggesting
an important role of social interactions

ted it. The second quantity is particularly interesting, since it reveals how the actual
relevance of social interactions relates with group size. In our simulations we found
that both these observables are an increasing function of group size, (Fig. 73.5(A)),
despite the surprising fact that the proportion of fish spotting the predator decreases
with group size (Fig. 73.5(B)).

73.5 Conclusions

We have presented a first attempt to relate a collective decision-making process to
the explicit rules of motion for fish movement. We have shown that a self-propelled
particle model can reproduce the increasing speed and accuracy with group size.
In doing so we inferred the explicit values of the parameters providing the best
match to experimental data. Finally, we investigated the possibility of extending the
obtained results to a more general setting by testing the fitted model in a different
environment.

When defining the model we initially considered just one social force: the attrac-
tion towards the center of mass of the interacting neighbours. In a previous work
on the same fish species (Gambusia holbrooki) as in the Ward et al. experiment,
Herbert-Read et al. find only a weak role of alignment and a strong role for at-
traction while analyzing the rules of motion of groups of swimming in a square
tank [18]. Furthermore, Strömbom has shown that a rich and complex range of be-
haviour can be achieved from only local attraction and a blind angle [16]. However,
we found that it was not possible to fit data by mean of attraction alone. A similar
situation was found when we tried to fit parameters by introducing only alignment.
Only the combined contribution of these two social forces allowed us to fit the data.



604 A. Bottinelli et al.

It is therefore clear that fitting a basic self-propelled particle model requires both
the social forces of alignment and attraction.

Not only is alignment important, but it is actually more important than attraction
in information transfer mediating. This result is consistent with the suggestion that
alignment with neighbors can allow information to be transmitted rapidly through
fish schools [19]. At first sight, it appears however to be in contrast with experimen-
tal observations on the same fish [18]. There are however fundamental differences
in the two analyzed settings. Herbert-Read and co-workers inferred the rules of mo-
tion for groups of mosquitofish swimming freely in a square tank after a period of
acquaintance, where no decision making nor predation risk are involved. In such
a circumstance it is reasonable to assume that the fish aim primarily to maintain
cohesion. Attraction to conspecifics is then the most relevant force to achieve this
goal by, for example, preserving a common speed. However, in a situation where
fish have to collectively decide between the two arms of the tank, one of which
is occupied by the predator replica, the goals of the fish change. Furthermore, the
experimental set up adopted by Ward et al. does not allow fish to spread too much,
already ensuring that the group will be quite packed. In this context, one explanation
of the importance of alignment is that a sharp direction change provides a social cue
about which of two available branches to take. A clear turning by the spotting fish
communicates to conspecifics that it has some extra knowledge about which path to
take, and the easiest way for other fish to be sure to take the safe branch of the tank
is to assume its same direction. That is to align with the turning fish.

It is possible that our results and interpretation are strictly linked to the model-
ing choices we made in fitting data. The SPP approach introduces a strict distinc-
tion between forces and makes it necessary to choose which ones to introduce for
representing interactions between fish. Our decision of prioritizing alignment and
attraction over other social forces is arbitrary, and further work could be done by ex-
ploring if it would be possible to fit Ward’s data by using different forces within an
SPP model or even by trying different models. For example, introducing repulsion
along with attraction instead of alignment could have lead to results more compat-
ible with observations emphasizing the role of attraction [18]. Models have shown
that highly polarized groups can be obtained from attraction and repulsion without
involving alignment [16, 20]. Another alternative approach would be to fit differ-
ent models than the ones involving social forces acting on self-propelled particles.
Good candidates could be models where individual rules of motion are based on
retinal information processing [21] or on simple heuristics integrating information
about the surrounding environment [22]. Models involving speed variation, which
appears to be an important feature characterizing fish motion [18, 23], could also
provide a better fit. An interesting question in this direction is whether the rules of
motion found by Herbert-Read and co-workers alone can explain the main features
of the decision-making process observed by Ward et al. This could be investigated
by defining a data-driven model based on the rules of motion found in [18], as-
signing a spotting probability to individual fish and simulating it in a Y-maze like
environment. Despite the preliminary nature of the work presented here, it is the first
attempt we know of to relate the empirical outcome of a collective decision-making
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process to the explicit rules of motion of animals. There is much additional research
which can be done in this area.

The last step in our work has been to ask about the possible generalizations of our
model. By simulating the model in open water with the parameters fitted from the
Y-maze experiment, we were able to observe that both the proportion of “safe” fish
and the proportion of fish escaping the predator due to interactions are an increas-
ing function of group size. These results support the hypothesis that the decision-
making accuracy of groups is typically greater than that of the single group mem-
bers [2]. Our analysis suggests that the interactions involved in the decision-making
process in the Y-shaped tank should be the same social forces leading to a success-
ful predator avoidance also in open water, and therefore they might turn out to be
environment-independent.

A final intriguing hypothesis emerging from our analysis of the model in open
water is that increased accuracy with group size may be accompanied with a de-
creased probability of individuals detecting predators. We found that the proportion
of fish spotting the predator decreases with group size, while the proportion of safe
fish increases. This result is consistent with an apparent decreased vigilance with
group size. It is however inconsistent with the idea that it is “many eyes” which
makes the group safer. It is rather fewer eyes and more efficient transfer of informa-
tion that allows groups to outperform individuals.
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Chapter 74
Self-organized Flocking with Conflicting Goal
Directions

E. Ferrante, W. Sun, A.E. Turgut, M. Dorigo, M. Birattari, and T. Wenseleers

In flocking, a large number of individuals move cohesively in a common direction.
Many examples can be found in nature: from simple organisms such as crickets and
locusts to more complex ones such as birds, fish and quadrupeds.

Reynolds was the first to propose a computational model of flocking [1]. The be-
havior of each individual is made of three parts: separation, cohesion, alignment.
Separation means that the individual moves away from its neighbors. Cohesion
means that the individual stays close to its neighbors. Alignment means that the
individual matches the velocity of its neighbors.

This paper studies flocking in the robotics setting. One of the earliest attempt
to realize flocking in robotics was done by Matariç [2]. She created a set of “basic
behaviors”: safe-wandering, aggregation, dispersion and homing. Turgut et al. [3]
implemented flocking on real robots using two behaviors: proximal control and
alignment control. Proximal control combines the separation and cohesion compo-
nents and was realized using the framework of artificial physics as done by Spears
et al. [4]. Alignment control is realized through a novel sensing system which they
called virtual heading sensor.

More recent research in biology showed that only a small group of informed
individuals who have information about a desired goal direction is sufficient lead
the whole group in that direction [5]. These leaders are implicit, in the sense that
the rest of the swarm is not aware of their presence. Inspired by [5], Çelikkanat [6]
extended [3] by providing the goal direction to only a proportion of the robots,
which they referred to as informed robots. They found that, similarly to [5], only a
minority of informed robots is enough to guide the whole group.

In this paper, we study flocking of a swarm of robots when information about
two distinct goal directions is present in the swarm. This case can be instantiated
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in many practical examples: a swarm that has to go in one direction while avoiding
an obstacle; a swarm that has to avoid a dangerous locations while going to a tar-
get location; or a swarm that has to execute, in parallel, two tasks in two different
locations. In general, we can identify three different macroscopic objectives that we
might want to attain: (a) a swarm that moves to the average direction among the two
(for example to avoid the obstacle) without splitting; (b) a swarm that selects the
most important of the two directions (for example the direction to avoid danger) and
follows it without splitting; (c) a swarm that splits in a controlled fashion in the two
directions (for example, in the parallel task execution case).

This paper proposes a solution for the first objective: a method for moving the
swarm in the average between the two conflicting goal directions. We show that this
objective can be attained using a similar methodology as the one proposed in [3]
and [6]. We execute systematic experiments using a realistic robotics simulator. In
the experiments, a small proportion of robots is informed about one goal direction,
another small proportion about the other goal direction, and the rest of the swarm
is non-informed. We study the effect of what we believe are the critical parameters:
the overall proportion of informed robots, the difference between the size of the two
groups of informed robots and the difference between the two goal direction.

74.1 Method

We use a similar method as the one used in [3]. At each time step, a flocking control
vector is calculated as f = αp + βh + γ gi, where p denotes the proximal control
vector, h denotes the alignment control vector, gi with i = {1,2} denotes the vector
that indicates the two goal directions denoted with θ1 and θ2. For informed robots
γ = 1, whereas γ = 0 for uninformed robots. The values of the other parameters are
fixed to α = 1, β = 4 for all the robots.

Using proximal control, each robot keeps a desired distance (ddes) with its neigh-
bors to avoid collisions and to achieve cohesion. To do this, the robot only needs
to know the relative distance di and bearing φi of each neighbor i. The formula

pi(di) = 12ε[ ddes
12

d13
i

− ddes
6

d7
i

], based on the Lennard-Jones potential [7], encodes at-

traction and repulsion rules. If the actual distance di is smaller than ddes = 0.6 m,
pi(di) is negative and the rule is repulsive, otherwise it is attractive. The parameter
ε = 0.5 controls the strength of the attraction/repulsion rule. After computing pi(di)

for each neighbor, the proximal control vector is computed as p=∑k
i=1 pi(di)e

jφi ,
where k is the number of neighbors.

Using alignment control, each robot aligns to the average orientation of its neigh-
bors. Each robot detects its own orientation θ0 and sends it to its neighbors. The
robot receives an angle θi from its ith neighbor that represent the neighbor’s ori-
entation. In this way, it is as if the robot can sense the orientation of its neighbors.

The robot then calculates the alignment control vector as: h =
∑k
i=0 e

jθi

‖∑k
i=0 e

jθi ‖ , where

‖ · ‖ denotes the norm of a vector and k denotes the number of neighbors. Given the
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flocking control vector f, the robot’s forward and angular speed are computed as the
projection of f on x-axis and y-axis of the robot as in [8]. The forward speed u is
directly proportional to x component of force, and the angular speed ω is directly
proportional to y component of force: u=K1fx , ω=K2fy .K1 = 2 andK2 = 2 are
the forward and angular gains, respectively. We also limit forward speed and angular
speed to u ∈ [0,Umax] and w ∈ [−Ωmax,Ωmax], with U = 20 cm/s and Ωmax = π

2
rad/s.

We use the simulated version of the foot-bot robot developed in [9]. We use the
following sensors and actuators: (i) A light sensor able to detect the bearing of a
distant light source, that is used by the robot to measure its orientation; (ii) A range
and bearing sensing and communication device (RAB), that is used by the robot to
obtain range and bearing of the neighbors in proximal control and to communicate
its orientation in alignment control; (iii) Two wheels actuators that is used by the
robot to move. For motion, we use the differential drive model as in [3] to convert
the forward speed u and the angular speed ω into the linear speed of left and right
wheels: NL = u+ ω

2 l,NR = u− ω
2 l, where l = 5 cm is the distance of two wheels.

74.2 Experiments

We use the ARGoS simulator developed in [10]. It is a modular, multi-engine, open-
source simulator for heterogeneous swarm robotics.

74.2.1 Experimental Setup

A swarm of N = 100 foot-bots is placed, with random orientations, in an arena of
12× 12 m. A remote light source is positioned far from the robots to provide com-
mon reference frame. A proportion of ρ1, ρ2 robots are informed about the goal
direction θ1, θ2, respectively. Thus, NA =Nρ1 is the number of robots informed of
goal direction θ1 and NB = Nρ2 is the number of robots informed of goal direc-
tion θ2.

We study the capability of the swarm to follow the theoretical average direction
in different parameter conditions. In particular, we are interested in determining
(i) the impact of the total proportion of informed robots, (ii) the impact of the dif-
ference between NA and NB and (iii) the impact of the difference between two goal
directions θ2− θ1. For the second case, we classify the experiments in three sets: no
difference between NA and NB (NA = NB ), small difference (NA − NB = 2) and
high difference (NA−NB > 2). To study the impact of θ2− θ1 and to reduce the pa-
rameter space, we fix the θ1 = 0, and we only vary θ2 ∈ {10,20, . . . ,170,179,180}.
We consider the following values of ρ1 and ρ2 (proportion of informed robots):
{(0.01,0.01), (0.01,0.05), (0.02,0.04), (0.1,0.1), (0.09,0.11), (0.01,0.19)}. Each
experiment is repeated R = 100 times and lasts T = 500 simulated seconds.
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74.2.2 Metrics

In this paper we are interested in having a swarm that is cohesive and moves along
the theoretical average direction between the two given goal directions. We use two
metrics to evaluate the degree of attainment of these two objective: split probability
and average group direction.

Split Probability To measure split probability, we first compute the number of
groups g at the end of each experiment as suggested in [5]. gi denotes the number
of groups at the end of the ith run. After executing R independent runs, the split

probability is calculated as: p =
∑R
i=1(min{2,gi }−1)

R
.

Average Direction The average group direction is simply the vectorial average
of all robots orientations: θ̄ = ∠

∑N
i=1 e

jθi . We plot the average group direction
against the theoretical average direction, that takes into account the number of robots
informed about each goal direction: θ̂ =∠(NAejθ1 +NBejθ2).

74.3 Results

According to the results (not shown), no matter the value of NA, NB and |θ2 − θ1|,
the swarm does not split.

We now report and discuss the average group direction in the three cases:
NA =NB (no difference), NB −NA = 2 (small difference) and NB −NA > 2 (large
difference).

No Difference (NA = NB ) Figure 74.1(left column) shows that, in most of the
cases, the average direction strictly follows the theoretical average direction θ̂ . The
most noticeable exception is the ρ1 = ρ2 = 0.01 case (Fig. 74.1(a)). In this case, the
robots are not able to follow the theoretical average direction when θ2 − θ1 is too
high, and the distribution of the average group direction has high standard deviation.
This can be explained by the fact that the total proportion of informed robots is not
high enough to drive the swarm in the desired direction, as argued in [6]. In fact,
Fig. 74.1(d) shows that, with higher total proportion of informed robots, the swarm
follows the theoretical average direction more precisely for most configurations of
θ2 − θ1.

Small Difference (NB − NA = 2) Figure 74.1(central column) shows that, no
matter θ2 − θ1, the group follows the theoretical average direction. When θ2 − θ1 is
high, larger total proportion of informed robots (Fig. 74.1(e)) correspond to lower
spread in the distribution. θ2 − θ1 = 180 degrees is a special case as it presents
many outliers. Otherwise, the swarm is able to follow the theoretical average even
for θ2 − θ1 = 179 degrees.
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Fig. 74.1 Distribution of average for NA =NB (left column), NB −NA = 2 (central column) and
NB −NA > 2 (right column). Solid black line represents the theoretical average direction in total
informed robots. The above and nether edges of the box indicate first and third quartiles. The black
center line indicates the median for each dataset
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Large Difference (NB −NA > 2) Figure 74.1(right column) shows that the theo-
retical average direction represents the goal direction that is known by the majority.
Here, a precise following of the theoretical average direction always takes place,
even when θ2− θ1 = 180. Additionally, when the total proportion is small, there are
a few outliers (Fig. 74.1(c)). These outliers are otherwise not present for higher total
proportion of informed (Fig. 74.1(f)).

74.4 Conclusion and Future Work

We studied flocking of swarm of mobile robots where information about two con-
flicting goal directions is present in the swarm. In this setting, we believe three
possible macroscopic objectives can be identified: (a) making the swarm follow the
average direction between the two without splitting; (b) making the swarm follow
one (the most important) direction between the two without splitting; (c) making the
swarm split in a controlled fashion and allocate to the two goal directions. In this
paper, we propose a method based on [3, 6] and we show that it is capable to attain
the first objective. This result presents some difference with the results in [5], where
they also studied the conflicting goal direction case but showed that the resulting av-
erage direction strongly depends on the difference between the two goal directions.
This lack of agreement might be due either to the different methodology or to the
different level of detail in the simulations.

This work open many doors for possible future extension. In fact, in a parallel
on-going work [11], we are studying how to attain the second objective. This ob-
jective was attained by using a special communication strategy called self-adaptive
communication strategy (SCS). However, in that work we assumed that the priority
of the goal directions are known by the informed robots.

We believe that information transfer and communication are the key to attain
the desired macroscopic objectives in self-organized flocking, even in presence of
conflicting goal direction. Future work will deal with how to design direct or indirect
communication strategies to make the swarm split in a controlled fashion or to deal
with the second objective under the case where the priority of the goal directions are
not known in the swarm.
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Chapter 75
Garden Ants Lasius Niger Perceive a Rotating
Landmark

Mai Minoura, Kohei Sonoda, Tomoko Sakiyama, and Yukio-P. Gunji

Abstract Garden ant (Lasius niger) workers are well known to use visual land-
marks for navigation, which are gained by stopping to memory the view like a snap
shot, as comparing with the view in front of them. Here, we researched whether
ants could perceive rotating landmark or not. We let ants to walk on the rotating
road with a sheet attached trail pheromone. Since we discovered the answer is yes,
we tried to approach the reason as excluding the confliction between two types of
information, pheromone and visual landmark.

Keywords Garden ant foraging · Navigation · Rotating landmark · Flexible
landscape information · Pheromone information

75.1 Introduction

Animals navigate themselves in using various information, and that can encourage
efficient exploration and exploitation. Since foraging and homing behavior of ants
based on landmark navigation is taken as a minimal mechanism for navigation [1, 2],
the view-dependent template models are proposed, compared to the field observa-
tion [3, 4]. Navigation toolkits of desert ants, Cataglyphis which is investigated as
a model animal for navigation, consists of skylight compass, path integration, view-
dependent ways of place recognizing and landmarks [5]. Ants use various combina-
tions of toolkits, which is ubiquitous and inevitable strategy for animal navigation,
e.g., skylight cannot be used as a kind of compass till it is linked with a particular
criteria such as an ant’s familiar view.

Therefore, different modes of information are confronted, negotiated and knitted
together to produce coherent motor outputs [6], which could accomplish flexible use
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of information such as view and/or landmark. Ants acquire and use information in
navigation in context-dependent way [1] (Collett et al. 1998). Moving vector is used
dependent on landmark. Cataglyphis exhibits considerable flexibility in coupling
and decoupling different modules and referential systems to and from each other [7].
Garden ant, Lasius also use hybrid flexible combination of visual and chemical cues
in navigation [8, 9].

The question arises regarding flexibility of landscape information. The first one
is, how flexibly landscape view is used in navigation. The question whether the in-
sects learn landscape image continuously or at particular moments can still not be
definitely answered. This seems to be related to flexibility and ambiguity of land-
scape information. The second question is, how the flexible landscape information
is used in a definite way at each moment. Since the flexibility sometimes reveals
vagueness, It is possible for insects to confront indecision in navigation frequently.
Insects, however, usually make a decision to walk even in a conflict condition with
respect to different mode of information. In other words, vagueness of landscape
information is efficiently used as navigation tool.

To answer the two questions, we conducted a mobile-landscape experiment for
garden ants, Lasius niger, to give rise to dynamic conflict condition between visual
and odor information. Foraging box containing a nest box is connected to a lane on a
turn table which is linked to a feeder area. A lane is secreted by trail pheromone and
all area of turn table is covered by a sheet of paper. Each ant walks through a lane
to the feeder in straight forward. After feeding each ant turn back to the lane. Soon
after he or she enters the lane, it is rotated by an electric motor. Because ants appear
to form associative links between specific figure and the visual background [10],
the rotation increase the vagueness of landscape image. Moreover, the rotation dy-
namically increase the degree of conflict between pheromone trail and visual cues.
We here show that ants can use landscape image in a definite way, and switches the
preferred information at a critical point of visual and odor information.

75.2 Materials and Methods

75.2.1 Study Species

We studied three Lasius niger colonies collected on the University of Kobe campus.
The colonies were queenless with 900–1200 workers. Queenless colonies forage,
make trails and are frequently used in foraging experiments. Experimental colonies
were housed in plastic foraging boxes (35×25×4 cm) containing an antistatic plas-
tic nest box (12× 8× 1 cm) covered with clear red sheets. The walls of each plastic
boxes were coated with Fluon® to prevent ants from escaping. Colonies were kept
at room temperature (21–22 °C). We supplied the colonies with honey and water ad
libitum.
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75.2.2 Experimental Setup

Colonies were deprived of the food for 5–6 days prior to testing to ensure that for-
agers were motivated to forage and recruit nest mates to a food. The food was su-
crose solution syrup (50 % w/w) placed on a feed plat (2× 8 cm). Foraging boxes
were connected to a feed plat via a plastic bridge and a foraging trail (a lane or a turn
table). The foraging box, the foraging trail and the feed plat were arranged linearly.
The lane was 3 cm wide and 30 cm long and covered with a same size tracing paper
to get a pheromone sheet. The turning table was 30 cm in diameter and covered with
a paper. We attached the pheromone sheet (3× 30 cm) to the turning table along the
diameter (Fig. 75.1). The turning table was rotated by a synchronous motor (typeD-
5N, NIDEC SERVO CORPORATION). The experiments were performed in a room
that had artificial room lights. The room contained different 3 kinds of lab equip-
ment and furniture and so provided visual landmarks of different sizes and colors.
Experiments were recorded using a video camera (GZ-MG740, Victor). The camera
was placed horizontally 80 cm above the center of the turn table. Angle data were
acquired using avidemux2 and the GIMP toolbox.

Experiments were designed to conflict between pheromone information and vi-
sual one by rotating a pheromone sheet. Ants were expected to turn when they
perceived that they headed in the opposite direction of the nest box on the rotat-
ing pheromone sheet. 90 ants were used in experiments and 30 ants were used in
each experiment. Rotation speed of the turning table were 3, 1 and 0 r/min in ex-
periment 1, 2 and 3, respectively. There was no significant difference in rotational
directions and hence we fixed clockwise rotation.

Before experiments, to obtain a pheromone sheet, a colony was connected to a
lane covered with a tracing sheet (Fig. 75.1). The colony was allowed to explore the
lane and access to the turning table on a platform at the end of the lane for 20 min.
Then the lane was replaced with a turn table covered with a circle sheet and the
pheromone sheet was attached on the desk. The pheromone sheet corresponded to
the colony used in each experiment. The same pheromone sheet was used for 30 min
in 10 trials. The circle sheet under the pheromone sheet was changed to new one in
each trial.

In experiments, ants were used one-by-one in each trial. An ant was allowed to
go through the pheromone sheet on a turn table via bridge and access the food. The
desk did not rotate in this time. After the ant climbed the bridge, it was separated
from a foraging box to prevent the other ants from invading. The turn table started
rotating when the ant got onto it after feeding. The trial was concluded when the ant
reached an edge of the desk on the nest side.

For analysis, we defined the starting end (S) where the ants got onto the
pheromone sheet, the goal end (G) that was the opposite side of S on the sheet,
the feed side (F) and the nest side (N) (Fig. 75.1). Before the desk rotated, SG vec-
tor was coincident with FN vector. We measured the directions (the nest side or the
feed side) of the ants and the pheromone sheet (SG vector) every 0.5 s. We also
measured the angle between the FN vector and the SG vector when the ants reached
the farthest points (the ant’s turning points) from S in experiment 1.
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Fig. 75.1 Schematic diagram for apparatus

We observed the nest side direction rate (R) for the ants and the pheromone
sheets from the directional data. We also observed, under the condition that the di-
rection of the pheromone sheet was feed side, the conditional nest side direction
rate (CR) for the ants. The sets of R were compared using Wilcox rank sum test
with continuity correction in each experiment. The sets of CR were compared us-
ing Kruskal-Wallis rank sum test. We used Steel-Dwass post-hoc comparisons to
explore significant main factors. Circularly distributed data were treated via circu-
lar statistics. Mean orientation vectors are given in polar coordinates with the angle
φ and the length r describing mean orientation of the pheromone sheet at turning
points and the amount of scatter about the mean, respectively. The mean and the
variance were given in numerical value with the maximum likelihood method, using
a circular normal distribution. The Rayleigh test was used to check for uniformity.
We use an alpha level 0.0.

75.3 Results

In experiment 1, at 3 r/min, the distribution of the nest side direction rate (R) of
the ants was different from that of the pheromone sheet (SG vector) (W = 802,
p < 0.0001; Fig. 75.2(a)). The angles at turning points were not distributed ran-
domly over the entire 360° range (φ = 98.5 ± 29.4°, r = 0.881, p < 0.0001;
Fig. 75.2(c)). In experiment 2, at 1 r/min, there was no significant difference be-
tween the distribution of R of the ants and that of the pheromone sheet (W = 416,
p = 0.602 ns; Fig. 75.2(a)). In experiment 3, at 0 r/min, the distribution of R of
the ants was different from that of the pheromone sheet (W = 345, p < 0.01;
Fig. 75.2(a)).

To examine how much the ants conformed to the pheromone in homing under the
condition that the pheromone sheet pointed the feed side, we compared the condi-
tional nest side direction rate (CR) for the three experiments. There was a significant
difference among the experiments (χ2 = 56.5, p < 0.0001; Fig. 75.2(b)). With the
Steel-Dwass post-hoc comparisons, we observed that CR of EXP 1 was greater than
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Fig. 75.2 Results: (a) Distributions of the nest side direction rates for the ants (black) and the
pheromone (white). (b) Distributions of the conditional nest side direction rates for the ants, under
the conditions that the pheromone sheet pointed the feed side, in EXP 1 (black), EXP 2 (gray) and
EXP 3 (white). (c) Angles of the pheromone sheet when the ants turned are given relative to the
direction of the feed-nest line

that of EXP 2 (t = 4.26, p < 0.0001; Fig. 75.2(b)) and that of EXP 3 (t = 6.93,
p < 0.0001; Fig. 75.2(b)) and that of EXP 2 was also greater than that of EXP 3
(t = 5.11, p< 0.0001; Fig. 75.2(b)).

In this work, the adjustment was considerably quick and correct. In the experi-
ment, flexibly landscape view and conflicts between pheromone and visual informa-
tion occurred when the desk’s rotational angle became 90°. The ant’s adjustments
(U-turn) (Fig. 75.3) were observed around 90°. This result shows that ants observed
conflicting between the information and immediately changed the priority between
them.

75.4 Discussion

Adjustments between two information in navigation are not restricted in ant’s be-
havior. Presumably, these phenomena will be observed in a lot of animals. These
adjustments are based on distinguishing two different informational types (such as
social and private information) while confusing them. This viewpoint is very impor-
tant to consider intelligence in animals.
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Fig. 75.3 Path Records: Actual path records of ants in (a) experiment 1 (3 r/min), and (b) experi-
ment 3 (0 r/min)
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Chapter 76
In vivo, in silico, in machina: Ants and Robots
Balance Memory and Communication
to Collectively Exploit Information

Melanie E. Moses, Kenneth Letendre, Joshua P. Hecker,
and Tatiana P. Flanagan

Abstract Ants balance the use of remembered private information and commu-
nicated public information to maximally exploit resources. This work determines
how the strategy that best balances these two sources of information, and the per-
formance of that best strategy, depend on the information in the distribution that
is available to be exploited, and the number of ants in the colony. We answer this
question by (1) measuring the rates at which ants foraging for seeds in manipulative
field studies, (2) simulating ant foraging strategies and measuring resulting forag-
ing performance, and (3) implementing foraging strategies as algorithms for search
behaviors in teams of cooperatively searching robots.

Keywords Ants · Swarm robotics · Agent based modeling · Evolutionary
algorithms

76.1 Introduction

The behavior of the largest ant colonies emerges from the individual behaviors of
millions of ants, where behaviors can be influenced by distributed communication
among nest mates. Ant colonies are canonical distributed systems. Without central
control, the interactions among millions of communicating individuals enable ant
colonies to search and respond to complex, dynamic landscapes effectively.

We hypothesize that ant colonies, immune systems and other complex biolog-
ical systems use similar strategies to accomplish effective decentralized search.
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By demonstrating how behavioral rules of individual ants result in colony-level
responses to changing food distributions, we elucidate principles that underlie
emergent behavior of other complex systems in biology, computation and soci-
eties.

In this work, we aim to understand how ants balance the use of remembered pri-
vate information and communicated public information to achieve efficient, robust,
and scalable search. We use evolutionary optimization algorithms to find the bal-
ance between communication and memory that maximizes seed intake in simulated
foraging ants. Those behaviors are then encoded as algorithms in physical robots
that search for RFID tags individually or in teams of three.

In vivo. Our field studies are conducted on three species of Pogonomyrmex seed
harvesters whose colony size varies from dozens to thousands [6]. Seeds are hard to
find, so the duration of a foraging trip, which includes travel time and search time,
is dominated by search time. These ants often use site fidelity, a process in which
an ant remembers and returns to the last site in which it found a seed [1, 2]. When
resources are clumped, site fidelity reduces an individual ant’s search times for other
nearby seeds [8]. Seed harvesters appear to lay pheromone trails to recruit nest mates
to large piles of food, but this may be rare under natural circumstances [10]. We ask
how colony size (the number of foragers in the colony) and food distribution affect
the rate at which seeds are collected.

In silico. We simulate ant foraging using a set of agent-based models (ABMs) of 100
foragers on a grid, with parameters describing individual ant behavior optimized by
a genetic algorithm (GA). GAs enable multi-parameter optimization by simulating
evolutionary processes. GAs have been successfully used to evolve parameters for
use in swarm robotics [5]. Our GA selects parameters that specify how ants travel
from the nest, search, and balance use of site fidelity and pheromone communication
to maximize seed collection rates in simulations.

In machina. Swarm robotics is necessitated by problems that are inherently too
complex or difficult for a single robot, and by the need to develop systems that are
cheaper, more adaptive, and robust to failures, errors and dynamic environments [4].
Like ant colonies and other complex systems, robotic swarms have potential to uti-
lize efficient, robust, distributed approaches to physical tasks. Effective algorithms
for swarm robotics must extend beyond simulation to intelligently deal with the
complexities of navigating in real environments.

We build low cost robots based on the open source Arduino platform equipped
with ultrasound, wifi to allow communication with a central server, a compass,
and ability navigate via dead reckoning. We test how quickly individual robots
and teams of three robots collect RFID tags distributed in ways that mimic our
field studies and simulations. The ant foraging ABM was modified to model our
swarm robots and our experimental setup. Thus, simulations provide both a theo-
retical benchmark and a basic architecture for using GAs to optimize real world
parameters.
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76.2 Methods

In vivo. We conducted manipulative field experiments on three sympatric species of
Pogonomyrmex seed-harvesters in the summers of 2008 and 2009 in Albuquerque,
New Mexico [6, 7]. We baited each colony with dyed seeds arranged in a ring around
the colony entrance (Fig. 76.1(a)). Equal numbers of seeds were placed in four dis-
tributions varying pile number and size. For the largest colonies we used 1 pile of
256 red seeds; 4 piles of 64 purple seeds; 16 piles of 16 green seeds; and a random
scattering of 256 blue seeds. After placing the baits, an observer time stamped the
color of each seed brought into the nest. Data are reported for 27 experiments, nine
on each of the three species.

For every experiment we calculated a normalized foraging rate: first we calcu-
lated the rate at which seeds from each distribution were collected by dividing the
number of seeds collected from a distribution by the time between collecting the first
and last seed of that color; the normalized foraging rate was calculated by dividing
the seed rate for a piled distribution by the seed rate for randomly scattered seeds.
These three normalized rates (one each for red, purple, and green seeds) measures
how much faster clumped seeds are collected compared to randomly distributed
seeds. The normalized measure allows us to meaningfully compare across variable
colony sizes and activity levels, and to compare results from the field to those from
the model.

In silico. Simulations are derived from the model described in [6, 11]. We use GAs
to optimize the behavior of simulated ants foraging in three different food envi-
ronments (clumped, power law and random), using site fidelity alone, recruitment
alone, neither strategy, or both foraging strategies together.

Within each simulated colony, every ant shares the same set of parameters that
determines its behavior. 100 ants forage on a grid of 4000× 4000 cells, with 25600
seeds placed in one of the three distributions. At model initialization, all ants begin at
a nest located at the center of the grid. Upon picking up food, an ant decides whether
to leave a pheromone trail on the return trip to the nest, or remember the location
and return to it, or abandon that search site. This decision is based on the number
of other seeds in neighboring grid cells, as actual ants might use smell or briefly
handle seeds nearby to gauge their density. An ant laying a trail deposits pheromone
on each cell it walks over during its trip back to the nest. This pheromone evaporates
from the grid over time.

The ABM requires estimating 12 floating point parameters that are not known
from field studies. These parameters determine degree of turning during the corre-
lated random walk of a searching ant; the probability that an ant will remember the
site at which the seed was found or lay a trail to that site; the dependence of the
probability of remembering or trail laying as a function of local seed density; evap-
oration rate of the pheromone trails; and probability that ants abandon pheromone
trails. We used a GA to find a set of parameters for every ant in a simulated colony
that maximized foraging rate by that colony on a particular seed distribution.
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Fig. 76.1 (A) Experimental seed distribution around the nest entrance of a P. rugosus colony.
Each colored circle is a pile of millet seeds dyed to that color. The size of each circle represents the
relative number of seeds in that pile. All four seed colors are provided simultaneously for each ex-
periment. (B) Bars indicate log2 transformed normalized rates (foraging rate of piled seeds divided
by foraging rate of random seeds) for three seed distributions averaged over all 27 experiments.
Error bars are standard errors

In machina. We adapted behaviors identified in simulations into algorithms that
determine the behavior of robots searching for RFID tags [9]. In each hour-long ex-
periment, robots begin at a ‘nest’ to which they return once they have located a tag.
At the nest, robots communicate with a laptop for localizing and error correction by
the robots’ ultra- sonic sensors, and for managing the communication of pheromone
trails (encoded as x, y coordinate pairs where the nest represents 0, 0). We pro-
grammed each robot to stay within a 3 m radius ‘virtual fence’ to deter drift outside
of the experimental area. In every experiment, 32 RFID tags were arranged in one
of three different patterns: random, clustered, or power law. Each was distributed in
a ring between 50 cm and 200 cm from the nest. The clustered layout has four piles
of eight tags. The power law layout mimics the seed distribution in Fig. 76.1, but
with 32 tags rather than 1024 total seeds. Experiments are replicated 5 times each
under identical conditions for individual robots and for groups of three bots.

A simulation system was adapted from the ant foraging simulation to precisely
replicate the behavior of the robots’ movements, interactions and their experimental
area. In addition to simulating the 3-m radius area to which the physical robots were
restricted, we also simulated the behavior of the robots in a much larger unbounded
area, with tags distributed in the same density, but in such large numbers that even
large swarms of robots collect only a small fraction of the available tags. We sim-
ulated 1- and 3-robot swarms, and also scaled up to 30 and 100 robot swarms to
observe the scaling properties of the system.
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Fig. 76.2 Bars represent number of seeds collected during simulated foraging trials by colonies
of 100 foragers. Colonies forage on clustered, random, and power law distributed food, after opti-
mization by GA to maximize food collection rate on those distributions. Results show the effect of
using site fidelity, pheromone recruitment, both methods together, or neither (no information use)

76.3 Results

Figure 76.1(b) shows the normalized foraging rates—the rates at which piled seeds
are collected divided by rate at which random seeds are collected when seeds are dis-
tributed as in Fig. 76.1(a). A value of 0 indicates that seeds from a piled distribution
are collected at the same rate as randomly distributed seeds. All piled distributions
are collected significantly faster than random seeds. The log2-transformed normal-
ized rates are 0.3, 0.5 and 1.2 for seeds distributed in 16, 4 and 1 pile. We note that
the foraging rates decrease in proportion to the information required to find addi-
tional seeds once a seed of a given color is found (4 bits for the 16 piles, 2 bits for
the 4 piles and 0 bits for the single pile).

The foraging success of virtual ants evolved by the GA is shown in Fig. 76.2.
Foragers collect the most food when it is distributed at random (green bars). In
this case, the GA evolves parameters that distribute foragers evenly across the grid.
Little benefit accrues from memory or communication when seeds are not clumped.
In both power law and clustered distributions, seeds are collected faster using site
fidelity than communication alone, but both together are most effective. Foraging
rate on the clustered distribution (blue bars) is affected by foraging strategy more
than the other two distributions.

Figure 76.3 shows how individual physical robots search for RFID tags. Simula-
tions replicate these behaviors. Figure 76.4 shows how long it takes a single robot
and a team of 3 robots to collect 8 of 32 tags (A) in real robots and (B) in simulations
designed. Results are shown when robots use only site fidelity, and no pheromone
communication. 3 robots collect tags twice as fast as a single robot, in real- world
and simulated experiments.

Figure 76.5(A) shows an example of how quickly tags are collected by a single
robot (real and virtual) when robots combine site fidelity and pheromone-like com-
munication. Virtual robots outperform real robots because real robots sometimes
get lost and then communicate incorrect locations to team-mates. Figures 76.5(B)
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Fig. 76.3 A robot begins its search at a globally shared central nest site (center circle) and sets a
search location. The robot then travels to the search site (yellow line). Upon reaching the search
location, the robot searches for tags via a biased random walk (blue line) until tags (red squares)
are found or a probabilistic timeout occurs. The robot returns to the nest (purple line), possibly
laying a pheromone trail and/or remembering the previous location and returning to it

Fig. 76.4 Time to collect 25 % of the tags from three different distributions for one and three
robots (A) in simulation and (B) in physical robots. Each bar is an average of 5 experiments

Fig. 76.5 Tags collected using pheromones and site fidelity in combination (A) example RFID
collection curves by teams of 3 real and virtual robots. (B) Rate tags are collected and (C) minutes
to collect a tag per individual robot, in different simulated team sizes

and 76.5(C) show that large simulated teams of 100 robots collect seeds approxi-
mately 70 times faster than individual robots. Each robot in a larger team collects
tags slightly slower because robots on larger teams have to travel a further average
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distances to collect tags (a larger number of tags is necessarily, on average, further
from the nest).

76.4 Discussion

Collective search depends on the balance of individual memory and communicated
information. We are particularly interested in how search strategies change with the
size of the collective and the distribution of the resource that is being collected. Fig-
ure 76.2 shows that the most clumped distributions of seeds are collected substan-
tially faster when individual memory is supplemented with communication. Cen-
tralized systems are characterized by diminishing returns—each task takes longer to
complete in larger systems [12]. However, we see only very modest declines in per-
robot foraging rates in large teams when communication is distributed–teams of 100
robots collect tags 70 times faster than single robots. Similarly, we saw no signifi-
cant difference in seed collection rate across colony sizes in our field study—large
colonies collect seeds as fast as small colonies, even though the average distance
traveled from the nest to a seed is longer for larger colonies [7].

Information theory quantifies information as the amount of randomness in a dis-
tribution, but it says nothing about how animals make use of that information in
terms relevant to fitness [3]. Our experiments and simulations allow us to quantify
how different strategies that exploit information about the distribution of resources
improves search. Figure 76.2 shows that memory and communication improve for-
aging success the most on the most clustered distributions. This is because each
bit of information about the location of a seed is of greater value when the entire
seed distribution can be described with fewer bits. Thus, memory and information
exchange helps the colony exploit clumped distributions but not random distribu-
tions.

We use simple robots to test real-world implementation of swarm foraging algo-
rithms based on site fidelity and pheromone-like communication. Thus far, in our
experiments with physical robots, pheromones actually hamper foraging success be-
cause lost robots miscommunicate resource locations. However, when we replicate
robot behavior in simulation (in which robots are never lost) we find that combining
memory and communication is an effective strategy for teams of up to 100 robots,
suggesting that by improving robot localization, our architecture and algorithms are
scalable to large robotic swarms.

Understanding effective decentralized search in ant colonies provides design
principles for engineered robotic swarms. Moreover, many other complex systems
search effectively without centralized control—immune systems find pathogens,
market economies find efficient pricing mechanisms, and evolution finds strategies
that enable populations to survive. By elucidating how effective search strategies
emerge from behaviors of individual components, this work lends insight into com-
plex systems more generally.
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Chapter 77
Popularity and Similarity Among Friends:
An Agent-Based Model for Friendship
Development

Sma Abbas

Abstract This work investigates how local preferences, social structural constraints
and randomness might affect the development of the friendship network in Face-
book. We do this by analyzing a snapshot Facebook dataset of Princeton Univer-
sity’s students, and by building an agent-based simulation for comparison. Several
different, but plausible, processes of friendship network development are proposed
in which the structural information of the growing network and the student prefer-
ences are taken into account and then compared with the data. ‘Network formation
based on personal preference and social structure with some randomness’ matches
the data best, and is thus the preferred hypothesis for the way that students add
“friends” on Facebook.

Keywords Facebook · Community structure · Agent-based modelling · Social
network analysis (SNA)

77.1 Introduction

In the last few years, internet has embraced active participation of its users by be-
coming social. One of the main services to make the web social, 2.0, is Social
Networking Systems (SNS), such as Facebook and MySpace. Social Networking
Systems (SNS) have changed the outlook and the behavior of millions of people
worldwide. With the abundance of enormous data, which was impossible before,
a lot of research has been done to understand how and what engages people to use
an SNS in their day to day lives. Our aim is similar, but mainly focused on how
people develop their social network. And also, how segregated, if any, the social
network is; and how we might work towards a better integration in a society. The
aim of this paper is to reconstruct the development of the social network, so that an
understanding of it could be developed.

This work investigates how local preferences and social structural constraints
might affect the development of the friendship network in Facebook. We do this by
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analyzing a snapshot Facebook dataset of Princeton University, and by building an
agent-based simulation for comparison. This is an extension of our work [1] for a
larger and diverse dataset. Several different, but plausible, processes of friendship
network development are proposed in which the structural information of the grow-
ing network and the student preferences are taken into account and then compared
with the data. ‘Network formation based on personal preference and social struc-
ture’ matches the data best, and is thus the preferred hypothesis for the way that
students add “friends” on Facebook.

A lot of social network based models have been proposed. From a general but
realistic social network (e.g. see [13, 14]) to a data-driven students’ social network
[30], but they do not address how such a network might develop within an online
environment. This paper attempts to address this concern. First, we simulate some
possible strategies of how students meet and develop their social network. Then we
compare the obtained results with the underlying dataset we have used and in this
way are able to make some inferences as to the probable strategies that the students
used.

The magnitude of the data present in the online SNS is enormous, and presents
itself as a rich source of social information for analysis. According to studies, most
of the online social networks act as a representation of the offline, or real social
networks [8, 9]. So it could be assumed as an approximation or a proxy of a real
world social network. Not only does an SNS capture the social network, but also
the activity between users. Mainly due to privacy concerns and also due to its vast
commercial value, this data even by the research community is quite difficult to
acquire. So we are left with either a snapshot with limited information, or an activity
log without any social network. A huge data set of longitudinal nature of Facebook
has been collected, but is available with a limited access [20]. The aim of this paper
is to reconstruct the development of the social network with the help of an agent-
based methodology, so that a possible history of the social network and a better
insight of local processes could be developed.

The paper is divided in different sections. In Sect. 77.2, we define the refer-
ence data on which our agent-based model is based—its characteristics and network
structure. After that, in Sect. 77.3, we define our model and the strategies of interac-
tion it offers. Simulation results and their comparison with the dataset are presented
in Sect. 77.4. Related work is summarized in Sect. 77.5. At the end, in Sect. 77.6, we
summarize our findings and present the future outlook of our research by concluding
the paper.

77.2 The Reference Dataset

We have used the data of students and faculty members of Princeton who use Face-
book. This was provided to us by Mason A. Porter of Oxford University, and has
been studied by him and others in [31]. The dataset includes both the attributes and
social structure for 6596 people. For each person, it contains eight attributes, which
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Table 77.1 Attribute spread

Attributes Dorm Major Year High school

Missing (%) 33.76 24.86 11.77 20.7

Unique 57 41 26 2235

Average 115.72 160.88 244.30 2.95

St. Dev. 293.06 268.68 399.13 29.21

Fig. 77.1 Princeton social
graph

are: ID, student/faculty status, gender, major, second major/minor, dorm/house,
year, high school; and also friendship links for each student. On average, each per-
son has almost 88 friends. We note that it is a snapshot—it represents only links and
attributes present at one single point of time. The data is completely anonymized
where simple integer values represent each attribute. The underlying anonymous
dataset of Facebook includes both the attributes and social structure for 6575 student
of Princeton University. In total there are 293307 links—averaging to 89.2 friends.
Each person has four attributes, which are: major course of study (major); their place
of living (dorm); year they joined the university, and their high school information.
As for the spread of each attributes and their missing values, we have summarized
it in Table 77.1.

Since it is a relatively bigger university as compared to Caltech covered in [1],
we see a very diverse population when we see the number of various high schools.
Missing information in the dataset has been coded by 0. We have dealt it carefully
in our model. As for the network structure, we have shown it in Fig. 77.1. We can
clearly see groups/communities in the network structure.

77.3 Model Outline

In order to understand the dynamics of this social network, we simulate it using an
agent-based simulation. The main aim of the work is to understand the interplay of
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social processes and their impact on the network structure as a whole. Thus the key
focus is on analyzing how students interact and build their social network over time.
We can then see which strategy of interaction seems to produce the best represen-
tation of a social network as judged by a comparison with the reference dataset. In
this section, the term agent will be used to refer to a student.

77.3.1 Simulation Setup, Execution and Termination

The number of agents in all simulation runs is 6575, based on the underlying dataset
of Princeton University students. Each individual in the dataset provided the at-
tributes for one agent in the simulation. All agents are created at the start. While
initializing a simulation run, the agents are chosen in a random order. Interaction
strategy for all the agents is set once in the beginning. It does not change. Each sim-
ulation runs until the number of links made is the same as in the reference dataset—
293320. No link is dropped or modified once it is created.

77.3.2 Rules for Adding Friends

In this section, we discuss how the agents might interact with each other, in terms
of making friends in real life. It is assumed that, by and large, these real life social
links will then be duplicated within Facebook. We do not claim that we present an
exhaustive list of possible strategies; rather the idea is to explore some plausible
ways that depend on the micro-level preference of agents and then evaluate them.

Sa = |{(i, j)E : s.t. ai = aj }|
(|E|)

In order to identify the significance of attributes of the four attributes we have con-
sidered in social network development, we relied on affinity [26] to guide us. It
measures the ratio of the fraction of links between attribute-sharing nodes, relative
to what would be expected if attributes were random. It ranges from 0 to infin-
ity. Values greater than 1 indicate positive correlation; whereas values less than but
greater than 0 have negative correlation. For an attribute a, such as dormitory, we
first calculate the fraction of links having the same dormitory, for instance. It is
represented by:

where ai represents the value a for a node i. In other words, we are identifying
the total number of matched nodes with the same attribute values for an attribute a.
E represents total number of links. And then we calculate Ea which represents the
expected value when attributes are randomly assigned. It is calculated by:

Ea =
∑k
i=0 Ti(Ti − 1)

|U |(|U | − 1)
,



77 Popularity and Similarity Among Friends: An Agent-Based Model 633

Table 77.2 Affinity values of the four attributes for all the strategies of interactions

Dorm affinity Major affinity Year affinity High school affinity

1.48 1.32 4.07 0.89

Table 77.3 Values of the four attributes for all the strategies of interactions

Dorm preference Major preference Year preference High school preference

60 60 80 30

where Ti represents the number of nodes with each of the possible k attribute values
and U is the sum of all Ti nodes, i.e., U =∑k

i=0 Ti . The ratio of the two is known
as affinity : Aa = Sa

Ea
[26]. Here are the affinity measures of the four attributes in

Table 77.2:
We see that year is the most important attribute. This result matches previously

published work [31]. Each agent is initialized with the four attributes (major, dorm
etc.) of a corresponding individual recorded in the Princeton data set. We have just
used these four attributes because of the conformity in the earlier studies done on
students. And also, we found them, using the affinity measure, of the utmost impor-
tance. The values for each of the four attributes can be seen in Table 77.3. These
values have been found to be the best fitted values when compared with the refer-
ence dataset.

All agents have a preference for each of the four attributes we have se-
lected which is known as “Personal Preference”. The idea has been inspired from
homophily—the love of the similar [24]. It is a probabilistic match of attributes be-
tween the source and the target agents. We have shown the illustration in Table 77.4
for the year attribute. A chance out of 100 is randomly selected in a uniform fash-
ion. If it is under the predefined preference value (80 in case of year preference)
and the attribute values of both the source and target agents are known (non-zero)
and match with each other, then the dormitory preference is satisfied; and we set
the dormitory flag to true. Also, if the chance is greater than the preference value,
it is satisfied as well. We repeat the same process for the remaining attributes. If all
the four attributes’ conditions are satisfied, we make a friendship link between the
source and the target agents.

We have devised four different plausible strategies for agent interaction—each
involves matching students using their attributes, but in different ways. Personal
preference is not taken into account when there are missing values for all the four
attributes. Hence, in this case, we totally neglect the preference of both the source
and the target agent. All of the four interaction strategies use the attribute values
defined in Table 77.3.
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Table 77.4 Algorithm to calculate “Personal Preference”

1. Agent Source = getSourceAgent()

2. Agent Target = getTargetAgent()

3. Integer YP = getYPValue() // Get year preference value which
is fixed as 80

4. Boolean sameYear = False

5. Integer chance = get_random_integer(100)

6. IF (chance < YP){ // 0 < chance <= YP

7. IF (Source.getYear() == Target.getYear()) AND (Source.
getYear() != 0 And Target getYear()!= 0)){ sameYear = True }

8. }ELSE{ sameYear = True }

9. ...

10. //repeat the same evaluation for the rest of the attributes
(Dorm, Major etc.)

11. IF (sameYear AND sameMajor AND sameDorm AND sameHighSchool)

12. // If all conditions satisfy

13. form_a_link(Source, Target) //create a friendship link
between the two

77.3.3 Random Strategy—Strategy 1

Each source agent selects a randomly chosen target agent after every time step or
simulation tick. The target agent is selected using a uniform probability distribution.
After the selection, the source agent determines if the target agent satisfies its per-
sonal preference. If it does, an undirected link is created among them, which shows
that they are friends.

77.3.4 Friend of a Friend (FOAF) Strategy—Strategy 2

In this strategy, there are two phases for each agent. In the first phase, all agents,
on their own, are asked to make only limited random friends selected in a uniform
distribution. This should satisfy both the source and target agents’ preferences. If
these are not satisfied, they do not form a link. After this first phase, personal prefer-
ences are not taken into account. From then on, in the second phase, new friends are
selected in a “friends-of-friends” manner. During this phase, starting from the first
friend of a friend—whose degree is consider as the reference point, in chronologi-
cal order, we search its friends (FOAF) and continue searching till we find a suitable
agent. As soon as we find an available FOAF which has a greater degree than the
reference FOAF—showing the popularity, we select it and then form a friendship
link between the two.
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77.3.5 Party Strategy—Strategy 3

In this strategy the personal preferences are also not taken into account. All students
arrange a small party which is held on a regular basis. The number of participants
in a party is 100. The selection of the party participants is totally independent and
unbiased towards any attribute. At each party, a maximum of 300 new (random)
friendships are made. Due to the random selection of party participants, there is a
chance of selecting nodes which are already connected to each other. In that case,
no new link is established.

77.3.6 Hybrid Strategy—Strategy 4

This strategy is a combination of the above three strategies. At every simulation
time step, a simulation strategy between random and FOAF is chosen on a uniform
basis. In order not to overwhelm the randomness, the party strategy is run in every
20th time step. Also, unlike the original model [1], the party mode is executed on a
local level, and not on a global level.

77.4 Results

In this Section, we compare the simulation results with the reference dataset. First
we compare the global or overall results in Sect. 77.4.1 and then in Sect. 77.4.2, we
discuss the attribute level comparison.

77.4.1 Global Results

In this Section, we compare the structure based on the overall network of the refer-
ence dataset with the various simulation strategies. In Table 77.5, we have summa-
rized the basic Social Network Analysis (SNA), over the reference dataset and the
simulation results of the four interaction strategies.

Random and Party modes are the most deviant ones when compared with the
underlying reference dataset. In terms of standard deviation in number of degrees
(# of friends), they are not even close. Also the distribution of degree is normal—
bell shaped, as opposed to exponential. The FOAF mode has good results in terms of
assortativity, transitivity and even the best fitted distribution. In standard deviation,
however, the difference is quite large.

Hybrid mode captures the standard deviation, assortativity and connectedness
and also best fitted distribution, quite well, when compared with the reference
dataset. In terms of transitivity, it is almost half as the reference dataset. In order
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Table 77.5 Reference dataset and simulation output comparison

Dataset/Model St. Dev. degree Assortativity Transitivity Best fitted distribution

Ref. 78.55 0.09 0.16 Exponential (Alpha = 1.98)

Random 18.12 0.08 0.019 Normal

FOAF 93.76 0.11 0.09 Exponential (Alpha = 1.84)

Party 19.64 −0.002 0.03 Normal

Hybrid 79.97 0.105 0.07 Exponential (Alpha = 1.97)

Fig. 77.2 Log-log plot of
Total Degree Distribution of
all the four simulation
strategies and the reference
dataset

to align it with that of the reference dataset, we ran a sensitivity analysis over the
parameter space. We did find better results when the parameters were changed, but
that hampered the standard deviation and assortativity. Hence we focused more on
the overall degree fitting and assortativity. The parameter values for the reference
dataset, FOAF and Hybrid mode are also mentioned, where Hybrid mode has al-
most the same alpha value as the reference dataset, for the fitted distribution. The
fitting of the degrees have been calculated by setting the minimum degree to 40.

We have summarized in Fig. 77.2, the degree distribution of the reference and
the four interaction strategies. This only shows the final node degrees after the sim-
ulation has been finished. The reference, the FOAF and the hybrid strategy’s degree
distributions show a power law effect which suggests that most of the nodes have
few links while only a few nodes have a lot of links. The other two strategies, ran-
dom and party seem normally distributed in nature. Their links are more or less
uniformly distributed.

If we consider various studies on number of friends in Facebook (see [25, 28,
32]), mostly all have found that it does have a power law outlook, but there was a
seminal work which proved this common belief wrong. According to [11], Facebook
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has not one but two power-law regimes: one for node degrees less than 300 and one
for greater degrees. We found the similar pattern in [2] too. In this case, however,
we don’t see that for two reasons: firstly, the dataset is too small and secondly the
dataset just contains inter-school links. Hence we see just one power-law outlook.

In Table 77.5 we can clearly identify that Hybrid strategy remains the best candi-
date when it is compared with the reference dataset. The underlying distribution of
both the reference and Hybrid strategy can be identified by such a huge standard de-
viation; which in turn reflects our earlier finding that both of these are in fact power
law distribution.

77.4.2 Attribute Level Results

In this Section, we compare the results of our simulation runs of all the four strate-
gies for each of the attributes with the reference dataset. We measured the results in
terms of the Silo Index. This is an index which identifies the degree of inter-links be-
tween nodes with a particular attribute value in a (social) network. If a set of nodes
having a value Y for an attribute X, has all the links to itself, and not to any other
values of attribute X, that means a very strong community exists, which is totally
disconnected from the rest of the network. In short, this index helps us identify how
cohesive inter-attribute links are. It ranges from −1 to 1, representing the extreme
cases (no in-group links to only in-group links respectively). It can be written as:

I −E
I +E

where I represents the number of internal links and E the number of external links.
In other words, it is the ratio of the difference in internal and external links, to the
total links. It is quite similar toE−I index [17], but with the opposite sign. In E−I
index we have value 1 when all links are external, while Silo Index has value 1 when
all are internal. Hence, the Silo Index could be written as an I −E index. Since the
Hybrid strategy has shown the best results, and also due to space limitations, we
are presenting Silo Indices comparison of this strategy alone, with that of reference
dataset, in Fig. 77.3.

Apart from High School Silo Index, the rest has quite a high (> 0.83) correlation
with that of the reference dataset. Hence it is the preferred mode of interaction. The
number of High Schools in the dataset is quite high as shown earlier in Table 77.1.
We could not find better correlation of it with varying parameters values. As for the
degree mixing [27] which determines how nodes of similar degrees are connected
with each other, we have plotted it in Fig. 77.4.

In lower degrees (< 400), there is a high rate of similarities between the Hybrid
and the reference dataset. In high degrees, the Hybrid mode is slightly different.

After comparing all the four attributes, Hybrid strategy takes the lead when com-
pared with the reference dataset; it presents itself as a good candidate for describing
how students might have developed their social network.
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Fig. 77.3 Silo index for dorm, major, year and high school attributes for hybrid strategy and the
reference network

77.5 Related Work

A plethora of research in SNS has been done over the last five years. It is impossible
to cover all of it; hence some of the relevant work is being mentioned here. The ma-
jor focus of such work has been the identification of the static nature of SNS, such
as [25]. One of the early works before the popular SNS came into being, was a study
done on Club Nexus, a Stanford students online environment in [3] back in 2001.
They found that people having similar attributes are more likely to form a friend-
ship link. Based on the various classification of users, an SNS growth model has
been presented [19]. Instead of just a snapshot of a social network, but interactions
among users, Golder et. el found close social circles in [12] which categorizes the
general notion of online “friends” into a broader spectrum. A very detailed quanti-
tative study on students to identify their cultural preferences was done in [20].

To understand the behavior of students’ real social network development, a func-
tion of contact frequency and shared interests has been used in to make a model.
Jackson et el. in [15] developed a model in which a neighbourhood search is done to
develop a social network; this can result in many of the characteristics of observed
networks.

Adalbert studied Facebook from an economist’s point of view [22]. The data
which he collected and then studied showed that race plays the most significant role
in student friendship development—especially in the case of minorities. In his pre-
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Fig. 77.4 Degree mixing of hybrid mode and the reference dataset

vious study [23], out of students of Taxes A&M, he found that majority of meeting
new friends (26 %), were driven by members of the same school organizations. In
an another study carried out on students’ network [21], race and local proximity,
such as dorm were determined to play the most important role, followed by com-
mon interests such as major and similar social standing, which in turn were followed
by common characteristics such as same year. In our data, however, we could not
verify the race factor, as this information is not present in the dataset that we have
used.

In case of SNS growth, unlike our model, there are some studies that identify the
different classes of users [18]. And also, based on the activity of users, a couple of
studies show their social network development [12]. Based on only the structure of
an SNS, a couple of exploration techniques have also been devised to predict what
new links users are going to make [4, 6], but they usually do not take into account
the rich information of attributes of users [10].

In mainstream computer science, there are many “mechanistic and yet tractable”
[16] network models, such as Preferential Attachment [7] which specifies an edge
creation mechanism, resulting in a network with power-law degree distribution.
These models, however, do not take node attributes into account. And in machine
learning and social network analysis, where the emphases has been more focused
on in the development of statistically sound models that consider the structure of
the network as well as the features of nodes and edges in the network [16]. Exam-
ples of such models include the Exponential Random Graphs [29] and Stochastic
Block Model [5]. These network models are generally intractable and do not offer
emergence [16].
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77.6 Conclusion and Future Work

An agent-based simulation has been described that attempts to explain how students
make SNS links, taking into account both endogenous and exogenous factors.

This is an extension of [1] for a larger and diverse university dataset, in which
we tried to understand how local preferences and the structural factors might help
develop a social network. Unlike the original model, in order to control randomness
of Party Mode, we introduced it at an individual level, rather than at the university
level. We tailored the model according to the underlying structure of the reference
dataset. We have devised and explored a limited number of strategies for student
interaction. We compared our simulation results to data gathered from students’
Facebook network of Princeton University. We relied on both structural aspects us-
ing SNA and semantic using Silo Index for comparison. The strategies of interaction
varied from preferential attachment—based on the attribute values, to complete ran-
dom interactions.

After analyzing the results and comparing them with the reference dataset, we
determined that Hybrid strategy, which is a combination of all three strategies: Ran-
dom, FOAF and Party does the best. It captures the basic essence of the under-
lying network. From network level measures to the attribute level comparison, it
presents itself as a good candidate for the understanding of students’ interactions
and social network development. Also, FOAF mode captured most of the aspect,
apart from the standard deviation in number of friends, which resulted in a differ-
ent slope for power law outlook. The initial setting of highly similar friends leads
to a cohesive community structure and also the friends-of-a-friend process with a
power law outlook. Random and Party strategies which are dominated by the ran-
dom meeting of friends at events did not explain the data well. We do not claim
that we presented an exhaustive list of possible social processes, but rather analyzed
a few plausible variations. Focusing on personal preference, social structure with
some randomness, presents itself as a promising strategy of interaction. While only
pre-simulation statistics based on the underlying data, such as correlation, do not
necessarily present the best parameter values. For the initial friendship links, the
parameter space has to be explored to find the best match.

In future work, we would like to make a more general model, which captures both
local and global aspects of a social network. This model will be based on several
datasets and on the findings of this model. Also, with the aid of the earlier studies
on social network—specifically online social network, we will try to design and
understand the processes involved. We will focus both on internal and environmental
aspects.
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Chapter 78
Characterizing and Modeling Collective
Behavior in Complex Events on Twitter

A.J. Morales, J. Borondo, J.C. Losada, and R.M. Benito

Abstract All around the world people are increasingly using Internet and online
social networks to relate among each other. This fact is bringing a unprecedented
amount of user generated data, which is certainly attracting research on several
fields. In this work we analyze the user interactions in Twitter around two politi-
cally motivated events, like a Venezuelan protest and the 2011 Spanish Presidential
electoral campaign. We found that users participated quite heterogeneously, as a tiny
fraction of them concentrates much of the activity or collective attention. This het-
erogeneity gives place to critical features, like interaction networks with power law
distributions and modular structure. Although online social networks appear to be a
pure social environment, we found traditional agents, such as well known politicians
and media hold loads of influence among the participants.

Over the past years, new technologies and specially online social networks have
penetrated into the world’s population at an accelerated pace. An important feature
of these communication tools is that they provide a large amount of user generated
content, useful for research on political activism [1, 2], marketing techniques [3]
and social influence dynamics [4]. In this study, we use data available from Twitter,
to unveil and analyze the structural and dynamical patterns from the user interac-
tions, in order to characterize the emergent collective behavior. We have focused
our study around two relevant events: a Venezuelan political protest, that took place
exclusively online, and the 2011 Spanish Presidential electoral process. On these
events, users posted messages identified with special keywords, such as #SOSIn-
ternetVE for the Venezuelan protest and #20N for the electoral campaign. These
special keywords identified the topics which messages we downloaded, using the
Twitter API. The properties of these datasets are presented in Table 78.1.
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Table 78.1 Datasets
properties Topic Period Messages Participants

20N Nov. 5–20, 2011 370000 100000

SOSInternetVE Dec. 14–19, 2010 420000 77700

Fig. 78.1 Complementary cumulative distribution of messages sent by user (top) and Message
rate through time (bottom). The left and right panels correspond to 20N and SOSInternetVE topics
respectively

The distribution of the user activity, in terms of messages sent by user, as well
as the message ratio through time, are shown in Fig. 78.1. The results indicate that
users participated in an extremely heterogeneous way. In both cases, we found that
the large majority of users (over 90 %) posted only a few messages each, while
half of the messages were posted by less than 10 % of the participant population.
This fact implies that the conversations were actually fed by a small portion of very
active participants. Besides, both topics grew in a bursty manner, as can be seen in
the bottom of Fig. 78.1, where the activity is heterogeneously concentrated in time.
It can be noticed that a single conversation may grow up to 60 % of its final size in
less than 8 hours.

However, not everybody’s messages (or activity) have the same impact on the
development of the event, since it remarkably depends on the source’s connectivity
inside the social substratum. To analyze this matter, we have constructed networks
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Table 78.2 Followers,
Retweet and Mention
networks degree Pearson
correlation (r)

Topic rF,R rF,M rM,R rA,R

20N 0.55 0.44 0.35 0.30

SOSInternetVE 0.57 0.70 0.85 0.15

based on “who follows who”, which are subgraphs of the Twitter’s global followers
network, made with the events participants. On Twitter, when a user posts a mes-
sage, this is instantaneously delivered to his/her own followers. Therefore, these
networks represent the social substratum and available channels through which the
information may flow along an event. In Fig. 78.2 we present the in and out degree
distributions, which illustrate the heterogeneous connectivity found among the par-
ticipants. In fact, while the large majority of users are followed by less than 20 users
each, half of the social links are targeted to less than 2 % of the users. This means
that the messages written by these hubs are delivered (and probably read) by half of
the participants.

This heterogeneous connectivity gives place to an heterogeneous collective atten-
tion. To study so, we have also built other networks, linking the participants accord-
ing to “who retweeted (retransmitted) who” and “who mentioned who”. These inter-
action mechanisms display effective links where messages were propagated and se-
lectively delivered, respectively. These networks have directed and weighted edges,
and the in and out strength distributions are also presented in Fig. 78.2. It can be ap-
preciated that both mechanisms are scale-free at the incoming links, which are the
result of the aggregation of individual efforts, reflected in the out strength distribu-
tion. In fact, while the large majority is hardly mentioned or retweeted, less than 1 %
of the participants, concentrate half of the mentions and retweets. Such an exclusive
elite concentrates the largest part of the collective attention in both mechanisms.

Influence in Twitter has been considered to depend not only on the user’s topo-
logical features in the followers graph, but also on the user’s topological features in
the retweet and mention graphs [4]. In the two considered cases, these measures are
remarkably correlated, as may be seen in Table 78.2, where we present the Pearson
correlation for the in degree and in strength values across the three networks, which
resulted to be positive at all cases. We detected that the small fraction of hubs (who
are influencers among the participants) act like information producers, posting mes-
sages widely delivered and retransmitted throughout the network. On the other hand,
we found that the large majority of users act like information consumers, either ac-
tively or passively. Nevertheless, in order to gain influence, the regular users must
play an active part in the conversation, as we demonstrated in a previous study [1],
where we detected several cases of regular users who equaled the retransmission
levels gained by popular accounts, by means of increasing their activity several or-
der above. This is also supported by the positive Pearson coefficient between the
retweets in strength and the user activity, also presented in Table 78.2.

In order to unveil how such heterogeneous users interacted with each other, we
calculated the assortativity by degree coefficient [5, 6] for all networks. The results
presented in Table 78.3, show that the emergent networks from Twitter are disassor-
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Fig. 78.2 Degree distribution of the Follower Network (top left), strength distribution of the
Retweet Network (top right) and strength distribution of the Mention Network (bottom). The top
and bottom panels correspond to 20N and SOSInternetVE topics respectively

tative. This result displays the asymmetric shape of these networks, where the hubs
that concentrate much of the incoming links, are often targeted by regular users,
who neither mention nor retweet too much, and receive few of the collective atten-
tion. Previous works on network assortativity [5], state that social networks tend to
be assortative, as popular people want to be friend with popular people, and regular
people are usually friends among the regular people. However our measures indicate
something different. Hu and Wang [7] reported that other online social networks are
also disassortative. The reason for this observations, relies on the difference between
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Table 78.3 Assortativity by
degree of the followers,
retweet and mention networks

Topic Followers Retweets Mentions

20N −0.09 −0.06 −0.09

SOSInternetVE −0.10 −0.15 −0.14

Fig. 78.3 Strength
distributions of the political
filtered Mention (top) and
Retweet (bottom) networks
and model results after 500
realizations

the online and offline world. For example, in Twitter regular people are now able to
relate and communicate with popular accounts, either by following, mentioning or
retweeting their messages. These new kinds of interactions are responsible for the
changes in the structural and dynamical patterns previously reported on social net-
works.

Such different profiles also give place to the emergence of community structures,
as the information consumers usually participate around their preferred information
producers. In order to unveil such structures, we have performed community detec-
tion analysis based on modularity optimization [8] and random walks [9]. We have
found that the retransmission and mention graphs present a higher modular structure
than the followers one, being the retransmission graph even more segregative than
the mentions map. Such structural differences reinforce the idea that the retrans-
missions and mentions channels are a substructure of the social substratum that
endorses the individual preferences, and also indicate that people are more selective
when taking action, than when just receiving the information [1].

On top of this, we have also found that the information producers, at the core
of each community, are usually related to mainstream, celebrities or politicians ac-
counts. This lead us to state that even though online social networks appear to be
a pure social environment, traditional media agents hold loads of influence inside
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the network, that they use to boost their messages. However, according to the na-
ture of the event and the interaction mechanism, some collectives may play a more
influential role than others among the users. For example, in the 2011 Spanish elec-
toral process [2], mentions are mostly targeted to politicians, while retransmissions
are dominated by mainstream, since the first mechanism is used to send personal
opinions and the other one is used to rapidly propagate information like news.

Finally, we have been able to model the modular and segregative structure of the
mention and retransmission graphs, based on the formalism of heterogeneous prefer-
ential attachment [10], by designing connection rules for both micro and mesoscale.
The idea behind this model is that the probability of a node i interacting with a node
j not only depends on their respective degree, but also on an affinity value between
them. This affinity value comes from a function that allow us to tune the mesoscale,
independently from the microscale connectivity rules.

We tested this model with the mention and retweet networks of the Spanish elec-
toral process, filtered by official politicians accounts. We found these subgraphs to
be highly segregative, since the Pearson coefficient across parties are very close to 1
(rM = 0.905 and rR = 0.990), indicating a considerable lack of debate between the
politicians. To model the mesoscale, we first calculated the affinity value across po-
litical parties, as the relative flux of interactions among them. In Fig. 78.3 we present
the real and modeled strength function for both networks. It can be noticed that the
model reproduces very well these distributions, as well as the Pearson coefficient
across parties (rM = 0.86± 0.03 and rR = 0.989± 0.005).

In summary, our study reveals the complexity behind the interactions among
users and the information diffusion process during particular events on Twitter.
These interactions allow us to characterize and model the user’s individual and col-
lective behavior. We found that these topics were fed by a small portion of very ac-
tive participants and driven by a smaller portion of very noticed influencers. These
influncers are mostly related to main stream and celebrities, who use the social net-
work to boost the importance of their messages. However, we found that influence
might always be boosted by any participant when the activity is remarkably in-
creased. The results obtained bring new insights into how people relate with each
other in these communication tools and may serve as frameworks for professionals
who use them, in order to maximize the network’s potential.
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Chapter 79
Majority Rule with Differential Latency:
An Absorbing Markov Chain to Model
Consensus

Gabriele Valentini, Mauro Birattari, and Marco Dorigo

We study a collective decision-making mechanism for a swarm of robots. Swarm
robotics [9] is a novel approach in robotics that takes inspiration from social in-
sects to deal with large groups of relatively simple robots. Robots in a swarm act
only on the basis of local knowledge, without any centralized director, hence, in
a completely self-organized and distributed manner. The behavior of the swarm is
a result of the interaction of its components, the robots. The analysis of collective
decision-making mechanisms plays a crucial role in the design of swarm behaviors.

We analyze a swarm robotics system originally proposed by Montes de Oca
et al. [7]. Robots in the swarm need to collectively decide between two possible
actions to perform, henceforth referred to as action A and action B . Actions have
the same outcome but different execution times. The goal of the swarm is to reach
consensus on the action with the shortest execution time. In particular, Montes the
Oca et al. studied this system in a collective transport scenario where robots in the
swarm need to transport objects from a source area to a destination area. To this
end, robots can choose between two possible paths. This corresponds to perform
action A or action B . The two paths differ in length and thus in the traversal time.
Each robot in the swarm has an opinion for a particular path. Moreover, an object
is too heavy for a single robot to be transported. A team of 3 robots is needed. The
team collectively decides which path to take considering the opinion favored by the
majority.

Opinion formation models, such as the majority-rule model by Galam [2], allow
us to study and analyze this kind of systems. Krapivsky and Redner [4] provided an
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analytical study of the majority-rule model under the assumption of a well mixed1

population of agents. Later, Lambiotte et al. [5] extended the work of Krapivsky and
Redner introducing the concept of latency. In the model of Lambiotte et al., when
an agent switches opinion as a consequence of the application of the majority rule,
it turns in a latent state for a latency period that has stochastic duration. A latent
agent may still participates in voting, thus influencing other agents, but its opinion
does not change as a result of the decision. This extension gives rise to a richer
dynamics depending on the duration of the latency period. Based on these works,
Montes de Oca et al. [7] proposed the differential latency model where the duration
of the latency period depends on the particular opinion adopted. After a decision,
differently from the model of Lambiotte et al., the team of agents become latent
with a common latency period and is not involved in further voting until the end of
the latency period. Montes de Oca et al. showed that the differential latency in the
majority-rule model steers the agents towards consensus on the opinion associated
to the shortest latency. Montes de Oca et al. applied these results to the study of
the swarm robotics system described above by modeling actions of the robots as
opinions and their execution times as the latency periods of different duration.

In the context of swarm robotics, a number of works has been devoted to the dif-
ferential latency model. Montes de Oca et al. [7] first proposed a fluid-flow analysis
of this model—using a system of ODEs—aimed at studying the dynamics lead-
ing to consensus. This analysis, derived in the limit of an infinite population, de-
terministically predicts consensus as a function of the initial configuration of the
system. However, in a finite population, random fluctuations may drive the sys-
tem to converge to the long path, even when the fluid-flow model predicts that it
should converge to the short one. Later, Scheidler [10] extended the previous analy-
sis using methods from statistical physics—e.g., master equation and Fokker-Planck
equation—to derive continuous approximations of a system with a finite population
size. With this approach, Scheidler was able to study the exit probability, i.e., the
probability that the system eventually reaches consensus on the opinion associated
to the shortest latency, and the expected time necessary to reach consensus. Finally,
Massink et al. [6] provided a specification of the system using a stochastic process
algebra. On the basis of this specification, the authors obtained a statistical model
checking and a fluid-flow analysis.

Continuous approximations provide reliable predictions only when the number
of robots is relatively large—e.g., thousands of robots. However, swarm robotics
aims to design scalable control policies that operate for swarms of any size, rang-
ing from tens to millions of robots. These models cover only the upper part of this
range. Besides, from a continuous approximation model, it is usually hard to derive
statistics different from the expected value, which in turn, often gives a poor repre-
sentation of the underlying distribution—e.g., when the variance is large compared
to the expected value or when the distribution is not symmetric.

1In a well mixed population each agent has the same probability to interact with each other
agent [8].



79 Majority Rule with Differential Latency 653

The aim of this work is to study the majority rule with differential latency with an
approach able to cope with the limitations of previous approaches. Inspired by the
work of Banish et al. [1], we use the formalism of time homogeneous Markov chains
with finite state space [3]. In particular, it results that the Markov chain describing
the system is absorbing [3]. This approach allows us to consider systems of any
finite size and to derive reliable estimations of both the exit probability and the
distribution of the number of decisions necessary to reach consensus.

79.1 Markov Chain Model

We model the majority rule with differential latency in a system of M robots as an
absorbing Markov chain [3]. Robots can be latent or non-latent. Only non-latent
robots, once grouped in a team of 3 members, take part to the decision-making
mechanism. As in Montes de Oca et al. [7], we consider a scenario where the number
k of latent teams is constant, and where the latency period follows an exponential
distribution whose expected value depends on the team’s opinion. Without loss of
generality, we consider the expected latency periods to be 1 for opinion A and 1/λ
with 0 � λ � 1 for opinion B . Moreover, we are interested in the number ϑ of
applications of the majority rule, thus, we consider each application of the decision-
making mechanism as one step of the process along the chain. At each step ϑ we
consider 3 stages:

(1) A latent team becomes non-latent (it finishes its latency period).
(2) A new team of 3 robots is randomly formed out of the set of non-latent robots.
(3) The team applies the majority rule to decide the team’s opinion. Next, it turns

in a latent state.

We are interested in the evolution over ϑ of the number of robots with opinion A—
the opinion associated to the shortest latency. Let N be the set of naturals. The state
of the Markov chain is a vector s = (sl, sn), where sl ∈ {l : l ∈ N,0 � l � k} is
the number of latent teams with opinion A and sn ∈ {n : n ∈ N,0 � n �M − 3k}
is the number of non-latent robots with opinion A. The state space of the Markov
chain consists of m states, where m= (k+ 1)(M − 3k+ 1) is the cardinality of the
Cartesian product of the domains of sl and sn. By si and sj we refer to two generic
states. By sa and sb we refer to the consensus states in which the whole swarm
agrees on opinion A and B , respectively. Notice that sa and sb are the absorbing
states of the chain, that is, states that once reached can never be left [3].

At the generic step ϑ , the process moves from s(ϑ) = si to s(ϑ + 1) = sj fol-
lowing the aforementioned 3 stages. At stage (1), a latent team finishes its latency
period, becomes non-latent and disbands. The probability pi that this team has opin-
ion A is:

pi = sli

sli + λ(k − sli )
. (79.1)
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The set of non-latent robots with opinion A increases of c= 3 units, if the disband-
ing team has opinion A; and of c= 0, otherwise. At stage (2), 3 random robots form
a new team in the set of non-latent robots. We are interested in the probability qi that
the new team has a number 0 � d � 3 of preferences for opinion A. This probability
is given by the hyper-geometric distribution

qi(d; c)=
(sni +c
d

)(M−3k−sni +3−c
3−d

)

(
M−3k+3

3

) (79.2)

of the M − 3k + 3 preferences in the current set of non-latent robots, composed
of sni + c votes for opinion A and M − 3k − sni + 3 − c votes for opinion B . At
stage (3), the majority rule is applied and the outcome is determined by the value
of d . Eventually, the process moves to the next state s(ϑ + 1)= sj .

Equations (79.1) and (79.2) allow us to define the transition probabilities be-
tween each possible pair of states si and sj . These probabilities are the entries
of the stochastic transition matrix P , which completely defines the dynamics of a
Markov chain, cf. Kemeny and Snell [3]. However, not all pairs of states define
a feasible move of the process along the chain according to the rules of the sys-
tem, i.e., not all pair of states are adjacent. Two states si and sj are adjacent if
�ij s = (�ij sl,�ij sn)= sj − si appears in the first column of the following table.
The correspondent transition probability Pij is given in the second column:

(�ij s
l,�ij s

n) Pij Stage (1) Stage (2)

(−1,3) piqi(3−�ij sn;3) A 3B
(−1,2) A A2B
(0,1) A 2AB

(0,0) piqi(3−�ij sn;3)+ (1− pi)qi(|�ij sn|;0) A 3A
B 3B

(0,−1) (1− pi)qi(|�ij sn|;0) B A2B
(1,−2) B 2AB
(1,−3) B 3A

Columns three and four provide the corresponding events observed in stages (1)
and (2), respectively: the opinion of the robots in the next latent team finishing its
latency period and the opinions of the robots that randomly form a new team in
the set of non-latent robots. For values of �ij s not included in column one, the
transition probability is Pij = 0.

The probabilistic interpretation of P is straightforward: at any step ϑ , if the pro-
cess is in state s(ϑ)= si it will move to state s(ϑ + 1)= sj with probability Pij . It
is worth noticing that, being the consensus states sa and sb two absorbing states, the
probability mass of sa and sb is concentrated in the corresponding diagonal entries
of P , that is: Paa = 1 and Pbb = 1.
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Fig. 79.1 Probability E(si)
to reach consensus on opinion
A versus initial proportion δ
of robots favoring that
opinion for different settings
of the system: (M = 20,
k = 6, λ= 0.5), (M = 50,
k = 16, λ ∈ {1,0.5,0.25}) and
(M = 101, k = 33, λ= 0.5).
Lines refer to the predictions
of the Markov chain model,
symbols refer to the average
results of 1000 Monte Carlo
simulations for each initial
configuration of the system

79.2 Analysis of Opinion Dynamics

In order to analyze the dynamics of the majority rule with differential latency, we
define, on the basis of P , the matrices Q, R, and N of Kemeny and Snell [3].
Q describes transitions between transient states, R gives the probability to move
from a transient state to an absorbing state, and N = (I −Q)−1 is the fundamental
matrix with I being the identity matrix. From matrices Q, R, and N of the Markov
chain model we study the behavior of the system. We validate the predictions of the
model with the results of Monte Carlo simulations2 averaged over 1000 independent
runs for each choice of the parameters of the system.

First, we derive the exit probability E(si), i.e., the probability that a system of
M robots that starts in the initial configuration s(ϑ0)= si reaches consensus on the
opinion associated to the shortest latency—opinion A. This probability is given by
the entries associated to the consensus state sa of the product NR, which corre-
sponds to the matrix of the absorption probabilities [3].

Figure 79.1 reports the predictions of the exit probability over the initial density
δ = (3sli + sni )/M of robots favoring opinion A for several configurations of the
system. As found by Scheidler [10], the larger is the expected latency period 1/λ
associated to opinion B , the smaller is the initial number of preferences for opin-
ion A such that the exit probability is E(si) > 0.5. Moreover, when the number of
robots M increases, the exit probability approaches a step function around the crit-
ical density. It is worth noticing that the Markov chain model predicts the outcome
of the simulations with great accuracy, regardless of the number of robots. A result
that in general cannot be achieved using continuous approximations approaches.

2We simulated two sets of robots: latent teams characterized by an opinion and a latency, and non-
latent robots described only by their opinions. The simulation proceeds as follow until consensus
is reached: (1) the latent team having minimum latency is disbanded and its component robots are
added to the set of non-latent robots, (2) 3 robots are randomly sampled from the set of non-latent
robots and the majority rule is applied among them, (3) the new team is added to the set of latent
teams and its latency is drawn from the exponential distribution according to the team’s opinion.
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Fig. 79.2 Number τ of applications of the majority rule necessary to reach consensus for a system
of M = 50 robots, k = 16 teams and λ ∈ {1,0.5,0.25}. (a) Expected value τ̂ , (b) variance τ̂2,
(c) cumulative distribution function P (τ � ϑ; su), (d) probability mass function P (τ = ϑ; su) and
details of mode, median and mean values. Lines refer to the predictions of the Markov chain model,
symbols refer to the average results of 1000 Monte Carlo simulations for each initial configuration
of the system

Next, we analyze the number τ of applications of the majority rule necessary
to reach consensus. As stated above, we consider each step along the chain as one
application on the decision-making mechanism. The expected value of τ is given
by τ̂ = ξN , where ξ is a column vector of all 1s. The entries of τ̂ correspond to the
row sums of the fundamental matrix N . In turn, N gives the mean sojourn time for
each transient state of a Markov chain [3], that is, the expected number of times that
a process started in state s(ϑ0)= si passes from state sj . The variance of τ is given
by τ̂2 = (2N − I )τ̂ − τ̂sq , where I is the identity matrix and τ̂sq is τ̂ with squared
entries [3].

Figures 79.2(a) and 79.2(b) show the predictions of the expectation τ̂ and the
variance τ̂2 of the number of decisions necessary before consensus for a system
withM = 50 robots. Again, the Markov chain model predicts the Monte Carlo sim-
ulations with great accuracy. Similarly to the findings of Scheidler [10] for the con-
sensus time, the value of τ̂ is maximum near the critical density of the initial number
of robots favoring opinion A. However, the expected number of decisions, which is
related to the consensus time in Scheidler [10], is not a reliable statistics for this
system. Indeed, the variance τ̂2 is about three orders of magnitude larger than τ̂ .
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Finally, we derive the cumulative distribution function P(τ � ϑ; si) of the
number of decisions before consensus as well as its probability mass function
P(τ = ϑ; si). From a swarm robotics perspective, we are interested in the dynamics
of a system initially unbiased, i.e., a system that starts with an equal proportion of
preferences for the opinions A and B . Let s(ϑ0) = su represents this initial unbi-
ased configuration. Recalling that Q is the matrix of the transition probabilities for
the transient states, we have that the entries Qϑuj of the ϑ th power of Q give the
probabilities to be in the transient state sj at step ϑ when starting at su. Thus, the
row sum of the uth row of Qϑ gives the probability to still be in one of the tran-
sient states. From this probability, we can derive the cumulative distribution function
P(τ � ϑ; su) simply by computing the series {1−∑

j Q
ϑ
uj } for values of ϑ such

that Qϑ→ 0.
Figure 79.2(c) shows the cumulative distribution function P(τ � ϑ; su) for a

system of M = 50 robots that starts unbiased. Obviously, the longer is the latency
period 1/λ of opinion B , the larger is the number of applications of the majority
rule necessary to reach consensus. Figure 79.2(d), provides the probability mass
function P(τ = ϑ; su), together with details of mode, median, and mean values
of τ . As we can see, the values of the mode, median and mean statistics diverge for
increasing values of the ratio 1/λ of the two expected latency periods. Moreover,
when 1/λ→∞ the shape of the distribution P(τ = ϑ; su) tends to a flat function,
thus revealing that the variance dominates the system.

79.3 Conclusion

We designed an absorbing Markov chain model for collective decisions in a system
with a finite number of robots based on the majority rule with differential latency.
Using our model, we derived: the probability that a system of M robots reaches
consensus on the opinion associated to the shortest latency period, and the distribu-
tion of the number of applications of the majority rule necessary to reach consen-
sus. This latter reveals that the system is characterized by a large variance of the
number of decisions necessary before consensus, and thus, that its expected value,
which was mainly adopted in previous studies, is a poor statistic for this system. In
contrast to continuous approximations, we explicitly model the state space of the
system—which is discrete—and the transition probabilities governing its dynamics.
This approach allows us to always derive reliable predictions of a system regardless
of its size.

Our contribution is relevant from a swarm robotics perspective not only for the
reliability of its predictions; but also, because it allows us to perform a deeper anal-
ysis of the system. The analysis of our Markov chain model, with particular regard
to the distribution of the number of decisions necessary to consensus, gives the pos-
sibility to perform statistical inference on certain interesting aspects of the system.
Moreover, the approach can be easily extended to other voting schemata, allowing
the comparison at design time of different choices for the decision-making mecha-
nism.
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In real-robot experiments, latency periods are unlikely to be exponentially dis-
tributed. Moreover, it is hard to ensure a constant number of teams in time. These
assumptions represent hard constraints for a swarm robotics system. Massink et
al. [6] propose to cope with these constraints modeling the latency period with an
Erlang distribution. We plan to extend our approach in a similar way and to validate
the resulting model with physics-based simulations and real-robot experiments.
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Chapter 80
Computational Modeling of Collective Behavior
of Panicked Crowd Escaping Multi-floor
Branched Building

Dmitry Bratsun, Irina Dubova, Maria Krylova, and Andrey Lyushnin

Abstract The collective behavior of crowd leaving a room is modeled. The model
is based on molecular dynamics approach with a mixture of socio-psychological and
physical forces. The new algorithm for complicatedly branched space is proposed.
It suggests that each individual develops its own plan of escape, which is stochasti-
cally transformed during the evolution. The algorithm includes also the separation
of original space into rooms with possible exits selected by individuals according
to their probability distribution. The model has been calibrated on the base of em-
pirical data provided by fire case in the nightclub “Lame Horse” (Perm, 2009). The
algorithm is realized as an end-user Java software. The code has been tested on a
number of multi-level buildings with complicated geometry.

With the increasing size and frequency of mass events leading to more often crowd
disasters, the study of collective behavior of panicked crowd has become important
research area. However, even successful modeling approaches are hard to calibrate
since the dynamics of crowd is sensitive to changes in the model. Probably, the only
way to calibrate the model is to compare the results of computer simulations with
scenarios of real events giving the most comprehensive empirical data.

In this paper, it is presented the computational modeling of the crowd panicking
in closed space of multi-level branched building. The model is based on molecular
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Fig. 80.1 Pedestrian chooses
his path randomly if there are
several points of gathering

dynamics approach proposed by Helbing et al. [1]. Their model assumes a mixture
of socio-psychological and physical forces influencing the behaviour in a crowd:

Mi
dVi
dt

= F1
i +

∑

i �=m
F2
im +

∑

i �=m
F3
im +

∑

j

F2W
ij +

∑

j

F3W
ij , (80.1)

where Vi = dri/dt is velocity of pedestrian i of mass Mi and radius Ri and

F1
i =Mi

Ui −Vi
�ti

, (80.2)

F2
im =Anim exp

Dim

B
, (80.3)

F3
im =DimH(Dim)

(
knim +K

[
(Vm −Vi ) · τ im

]
τ im

)
, (80.4)

F2W
im =AWnWim exp

DWim

BW
, (80.5)

F3W
im =DWimH

(
DWim

)(
knWim +K

[
Vi · τWim

]
τWim

)
, (80.6)

Dim ≡Ri +Rm − |ri − rm|. (80.7)

Here nim and τ im are normal and tangent unit vectors to the contact line between
i and m pedestrians respectively; A, B , AW , BW , k, K are parameters. H stands
for the function of Heaviside. The first force (80.2) is responsible for the state of
panic of pedestrian. Each of pedestrians likes to move with a certain desired speed
Ui in a certain direction, and therefore tends to correspondingly adapt his actual
velocity Vi with a certain characteristic time �ti . Simultaneously, he tries to keep
a velocity-dependent distance from other pedestrians j (80.3) and walls (80.5). The
forces (80.4) and (80.6) describe the effects of counteracting body compression and
a sliding friction impeding relative tangential motion.
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Fig. 80.2 Scheme
illustrating the algorithm for
selecting by the pedestrian a
way out of the room

Keeping in mind the modeling in multi-floor buildings with a complicated struc-
ture, we have supplemented the model proposed in [1] by two important improve-
ments [2]. First, we divide the initial space into separate rooms and define for each
room the point (or points) of the gathering of pedestrians. Entering into a room ev-
eryone tends to reach this point. In the case when the number of gathering points
more than one, the pedestrian must choose his path of the movement (Fig. 80.1).
However, depending on how close pedestrian to a certain gathering point and how
many other pedestrians seen in that direction the probability is higher for closer point
and smaller number of people. The simplest algorithm provides a random selection
based on distribution:

P5 = N7

N5 +N7
, (80.8)

where N5 and N7 are number of pedestrians in the direction 5 and 7 respectively
(Fig. 80.2). As a result, each participant of crowd develops its own plan how to get
out the building. This plan may be modified over time depending on the situation.
Since the final result of stochastic system may vary, it should be averaged over the
realisations.

The model has been calibrated using the empirical data provided by deadly Lame
Horse fire [3]. The fire has occurred on December 5, 2009, around 1 a.m. in the
nightclub “Lame Horse” located in Perm, Russia. A total of 282 people had report-
edly been invited to the club’s party. The fire started when sparks from fireworks
ignited the low ceiling and its willow twig covering. The fire quickly spread to the
walls and damaged the building’s electrical wiring, causing the lights to fail. When
the evacuation started, some people left via rear exits. The vast intake of oxygen
turned the club’s hall into a large fire tube and boosted the spread of fire. As fumes
and smoke overtook the air, panic erupted and patrons stampeded toward the exit.
According to witnesses, one leaf of the club’s double doors was sealed shut, and the
public was unaware of the backdoor exit behind the stage not shown by emergency
lighting.

Subsequent events have shown that the people had only about 60 second to escape
the club. But when fumes and smoke overtook the air, the panic has erupted. It is
known that 153 people have died as a result of the fire and 62 people have become
disabled. And only 70 persons have escaped the club itself within first minute.

In Fig. 80.3 we give an example of numerical simulation of panicked crowd of
283 pedestrians (143 men and 140 women) trying to escape the nightclub “Lame
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Fig. 80.3 Simulation of 283 pedestrians escaping the nightclub “Lame Horse”

Fig. 80.4 Dynamics of
pedestrians leaving the
nightclub “Lame Horse”
during the fire

Horse”. The plan of the club was taken from open sources. One can see that finally
it is formed arch-like blocking of the exit. All people who were not able to leave
the room within 60 second can be considered as victims of the fire. Figure 80.4
illustrates dynamics of number of leaving people in time. One can notice that the
normal regime of the exit from the building extends approximately to 13 seconds.
Then panic starts and the rate of leave falls sharply. By calibrating force functions
and simulation parameters we have obtained the same rate as it was in real event:
finally only 60 people have leaved the club within 60 second (Fig. 80.4).
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The proposed algorithm has been applied to a number of multi-level buildings
with complicated geometry. Such program could help to designers and architects to
estimate potential dangers of internal structure of buildings for people in extraordi-
nary situation and to minimize it on designing stage.
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Chapter 81
Spread of Disease During a Social Event

Lara Goscé and Anders Johansson

Abstract The aim of this work is to study how a disease can spread into a pop-
ulation during an event with a fixed duration, for example a congress, a concert,
a religious event etc.

We will use the basic theory on networks and we’ll make some new assumptions.
In the end we will try to find a boundary on the number of contacts so that the

disease will eventually die out.

81.1 Introduction

We can start by imagining a multitude of individuals coming from different places
in the world attending a single event with a limited duration, like a congress a few
days long. We suppose the presence of a disease that could be spread by physical
contact. Illnesses like the flu spread from person to person with droplets from the
cough or sneeze of an infected person, the germs in these droplets can often live on
someone hands for 2 hours or longer and can spread when people touch these by an
handshake and then touch their eyes, mouth, and nose.

Since the limited duration of the event we are supposing that there are no removed
individuals so we will consider only infected and susceptible compartments.

The individuals in this model are represented by vertex and the contacts between
them by edges. For each contact between a susceptible individual and an infected
one there is a probability that the infection will actually be transmitted. In this con-
text, for simplicity, we are supposing that this probability is 1, so all contacts trans-
mit infection.

81.2 The Model

We can now star to describe the model, we will follow the development of [1, 2] but
we will make a new assumption.
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Consider the total population numberN which is known because it is the number
of people attending the conference. We imagine to divide the population in 4 sub-
categories:

1. Ph.D. students: n1
2. Researchers: n2
3. Professors: n3
4. Keynote speakers and prizes winners: n4

where ni , i = 1,2,3,4 is the number of people belonging to each of this categories,
this numbers are also known by the organizers of the conference. Obviously: n1 +
n2 + n3 + n4 = 1.

For each category there is a parameter ki , i = 1,2,3,4 which represent the av-
erage number of contacts of each category during the whole duration of the confer-
ence, this parameters are unknown. This mean that we are supposing that in an event
the number of contacts of an individual depends of the role of that individual in that
context. Of course the contacts depend also on the psychology and the sociality of
each individual and it’s possible that there would be PhD students more able than
others to socialize with other people, but in the end the parameters ki are average
numbers and is a safe assumption to say that in a scientific context a generic student
will have less contacts than a generic professor or Nobel prize winner. However we
will come back on this numbers later on.
{pki }i=1,2,3,4 is the degree distribution of the graph, so each pki is the fraction of

the vertices having degree ki . So:

pk1 =
n1

N
, pk2 =

n2

N
, pk3 =

n3

N
, pk4 =

n4

N
.

Of course:
4∑

i=1

pki = 1.

We can consider now the generating function:

G0(z)=
4∑

i=1

pki z
ki = n1

N
z+ n2

N
z2 + n3

N
z3 + n4

N
z4

It’s easy to prove that:

G0(0)= 0, G0(1)= 1, G′0(z) > 0, G′′0(z) > 0

We define the mean degree:

〈k〉 =
4∑

i=1

kipki = k1
n1

N
+ k2

n2

N
+ k3

n3

N
+ k4

n4

N
=G′0(1)

Suppose to reach a generic vertex by following a link, we will define the excess
degree of that vertex the number of all of his links except the one we have used to
reach it, so: ki − 1, i = 1,2,3,4.
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The probability of reaching a vertex with a given excess degree depends on the
number of links of that vertex (ki ) and on his degree (that is number of vertex having
that same excess degree, pki ), this must be weighted for a constant so that the sum
of this probability is 1 (that is 1

〈k〉 ).

qki−1 = kipki〈k〉 , i = 1,2,3,4

We can now define a generating function for the excess degree:

G1(z)=
4∑

i=1

qki−1z
ki−1 = 1

〈k〉
4∑

i=1

kipki z
ki−1 = 1

〈k〉G
′
0(z)

The mean excess degree is:

〈ke〉 =
4∑

i=1

(ki − 1)qki−1 = 1

〈k〉
4∑

i=1

ki(ki − 1)pki =
1

〈k〉
4∑

i=1

k2
i pki −

1

〈k〉
4∑

i=1

kipki

= 〈k
2〉
〈k〉 − 1=G′1(1)=R0

This number is by definition the average number of secondary infection when a
single infected individual is introduced in the population, that is the basic reproduc-
tion number.

Following the development of [1, 2] it is possible to show that if:

• R0 < 1, the probability that the infection will eventually die is 1
• R0 > 1, there is a probability that the infection will persist and will lead to an

epidemic.

81.3 Control

Let’s now try to find some conditions to gain control of the disease so that it won’t
become an epidemic.

The infection will die if:

R0 < 1 ⇐⇒ 1

〈k〉
4∑

i=1

ki(ki − 1)pki

⇐⇒ k1(k1 − 1) n1
N
+ k2(k2 − 1) n2

N
+ k3(k3 − 1) n3

N
+ k4(k4 − 1) n4

N

k1
n1
N
+ k2

n2
N
+ k3

n3
N
+ k4

n4
N

< 1

so, in order to have that fraction less than 1 we need that:

k1(k1 − 1)
n1

N
+ k2(k2 − 1)

n2

N
+ k3(k3 − 1)

n3

N
+ k4(k4 − 1)

n4

N

< k1
n1

N
+ k2

n2

N
+ k3

n3

N
+ k4

n4

N
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this means that:

k1(k1 − 2)
n1

N
+ k2(k2 − 2)

n2

N
+ k3(k3 − 2)

n3

N
+ k4(k4 − 2)

n4

N
< 0

We are supposing that each individual interact with at least another one each
ki > 0, i = 1,2,3,4 and, also ni

N
> 0, i = 1,2,3,4 being ratios of positive quanti-

ties.
This means that we have to focus our attention on the quantities ki − 2, i =

1,2,3,4.
The simplest case is that:

k1 < 2

k2 < 2

k3 < 2

k4 < 2

this means that each vertex has no more than one edge and so it’s clear that at this
point the infection is immediately eradicated since the infected individual infects
the only other individual he is in contact with and the latter has no one to transmit
the infection since his only edge is with the individual from which he received the
infection.

This case is clearly not much realistic.
What we can do, instead, is trying to immunize one of the category so to not allow

the disease to spread in the whole population. This mean that we are willing to make
one of the quantities ki less than one by control measures such as hand washing, face
masks or vaccination. Which ki will be more convenient to reduce will depend on
the number of people belonging to each category. On the other hand, what we will
do as a future work, is to consider a transmission probability less than 1, in this way
not all the contacts will lead to a contagion and much more realistic cases will be
studied.

81.4 A Few Considerations on the Number of Contacts

If we think about the parameters ki , i = 1,2,3,4 it is legitimate to suppose that
k1 < k2 < k3 < k4, it is indeed plausible that a student (which is just entering into
the world of research) has less contacts than a professor who has been in the field
for years. We are saying that the number of contacts depend on the experience and
the status of the individual himself.

We can so define a linear dependence between the smallest parameter and the
others:

k1, k2 = s1k1, k3 = s2k1, k4 = s3k1

where s1, s2, s3 are positive real constants bigger than one and s1 < s2 < s3.
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This constants may be estimated by researches and inquiries on people in the
academic field asking them personal experiences on the changes of their social in-
teraction during their career.

So, if we go back at the basic reproductive number we have that:

R0 < 1 ⇐⇒ k1(k1 − 2)
n1

N
+ s1k1(s1k1 − 2)

n2

N
+ s2k1(s2k1 − 2)

n3

N

+ s3k1(s3k1 − 2)
n4

N
< 0

so by simple calculations

k2
1

(
n1

N
+ s2

1
n2

N
+ s2

2
n3

N
+ s2

3
n4

N

)
− 2k1

(
n1

N
+ s1 n2

N
+ s2 n3

N
+ s3 n4

N

)
< 0

so that

0< k1 <
2( n1
N
+ s1 n2

N
+ s2 n3

N
+ s3 n4

N
)

n1
N
+ s2

1
n2
N
+ s2

2
n3
N
+ s2

3
n4
N

= θ

We have obtained a limitation θ on the number of contacts the Ph.D. students can
make so that the disease will eventually die. In this simple case this boundary is still
one. Goal of this research is to extent this procedure to much complicated cases in
which disease control and transmissibility pays a central role.
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Chapter 82
A Collective Binomial Learning Methodology

Xiao Perdereau

Abstract In second-language learning, learners frequently have a poor environment
for speaking and hearing the target language. Learning efficiency is thus limited.
We propose a methodology involving the creation of temporary social structures.
Collective interactions fed back among individuals and environment are constructed
on a computer and practiced in a real world. A dynamic learning system which
coherently ties together the practitioner’s design, the learner’s performance and the
researcher’s theories is possible. Our results call for language learning structures to
include adaptive spoken structures, in contrast with existing educational systems.

Keywords Social structure · Social interaction · Feedback · Collective behavior ·
Learning system

82.1 Introduction

It is well known that people acquire spoken language quickly in favorable social
and cultural environments. The most familiar example is children acquiring their
mother tongue. Another example is foreign language acquisition in a country where
the language is spoken. Both examples involve interactions between the learner and
his or her social environment.

A more common situation for second-language learning is one in which the learn-
ers lack both an environment conducive to childlike language learning and any pos-
sibility to go to a country where the language is spoken. They have only one or two
instructors in a classroom. These circumstances limit learning efficiency. In this pa-
per, we propose to create appropriate social structures that foster social interactions,
not only on paper or on a computer, but also in the real human world. Due to the
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complexity of general learning systems, we need to construct new methodologies in
which research and pedagogy guide each other.

82.2 Modelization

Each learner is considered an agent. The agents are classified in two equal cat-
egories, A-speakers and B-speakers. We define a binom as a pair of two agents,
a A-speaker and a B-speaker. The two agents in a binom are partners.

We also construct a social structure, which involves a group and a number of
spectators. The group is composed of a number (N ) of binoms, and the spectators
are external agents not belonging to the binoms. The group is then composed of 2N
agents. N is an integer.

In the learning system, we consider 3 levels of interaction.

Level 1: Partner–Partner interaction
Level 2: Binom–Binom interaction
Level 3: Group–Spectators interaction

In a Partner–Partner interaction, the rules are based on cooperation. Each agent
aims not only to improve his or her own proficiency, but also to have common im-
provement together with his or her partner. The agent’s individual actions aid the
welfare of the binom.

In a Binom–Binom interaction, rules are based on competition: the binoms
should compete with each other, and if they observe differences indicating that cer-
tain binoms perform better than others, the poorer performers should reorganize
their binomial learning procedures and cooperate more efficiently in order to give a
better joint production.

In a Group–Spectator interaction, the rules are based on assessment. External
agents (spectators) assess both partners in both languages and give the agents in the
group a performance score.

82.3 Experiment

We built a temporary social structure in which all individuals were language learn-
ers. Approximately half of them were A-speakers learning language B, and the other
half were B-speakers learning language A. A and B correspond to any two different
languages. Every two different-language speakers temporarily formed a pair, which
we call a binom, or more precisely an AB-binom. In a binom, the two individuals
are partners.

In the learning sessions described, we recruited adult participants. Regardless of
their main studies, they were all second-language learners. Half of them were native
speakers of language A. We also included international students who were native
speakers of language B. The participants were mostly at the beginner level in their
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second language. In this experiment, all learners of language A were partnered with
learners of language B. Thus binoms were composed. These binoms form a group,
which we call a binomial group.

We constructed a series of five sessions, which we called Binomial Learning.
A session occurred every week. Each session was one hour and thirty minutes long.
The time was managed as follows: the first session was guided by an instructor. Each
language group had its own separate introductory session, with A-speakers together
in one introductory session and B-speakers together in a separate introductory ses-
sion.

The second, third and fourth sessions were devoted to binomial tasks: the learn-
ers met each other and chose partners in order to compose binoms. Participants were
asked to learn a little about their partners, make their own speech fully understood,
and present their partners and themselves to the spectators. This last task was done
as a pair. The binoms could then change partners if they wished. Within each bi-
nom, the partners made agreements to make a speech in both languages (Chinese
and French). A bilingual speaker was present at all sessions, but only gave transla-
tions when necessary. The fifth session was an organized party. An evaluation team
examined the performance of each binom. Participants’ evaluations were also col-
lected.

Every individual was required to speak his or her partner’s language. This rule
guaranteed that for every learner, the language heard (“perceived language”) was
always L1, the learner’s mother tongue, while the language spoken (“produced lan-
guage”) was always L2, the target language [1].

Typical phrases beginners might use and basic greetings [2] were provided to the
participants at the start of a session. Inspired by Chomsky’s definition of grammar
[3] and the ‘Learning by unlearning’ method of Yang [4], we did not spend time
learning or teaching grammar. Instead, we let the learners themselves explore their
innate abilities for recognizing rules by comparing the syntax of the target language
with that of their mother tongue.

We assumed that beginners would need materials they could use immediately.
For this reason, the typical phrases we provided were adapted to each learner for
immediate use in the organized events, also called “usage-events” [5]. The typical
items comprised only a part of the speech used in each session. A second part was
the native speakers’ improvised productions. These productions were spontaneous
and closely adapted to the events unfolding during the session. These cannot be
replaced by any prefabricated language material. A third part of the speech was the
learners’ productions. These new utterances are also important.

82.4 Results

To assess a score for fluency, we chose to use rate of speech as a measurable marker.
The participants showed surprising improvement in fluency and accuracy. Prelimi-
nary results suggest collective increase in learning efficiency. More analysis, includ-
ing statistics, will come in the near future.
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In measuring the time spent replicating the predetermined utterances during the
five sessions, we saw that a learner in the binomial group spent less time than a
learner in a traditional classroom learning the same language materials. We deter-
mined that the time was shorter because, according to the speaking rule, learners
spent half of each session helping their partners. Despite the shorter time dedicated
to each learner’s target language, the level of improvement in fluency was higher
than that seen in traditional classroom learning.

Due to the inclusion of native speakers, the binomial organization fosters feed-
back through interaction. There is an adaptation between partners; this is a part of
the interaction. As pointed out by de Bot and Larsen-Freeman [6], co-adaptation is
mutual, and the language resources of interlocutors are dynamically altered as each
adapts to the other.

82.5 Conclusion

Binomial learning is favorable for language learning because it activates multi-
leveled social interactions during the language-learning period. It should have a
place in the landscape of the learning system diversity. The oral communication
fostered by the interactions is invaluable to cognition. Therefore, spoken partnered
communication should not be placed towards the end of the language-learning pro-
cess, as is the case in many educational programs. Rather, spoken partnered com-
munication belongs at the very beginning of the learning program, and it should
continue in parallel with the learning progression. Educational systems should adapt
language-learning programs to maximize the function of oral communication.
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Chapter 83
A Model for Social Network Evolution Affected
by Individual Tolerance to Heterogeneity

Haoxiang Xia and Peng Liu

83.1 Extended Abstract

During the last decades, the evolution of social networks has attracted widespread
attention; there are a lot of studies on models and mechanisms of social network
evolution in statistical physics, social science, mathematics, computer science and
other fields, and fruitful outcomes have been obtained, most notably the dynam-
ical models on the formation of the small-world networks [9] and the scale-free
networks [1], as well as tremendous subsequent contributions. Nevertheless, fur-
ther explorations are still deserved to clarify the driving forces and mechanisms that
underlie network evolution. In this work, we concern the possible influence of the
social mechanism of “homophily” [5]. In essence, homophily indicates that individ-
uals are likely to interact to others who are similar to themselves. Obviously this
mechanism has prominent influence on the formation of social relationships and
consequently the evolution of social network structure. Schelling [8] gave an early
attempt to investigate the effect of homophily on the neighborhood structure in so-
cial communities in his well-noted segregation model on the regular lattice. With
the integration of complex network theory and homophily research, some scholars
gradually take homophily as the basis of micro-social relationship formation, to ex-
amine the social network structure evolution under different social contexts [2, 3].
A factor that may deserve further attention is the degree of homophily in the forma-
tion and maintenance of social relationships, in other word, individuals’ tolerance to
maintain a “heterogeneous” relationship. This work is therefore to study how such
individuals’ tolerance to heterogeneity affects the evolution of social network with
a simple agent-based model.

In the presented model, a certain number of agents are interlinked to form a ran-
dom network that is initially connected. The topological structure of the network
then evolves over time through an edge-rewiring process. At each iteration step,
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a focal agent is arbitrarily chosen and this agent rewires one of its existing edges
toward another non-neighboring agent that is randomly selected from the whole
population. The decision of edge removal is based on the agent’s tolerance to the
heterogeneity of the focal agent in its neighborhood, which is measured by a thresh-
old d in the model. The focal agent computes the differences of its “trait” or state
with all its neighbors. If all the computed differences are not greater than the thresh-
old d , it keeps all the current neighbors unchanged. Otherwise, the edge between the
focal agent and the neighbor that is with largest difference in trait is removed and
the focal agent then establishes a new edge to an arbitrarily-selected non-neighbor.
In this edge-rewiring rule, the small d value indicates that agents can only maintain
very homogenous relationships, while large d value indicates the agents are with
high tolerance to maintain more heterogeneous relationships. The influence of the d
value on the network structure is then tested by running computational simulations
of this model under different d values.

In the simulations, we start with a random network of 100 agents and 280 edges
for clarity, and the average degree 〈k〉 ≈ 5.6� ln 100 to ensure the initial connec-
tivity of the randomly-generated network. The “trait” of each agent is assigned to a
random real number that is uniformly distributed between 0.0 and 10.0 and parame-
ter d ranges from 0.0 to 4.0. We observe significantly different topological structures
of the network under different d values.

The entire network is basically connected when 0≤ d ≤ 0.2. Meanwhile the clus-
tering coefficient of the network (denoted as C) is significantly higher than that of
the initial random network (denoted as C0), while the average shortest path length
(denoted as L) is not significantly different from that of the initial random network
(denoted as L0). In this sense, the network evolves into a small-world state as char-
acterized by [9]. The network connectivity sharply declines when 0.2 < d < 0.4,
while it goes up again as d increases from 0.4 to 1.0. In both regions the network is
fragmented into multiple isolated components. Further examination also shows that
when 0.2 < d < 1.0 each connected component is comprised by the agents with
similar “trait” values and the overall network is highly clustered (C/C0> 8.0). We
can therefore assert that, when 0.2 < d < 1.0, the network is in a “segregation”
state that is comparable to the final state in Schelling’s (1971) model. When d goes
greater than 1.0, the overall network becomes connected again. However, two dif-
ferent states of the final network structure can be identified. When 1.0 ≤ d ≤ 2.0
both the clustering coefficient and the average shortest path length are significantly
greater than the counterparts of the initial random network (e.g. C/C0 ≈ 3.4 and
L/L0≈ 1.9 when d = 1.0). In this state, a number of communities can be detected;
and the agents within the same community have small differences in their trait val-
ues. What’s more, two communities are interconnected by small amount of edges
if the mean trait values of the two communities are not significantly different. For
example, a community with the mean trait value 2.0 may be connected to another
community whose mean trait value is 4.0; but a direct inter-community link seldom
occurs between two communities with their respective mean trait values 2.0 and 8.0.
In all, in this state (when 1.0≤ d ≤ 2.0), the network topology shows a “sequence”
structure which is close to a regular network. The regularity of the network structure
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Fig. 83.1 Illustration of different network structures under different parameter values

Fig. 83.2 Network properties under different parameter value

gradually diminishes as d increases. When d becomes greater than 2.0, the cluster-
ing coefficient and the average path length of the final network steadily approach
to the counterparts of the initial random network. In particular, when d = 3.5, there
is the observation of C/C0≈ 1.2 and L/L0≈ 1.1; When d reaches 4.0, the obser-
vation is then C/C0 ≈ 1.1 and L/L0 ≈ 1.0. From another aspect, the modularity
of the network tremendously decreases and the network communities become hard
to be detected when d > 2.0. We can basically assert that, as d increases from 2.0
to 4.0, the network steps into a random network state. Figure 83.1 illustrates the
typical network structures under different parameter values, and Fig. 83.2 gives the
network properties of typical states under different parameter values.
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We give a partial explanation for the prior phenomenon observed in simulations.
From the aspect of network structure, homophily is essentially a clustering mecha-
nism to form cliques of homogenous agents. The scale of the cliques is determined
by the value of parameter d . When d is small (in the simulations when d < 0.2), the
formed cliques are small too; and the extra edges are randomly-distributed across
the full population and the different cliques are basically interconnected through
those random edges. Thus the small d value reflects the “small-world” state of the
network. When d increases to the region of (0.2, 1.0), the scale of the cliques be-
comes big enough so that all the edges can be intra-clique edges. On the contrary,
the cliques are so big enough that there are not adequate inter-clique edges to link
different cliques. This causes the formation of the “segregation” state of the overall
network. When d still goes larger to the region of (1.0, 2.0), the cliques become
larger so that one clique can be connected to another clique and the boundaries be-
tween cliques are still clear. In this region, the network state is close to a “regular
network”. Finally, when d goes even larger, the agents can maintain relationships
to very diverse agents and the only remaining clique become the whole population;
correspondingly, the network goes into the “random network” state.

To sum up, the model presented in this work is in essence an extension of
Schelling’s segregation model in the context of social networks. By introducing
the concept of individual tolerance, we find the social contact networks may evolve
into multiple states, ranging from the random or disordered network to regular or
sequenced network. The network evolution from random state to regular state also
indicates that there may be a small world state between such two states. In other
words, the reverse procedure of Watts & Strogatz’s model exists in real social net-
works. As future work, we are going to investigate social network evolution by
further incorporating the mechanisms of heterophily [4, 6] and social contagion [7].
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Chapter 84
A Stochastic Lattice-Gas Model for Influenza
Spreading

A. Liccardo and A. Fierro

Abstract We construct a stochastic SIR model for influenza spreading on a D-
dimensional lattice, which represents the underlying contact network of individ-
uals. An age distributed population is placed on the lattice and can move on it.
The displacement from a site to a nearest neighbor empty site allows individuals to
change the number and identities of their contacts. The model is validated against
the age-distributed Italian epidemiological data for the influenza A(H1N1) during
the 2009/2010 season, with sensible predictions for the epidemiological parameters.

Keywords Epidemic · Lattice-gas · H1N1

84.1 Introduction

There are two major approaches to model the spreading of infectious diseases in
a space-structured population that are mostly used in recent literature: the Individ-
ual Based Models (IBM) and the Metapopualtion Models. The first ones [1–4] are
obtained by coupling highly detailed socio-demographic models with a transmis-
sion model, while the second ones [5–11] are mainly focused on the role of human
mobility, and thus are based on very accurate models of the mobility fluxes cou-
pled with a transmission model. Both approaches require a huge amount of input
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data (census demographic information, daily commuting flows data, flight connec-
tions, etc.) necessary to reach a realistic description of the population in different
geographic areas, and/or their connections at global level.

Following a complementary approach, we concentrate only on a few key factors,
which we assume to be relevant for the spreading of an infectious disease, and try to
explain the epidemic curves by constructing a model as simple as possible, involving
only few parameters [12]. We use as a test case the Italian data on the H1N1 S-OIV
during the season 2009/2010 furnished by the official site of the Italian Government
(http://www.ministerosalute.it). The model is obtained by coupling a SIR model for
the transmission process with a lattice-gas model, where the lattice represents the
contact network of individuals. In spite of the regular structure of the lattice, the
heterogeneity in the number of contacts is ensured by the existence of empty sites.
Furthermore, the contact network is a dynamic network: by moving from a site to
a nearest neighbor empty site, individuals change the number and the identities of
their contacts. The mobility rules are fixed by imposing that young people prefer
contacts with individual of similar age, as shown by many sociological analysis on
mixing patterns (e.g.[13, 14]). The model allows to obtain sensible results for the
epidemiological parameters of the influenza A(H1N1) during the 2009/2010 season,
and theoretically interesting results for the generation time distribution.

84.2 The Model

84.2.1 The Contact Network

The model is essentially an attractive lattice-gas on a 3D cubic lattice which repre-
sents the contact network of individuals. The demographic structure is very simple:
a population of N individuals is randomly distributed on the lattice, according to the
age group distribution in Italy. We consider individuals of 4 different age classes,
age= 1,2,3,4, corresponding respectively to 0–4, 5–14, 15–64 and over 65 years
old. Each site of the lattice is occupied at most by one individual, so that each per-
son has at most 6 equidistant nearest neighbors. Periodic conditions are fixed on the
lattice boundary. The dynamics of contacts among individuals is simulated using
Monte Carlo techniques. We assume young people (0–4 and 5–14) to have an assor-
tative behavior (i.e., to prefer contacts with individuals in the same age class), while
adults stay indifferently with individuals of any age [14]. To encode this feature
into the dynamics, we associate to each individual belonging to the age class “age”
a nearest neighbor effective number, Nage, defined as the total number of nearest
neighbors, if age = 3,4, and as the number of nearest neighbors of the same age
class, if age = 1,2. More explicitly, the algorithm governing the dynamics is the
following:

1. we choose at random an individual and a nearest neighbor site, on the lattice;
2. if the selected nearest neighbor site is occupied, we pass to the next step of dy-

namics and another individual is randomly chosen;

http://www.ministerosalute.it
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3. if the nearest neighbor site is empty, we try to move the individual from the initial
site 1 to the destination site 2 with a transition probability:1

T (1→ 2)=min
{
1, eβ[Nage(2)−Nage(1)]}. (84.1)

With the previous dynamics rules, after an initial transient, the system reaches a
stationary state where the average of Nage on each age class is time independent,
depending only on the age and on the parameter β . At low enough values of β the
stationary state is also homogeneous, i.e. no large fluctuations in the local density
are observed. We consider such a case and put β = 1.

84.2.2 The Transmission Model

The previous model for the population dynamic must be supplied with an epidemio-
logical model. To this purpose, we construct the following SIR stochastic model: to
each individual, we associate an internal degree of freedom for the healthy/infective
status (Ii = 0,1), and to healthy individuals, we attribute a further degree of free-
dom for susceptible/immune status (antii = 0,1). After a potentially contagious
contact a susceptible (Ii = 0, antii = 0) becomes infected (Ii = 1, antii = 0) ac-
cording to her/his specific age class susceptibility Sage. After the contagion process,
the infected individual goes through an asymptomatic phase, lasting for a period Ts
(where s stays for symptoms or stop). Then a symptomatic phase follows and lasts
till the end of the infective period (Tinf).

Furthermore, when the epidemic is over, some disease adaptive rules are over-
imposed. Indeed infected individuals typically stay at home during the manifes-
tation of symptoms and susceptible individuals tend to avoid contacts with them
during the symptomatic phase. To encode these behaviors into the model we stop
infected individuals during the symptomatic phase and interdict the empty sites that
are nearest neighbor to them. Neighbors of symptomatic infected individuals can
move without any restriction. Finally, each infected individual has her/his own stop-
ping and infective period, while the infectivity is taken to be constant during the
disease. A person no more infective, develops antibodies, thus her/his internal d.o.f.
antii changes from 0 to 1, and then she/he starts to move again.

84.3 Results

We perform our simulations on a cubic lattice with linear size L= 180 with 20 %
of occupation. The total number of individuals N is thus fixed to 1166400, and

1It is worth to notice that the probability to move an individual from the site 1 to a randomly chosen
nearest neighbor site 2 is given by the probability that 2 is empty times T (1→ 2), where the first
term favours spacing and the second one instead crowding.
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Fig. 84.1 Histogram of the observed illness prevalence (per thousand) of influenza cases in Italy
from the 40th week of 2009 by age group, respectively 0–4 years old (green), 5–14 (red), 15–64
(blue), and over 65 (violet)

are distributed according to the age group densities of the Italian population, ρa
(a = 1, . . . ,4) given in Table 84.1. We assume both the infective period and the
stop time to follow Gaussian distributions. The parameters for the infective period
distribution are fixed to T̄inf = 5 days and σinf = 1 day, which correspond to the
typical duration of influenza symptoms. For the stop time distribution, the average
and the standard deviation, T̄s = 0.5 days, and σs = 0.1 days, have been fixed in
order to obtain the best agreement between our data and the experimental ones.2

84.3.1 The Epidemic Curves

In Fig. 84.1, we compare the data on ILI cases during the H1N1 epidemic in
2009/2010, as reported by the I. G. government, with the simulated illness cases
obtained with our model. The simulated illness cases and their errors have been
evaluated respectively as mean values and standard deviations over the results of 64
processes, each characterized by a different random number generator. The trans-
mission probabilities, given in Table 84.1, have been fixed in order to reproduce the

2Our data do not change significantly varying T̄inf and σinf, provided that T̄inf � T̄s . This is consis-
tent with the fact that the number of contagions during the stopping period is negligible with respect
to those happening before the stopping (see the high frequency of contagions with generation time
≤ 0.5 days in Fig. 84.2).
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Table 84.1 Age classes
parameters Age group (a) 0–4 5–14 15–64 +65

ρage 0.048 0.093 0.659 0.20

Sage 0.24 0.905 0.056 0.011

observed illness prevalence. The dissimilarity among the values of Sage reflects the
fact that the H1N1 virus had a different incidence on different age classes, causing
symptomatic disease mainly in younger population, probably as a consequence of
a pre-existing partial immunity of older people carried over a previous pandemic
[15, 16]. The smaller incidence on the 0–4 age class with respect to the 5–14 class
is probably a consequence of a minor exposure due to the smaller percentage of
children who attend day nursery in Italy.

The comparison between observed and simulated data shows that our model cor-
rectly reproduces the epidemiological data during the epidemic peak (from week
44-th to week 47-th) for all the age classes. For the age groups 0–4, 15–64 and +65
the model reproduces very accurately also the descendant phase of the epidemic.
However the model fails to reproduce the first experimental points till week 43-th
for each age class, as well as the descendant phase of the 5–14 years old age group.
To interpret this mismatch, we first observe that the I. G. data we are comparing
with, are those relative to the illness consultations and not to the ascertained cases.
ILI cases are of course a reliable estimate of the real epidemic diffusion during the
epidemic peak (when the alert of the population and public health system is utmost)
but they are less significant at the beginning and at the end of the epidemic. There-
fore, we interpret the disagreement at the beginning of the outbreak as due to an
underestimation of the influenza diffusion at that time, due to the fact that not all the
cases of influenza-like symptoms led to illness consultations, as instead it mostly
happened during the peak. Moreover the disagreement in the descendant phase for
the age group 5–14 can be naturally interpreted as due to self-initiated control mea-
sures adopted by many Italian families (e.g. reduction of scholar and extra scholar
activities during the peak).

84.3.2 The Epidemic Parameters

Here we evaluate the generation time interval and the basic reproductive number.
The generation interval ν is the time interval between the infection time of an in-
fected person and that of her/his infector. Figure 84.2 shows the generation time
distribution g(ν) obtained by our simulations. This distribution turns out to be well
fitted by the function

g(ν)�A
[

1− erf

(
ν − T̄s√

2σs

)]
, (84.2)



684 A. Liccardo and A. Fierro

where T̄s and σs coincide with the parameters of the Gaussian distribution chosen
for the stop time Ts and A is a normalization constant. The functional form ob-
tained in Eq. (84.2) is very interesting. In order to better understand it, we have
done different simulations with different choices for the stop time distribution and
the infective period distribution. We have found that g(ν) is strongly affected by
the distribution law chosen for the stop time, while the dependence on the infective
time distribution is weaker. We propose the following interpretation of this result:
the generation interval distribution g(ν) may be seen as the product of 3 distinct
probabilities g(ν) = g1(ν) × g2(ν)× g3(ν) where g1(ν) is the probability that an
individual infected at time 0 is still infective at time ν, g2(ν) is the probability that
a susceptible individual meets at time ν someone who was infected at time 0, and
g3(ν) is the contagion probability. The last one is given by the weighted average
of the probability Sage on the age groups and is independent on ν. The probability
g1(ν) is by definition the complementary cumulative distribution of the infective
period:

g1(ν)∝ P(Tinf > ν)=
[

1− erf

(
ν − T̄inf√

2σinf

)]
. (84.3)

In the time interval (ν < 1 day), where the generation interval distribution g(ν)
turns out to be significantly different from zero, the cumulative distribution of the
infective period g1(ν) is essentially equal to one, thus it trivially contributes to the
generation interval distribution. This makes the generation time distribution g(ν) to
reduce essentially to the probability g2(ν), which conversely depends on ν and on
the details of the dynamics, and is strongly affected by the distribution law chosen
for the stop time. In particular g2(ν) is expected to be proportional to the probability
that the individual infected at time 0 is not recovered yet at time ν,

g2(ν)∝ P(Ts > ν)=
[

1− erf

(
ν − T̄s√

2σs

)]
, (84.4)

in agreement with the distribution law obtained by our simulation in Eq. (84.2)
(see Fig. 84.2). This very interesting result gives the explicit connection between
generation time distribution, stop time distribution and infective period distribution.

The mean generation time corresponding to this distribution is ν̄ = (0.25± 0.01)
day. Such unrealistically low value is mainly due to the absence of any latent pe-
riod in our model and to the fact that the contagions happen essentially during the
dynamical phase (i.e. before the appearance of symptoms).

The reproductive number, R, is the Laplace transform inverse of the generation
interval distribution, g(ν). For discrete distributions, it may be evaluated as [13]

R = r∑n
i=1 gi(e

−rνi−1 − e−rνi ) , (84.5)

where r is the exponential growth rate evaluated in the first week of the outbreak,
gi = g(νi) are the simulated frequencies of generation interval within νi−1 and νi .
With our simulation we get R = 1.1±0.1. This modest value of R is consistent with
those found in literature for other countries [17, 18].
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Fig. 84.2 Generation time
distribution g(ν)

In conclusion, in spite of its noticeable simplicity—few demographic informa-
tion are required—our model correctly reproduces the behavior of the epidemiolog-
ical Italian data at the peak of the H1N1 influenza for each age class, and also in
the descendant phase for the 91 % of Italian population. The model has been gen-
eralized in order to predict the effect of limitation measures, such as vaccination or
antiviral prophylaxis as well as limitation of population mobility.
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Chapter 85
CoopNet: A Social, P2P-Like Simulation Model
to Explore Knowledge-Based Production
Processes

Edoardo Mollona, Gian Paolo Jesi, and Matteo Vignoli

Abstract A prevalent claim is that we are in a knowledge economy, where firms
can be viewed as networks of knowledge nodes interacting together.

In this work, we propose a social, P2P-like simulation model, CoopNet, to inves-
tigate how networking and organizational mechanisms interact to affect the emer-
gent cooperation of workers. More specifically, we examine how (i) distinct reward
mechanisms and (ii) distinct mobility assumptions on workers’ combine to influ-
ence cooperation. As a result, we highlight the role of co-workers selection and the
continuity of working relationships as alternative mechanisms to foster cooperation
within intra-organizational network.

Keywords Knowledge economy · Agent-based · Self-emergent · Cooperation ·
Peer-to-peer

85.1 Introduction

A recent survey conducted by McKinsey [1] reports that, to facilitate knowledge
sharing among co-workers (for example in product design), firms are investing in
collaborative technology [2], peer-to-peer networks and social networks [3]. In ad-
dition, Mac-Duffie [4], quoting the Wall Street Journal [5] and data from the Gartner
Group [6], reports that more than half of US companies with more than 5000 em-
ployees use virtual teams and that more than 60 % of professional employees sur-
veyed reported working in a virtual team. Ultimately, management scholars describe
the twenty-first-century firm as an intricately-woven web of dispersed operations
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managed via collaborative technologies and organized around networks rather than
rigid hierarchies [7]. Despite firms increasing investments in collaborative technolo-
gies such as peer-to-peer communities and social networks, the management prob-
lems that follow from the adoption of such technologies has been fairly neglected
by received literature.

The aim of this paper is to analyze the circumstances under which cooperative
behavior emerges in knowledge-based organizations when traditional hierarchical
control mechanisms are weakened tools to prevent free-raiding.

We propose a model, COOPNET, that describes production processes as intra-
organizational networks in which workers interact within local structures of ex-
change. We then explore unfolding aggregate behavior stemming from interaction
among workers that respond to incentives crystallized in reward mechanisms.

85.2 Methodology

We adopted computer simulation in order to investigate the non obvious emergent
consequences of changes in the reward mechanisms and in individual policies of
social interaction. In this article, we operated with a computer simulation model as
in a theoretical laboratory to explore the circumstances in which different patterns
of cooperation among workers emerge.

The simulation approach allows us to explore the rich repertoire of different be-
haviors that potentially materialize in the setting that we designed [8, 9]. A minimal
variation in any parameter, may lead to dramatically different emergent results as
the dynamic of the interaction can be extremely complex and almost impossible
to predict a priori. Essentially, the system behaves as a Complex Adaptive System
(CAS) [3].

We designed and implemented an agent-based model [10]—the COOPNET

model—to simulate interaction among employees. Increasingly social scientists are
using the techniques of multi-agent based simulation [11] to explore complex dy-
namics in artificial social systems [12, 13].

Among similar lines, the COOPNET model should be viewed as an “artificial
society” type model (i.e., similar to the SugarScape model [14]) that allows to rep-
resent in a stylized manner the process that may occur in a real organizations.

More specifically, in the COOPNET model, collaboration relationships among
workers are represented by an undirected network where the employees are the
nodes and each relation is a link among a couple of nodes. The communication
between nodes is managed in a P2P-like fashion, using message passing and nodes
have a limited (local) knowledge about the whole network.

85.3 Model

The simulation is ”cycle“ based, where at each cycle each node can run its protocol
once. A node in the system holds a list of links to other nodes, which we call CACHE.
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Fig. 85.1 The COOPNET model schema. The dark circles represent the Individual Decision Mak-
ing phases, while the light ones represent the Human Resource Management phases

Therefore, an overlay network (the COOPNET overlay) defined by the relation “who
knows whom” is induced by the cache’s information.

Each node i holds a variable ei representing its current productivity effort and a
variable wi representing its wage. With ei(j) we indicate the portion of the effort
spent by node i reciprocating with j .

Each node i can act with a pro-social or free rider behavior; the behavior is
assigned at bootstrap and may change during time (see Sect. 85.4.1). Pro-social
nodes will try to invest more effort in their relations, while free rider nodes prefer
to maximize the ratio between reward and effort spent. The system wide parameter
MAXeff represents the maximum allowed value for ei ∀ node i.

The system rewards each node for its spent effort at regular time intervals. The
wage wi assigned to node i is calculated according to specific reward policies (see
Sect. 85.4.2). In addition, we also consider the utility of a node i, which is defined
as: ui =wi − ei .

Finally, we consider that each node has the capability to contact a limited number
of random nodes in the whole network independently of the COOPNET overlay. This
limitation mimics the real world, as a person can hardly contact all the other persons
in the company especially when the company is large. In P2P terms, this feature can
be achieved by a sampling service [15].

The sequential schema followed by our model (shown in Fig. 85.1) is composed
by four distinct phases: (a) PLAY, (b) REWARD, (c) REWIRE&COPY and (d) FIR-
ING phase. These phases respectively represent two core aspects highlighted by our
model: the structure of individual decision making (i.e., phases (a), (c)) and the hu-
man resource management (i.e., phases (b), (d)).

85.4 Algorithms

In the following, we discuss the design of each phase according to the actual aspect
it belongs to.

85.4.1 Individual Decision Making

Play Phase in this phase, each node tries to obtain the highest possible wage by
interacting with its neighbors. If the interaction with one or more neighbors is not
satisfactory, they are dropped from the current node’s cache.
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Each node i starts the simulation by committing a specific effort ei(j)= ei
degreei

in
the interaction with each neighbor j . In the next cycles, each node have to adjust its
effort according to the other party’s efforts. The basic idea is that when two nodes
i and j plays distinct values, say xi and xj , they tend to close the difference gap
between xi and xj .

How the gap is actually closed in associated to node’s individual behavior. A pro-
social node i will try to play the same amount of a neighbor j , but if j has played
less than i, it will not modify its effort but will wait for extra effort from node j in the
near future. The wait time is represented by t consecutive interactions (i.e., t = 4).
A cooperative node j will likely fill—at least partially—the effort gap. Conversely,
a free rider node i will not modify its effort if its neighbor j is playing more, but it
will play less if its neighbor’s effort is less than its own effort.

We consider the willingness to cooperate as the notion of satisfaction in a rela-
tion: it is sufficient that the party spending the lower amount of effort partially fills
the effort gap thereby expressing its willingness to cooperate. In addition, we con-
sider the issue where a neighbor is not able to reciprocate just because it is already
busy in many, and possibly valuable, activities. This issue is managed by consider-
ing the total effort that i and j deploy in the interaction with their respective neigh-
borhood: if ei < ej , j is considered a valuable resource and the link is preserved.
Otherwise, node i drops the link and node j is forced to the same as the overlay is
undirected. Our modeling here is strongly grounded on social exchange theory and
the work about the relationships between reciprocity and perceived justice [16, 17].

Rewire&Copy Phase as in the PLAY phase, the rewiring process is related with
the node’s behavior. The basic idea is that nodes try to find a new neighbor with
which to join and to improve the average effort of the cluster and hence its own
wage. In addition, a node is likely to imitate a neighbor showing higher perfor-
mances in the hope to achieve similar results.

The algorithmic steps performed by node i to manage this phase are the follow-
ing:

1. search: if it has effort to spend, search for a set S of candidate nodes according
to distinct search policies:

– Neighborhood Search Rewire (NSR): the candidates set is composed of a ran-
dom COOPNET neighbor s and all the neighbors of s

– Global Search Rewire (GSR): the set is composed by k distinct nodes taken at
random from the whole network, where k is a system wide constant

2. select: choose the “best” candidate in S according to a selection policy. Two
alternative selection mechanism are provided. Nodes select partners either on
(a) the basis of the wage that potential partners receive or (b) on the basis of
the utility that accrue to potential partners. Node i checks if there is at least
a candidate having an higher wage (or an higher utility); then, selects j that
maximizes the difference wj − wi > 0 (or the difference uj − ui > 0) where
j ∈ {1 · · · ‖S‖}.
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3. accept: it is performed by i when receives a join request. If it has effort to spend,
it accepts the newcomer.

4. copy: the decision the adopt the behavior of the high performing newcomer is
designed as a stochastic process with probability pbcopy (=90 %).

85.4.2 Human Resource Management

Reward Phase at the end of the PLAY phase, an organizational hierarchy (i.e., an
oracle) measures the average productivity (AP) level: AP =∑N

i=1
ei
N

, where ei is
the effort played by each node and N is the size of the network. If the COOPNET

overlay is split into connected components (e.g., due to the rewiring process), the
AP is computed on per-component basis:

∑Nk
i=1

ei
Nk

, where Nk is the size of the k-th
connected component. For simplicity, we consider APi as the AP of component-i.
Using the AP value, two distinct ways of computing the node wage are allowed:

– WageBonus: the basic wage of node i as follows: wi =
∑N
j=1 ej

N
· (1+ α), where

α is an added value constant and N is the size of the cluster in which node i is
embedded or the size of the whole network if the COOPNET overlay is not split.
Then the system is able to measure the effective effort each node is investing, thus
each node i will receive wi =wi · (1+ x), where x ∈ [0 : 1] and has a stochastic
nature if ei ≥ BONUS_T, otherwise x = 0 (i.e., no bonus for node i).

– WageNeighbor: the basic idea is to associate each node’s wage to the performance
of a small group of nodes involved in a close relationship, rather than dispersing
the individual responsibility in large groups. The small group is represented by a
node’s neighborhood of size dcnet which can grow or shrink over time according
to the node’s behavior and the evolution of the system. Node’s i wage is calculated

as follows: wi = ei+∑c
j=1 ej

dcnet+1 · (1+ α), where α is an added value constant.

The idea here is to test different approaches to the design to group rewards [18].

Firing Phase when activated, the component managing that phase allows focal
organization to fire underperforming employees. In the real world, knowing the ac-
tual productivity of an employee is a non trivial task and it is not fail-proof. The idea
is that when a node’s performance is at the lowest extreme (e.g., spending effort in
the interval [0, 10]), it is easy to detect and it is fired with no uncertancy, but when
its performance value is closer to the average performance (e.g., spending effort in
the interval [10, 15[), then the system in unable to discriminate the difference with
perfect accuracy an the firing process is stochastic according to a pfire probability.
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85.5 Experiments

We adopted PeerSim1 as a simulation platform and we wrote a Java implementa-
tion of our model. The goal of our experiments is to generate hypotheses on the
role that the context in which employees interact plays in facilitating, or hindering,
cooperation.

We tested our model according to (a) the presence/absence of the firing feature,
(b) the rewiring search policies (i.e., NSR, GSR), (c) the rewiring select policy
(i.e., wage or utility-based) and (d) the different rewarding mechanism adopted in
the simulated organization (i.e., WAGEBONUS, WAGENEIGHBOR).

We run two sets of experiments. In the first set, we assumed that the firm is able to
asses individual productivity and to consequently assign a bonus to specific workers
that show above-average productivity (i.e., WAGEBONUS rewarding scheme). In the
second set, we assumed that the focal company is able to more accurately recognize
smaller isles of productivity and to apply a fine-grained analysis of teams’ produc-
tivity. Consequently, the firm assigns wages to workers on the basis of the average
productivity of the neighborhood they belong to. On the other hand, the company is
less efficient in assessing individual productivity (i.e., WAGENEIGHBOR rewarding
scheme).

In both sets of experiments, we tested three different individual decision-making
routine to select co-workers: (1) the GSR rewire policy allows to look for new
suitable neighbors over a wider horizon, increasing the chance to find a good match,
the (2) NSR policy allows employees to search only search over their neighborhood
and the (3) UNSR policy considers the co-worker’s utility rather than their wages.

Due to the space constraints, we just focus on a scenario involving 500 agents.
The calibration of parameters adopted for our experiments was generated following
an (i) extensive simulation campaigns and (ii) replication of similar setups found in
literature [19–22] and (iii) general criteria of plausibility.

The network is randomly wired at bootstrap using dcnet = 5 degree. The maxi-
mum effort a node can spend in a time unit is fixed to the constant MAXeff = 50.
The node’s effort is assigned by a normal distribution having parameters: μ= 27.5,
σ = 5.5 and the initial behavior is assigned randomly to a 50–50 % proportion. The
added value constant is α = 0.2;

The probability to copy the behavior of a newly joined neighbor is pbcopy = 90 %.
Each data represents an average value collected from 10 distinct simulation runs.
Figures 85.2(a) and (b) show the performance of the system when the WAGE-

BONUS reward policy is adopted. We performed experiments both activating and
deactivating the firing mechanism. A benchmark is highlighted by a horizontal line
in the upper part of each effort plot. It represents the ideal system performance when
all nodes spend the maximum effort ei = 50 ∀i =Etotal = 25000.

This first set of experiments presents two findings worth of being discussed. In
Fig. 85.2, we notice that, when it is possible to detect and firing individuals that

1http://peersim.sf.net/.

http://peersim.sf.net/
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Fig. 85.2 System effort achieved by each policy using WAGEBONUS reward. Both no-fire and fire
scenarios are considered. Network size is 500

perform very low, performances of GSR and NSR are very similar. On the other
hand, when detecting free-raiding and, consequently, firing becomes difficult, the
two selection routine yield very different performances. In particular, the selection
routine in which workers are allowed to search beyond the cluster of neighbors
(GSR) yields much higher performances.

This finding suggests that, when organizational hierarchy is weakened by ambi-
guity of individual contribution to a shared endeavor, a firm ought to assign to indi-
vidual workers larger autonomy in selecting co-workers all over the entire network
of organizational employees. In this way, people willing to collaborate are given the
opportunity to both punish free-riders, by severing specific working relationships,
and to find and select co-workers willing to cooperate.

A second insight that flows from this first set of experiments regards the role
of available information to individual decision-makers. As reported in Fig. 85.2,
when the UNSR selection protocol is activated, the performance of the system are
extremely low. Quickly, almost the entire population becomes free-rider and the
firm’s productivity collapses.

In the second set of experiment we applied the WAGENEIGHBOR policy. Fig-
ures 85.3(a) and (b) show that while the absolute performance is not as high as with
the previous policy, the difference gap among GSR and NSR is much lower. Both
achieves their result almost at the same time. This set of experiment elicits another
important insight. In general, when a WAGENEIGHBOR policy is assumed, GSR
protocol loses strength in comparison to NSR. The idea is that, when reward is as-
signed by evaluating productivity of small groups, it is important that co-workers
within each group learn how to collaborate by both increasing their efforts or isolat-
ing free riders. Such learning process requires stability of groups of co-workers.

In this light, the NSR selection protocol, by constraining individual search for
partners in the neighborhood, facilitate groups stability and intra-groups learning.
On the other hand, the GSR protocol, which increase workers mobility, delays intra-
group learning. Concluding, GSR and NSR illustrate virtues of two different mech-
anisms that facilitate emerging of cooperation.
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Fig. 85.3 System effort achieved by each policy using WAGENEIGHBOR reward. Both no-fire and
fire scenarios are considered. Network size is 500

85.6 Conclusions

We believe that concepts and points of view of different disciplines need to be in-
tegrated. More specifically, we suggest that organizational theory may gain a great
deal from borrowing the concepts and techniques developed by computer scientists
facing the complexity and emergent behaviors of large scale distributed systems
(e.g., P2P)

In this article, we reported results from a research project in which we looked at
organizations as hybrids that combine mechanisms that are typical of firms, such as
rewarding mechanisms, and processes that characterize local interaction within P2P
systems.

We developed our model by simulating the behavior of a large organization with
an agent-based model that worked as a virtual laboratory for our analysis. We be-
lieve that our work discloses two avenues of future research.

Since the use of collaborative tools connecting virtual teams is increasing, which
is the emergent consequence of their features over the specific organization structure
and processes? It is possible to associate specific features of collaborative tools to
specific types of organizations, or to specific types of products or services produced
by an organization?

A second avenue of research is connected to the role that the information avail-
able to individual decision-makers. Our simulations conveyed a counterintuitive
finding by suggesting that, in specific circumstances, less information is better than
more. This outcome invites researchers to empirically test whether a correlation ex-
ists between information made available to co-workers by different collaborative
tools, cooperative behavior and virtual teams’ productivity. Concluding, we hope
that our work was able to highlight the gains that may potentially stem from an in-
terdisciplinary approach to the study of the role of information technology in firms’
organization.
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Chapter 86
Analyses of Group Correlations in the KOSPI
and the KOSDAQ

Jung Su Ko and Kyungsik Kim

Abstract We analyze the structure of cross-correlations in two Korean stock mar-
kets, the Korea Composite Stock Price Index (KOSPI) and the Korea Securities
Dealers Automated Quotation (KOSDAQ). We investigate a remarkable agreement
between the theoretical prediction and the empirical data concerning the density of
eigenvalues in the KOSPI and the KOSDAQ. The research for the structure of group
correlations undress the market-wide effect by using the Markowitz multi-factor
model and network-based approach. In particular, the KOSPI has a dense correla-
tion besides overall group correlations for stock entities, whereas both correlations
are less for the KOSDAQ than for the KOSPI.

Keywords KOSPI · KOSDAQ · Group correlation · Random matrix theory

86.1 Introduction

There has been of considerable interest in the correlation-based approach among the
various methodologies of the econophysics field in complex systems [1] for the last
two decades. The empirical correlation matrices are very important for risk man-
agement and asset allocation. The probability of large losses for a certain portfolio
or option is dominated by the correlated moves of its different constituents. Until
now, the study of correlation matrices has a long history in finance and is one of the
cornerstones in Markowitz’s theory of optimal portfolios [2].

Financial market fluctuations may fundamentally result from the correlated de-
cision making between buy and sell orders of various stock entities participating in
the market. Because the concepts of the market are reflected in price fluctuations,
we can obtain the structure of a given financial market by investigating financial
cross-correlation data. Random matrix theory has provided highly meaningful in-
formation about the financial market structures of the US market [3]. It has been
reported from previous works that the complicated structure of the stock market
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cross-correlation was divided into three categories: a bulk random part, a market-
wide part, and a group correlation between firms in the same business sector [4].
The investors want their stock portfolios to be optimized in relation to the structure
of a particular business cluster. The decomposed group correlation is distinctly one
of the key features of a mature stock market. No work has investigated the explicit
structure of the group correlation, although papers studying the cross-correlation of
the Korean stock market have been recently published [5, 6].

In this paper, we simulate and analyze the structures of business clusters by ap-
plying multifactor models in two Korean stock markets, the KOSPI and the KOS-
DAQ. For the KOSPI and the KOSDAQ, we ultimately test whether the structure
of the group correlation in the two Korean financial markets is maintained consis-
tently during a sufficiently long time or whether it shows a different pattern during
the evolution of the system. Section 86.2 introduces the random matrix theory and
the genuine information about the business sector among stocks. In Sect. 86.3, we
describe the numerical calculation and the results of this research. The concluding
remarks are given in last section.

86.2 Theoretical Background

Firstly, we defined the logarithmic return, Ri(t), as follows,

Ri(t,�t)= logPi(t +�t)− logPi(t), (86.1)

where Pi(t) denotes the daily price of stock entity i at time t and �t represents
one day. In order to remove the effect of a magnitude of prices on the correlation
coefficient, we used the normalized returns, ri(t), as follows:

ri(t)= Ri(t)− 〈Ri〉
σi

, (86.2)

where σj is the standard deviation of the return and 〈. . .〉 indicates a time average
during L steps. The covariance matrix C is represented in terms of

C ≡ 〈
ri(t)rj (t)

〉=
⎛

⎜⎝
1 . . . c1N
...

...
...

cN1 . . . 1

⎞

⎟⎠ . (86.3)

The elements of the correlation matrix Cij have a range of −1 ≤ Cij ≤ 1. When
the stocks i and j are perfectly-correlated, the value of Cij is 1. On the other hand,
Cij =−1 if two stocks are perfectly anti-correlated. Cij = 0 corresponds to the case
where both stocks are uncorrelated. The cross-correlation between the stock entities
provides significant and meaningful information about the intrinsic structure of the
stock market.

Previous work published in recent years [7] suggested that the financial cross-
correlation matrix C is separated into three groups, (a) a random part, (b) a market-
wide effect part, and (c) a group correlation between entities included in the same
industry, i.e., the so-called business sector. Therefore, for the latter, apart from the
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Fig. 86.1 Probability density
of the correlation coefficient
in the bulk random, the group
correlation, and the
market-wide effect for (a) the
KOSPI (one-year periods
2006.1–2006.12) and (b) the
KOSDAQ (one-year periods
2007.1–2007.12)

largest eigenvalue, genuine information about the business sector among stocks can
be reconstructed by using several next-largest eigenvalues according to

C =
Nr∑

i=1

λi |λi〉〈λi | +
Ng∑

j=1

λj |λj 〉〈λj | + λlargest|λlargest〉〈λlargest|, (86.4)

whereNr andNg represent the numbers of eigenvalues attributed to the random part
and of the correlations based on the business sector, respectively.

86.3 Numerical Calculation and Result

We analyze the financial time-series data of Korean stock market securities from the
KOSPI and the KOSDAQ. We respectively extracted the 629 and 650 largest stocks
from the KOSPI and the KODAQ that were exchanged on the Korean stock market
during the period 2006–2010, forming L= 1244 records of daily returns for Korean
stocks.

Figure 86.1 shows the probability density of the correlation coefficient in the
bulk random, the group correlation, and the market-wide effect for the KOSPI and
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Fig. 86.2 Color map diagrams of group correlation matrix for L = 1244 in the KOSPI. If two
firms are highly correlated, the representation approaches the color red, and if two firms are nega-
tively correlated, the representation approaches dark blue. We show that we divided the diagrams
into 10 block diagonals that correspond to business sectors: chemical, construction, distribution,
electricity & electronics, finance, food, machinery, paper & plumber, service, and steel

the KOSDAQ. For the inverse participation ratio based on the daily return of the
629 KOSPI and the 650 KOSDAQ stock prices data after market-wide effects, a
few large eigenvalues have distinguishable value, although most of the eigenval-
ues have uniformity for the inverse participation ratio value. This observation indi-
cates that the regressed financial correlations contain two different kinds of infor-
mation: (a) random noise and (b) genuine market information. In order to identify
the genuine market information, we investigated the major eigenvector components
that contributed significantly to a few large eigenvalues. Most notably, we find that
there are inverse participation ratio values corresponding to the smallest eigenvalues,
which suggests that the eigenvectors are localized, namely, only a few companies
contribute to them. The small sizes of the corresponding eigenvalues show that these
companies are uncorrelated with one another.

We investigate the group correlation between the stock entities included in the
same business sector by using the color map representation of the group correlation
matrix. We calculate the group correlation matrix in the following way. Firstly, we
extract financial time series data and sort firms in the order of the business sector.
Secondly, we calculate the cross-correlation matrix of these sorted time series data.
Thirdly, we draw a color map according to the correlation coefficient of this group
correlation matrix. Then, we obtain a correlation matrix with a size of 70 by 70. In
Fig. 86.2, the indices 1–7 represent the 7 firms whose contributions are the largest,
such as the 7 firms in the chemical business sector. The indices 8–14 represent the
construction industry. In the same way, the indices 15–21, 22–28, and 29–35 mean
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the distribution, electricity & electronics, and finance, respectively. We show a color
map diagram obtained using the method we mentioned. In the KOSPI, detection of
the diagonal block map is a somewhat distinguished correction between the stock
entities in the same business sector. However, in the KOSDAQ, detection of the di-
agonal block map is not clearly due to the distinctive correction between the stock
entities. Each diagonal block corresponds to a business sector. In the KOSPI, there
is an area that possesses un-correlation between the finance business sector and the
others. However, the finance and food companies are each highly correlated with
the returns of the financial market. On the other hand, in the KOSDAQ, medical
companies are highly correlated with the returns of the financial market. In partic-
ular, some machinery industry is highly correlated with the returns of the financial
market.

86.4 Conclusions

We have studied the group correlation of two Korean stock markets by applying
the random matrix theory. As seen for the density distribution of the correlation
coefficients, we have identified that both the KOSPI and the KOSDAQ have a pos-
itive correlation. We have found that both the KOSPI and the KOSDAQ appear to
have high correlations in 2008 due to the global financial crisis. After comparing
the market wide effect to the market removed correlation coefficient, we shows that
the strong influence of the market wide effect on the KOSPI is similar to that on the
KOSDAQ, and that the KOSPI is more affected than KOSDAQ. In other words, the
KOSPI has more correlation than the KOSDAQ.

Observations from the color map show that the KOSPI diagram appears to be
more distinct than the KOSDAQ diagram for the group correlation. Lastly, we ex-
amined the group by using network method, and we identified that the KOSPI had
a certain correlation threshold of 0.105. Thus, we drew a group correlation network
diagram for the KOSPI. However, in the KOSDAQ, we could not see a remarkable
threshold value, so it was difficult to draw a network diagram. Eventually we ascer-
tained that in the network diagram for the KOSDAQ, the threshold could be selected
arbitrarily. Ultimately, we found that the KOSPI was larger than the KOSDAQ, not
only in regards to correlations at large for stock entities (market-wide effect) but
also in group correlations for the business sector. Other papers [5] detected a weak
relationship between businesses and market capitalization for the KOSPI. However,
when comparing developed markets such as the NYSE, they did not check for an ex-
ponential function of market capitalization when comparing developed markets such
as the NYSE. From our results, we can logically assume that the Korean market has
very many short-term portfolios and a conglomerate structure. Thus, we conclude
that investors do not form a long-term investment strategy based on industrialized
classifications.
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Chapter 87
‘Time is Money’: An Heterogeneous Agent
Model for the FX

Sophie Béreau

Abstract This paper deals with a Bayesian extension of a behavioral finance frame-
work ‘à la’ De Grauwe and Grimaldi (The Exchange Rate in a Behavioural Finance
Framework, Princeton University Press, Princeton, 2006) in which agents operating
in the FX market differ in their forecasting time horizon for the exchange rate. In the
short run, if we believe in the world described by Meese and Rogoff (J. Int. Econ.,
14(1–2):3–24, 1983), this leads to a chartist rule, whereas in the long run, the PPP
condition appears as a natural anchor. In between, i.e. in the medium run, we imple-
ment an APEER model using Bayesian tools, as an alternative to the FEER-BEER
nexus. Our results show that the stabilizing impact of the intermediate rule depends
on agents’ good perception of the fundamentals.

87.1 Motivations

Exchange rate modelling [1, 5] remains one of the most challenging issues in In-
ternational Macroeconomics and Finance, crystallizing many puzzles and sources
of intellectual controversy within the scientific community. Among the various ap-
proaches that have been developed to address this issue, behavioural finance frame-
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work and heterogeneous agent models in particular stand out as promising tools to
better understand underlying mechanisms at work.

The traditional opposition feature “fundamentalist” vs. “chartist” agents as de-
fined by Frankel [4], but recent contributions such as [6, 7], or [8], document that
rather than this kind of opposition, one can distinguish “FX dealers”, who act on a
daily basis from “fund managers”, who are more sensitive to longer time horizons,
which clearly paves the way to the investigation of an exchange rate model where
the price dynamics would result from the opposition of different agents’ trading
strategies in terms of time horizon.

In this paper, we build on this stylized fact to derive a behavioural finance model
for the exchange rate where long-run target values depend on the time horizon
agents deal with, making this characteristics at core of agents’ heterogeneity.

The remainder of the abstract is the following. Section 87.2 specifies the be-
havioural framework we rely on to model the exchange rate and Sect. 87.3 we draw
and comment representative simulations. Finally, Section 87.4 concludes.

87.2 The Exchange Rate Model

The model we rely on for the exchange rate is derived from the behavioural finance
framework described in Chap. 2 of [3] in which we include an intermediate fore-
casting rule.

The expression of the future exchange rate st+1 depends on the current realiza-
tion st plus the weighted expectations of exchange rate variations made by agents
operating in the market, potentially of three type according to the time horizon they
rely on for their forecasts, i.e. the short, medium and long run, plus a white noise
assumed to follow a normal i.i.d. process.

st+1 = st +ωS,tβ(st − s̄S,t )−ωM,tηM(st − s̄M,t )−ωL,tηL(st − s̄L,t )+ ε̃t+1
(87.1)

with: ε̃t+1 ∼N (0, σ 2
ε̃
) representing the news in time (t + 1) that has not been incor-

porated in agents’ forecasts.
In our framework, equilibrium values for the exchange rate vary with the corre-

sponding time horizon. In the short run, a function of past realized values is used
and in its simplest form, we get s̄S,t = st−1, whereas in the long run, the fundamen-
tal value s̄L,t is known with certainty and follows a random walk without a drift. In
between, i.e. in the medium run, the fundamental anchor s̄M,t is estimated accord-
ing to a state-space representation of a standard trend-cycle decomposition using
Bayesian tools:

st = s̄M,t +mM,t (87.2)

s̄M,t = s̄M,t−1 + δt−1 + εt , εt ∼N
(
0, σ 2

ε

)
(87.3)

δt = δt−1 + zt , zt ∼N
(
0, σ 2

z

)
(87.4)

mM,t = φ1mM,t−1 + φ2mM,t−2 + ut , ut ∼N
(
0, σ 2

u

)
(87.5)
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where mM,t denotes the medium-run misalignment, i.e. the gap between the current
realized value for the exchange rate and its fundamental medium-run anchor.

Two sets of independent conjugate priors are assumed for (φ1, φ2) and (σ−2
ε ,

σ−2
z , σ−2

u ), i.e. the product of two normal distributions and three independent
Gamma distributions respectively, which is rather standard in the context of Gaus-
sian linear models. MCMC methods are then run in order to derive posterior condi-
tional densities associated to our model.

At each period, agents may switch from one type to another depending on the
ex-post performance of their forecasting rule. They use for that a fitness criterion
inspired from [2] assumed to be as follows:

ωi,t =
exp(γ π ′i,t )∑

i∈{S,M,L}
exp(γ π ′i,t )

, ∀i ∈ {S,M,L} (87.6)

where ωi,t is the share of the total population of agents relying on the rule of type i,
γ ≥ 0 the intensity with which agents revise their rules, π ′i,t the risk-adjusted profit
realized by means of the i’s forecasting rule and S,M,L the short, medium and
long-run respectively.

87.3 Simulation Results

Numerical simulations of the model are performed in order to measure how the
confrontation of the different forecasting rules impact FX rate dynamics. Each set
of stochastic simulations consists here in 10000 points. They correspond to, first,
the draw of 5000 points considering only two forecasting rules, namely the short
and the long-run rules, and then, to the draw of 5000 other points once the medium-
run rule has been introduced, this for two reasons. First, because the medium-run
approach needs the past of the exchange rate series to be implemented and second,
because this allows us to study the differences in the exchange rate dynamics before
and after the adoption of the medium-run rule.

Our results exhibited in Fig. 87.1 confirm previous findings when focusing on the
short and long-run rules: in each case, the current exchange rate diverges from its
fundamental value only when all the agents adopt the short-run (i.e. chartist) rule.
On the contrary, when agents switch frequently between the short and the long-run
(i.e. fundamentalist) rules, the observed dynamics is stable in the sense that the cur-
rent exchange rate stays around its long-run fundamental value. There is thus a clear
opposition between chartists and fundamentalists in terms of stabilizing character-
istics. Whereas long-run agents’ actions drive the exchange rate closed to its funda-
mental value, the chartists reproduce the past dynamics, which can lead to potential
long-lasting disconnections of the exchange rate from its long-run equilibrium.

What happens now when we introduce a third rule in the game, i.e. a medium-
run one, allowing agents to switch between three forecasting rules? The medium-run
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Fig. 87.1 Simulated data—convergence and divergence cases

Fig. 87.2 What happens when medium-run agents are right?

rule is of a fundamentalist type, we expect it to be stabilizing, but is this character-
istic conditioned by agents’ good perception of the fundamentals’ drivers? To give
some insights on this issue, we propose to take a look at various outputs resulting
from the three scenarii.

What happens when agents are right, i.e. when they rely on the MLE estimates
for ψ?

As suggested on Fig. 87.2, we can see in both cases that the introduction of the
medium-run rule leads to a drastic stabilization of the current rate closed to its PPP
value. This correction stems from the fact that the filtered value, i.e. the medium-
run equilibrium exchange rate, is very closed to the current one. Mechanically,
the medium-run negative feedback rule is almost the exact opposite to the short-
run positive one, corresponding to a “leaning against the wind strategy”. Medium-
run agents are thus reinforcing the mean-reverting dynamics in the market, thereby
strengthening the hand of long-run agents at the expense of the short-run ones, see
Chap. 9 from [3] or [11, 12] for more details.



87 ‘Time is Money’: An Heterogeneous Agent Model for the FX 709

Fig. 87.3 What happens when medium-run agents are wrong?

Fig. 87.4 Who is responsible for this divergence?

What happens now when agents are wrong, i.e. when they rely on values far from
the MLE estimates for ψ?

We can see from Fig. 87.3 that the medium-run rule seems to stay stabilizing
in the first case, although to the cost of greater volatility. Considering other sets of
simulations, we show that this stabilizing characteristic is purely random. In addi-
tion, when we look at the second case in Fig. 87.3, i.e. when the exchange rate is
already experiencing a long-lasting disconnection from its PPP value, we can see
that the introduction of the medium-run rule cannot drive the current exchange rate
towards its long-run fundamental rate. Since important switches can be observed
from Fig. 87.4 between short and medium-run agents, this disconnection is due to
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Fig. 87.5 What happens when medium-run agents are wrong but learn from the data?

both types. As whole, we conclude that the stabilizing properties of the medium-run
rule seems to depend on agents’ good perception of the fundamentals, summed up
in ψ .1

As a last exercise, and to push further our analysis, we assume now that agents
may update their perception of the fundamentals’ drivers ψ through a Bayesian
“learning process”. In other words, we ask the following question: What happens
when agents are wrong but then learn from the data and update their knowledge in a
Bayesian manner? We can see from the graphs in Fig. 87.5 (derived from the same
first two sets of simulations), that medium-run agents remain destabilizing until the
revision step, in time t = 7500. After incorporating truncated information from the
data,2 the parameters become mechanically far much closer to the MLE estimates
and allow to go back to “leaning against the wind strategy” as in the previous case.

87.4 Conclusions

To conclude, this piece of work proposes a Bayesian extension of the traditional
behavioural finance model “à la” [3] in which agents differ in their forecasting time
horizons as a way to re-explore Obstfeld and Rogoff’s famous “exchange rate dis-
connect puzzle” [9]. As previously mentioned, those differences translate into the
equilibrium values those agents target for the exchange rate. We then assume three
rules corresponding to the short, the medium and the long run respectively. Whereas
the first two rules stick to the usual representation, i.e. chartist vs. fundamentalist
agents, we incorporate an intermediary regime, of a fundamental type, that relies on
the assessment of a medium-run equilibrium value for the exchange rate supposed to
potentially differ from the PPP and assessed here through an APEER model. In addi-
tion, we further extend the usual trial-and-error learning strategies on which agents
rely for the sequential choice of their forecasting rules to the way they model the
medium-run fundamental value, through a Bayesian sequential updating procedure.
This modelling leads to two major conclusions: (i) In addition to the usual ‘battle’
between stabilizing long-run (fundamentalist) vs. destabilizing short-run (chartist)

1Other simulation sets confirm those conclusions. They are available upon request.
2In each case, Bayesian estimations have been performed on a sub-sample of 100 points.
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agents, we show that medium-run agents may switch from one type to another de-
pending on their ability to correctly perceive the drivers of exchange rate funda-
mentals. This means that even a fundamentalist type rule may lead to long-lasting
disconnections between the exchange rate and its fundamental value; (ii) A good
knowledge or perception of the fundamental drivers of the exchange rate is a pre-
condition to make the median rule stabilizing. Further extensions discussed in the
previous section are now to be done in order to test the robustness of those results
in a more general context.
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Chapter 88
Anomalous Metastability and Fixation
Properties of Evolutionary Games on Scale-Free
Graphs

Michael Assaf and Mauro Mobilia

Abstract This contribution concerns the influence of scale-free graphs on the
metastability and fixation properties of a set of evolutionary processes. In the frame-
work of evolutionary game theory, where the fitness and selection are frequency-
dependent and vary with the population composition, we analyze the dynamics of
snowdrift games (characterized by a metastable coexistence state) on scale-free net-
works. Using an effective diffusion theory in the weak selection limit, we demon-
strate how the scale-free structure affects the system’s metastable state and leads
to anomalous fixation. In particular, we analytically and numerically show that the
probability and mean time of fixation are characterized by stretched exponential be-
haviors with exponents depending nontrivially on the network’s degree distribution.
Our approach is also shown to be applicable to models, like coordination games, not
exhibiting metastability prior to fixation.

Keywords Metastability · Fixation · Complex networks · Evolutionary games ·
Diffusion theory

88.1 Introduction & Background

This contribution, based on Ref. [1], is concerned with the influence of complex
spatial structure on the metastability and fixation properties of a set of evolutionary
processes characterized by frequency-dependent selection.

The dynamics of systems where successful traits spread at the expense of others
is naturally modeled in the framework of evolutionary game theory (EGT) [2–5].
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While the EGT classic setting was originally proposed to describe the evolution
of infinitely large and spatially homogeneous populations, it is known that evolu-
tionary dynamics is affected by demographic noise and by the population’s spatial
arrangement [6–9]. Evolutionary dynamics is often characterized by the central no-
tion of fixation [10, 11] that refers to the possibility that a “mutant type” takes over.
In particular, one is interested in the probability that a given trait invades the entire
population (fixation probability) and in the mean time for this event to occur (mean
fixation time). In contrast to what happens in spatially-homogeneous (well-mixed)
populations, the spatial arrangement of individuals can give rise to various very dif-
ferent scenarios [6–8]. In this context, evolutionary dynamics on networks [12–14]
provides a general and unifying framework to describe the dynamics of both well-
mixed and spatially-structured populations [15, 16]. In spite of their importance, the
fixation properties of evolutionary processes on networks have been mostly studied
in idealized situations, e.g. for two-state systems under a constant and weak selec-
tive bias [15–23]. In these works, it has been shown that the update rules and the
complex network structure effectively renormalize the population size and affect the
system’s fixation properties. Furthermore, some properties of evolutionary games
have been studied on scale-free networks by numerical simulations, and on regular
graphs with mean field and perturbative treatments, see e.g. [24–26]. The models of
Refs. [15–23] are of great interest but do not provide a general description of evolu-
tionary dynamics on graphs. In particular, these references consider constant fitness
and selection pressure, and thus can not describe systems possessing a long-lived
metastable coexistence state prior to fixation [27–30]. In our work [1], within the
EGT framework, we have studied metastability, which may arise as a consequence
of frequency-dependent selection, and fixation on a class of scale-free networks.
To the best of our knowledge, such an analytical study has not been conducted
before. For concreteness, this contribution mainly focuses on “snowdrift games”
(SGs) [2–5] that are the paradigmatic evolutionary games exhibiting metastability
and characterized by an exponential dependence on the population size on complete
graphs (well-mixed populations), see e.g. [29, 30]. Our findings are also directly
relevant to various fields, e.g. to population genetics [31] and to the dynamics of
epidemic outbreaks, for which a long-lived endemic state is often an intrinsic char-
acteristic [27, 28, 32–36].

Our central result, of broad relevance and importance, is the demonstration that
evolutionary dynamics on scale-free networks can lead to anomalous fixation and
metastability characterized by a stretched exponential dependence on the population
size, in stark contrast with their non-spatial counterparts. We also show that such a
dependence characterizes fixation in models like coordination games which do not
possess a long-lived metastable state prior to fixation [2–5].

88.2 The Model

We consider a network consisting of N nodes, each of which is either occupied by
an individual of type C (cooperator) or D (defector). The occupancy of the node i
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is encoded by the random variable ηi , with ηi = 1 if the node i is occupied by a C
and ηi = 0 otherwise. The state of the system is thus described by {η} = {ηi}N and
the density of cooperators present in the system is ρ ≡∑N

i=1 ηi/N . The adjacency
matrix A= [Aij ] of this simple and undirected network is symmetric with elements
Aij = 1 if the nodes ij are connected and 0 otherwise [12–14]. The network is
also characterized by its degree distribution nk =Nk/N , where Nk is the number of
nodes of degree k. For a generic two-strategy cooperation dilemma, the payoff of C
against another C is denoted a and that of D playing against D is d . When C and D
play against each other, the former gets payoff b and the latter gets c. For snowdrift
games, in which we are chiefly interested, one has c > a and b > d and the (mean
field) dynamics is characterized by two unstable absorbing states ρ = 0 and ρ = 1
separated by a (meta-)stable interior fixed point ρ∗ = (d − b)/(a − b − c + d).
In a spatial setting, the interactions are among nearest-neighbor individuals and
the species payoffs are defined locally: C and D players at node i interacting
with a neighbor at site j respectively receive payoffs ΠC

ij = aηj + b(1− ηj ) and

ΠD
ij = cηj + d(1− ηj ). In the spirit of the Moran model (with weak selection pres-

sure) [9–11], each species local reproductive potential, or fitness, is given by the
difference of ΠC/D

ij relative to the population mean payoff Π̄ij (t). Here, we make

the mean-field-like choice Π̄ij (t) = ρ(t)ΠC
ij + (1 − ρ(t))ΠD

ij to include what ar-
guably is the simplest mechanism ensuring the formation of metastability. It is cus-
tomary to introduce a selection strength s > 0 in the definition of the fitness to
unravel the interplay between random fluctuations and selection [9–11]. By intro-
ducing a baseline contribution set to unity, the fitnesses of C/D at node i interacting
with a neighbor at site j are f Cij = 1+ s[ΠC

ij − Π̄ij ] and fDij = 1+ s[ΠD
ij − Π̄ij ],

respectively. The system evolves according to the “link dynamics” (LD) [17–21]:
a link is randomly selected at each time step and, if it connects a CD pair, one of
the neighbors is randomly selected for reproduction with a rate proportional to its
fitness while the other is replaced by the offspring. While various types of update
rules are possible, we have used the LD for the sake of simplicity and to highlight
the combined effects of the topology and frequency-dependent selection. However,
we have checked that our conclusion is robust and holds for various other update
rules leading to metastability [1].

88.3 Methodology

The system’s evolutionary dynamics is analyzed in terms of {ρk}, where ρk =∑′
i ηi/Nk is the average number of cooperators on all nodes of degree k (the prime

means that the sum is restricted to nodes of degree k). Hence, ρk is the subgraph
density of C’s on nodes of degree k. The analysis also relies on the mth−moment of
the degree distribution, denoted μm ≡∑

k k
mnk , and the degree-weighted density

of cooperators ω ≡∑
k(k/μ1)nkρk . The analytical treatment thus proceeds in five

steps, (a)–(e):
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(a) Birth-Death Process Formulation In our model, the subgraph densities {ρk}
evolve according to a (continuous-time) birth-death process defined by the transi-
tion rates T +k =

∑′
i

∑
j AijΨij /N̄ and T −k =

∑′
i

∑
j AijΨji/N̄ , where Ψij = (1−

ηi)ηjf
C
ji , Ψji = (1− ηj )ηif Dji and N̄ ≡ Nμ1. At each time-increment δt = N−1,

the subgraph density ρk thus respectively changes by ±δρk =±1/Nk according to
the transition rates T ±k . In our analytical calculations, we have focused on degree-
heterogeneous networks (of finite mean degree μ1) with degree-uncorrelated nodes,
see e.g. [38], yielding Aij = kikj /N̄ , while numerical simulations were performed
using the “redirection algorithm” [39, 40].

(b) Multivariate Fokker-Planck Equation In the limit of weak selection intensity
(s � 1) [29, 30], one can use the diffusion theory to investigate the properties of
the above birth-death process [10, 11]. This yields a multivariate backward Fokker-
Planck equation (FPE) whose generator reads [37]

G
({ρk}

)=
∑

k

[
(T +k − T −k )

nk

∂

∂ρk
+ (T

+
k + T −k )
2Nn2

k

∂2

∂ρ2
k

]
, with

T +k = (nk/μ1)
[
1+ s(b− d)(1− ρ)]k(1− ρk)ω and (88.1)

T −k = (nk/μ1)
[
1− s(a − c)ρ]kρk(1−ω)

(c) Time Scale Separation While the multivariate FPE generated by (88.1) is gen-
erally not tractable, when the selection intensity is weak (s� 1), a time scale sepa-
ration allows to greatly simplify the mathematical analysis [1, 19–23]. Indeed, when
t � s−1 the selection pressure is negligible and the quantity ρ is conserved [17, 18],
before relaxing to its metastable value ρ∗ on a time scale t ∼ s−1 � 1. Furthermore,
as shown in [1] and illustrated in Fig. 88.1, after a time of order O(1), one finds that
on average all subgraph densities ρ̄k and the mean degree-weighted density ω̄ ap-
proach the average density ρ̄ and all these quantities approach ρ∗ on a time scale
t ∼ s−1.

(d) Effective Single-Coordinate Fokker-Planck Equation Since fixation occurs
on much longer time scales than s−1, when ρ̄k ≈ ω̄ ≈ ρ̄ (weak selection) and the
fluctuations about the metastable state are small, one can use the approximation
ρk ≈ ρ ≈ ω in the generator (88.1) of the backward FPE [1, 19–21]. Hence, with
the change of variables ρk → ω and ρk ≈ ρ ≈ ω, Eq. (88.1) yields the effective
single-coordinate FPE generator [1, 19–21]

Geff(ω)= ω(1−ω)
Neff

[
−σ(ω− ρ∗) ∂

∂ω
+ 1

2

∂2

∂ω2

]
, (88.2)

where σ ≡ 2(b − d)Neffseff/ρ∗ [1]. The complex spatial structure renormalizes
the population size and selection intensity, yielding the effective quantities Neff =
N (μ1)

3/μ3 and seff ≡ s μ2/(μ1)
2, whose expressions depend on the first three

moments of the degree distribution. In the effective FPE generator (88.2), the drift
term is thus proportional to σ ∝ sNμ1μ2/μ3. For scale-free networks with degree
distribution nk ∼ k−ν and finite average degree (i.e. ν > 2), the maximum degree is
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Fig. 88.1 (Adapted from [1]). Time scale separation in typical Monte Carlo trajectories of the den-
sities ρ, ω, ρ1, and ρ3 on a scale-free network with ν = 3 for a SG with a = d = 1, b = 9, c = 5
and N = 104. The selection intensity is s = 0.002 (top) and s = 0.02 (bottom), and initially
ρk>μ1 (0) = 1, ρk≤μ1 (0) = 0. One notices two time scales: after a time of order O(1), the tra-
jectories of ρ, ω, ρ1, and ρ3 almost coincide and evolve together toward their common metastable
value ρ∗ = 2/3 (dashed) that is reached after a time of order t ∼ s−1 (indicated on the horizontal
axis). Fixation occurs on a much longer time scale, see text and Ref. [1]

kmax ∼N1/(ν−1) [41]. From the moments μm, one thus obtains the nontrivial scaling
of σ with the population size [1]:

σ ∝ sN μ1μ2

μ3
∼ σre =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

sN, ν > 4

sN/ lnN, ν = 4

sN(2ν−5)/(ν−1), 3< ν < 4

s
√
N lnN, ν = 3

sN(ν−2)/(ν−1), 2< ν < 3.

(88.3)

(e) Calculation of the Fixation Properties In the realm of the effective diffu-
sion approximation (88.2), the fixation probability φC(ω) that a system with ini-
tial degree-weighted density ω is taken over by cooperators is obtained analyti-
cally by solving the backward FPE Geff(ω)φ

C(ω) = 0 with boundary conditions
φC(0) = 1 − φC(1) = 0 [37]. Similarly, the unconditional mean (fixation) time τ
to reach an absorbing boundary is given by the solution of Geff(ω)τ(ω)=−1, with
τ(0)= τ(1)= 0.

88.4 Results

The analytical results of this research have been corroborated by stochastic simula-
tions and concern the thorough analysis of the influence of the scale-free network
structure on the metastability and fixation properties of a class of evolutionary pro-
cesses (snowdrift and coordination games).
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Fig. 88.2 (Adapted from
[1]). Scaling of the fixation
probability: lnφC versus σre
for a SG with a = d = 1,
b= 1.05, c= 1.075
(scenario (i)) on scale-free
graphs with ν = 2.5 (top) and
ν = 3 (bottom). Numerical
results have been obtained for
s = 0.025 (+), 0.05 (-),
0.075 (�), 0.1 (∇),
0.125 (.), 0.15 (◦), 0.2 (×),
0.25 (/), see text and Ref. [1].
Here, N = 400− 4000 and
initially ρk = ρ = ω= 100/N

88.4.1 Implications and Validity of the Effective Theory

We have shown that the scale-free structure is responsible for a nontrivial renor-
malization of the population size and selection intensity in an important class of
evolutionary (“snowdrift”) games. In the limit of weak selection, the properties
of these models are accurately described by the effective diffusion theory (88.2)–
(88.3). To appreciate the implications of the nontrivial scaling (88.3), it is instruc-
tive to consider the scale-free graphs with 2 < ν < 3 that are characterized by the
divergence of μ2 and μ3 (when N →∞). For this class of complex networks
that include nodes of high degree, we have found Neff = N(2ν−5)/(ν−1) � N and
seff = sN(3−ν)/(ν−1)� s. In this case, the fluctuations intensity (∝N−1/2

eff ) and the
drift strength (∝ seff) are both enhanced by the complex topology. Yet, the product
of these effective quantities yields Neffseff ∼ sN(ν−2)/(ν−1) � Ns, which implies
that the scale-free topology can drastically reduce the mean fixation time [1], see
below.

We have checked that the predictions of the effective theory are accurate when
seff �N−1

eff (e.g. when s2 �N−1/(ν−1) for 2< ν < 3). Hence, when 2< ν < 4, the
effective diffusion approximation is applicable for a broader range of values of s
than in a non-spatial setting (where the requirement is s2 �N−1 [29, 30]).

88.4.2 Fixation Probability in Snowdrift Games

Evolutionary dynamics is characterized by the fixation probability φC(ω) that a
system with initial degree-weighted density ω is taken over by cooperators.

As described in Sect. 88.3(e), we have analytically computed the fixation proba-
bility in the realm of the effective diffusion theory (88.2)–(88.3) and found

φC(ω)= erfi[ρ∗√σ ] − erfi[(ρ∗ −ω)√σ ]
erfi[ρ∗√σ ] + erfi[(1− ρ∗)√σ ] , (88.4)
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Fig. 88.3 (Adapted from
[1]). Scaling of the mean
fixation time: ln τ versus σre
for ν = 2.5 (top) and ν = 3
(bottom). Symbols and
parameters are as in Fig. 88.2.
Numerical results collapse
along the dashed line, in
agreement with (88.5).
Initially ρk = ρ = 0.5, see
text

where erfi(z) ≡ 2√
π

∫ z
0 e

u2
du. In Ref. [1], we have carefully discussed the biologi-

cally relevant case where ω� 1 (low initial density of cooperators), the population
size is large with σ � 1, and the selection pressure is weak [9–11]. In this situation,
metastability (long-lived coexistence) is guaranteed and the fixation probability is
characterized by a stretched-exponential dependence on the population size accord-
ing to two main cases (when ω� 1):

(i) lnφC �−(1− 2ρ∗)σ , when ρ∗ < 1/2
(ii) ln(1− φC)�−ω(2ρ∗ −ω)σ , if ρ∗ > 1/2 and ω < 2ρ∗ − 1,

where the asymptotic dependence of σ ∝ sNμ1μ2/μ3 is given by (88.3). The result
(88.4) is corroborated by the stochastic simulations of Fig. 88.2 where results for
various values of s and N have been rescaled to test the scaling relation (88.3).
The linear data collapse and clear stretched-exponential dependence observed in
Fig. 88.2 (see [1] for further results) confirm the predictions of (88.3) and (88.4).
This demonstrates that the fixation probability of a few mutants may be drastically
enhanced on a scale-free graph (with respect to a non-spatial setting).

88.4.3 Mean Fixation Time in Snowdrift Games

Metastability and evolutionary dynamics are also characterized by the mean fixation
time (MFT) τ(ω), i.e. the (unconditional) mean time necessary to reach an absorb-
ing boundary.

As discussed in Sect. 88.3(e), we have solved the effective backward FPE for the
unconditional mean fixation time τ and, to leading order in σ � 1, have found that
τ exhibits a stretched-exponential dependence on N [1]:

τ(ω)∼
{
(1− φC(ω))eσρ2∗ , when ω > ρ∗
φC(ω)eσ(1−ρ∗)2 , otherwise.

(88.5)
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Fig. 88.4 Logarithm of the fixation probability lnφC versus σre (88.3) for a CG with
a = 1.6, b= c= 1 and d = 1.2 (ρ∗ = 0.75) on a scale-free graph with ν = 2.5. Here, s = 0.05 (�),
0.075 (0), 0.1 (.) and 0.125 (◦), N = 1000–4000 and σk(0)= 0.5. Numerics are consistent with
the theoretical prediction lnφC ∼−sNμ1μ2/μ3 �−sN1/3, see text

With (88.4) and (88.5), one finds the leading-order contribution to the MFT: e.g.,
when σ � 1 and ρ∗ < 1/2, τ is found to grow with N as the stretched exponen-
tial ln τ � σρ2∗ . This prediction is confirmed by Fig. 88.3 (see Ref. [1] for further
simulation results) and implies that on scale-free networks with degree distribu-
tion nk ∼ k−ν and 2< ν < 4, fixation occurs much more rapidly than on complete
graphs. This phenomenon is called “hyperfixation” in population genetics [31].

88.4.4 Fixation Probability in Coordination Games

We have also studied the class of “coordination games” (CGs) for which a > c and
d > b. In CGs, the interior fixed point ρ∗ is unstable, whereas the absorbing states
ρ = 0 and ρ = 1 are stable (bistability) [2–5]. While there is no metastability in CGs,
the fixation probability in coordination games evolving with the link dynamics on
scale-free graphs has been found to have the same stretched-exponential dependence
on N as in snowdrift games (see also [29, 30]), as shown in Fig. 88.4.

88.5 Conclusion

We have studied metastability and fixation of evolutionary processes on scale-free
networks. For the sake of concreteness, we have focused on the paradigmatic case
of “snowdrift games”. The probability and mean fixation time have been computed
from an effective Fokker-Planck equation derived by exploiting a time scale sepa-
ration in the weak selection limit. These quantities exhibit a stretched-exponential
dependence on the population size, in stark contrast with their non-spatial coun-
terparts. We have checked with various update rules that the stretched-exponential
behavior is a generic feature of metastability on scale-free graphs that also character-
izes the fixation probability of coordination games. Important consequences of the
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stretched-exponential behavior are a drastic reduction of the mean fixation time, and
the possible enhancement of the fixation probability of a few mutants with respect
to a non-spatial setting.
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Chapter 89
Constrained Graph Resampling for Group
Assessment in Human Social Networks

Nicolas Tremblay, Pierre Borgnat, Jean-François Pinton, Alain Barrat,
Mark Nornberg, and Cary Forest

Abstract The increasing availability of time—and space—resolved data of human
activities and interactions gives insight into the study of both static and dynamic
properties of human behavior. In practice, nevertheless, real-world datasets can
often be considered as only one realisation of a particular event, giving rise to a
key issue in social network analysis: the statistical significance of these properties.
We focus in this work on features regarding groups of the networks and present a
resampling—a.k.a. bootstrapping—method that enables us to add confidence inter-
vals to such features. This in turn gives us the opportunity to compare groups’ be-
haviors within any network. We apply this method to a new high resolution dataset
of face-to-face proximity collected during two co-located scientific conferences, and
it enables us to probe whether or not co-locating two conferences is an effective way
of bringing together two different communities.

N. Tremblay (B) · P. Borgnat · J.-F. Pinton
ENS Lyon, Laboratoire de Physique, CNRS UMR 5672, Université de Lyon, Lyon, France
e-mail: nicolas.tremblay@ens-lyon.fr

P. Borgnat
e-mail: pierre.borgnat@ens-lyon.fr

J.-F. Pinton
e-mail: jean-francois.pinton@ens-lyon.fr

A. Barrat
Centre de Physique Théorique de Marseille, CNRS UMR 6207, Marseille, France
e-mail: alain.barrat@ens-lyon.fr

A. Barrat
Data Science Laboratory, ISI Foundation, Torino, Italy

M. Nornberg · C. Forest
Physics Department, University of Wisconsin, Madison, WI, USA

M. Nornberg
e-mail: mark.nornberg@ens-lyon.fr

C. Forest
e-mail: cary.forest@ens-lyon.fr

T. Gilbert et al. (eds.), Proceedings of the European Conference on Complex Systems
2012, Springer Proceedings in Complexity, DOI 10.1007/978-3-319-00395-5_89,
© Springer International Publishing Switzerland 2013

723

mailto:nicolas.tremblay@ens-lyon.fr
mailto:pierre.borgnat@ens-lyon.fr
mailto:jean-francois.pinton@ens-lyon.fr
mailto:alain.barrat@ens-lyon.fr
mailto:mark.nornberg@ens-lyon.fr
mailto:cary.forest@ens-lyon.fr
http://dx.doi.org/10.1007/978-3-319-00395-5_89


724 N. Tremblay et al.

Keywords Complex system · Dynamic network analysis · Graph resampling ·
Bootstrap

89.1 Introduction

High resolution experiments on face-to-face interactions between individuals in
different social gatherings—such as scientific conferences, museums, schools, or
hospitals—were made possible by the use of small radio sensors worn by partici-
pants, communicating with each other by bluetooth, wireless or active RFID (Radio
Frequency Identification Device). These new data paved the way to many empirical
investigations [2, 3, 6, 8] of human contacts, both static (existence of communi-
ties, clustering, distribution of degrees. . . ) and dynamic (distribution of duration of
contacts, of intercontacts, or of groups of different sizes. . . ). An important issue re-
garding the analysis of these datasets is that each one of them can be considered
as only one realisation of a particular event, it is therefore challenging to estimate
confidence intervals to any of the measurable features. To this end, in the general
non-network case, two methods based on constructing many random samples from
the unique original data, have been widely used: the jackknife and the bootstrap
methods [4]. In the case of networks, however, it is not clear how to directly trans-
pose the classical bootstrap approach to graphs [5, 9]. In this paper, we focus on
features of groups of a network, and formulate a resampling method that enables us
to gain statistical significance by comparing the real data with random pseudosam-
ples found under well-chosen constraints. The method is then applied to a dataset
collected in two co-located conferences involving two distinct communities: it en-
ables us to assess to what extent both communities mix together.

89.2 Resampling Method for Complex Human Contact
Networks

There are admittedly several ways to model a human contact network by a graph,
but one can always end up with a weighted graph where each node is an individual
and where the strength of the interaction between two nodes is quantified by the
weight of their associated link. In the following we consider such a weighted graph
as well as a group of nodes within the graph that we call X0, whose behavior we
will compare to the behavior of random groups called bootstrap samples. Let us call
R0 the group of nodes that are not inX0. We quantifyX0’s “behavior” by looking at
seven observables: N0

XX the total number of links within X0, N0
RR the total number

of links within R0, N0
XR the total number of links connecting the two groups, T 0

XX

the total weight of intra-X0 links, T 0
RR the total weight of intra-R0 links, T 0

XR the
total weight of the links connecting the two groups, and Q0

X the modularity com-
puted for the partitioning in two groups X0 and R0. The modularity, in this case
of a partition in two groups, is a scalar between −0.5 and 0.5 and measures how
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well a particular partition of the nodes separates the network into distinct commu-
nities (a value tending to 0.5 denotes two strong communities) [7]. Depending on
the specific issue addressed, other observables could be considered. The backbone
of the resampling protocol is the following. First, formulate a Null Hypothesis re-
garding the behavior of X0. Then, compute the behavior of a large number N of
groups randomly chosen within the graph called bootstrap samples (we use X as a
generic notation for the bootstrap samples) for which the Null Hypothesis is true.
The novelty is that each bootstrap sample is a random group under constraint drawn
with replacement. Finally, compare the behavior of X0 to the statistical behavior of
the bootstrap samples, and decide whether or not we can reject the hypothesis. If it
is rejected, a measure d is proposed to compute to what extent X0 differs from the
bootstrap samples and hence the Null Hypothesis. The comparison between differ-
ent groups’ behavior now boils down to the comparison of the scalar d associated
to each group.

89.3 The Data

We apply this method to a face-to-face proximity dataset collected in Salt Lake City
in November 2011 during two co-located scientific conferences jointly organised by
DPP (APS’ Department of Plasma Physics) and GEC (Gaseous Electronics Confer-
ence) in an attempt to bring both communities—academic researchers and engineers
respectively—together. In order to measure face-to-face proximity between the con-
ference attendees wearing them, we use low power RFID tags embedded in confer-
ence badges, using the SocioPatterns sensing platform.1 Two tags exchange packets
only if they face each other (the human body acts as a shield at this frequency and
power) within a distance of 1 to 1.5 meters. As soon as a tag receives a packet from
another tag, it immediately uploads this information to RFID readers installed in the
environment. By aggregating the five days of collected information, we obtain the
overall network of contacts between the 320 participants of the experiment. Com-
parison with other similar experiments, and analysis of the contact patterns will be
detailed in a later communication.

89.4 Is It Worthwhile to Co-locate Both Conferences?

89.4.1 Translating the Question

In terms closer to our graph approach, we translate this question in: how well do
GEC nodes mix with DPP nodes? Of course, we cannot expect GEC to mix as well
as any random group of the graph: it is a community. Hence, in order to answer to

1www.sociopatterns.org.

http://www.sociopatterns.org
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the question, we apply our method to assess the difference—or similarity—between
GEC’s behavior with three other known communities (that will act as a benchmark):
the senior researchers from DPP (SEP), the juniors from DPP (JUP), and the stu-
dents from DPP (STP). The group noted X0 in the method will alternatively be
GEC, SEP, STP, or JUP. We test those four groups to the same Null Hypotheses and
compare the degree with which they reject them. To show that GEC’s behavior is pe-
culiar, we look for the appropriate Null Hypothesis—if it exists—that significantly
discriminates GEC from the other groups. In the following, the aggregated graph
is pre-processed by deleting links that have a total time of existence inferior to 1
minute (filtering threshold under which we consider the measurement to be noise).

89.4.2 Same Cardinal Constraint for GEC

Consider the following Null Hypothesis: GEC behaves like any group of VX = 39
individuals in the conference. Here, the only constraint we impose to the boot-
strap samples is to have a cardinal equal to VX . We normalize each observable
Z: z = Z−Z̄∗

σ ∗Z
where Z̄∗ is the expected value and σ ∗Z the standard deviation in a

random graph with same total number of links and same weight sequence (this is
done by randomly re-allocating the weights within the ensemble of possible links).
Note that Z̄∗ and σ ∗Z depend on VX . We choose this mode of representation for its
clarity (we can plot all 7 observables on the same figure) but also because it removes
the effects due to the scale of the groups allowing us to compare the results between
different groups. For each normalized observable z, we define dz the distance be-
tween the actual measured value zX

0
and the interval z̄b ± 3σbz (dz = 0 if zX

0
is in

the interval), where z̄b and σbz are computed on the bootstrap samples. This interval
has the meaning of an acceptance interval for the Null Hypothesis. The sum d of
the distances dz computed for each observable is the measure we use to evaluate to
what extent GEC rejects the Hypothesis: the larger is d , the higher is our confidence
level to reject the Hypothesis.

For all the results presented in the following, we use N = 1000 bootstrap sam-
ples. In Fig. 89.1(a), we plot two histograms. The first one shows the number of
times each node was chosen in a bootstrap sample. In the top right hand corner is its
standard deviation σu: it indicates how uniformly the nodes were chosen. The sec-
ond histogram shows how many nodes from GEC are in each bootstrap sample. The
green dotted line represents the theoretical hypergeometric histogram computed for
this same cardinal constraint. In the top right hand corner of the figure is the χ2

distance between the observed and theoretical histograms. Each χ2 value is com-
puted with 10 bins that contain at least five realisations. An important point is that
we do not use χ2 for a goodness-of-fit test. In fact, we expect χ2 to increase as
soon as we impose stronger constraints on the bootstrap samples. The idea is that
in the extreme case where we impose the boostraps to be exactly the GEC group,
the distance d will obviously be null, σu will be larger than 300 and χ2 larger than



89 Constrained Graph Resampling for Group Assessment 727

Fig. 89.1 Results for X0 = GEC for (a) the same cardinal constraint, (b) the same cardinal and
same modularity constraint. Left: histogram of the number of occurrences of each node in the
bootstrap samples and its standard deviation σu. Right: histogram of number of X0-nodes in a
bootstrap sample with its χ2 distance from the theoretical hypergeometric histogram (dotted line)

1048 (the expected number of bootstrap samples having 39 GEC nodes is 10−48),
but we will have gained zero information. Therefore, we use χ2 and σu as two con-
trol parameters of the “randomness” of the test, and make sure they stay reasonably
small.

Finally, the top left figure of Fig. 89.2 summarizes the same cardinal constraint
test for GEC: it compares the boxplots of the bootstrap samples with the measured
behavior of GEC (big green crosses) and indicates d , σu and χ2 in the bottom right
hand corner of the figure.

89.4.3 Same Cardinal Constraint for All Four Groups

Fig. 89.2 shows the results for the four groups. If the graph was random, we would
have boxplots centered around zero and whiskers between—typically: −3 and 3
(corresponding to more than 99 % coverage if the data was normally distributed). It
is not the case (not for the whiskers) and this is an indirect proof that the graph is
not random. Also, all groups have a non-null distance. This is not a surprise because
those groups are known communities and behave as such: compared to the bootstrap
samples, they tend to have high QX , NXX , NRR , TXX , TRR and low NXR , TXR .
Interestingly, GEC’s distance is clearly larger than the others: with this first naïve
test, it already shows a peculiar behavior. However we can not say with statistical
significance that its interaction with the rest of the conference is different from that
of any specific group of people such as students or seniors (possibly also prone to
discuss more with other people from their group).

89.4.4 Other Tests

To clearly show GEC’s peculiar behavior, we need to find the appropriate test—if
it exists—rejected by GEC but not by the others. To this end, we need to find a
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Fig. 89.2 Results of the same cardinal test. For each group X0 = GEC, SEP, JUP and STP, the
scalar d (bottom right hand corner of each figure) is an estimation of the distance between the
statistical behavior of the bootstrap samples (boxplots) and the real data (big green crosses). χ2

and σu are two control parameters of the “randomness” of the test—see text

compromise between strong enough constraints on the bootstrap samples to make
the test more discriminative, but, as previously explained, loose enough so as to
preserve the randomness of the test. In the first test, the only constraint we imposed
on the boostraps was to have the same cardinal as X0. We now refine the Null
Hypothesis: X0 behaves like any random group (with same cardinal) that has the
same modularity, hence forming a community as strong as X0. Requiring the exact
same modularity is too strong a constraint and we relax it to: Q0

X(1− δ) ≤QX ≤
Q0
X(1 + δ) with δ the error we tolerate. In the following, δ = 0.5 %. We use a

simulated annealing algorithm [1] to find such bootstrap samples and we plot the
results for the four different groups in Fig. 89.3. First, we see that the boxplots
are not centered around zero anymore, they indeed need to be in accordance with
a high modularity. STP and JUP’s distances are null. SEP’s distance is almost ten
times smaller than GEC’s distance: this test is a satisfying confirmation that GEC
behaves differently than the other groups. We plot in Fig. 89.1(b) the two same
histograms as in Fig. 89.1(a) but for bootstrap samples under these new constraints
(for X0 = GEC). As expected, they show a higher σu and χ2, yet not so large that
the randomness of the bootstrap samples would be questionable.
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Fig. 89.3 Results of the same cardinal and same modularity test for the four groups

We also considered other kinds of constraints, for instance: keep NXX constant,
or keep the sum T = 2× TXX + TXR constant (total time of conversation of nodes
in X). Results are not plotted, but the distance to the bootstrap samples is always
significantly bigger for GEC than for the other groups. Furthermore, these tests are
robust with respect to the filtering threshold we choose: results are similar for a
filtering of 1, 3 and 5 minutes.

89.5 Conclusion and On-going Work

We propose here a generic method to compare the behavior of different groups
within a given graph. The method is inherently flexible: depending on the issue
addressed in the data at hand, some observables and Null Hypotheses will be more
appropriate than others. Furthermore, this method can be applied to any type of data
that can be modelled by graphs. We are currently working on applying this general
method to Null Hypotheses involving the dynamical behavior of groups, not only
their aggregated behavior over time.

Acknowledgements We thank the SocioPatterns collaboration2 for providing privileged access
to the SocioPatterns sensing platform that was used in collecting the contact data.

2See footnote 1.
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Chapter 90
Automated Synthesis of Reliable and Efficient
Systems Through Game Theory: A Case Study

Mickael Randour

Abstract Reactive computer systems bear inherent complexity due to continuous
interactions with their environment. While this environment often proves to be un-
controllable, we still want to ensure that critical computer systems will not fail, no
matter what they face. Examples are legion: railway traffic, power plants, plane nav-
igation systems, etc. Formal verification of a system may ensure that it satisfies a
given specification, but only applies to an already existing model of a system. In this
work, we address the problem of synthesis: starting from a specification of the de-
sired behavior, we show how to build a suitable system controller that will enforce
this specification. In particular, we discuss recent developments of that approach for
systems that must ensure Boolean behaviors (e.g., reachability, liveness) along with
quantitative requirements over their execution (e.g., never drop out of fuel, ensure
a suitable mean response time). We notably illustrate a powerful, practically usable
algorithm for the automated synthesis of provably safe reactive systems.

90.1 Context

Nowadays, more and more aspects of our society depend on critical reactive sys-
tems, i.e., systems that continuously interact with their uncontrollable environment.
Think about control programs of power plants, ABS for cars or airplane and railway
traffic managing. Therefore, we are in dire need of systems capable of sustaining a
safe behavior despite the nefarious effects of their environment.

Good developers know that testing do not capture the whole picture: never will
it proves that no bug or flaw is present in the considered system. So for critical
systems, it is useful to apply formal verification. That means using mathematical
tools to prove that the system follows a given specification which models desired
behaviors. While verification applies a posteriori, checking that the formal model
of a system satisfies the needed specification, it is most of the time desirable to start
from the specification and automatically build a system from it, in such a way that
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desired properties are proved to be maintained in the process. This a priori process
is known as synthesis.

The mathematical framework we use is game theory. It is a wide field with exten-
sive formal bases and applications in numerous disciplines as diverse as economics,
biology, operations research and, of course, computer science. Games model in-
teractions between cooperating and/or competiting players who play to the best of
their abilities in order to satisfy individual or common objectives. While interesting
works of Borel [4] and even Cournot [12] precede them, von Neumann and Morgen-
stern are generally considered as the “Founding Fathers of (Modern) Game Theory”
through their 1944 book titled Theory of Games and Economic Behavior [20].

Roughly speaking, we consider a reactive system as a player (player 1), and his
uncontrollable environment as its adversary (player 2). We model their interactions
in a game on a graph, where vertices model states of the system and its environment,
and edges model their possible actions. Constructing a correct system controller
then means devising a strategy (i.e., a succession of choices of actions) for player 1
such that, whatever the strategy of player 2, the outcome of the play satisfies the
specification. Such game-theoretic formulations have proved useful for synthesis
[11, 17, 18], verification [1], refinement [15], and compatibility checking [13] of
reactive systems, as well as in analysis of emptiness of automata [19].

In this paper, we do not address the full theoretical deepness of such an approach
but rather try to motivate and illustrate its usefulness towards an audience who may
not be familiar with it. To that end, we discuss a motivating toy example. First,
we present the informal description of a reactive system and the behavior it should
enforce. Second, we show how to use the game-theoretic framework to model its
relationship with its environment and formalize the desired specification. Third, we
use the sound theory of synthesis and exhibit a suitable controller that ensures sat-
isfaction of the specification. Our discussion is mostly high level and intuitive (see
Fig. 90.1).

A wide variety of games (and thus system models) have been studied recently,
with diverse enforceable behaviors [2, 5–9, 14, 16]. In this work, we will focus
on systems that must satisfy qualitative behaviors (e.g., always eventually granting
requests, never reaching a deadlock) along with multiple quantitative requirements
(e.g., maintaining a bound on the mean response time, never running out of energy).
In particular, we illustrate recent results of Chatterjee et al. [10] that are the first
to provide a synthesis algorithm for such games, as well as a deep study of the
complexity of the synthesized controllers.

90.2 Problem

Consider the following running example. We want to synthesize a controller for
a robotized lawnmower. This lawnmower is automatically operated, without any
human intervention. We present its informal specification, as well as the effects the
environment can have on its operation.
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Fig. 90.1 Controller synthesis through game theory: process

– In this partial, simplified specification, the gardener do not ask for the lawnmower
to satisfy any bound on the frequency of grass-cuttings. However, as he wants
that the grass does not grow boundlessly, the lawnmower should cut the grass
infinitely often in the future (as if it stops someday, the grass will not stop growing
from then on).

– The lawnmower has an electric battery that can be recharged under sunshine
thanks to solar panels, and a fuel tank that can only be filled when the lawnmower
is back on its base. Both are considered unbounded to keep things simple.

– The weather can be cloudy or sunny.
– The lawnmower can refuel (2 fuel units) at its base under both weather conditions,

but can only recharge its battery (2 battery units) when it is sunny. Resting at the
base takes 20 time units.

– When cloudy, it can operate either under battery (1 battery unit) or using fuel
(2 fuel units), both according to the same speed (5 time units). When sunny, the
lawnmower may either cut the grass slowly, which always succeeds and consumes
no energy (as the sun recharges the battery along the way), but takes 10 time
units. Or it may cut the grass fast, which consumes both 1 unit of fuel and 1 unit
of battery, but only takes 2 time units.
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– When operating fast, the lawnmower makes considerably much noise, which may
wake up the cat that resides in the garden and prompt it to attack the lawnmower.
In that case, the grass-cutting is interrupted and the lawnmower goes back to its
base, losing 40 time units as repair is needed. The cat does not go out if the
weather is bad.

– As the gardener cannot benefit from his garden while the lawnmower is operating,
he wants that the mean time required by actions of the lawnmower is less than
10 time units.

While simple, this toy example already involves qualitative requirements (i.e.,
the grass should be mown infinitely often), along with quantitative ones. There are
indeed three quantities that have to be taken into account: battery and fuel are energy
quantities, which should never be exhausted, and time per action is a quantity which
mean over an infinite operating of the lawnmower should be less than a given bound.

Given this informal description of the capabilities of the system and its environ-
ment, as well as the specification the system should enforce, we need to build a
system controller that guarantees satisfaction of the specification.

90.3 Modeling as a Game

Game We model the states and the interactions of the couple system/environment
as a graph game where the system (here, the lawnmower) is player 1 and the en-
vironment is its adversary player 2. Formally, a game structure is a tuple G =
(S1, S2, sinit ,E, k,w,p) where (i) S1 and S2 resp. denote the finite sets of states
belonging to player 1 and player 2, with S1 ∩ S2 = ∅; (ii) sinit ∈ S = S1 ∪ S2 is the
initial state; (iii) E ⊆ S × S is the set of edges s.t. for all s ∈ S, there exists s′ ∈ S
s.t. (s, s′) ∈E; (iv) k ∈N is the dimension of the weight vectors; (v) w :E→ Z

k is
the multi-weight labeling function; and (vi) p : S→N is the priority function.

The game starts at an initial state, and if the current state is a player 1 (resp.
player 2) state, then player 1 (resp. player 2) chooses an outgoing edge. This choice
is made according to a strategy of the player: given the sequence of visited states,
a strategy chooses an outgoing edge. For this case study, we only consider strate-
gies that operate this choice deterministically. This process of choosing edges is
repeated forever, and gives rise to an outcome of the game, called a play, that con-
sists of the infinite sequence of states that are visited. Formally, a play in G is an
infinite sequence of states π = s0s1s2 · · · s.t. s0 = sinit and for all i ≥ 0, we have
(si , si+1) ∈E. The prefix up to the n-th state of play π = s0s1 · · · sn · · · is the fi-
nite sequence π(n)= s0s1 · · · sn. Such a prefix π(n) belongs to player i, i ∈ {1,2},
if sn ∈ Si . The set of plays of Gis denoted by Plays(G). The set of prefixes that
belong to player i is denoted by Prefsi (G).

Applying this formalism, we represent the lawnmower problem as the game de-
picted on Fig. 90.2. Edges correspond to choices of the system or its environment
and taking an edge implies a change on the three considered quantities, as denoted
by the edge label. The grass-cutting state is special as the specification requires that
it should be visited infinitely often by a suitable controller.
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Fig. 90.2 Lawnmower game. Edges are fitted with tuples denoting changes in battery, fuel and
time respectively

Strategies Formally, a strategy for Pi , i ∈ {1,2}, in G is a function λi :
Prefsi (G)→ S s.t. for all ρ = s0s1 · · · sn ∈ Prefsi (G), we have (sn, λi(ρ)) ∈ E.
The history of a play (i.e., the previously visited states and their order of appear-
ance) may thus in general be used by a strategy to prescribe its choice. A strategy λi
for Pi has finite memory if the history it needs to remember can be bounded. In that
case, the strategy can be encoded by a deterministic Moore machine. As discussed
earlier, a strategy of player 1 (the lawnmower) provides a complete description of a
controller for the system, prescribing the actions to take in response to any situation.
Therefore, our task is to build a strategy that satisfies the specification.

Objectives To devise such a strategy, it is needed to formalize the specification as
objectives of the game. The conjunction of objectives yields a set of winning plays
that endorse the specification. A strategy of player 1 is thus said to be winning if,
against every possible strategy of the adversary, the play induced by following this
strategy belongs to the winning set of plays.

The informal specification developed in Sect. 90.2 is encoded as the following
objectives. We omit technical details for the sake of this case study.

– Battery and fuel. Both constitute energy types which quantities are never allowed
to drop below zero. A play is thus winning for the energy objective if the running
sum of the weights encountered along it (i.e., changes induced by the taken edges)
never drops below zero on any of the first two dimensions.

– Mean action time. The specification asks that the lawnmower spends no more
than 10 time units per action on average in the long run. That is, it is allowed to
take more than 10 time units on some actions, but the long-run mean should be
below this threshold. Therefore, the mean-payoff objective requires that the limit
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of the mean of the third-dimension weights over the prefix of a play is lower than
10.

– Infinitely frequent grass-cutting. To satisfy this part of the specification, a strategy
of player 1 must ensure that the grass-cutting state is visited infinitely often along
the induced play. This is encoded as a Büchi objective (or as a parity objective via
the priority function in the most general case).

90.4 Synthesis

Process Since our desire is to build practical real-world controllers, we are only
interested in strategies that require finite memory. From a theoretical standpoint,
there exist classes of games where infinite memory may help to achieve better re-
sults (see for example [8]), but infinite-memory strategies are of no practical use, as
implementing a controller with infinite memory capabilities is obviously ruled out.

The core of the synthesis process depicted on Fig. 90.1 is thus to construct, if
possible, a finite-memory strategy that ensures satisfaction of the previously de-
fined objectives, as well as a corresponding initial value of the energy parameters,
commonly referred to as initial credit. That is because for the energy objectives, it
is allowed to start the game with some finite quantity in stock, before taking any
action. Think about starting a race with some fuel in your tank.

While of importance for the analysis of systems with both qualitative and quan-
titative requirements, the synthesis problem for the class of games that is used to
model the lawnmower problem, i.e., games with parity and multi energy or mean-
payoff objectives, has only been considered recently [10]. In this paper, the com-
plexity of synthesized controllers is studied and it is shown that for some systems,
exponentially complex controllers are needed to enforce the specification. More-
over, exponential size controllers are always sufficient, i.e., if no exponential con-
troller is able to enforce the specification, then implementing more complex con-
trollers is no help.

Result 1 (Induced by [10, Theorem 1]) Enforcing a specification combining both
qualitative and quantitative aspects may require exponential size controllers in
terms of memory requirements in the worst case.

Interestingly, answering the question “does there exist a finite-memory controller
that satisfies a given specification?” was shown to be coNP-complete in [8]. How-
ever, no deterministic algorithm was known to synthesize such a controller. Only
quite recently, a practically implementable algorithm of optimal complexity for the
synthesis of specification-wise suitable controllers was presented in [10]. This algo-
rithm is both symbolic and incremental, and uses compact representations of data
sets, thus being an ideal choice for implementation into synthesis tools.

Result 2 (Induced by [10, Theorem 2]) The synthesis of controllers for systems with
qualitative and quantitative requirements, such as the lawnmower, is in EXPTIME.
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This algorithm automatically builds suitable controllers with regard to the desired
specification, if one is constructible. Therefore, it is the key tool in the synthesis
process depicted on Fig. 90.1, and gives rise to an innovative and sound approach to
the conception of provably safe reactive systems.

Lawnmower Controller To conclude our case study, we exhibit a synthesized
controller that enforces the desired specification. Notice that there may exist other
acceptable controllers. The one we present here is quite simple but already asks for
some memory (in the form of bookkeeping of battery and fuel levels). The controller
implements the following strategy:

– Start the game with empty battery and fuel levels.
– If the weather is sunny, mow slowly.
– If the weather is cloudy,

• if there is at least one unit of battery, mow on battery,
• otherwise, if there is at least two units of fuel, mow on fuel,
• otherwise, rest at the base.

Notice that this strategy guarantees never running out of energy (which satisfies
the energy objectives), induces infinitely frequent grass-cuttings (which satisfies the
Büchi objective), and produces a play on which the mean time per action is less than
10 against any strategy of the adversary (which satisfies the mean-payoff objective).
In this sample controller, the lawnmower never uses the “fast mow” action as the
adversary could very well play “cat” and prevent visit of the grass-cutting state.

90.5 Conclusion

Through this case study, we have discussed how the game-theoretic framework can
help in the synthesis of controllers. We have intuitively introduced some of the key
underlying concepts such as games, strategies, qualitative and quantitative objec-
tives. We have also discussed the recent development of a practically usable algo-
rithm for the automated synthesis of valid controllers [10].

It is worthwhile noticing that automated synthesis suites for fragments of the
presented formalism or similar logics are already in practical use, such as the LTL
synthesis tool Acacia+ for example [3] (which only applies to qualitative require-
ments). Thanks to the recent developments on the conjunction of qualitative and
quantitative objectives [10], such tools could very well be extended to encompass all
the needed complexity for the specification of real-world systems. Such an approach
should be a leading trend for the analysis and synthesis of provably safe controllers
for reactive systems in the near future. This discussion illustrates its interest, while
abstracting the sound theory underneath.
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Chapter 91
Evaluation of Latent Vocabularies
Through Zipf’s Law and Heaps’ Law

Yukie Sano, Hideki Takayasu, and Misako Takayasu

Abstract We discuss about the number of latent distinct words through simulations
by using Zipf’s law and Heaps’ law. From the standpoint of the number of latent
distinct words which is estimated by our simulations, we can discuss about the dif-
ference among languages, author’s properties such as professional and amateur au-
thors and so on. In addition, Zipf’s law and Heaps’ law can be observed various
field, thereby our approach has benefit not only for linguistic word occurrences but
also various fields such as ecology and society to estimate hidden system size.

Keywords Zipf’s law · Heaps’ law · Language dynamics · Simulation

91.1 Introduction

Zipf’s law is an empirical law stating that word frequency in documents is inversely
proportional to word rank in descending order of occurrence [1]. Zipf’s law is con-
sistent with the following power law cumulative distribution of the number of word
appearances:

P(≥ x)∝ x−α, (91.1)

where the exponent α is a positive constant. Zipf’s law is applicable not only to
word frequencies in documents but also to incomes of firms and individuals which
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Table 91.1 Data description of the documents. Number of observed distinct words D(N) in doc-
uments containing a total of N words and D∗(N) optimized distinct words in simulation 2. Zipf’s
exponent α and Heaps’ exponent β are also shown

Language Total N Unique D(N) Optimized D∗(N) α β

Pride and Prejudice English 121464 6866 11122 0.84 0.51

Le Rouge et Noir French 171729 14322 14332 0.97 0.58

Light and Darkness Japanese 180623 10132 13100 1.04 0.49

Blog Japanese 175136 10717 11057 0.94 0.51

Fig. 91.1 Zipf’s law and Heaps’ law for English novel “Pride and Prejudice” (thin line) and arti-
ficially generated document by simulation 1 which introduced in Sect. 91.3.1 (bold line). Simula-
tion 1 cannot reproduce the empirically observed results

is known as Pareto’s law, the sizes of gypsum fragments, and the abundances of
expressed genes [2].

Heaps’ law states that the number of distinct words increases nonlinearly as the
total number of words in a document increases [3]. Figure 91.1 shows typical result
of Heaps’ law which is observed in English novel “Pride and Prejudice”. The num-
ber of distinct words D(n) among the first n words of a document is approximated
by the following power law:

D(n)∝ nβ, (91.2)

where 0< β < 1. Note that while number of distinct words are limited in general,
this Heaps’ law curve is finally saturated in a very long document.

Heaps’ law is also known as rarefaction curve and collector’s curve in ecology.
In this case, one can plot the number of species as a function of individuals sampled.
Furthermore, when applied in ecology especially in island biogeography, Zipf’s law
is valid for species abundance distributions and Heaps’ law describes species-area
relationships in which the number of species found within an area increases non-
linearly for increasing area. Although the total number of species can be estimated
based on the size of the area, species-area relationships are not fully equivalent.
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However, it allows the calculation of the species richness for a given number of
sampled individuals. Consequently, it is important issue to preserve biodiversity.

There are previous studies about relationship between Zipf’s law and Heaps’
law, and Heaps’ law is often regarded as a derivation of Zipf’s law. Cattuto et al.
observed these two empirical laws in social bookmark data that focused on word
tag co-occurrence distributions for Zipf’s law and the Heaps’ law curve for number
of distinct word tags. Zipf’s law and Heaps’ law yielded the same exponents, i.e.,
β = α = 0.7, for both empirical data and simple network simulations [4, 5]. Lü et
al. showed by analytical and simple numerical simulation that, in the case of α ≥ 1,
the value of β is equal to 1, while α = β in the case of α < 1 [6].

91.2 Data Description
Here, we firstly confirm Zipf’s law and Heaps’ law using various types of real doc-
uments as follows;

– “Pride and Prejudice” was written in English by Jane Austen and published in
1813. It is one of most frequently downloaded documents from Project Guten-
berg, which freely provides public domain book content on the web [7].

– “Le Rouge et le Noir” was written in French by Stendhal in 1830. It is the most
frequently downloaded book in the French category of Project Gutenberg.

– “Light and Darkness (Meian)” was written in Japanese by Soseki Natsume who
is one of the most popular authors in Japanese history.

– Blog entries posted by a single anonymous blogger in Japanese who was ran-
domly selected from 20 thousand bloggers.

The details of the documents are listed in Table 91.1. In all of the documents, we
removed all symbols, such as periods and colons, from the documents. Zipf’s expo-
nent α and Heaps’ exponent β are shown in Table 91.1 by using the Gauss-Newton
algorithm to minimize the sum of the squares of the errors in the whole area under
the graph. As expected, Zipf’s exponent α is approximately 1 in all cases, which is
confirmed to be universal. On the other hand, Heaps’ exponent β takes values in the
range of from 0 to 1. Heaps’ exponents β appear to be dependent on the observation
size, the estimated values are scattered around 0.5. (Table 91.1).

91.3 Results
We reproduce observed Heaps’ law by simple simulations. By following simula-
tions 1 and 2, we generate artificial documents and confirm Zipf’s law and Heaps’
law.

91.3.1 Simulation 1

We set “word pool” that contains D(N) distinct words and pick one word from the
word pool. A word is selected by uniform probability and return to the word pool
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Fig. 91.2 Zipf’s law and Heaps’ law for English novel “Pride and Prejudice” (thin line) and arti-
ficially generated document by simulation 2 which introduced in Sect. 91.3.2. Simulation 2 repro-
duce Zipf’s law by definition. Simulation 2 using a real number of distinct words D(N) = 6866
cannot reproduce Heaps’ law (dashed line), while simulation using a number of optimized distinct
words D∗(N)= 11122 can do (bold line)

after picking. We repeat this procedure N times and generate an artificial document
that contains N words. Bold line in Fig. 91.1 shows the result of the simulation 1
compare to English novel “Pride and Prejudice”. We set same number of total words
N = 121464 and distinct words D(N)= 6866. It is obvious that Zipf’s law cannot
hold as words are selected by uniform probability. For Heaps’ law, we can confirm
clear deviation from the real data and simulation result reaches quickly to the upper
limit of the distinct number D(N).

91.3.2 Simulation 2

We also set word pool for simulation 2 and pick the words from the pool. However,
we select a word from the word pool by weighted probability that follows empiri-
cally observed Zipf’s law. For example, the most frequent word “the” appeared 4321
times while the least frequent word “abatement” appeared only once in “Pride and
Prejudice”, and Zipf’s exponent α is 0.84. As a result, the probability of selecting
word “the” is 3.7× 104 times higher than “abatement”.

Figure 91.2 shows result of the simulation 2 and confirm that Zipf’s law holds by
definition (Fig. 91.2(a)). For Heaps’ law, the artificially generated documents using
the empirically observed number of distinct words D(N)= 6866 cannot reproduce
empirically observed Heaps’ law (dashed line in Fig. 91.2(b)). We demonstrate that
empirically observed Heaps’ law holds for artificial documents in which a certain
number of distinct words are added to empirically observed distinct wordsD∗(N)=
11122 (bold line in Fig. 91.2(b)).

Simulation using the optimized number of distinct words, D∗(N), listed in Ta-
ble 91.1 to minimize residual error and reproduce real data for all examples. It sug-
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gests that the vocabularies, thus the number of latent distinct words considered in
the creation of a given document, can be predicted. We will also show results pro-
vided that total number of words N is the same for various documents with each
estimated latent vocabularies D∗(N).

Zipf’s law and Heaps’ law can be observed various field, thereby our approach
has benefit not only for linguistic word occurrences but also various fields such as
ecology and society to estimate hidden system size.
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Chapter 92
Complex Systems in Organizations and Their
Influence on Human Resource Management

Tobias M. Scholz

Abstract Although complex systems have been part of organizational studies for
several decades, they have witnessed significant changes in recent years. This re-
search builds on existent work on complex systems by focusing on the shift toward
power-law distributions. Evidentially, HRM is highly nested in those complex sys-
tems. Due to the advancements in the theoretical understanding of complexity and
influenced by these, HRM is also shifting in new directions, especially towards a
dynamic approach. In consequence, a new notion of a dynamic HRM is emerging,
which could be characterized as “function follows process”. Accordingly, under-
standing HRM as complex systems, HRM needs to observe the dynamic core of its
processes as well as the outcomes of a changed governing distribution and derive
from these its alternating functionality.

Keywords Complex systems · Human resource management · Organizational
behavior

Recent years have amplified the environment of constant change and made it in-
evitable that organizations will interact with this volatile periphery [1]. It has be-
come obvious that organizations nowadays are operating in a dynamic world. The
reasons for that shift are globalization, decentralization, cultural interconnectedness
and technological progress. Complicating the situation further, organizations are
facing an increasing number of restrictions, e.g. the availability of natural resources
or the “war for talents.”

Those extreme changes in the environment [2] have led to an aggravation of the
existing problems as well as unprecedented problems. The struggles with the high
variability of issues and the aim of organizational stability have led to a system of
constant reorganization and adaptation [3]. Organizations still tend to define and
solve problems based on simplification, predictability, equilibrium and linearity [4];
however, current developments in the environment of organizations make it evident
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that such an approach needs to be extended [5]. Barabási [6, p. 201] stated: “As
companies face an information explosion and an unprecedented need for flexibility
in a rapidly changing marketplace, the corporate model is in the midst of a complete
makeover.” To reinforce this, complex systems in organizations are predominantly
influenced by the interaction amongst humans; organizations are forced to focus on
the human factor [7].

This research addresses the question “How does HRM have to change in order to
survive and thrive in today’s environment?” Accordingly, our attention shifts to the
forces (people) within an organization itself, away from purely outside influences
[5], to deal with the unpredictability, non-equilibrium and non-linearity in a mod-
ern organization [1]. This paper tries to fill a research gap by examining HRM in
an organization through the lens of complex systems. By applying the construct of
Pareto distribution and the metaphors of organizational change [2], fractals, simple
rules, self-organized criticality, emergence and adaptation, we can understand and
research the effect of complex systems on HRM. HRM is facing a decreasing effect
of fitting and common theoretical strategies [8]. Those alterations are reinforced
by the existing shift to a dispersed environment, e.g. the war for talents, cultural
diversity and heterogeneity. However, those changes in perception are still rooted
in a static world. Similar to the dynamics in the environment, though, it becomes
clear that HRM has to adapt to a dynamic approach. Complex systems with their
terminology of dynamic, non-linearity and far-from equilibrium are becoming in-
creasingly interesting for HRM. Complex systems deliver a setting for a description
of such a dynamic world as that in which HRM now has to work.

Altering the perception of complex systems, HRM needs to rethink its position
within an organization. Furthermore, it needs to analyze the influences of such fun-
damental changes. Therefore, HRM is facing a decision between two distributions,
which are completely different and therefore lead to different paths. To emphasize,
HRM is at a critical juncture [9], choosing a path for the future of its work and the
processes within an organization.

HRM can choose amongst Gaussian distribution and Pareto distribution, or it
can continue to follow the traditional approach by using the normal distribution.
This means focusing on the average of phenomena. For HRM, this involves using
methods to interact with the workforce in an organization based on the majority of
people, and neglecting outliers [10]. Alternatively, HRM can adopt the power-law
distribution and center its attention on the outliers. Contrary to normal distributions,
such extremes can occur in two directions. Depending on the interaction, however,
only one extreme, resulting in a long tail, will be interesting [11]. Essentially, out-
liers become the driving force behind power-law distributions.

Importantly, the logic of a complex system determines that a normal distribu-
tion can exist within a complex system. Based on the combination theory, several
components of a complex system can have different distributions [12]. This theory
allows us to compare the two distributions within the features of a complex system
and enables us to administer the effects of both distributions on the HRM within an
organization.



92 Complex Systems in Organizations and Their Influence 747

Gaussian vs. Paretian Fractals Gaussian fractals lead to centralization behav-
ior. Based on normal distribution, different HR functions share a similar vision and
strive to achieve this common vision. Even though such a vision is in constant flux
in relation to the processes within an organization, all the different HR functions
aspire to an average and common vision. In contrast, Paretian fractals state the drift
towards decentralization. Decentralization means that a stated vision, as in the nor-
mal distribution, is not available and consequently not desirable. Therefore, several
concurrent visions can emerge, according to the process and the function of HRM.
Evidentially, through interaction, a set of key visions crystallizes, and thereby adapts
to the necessary processes and combines, based on the visions, the HR functions that
have similar handling processes.

Gaussian vs. Paretian Simple Rules Gaussian simple rules drift towards order.
Those simple rules in an environment with a focus on the majority lead to a set of
rules that state the core competence of HRM in the organization. This core com-
petence also reveals the focus of HRM in general. Thereby, they confine HRM to
an environmental setting for HR functions. Even though those HR functions are
now well defined and HRM is organized, this implies an increase in observations
of changes in the processes within the organization. The dynamic focus lies on the
constant adaptation of the order towards the complex and chaotic system within an
organization. Conversely, Paretian simple rules head towards disorder. Contrary to
the Gaussian world, rules are simple in the way that they are general and minimalis-
tic. Striving for disorder signifies that different parts of HRM are handling different
HR functions. However, a general order emerges based on the necessity of provid-
ing all the essential functions for all the processes. This means that the main rule is:
all processes need to exist. This, however, implies that a distribution within HRM
is not specified in any way. This flexibility therefore increases the necessity of in-
teraction amongst different parts of HRM, without which the general rule cannot be
accomplished.

Gaussian vs. Paretian Self-organized Criticality Gaussian self-organized criti-
cality veers towards an increase in attack tolerance. Based on the assumption that
HRM and its sub-systems are aiming for the average and therefore similarity, the at-
tack tolerance increases. In this case self-organized criticality focuses on the tipping
point, below which a system remains intact and does not face unpredictable and
uncontrollable system-wide changes. Research concerning those tipping points has
already been carried out [13] and revealed that a system based on the Gaussian dis-
tribution has high attack tolerance. Attack means the random removal of parts of a
system. For HRM this implies the removal of HR functions within an organization,
but without replacement. As HR functions, in general, strive towards the average
and similarity, another HR function can take over the spot of the removed HR func-
tion. Thus, HRM can tolerate many removals of that kind, without risking becoming
overwhelmed by the processes it is trying to manage. Contrary to this, Paretian self-
organized criticality targets the direction of HRM towards error tolerance. A system
based on moving away from the average towards the extreme, however, means high
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error tolerance. Error thereby implies the random failure of HR functions. Other HR
functions already have no mission to mimic other HR functions blindly. Therefore,
any error will stay in the collapsing HR function, and other HR functions will try
to adjust to the new situation. As a result of the failure of one HR function, related
processes in the organization will not be handled. However, other HR functions will
fill in and balance the system and the processes within an organization.

Gaussian vs. Paretian Emergence Gaussian emergence leads to an emergent
behavior towards convergence. Through interaction with different parts of HRM,
merging of its HR functions takes place. Based on that, different parts of HRM strive
to align their functions and allow HRM to observe and manage the processes within
an organization with a similar set of characteristics. Emergent processes in the func-
tion of HRM evolve within the complete HRM and spread quickly within the sys-
tem. Contrarily, Paretian emergence is the process heading for divergence. This drift
towards diversity exceeds diversity in the functionality of several HR tasks. It also
means reaching divergence in every detail. Through interaction within such a diver-
gent environment, HRM should trigger a variety of emergent processes. Contrary to
the Gaussian world, spreading within the HRM is challenging, but this competition
for successful emergence leads to better observation of the processes.

Gaussian vs. Paretian Adaptation Gaussian adaptation states the drift of HRM
towards the average. It is the ambition of HRM to adapt to functions that can be
applied to a majority of processes and thereby the similarity between HR func-
tions increases. With the orientation towards alignment, HR functions can segment
the necessary processes efficiently and adapt together towards the emergent pro-
cesses within an organization. Adapting to the average, however, means neglecting
the extreme emergent processes, which theoretically could be better. Paretian adap-
tation, however, is the quest of HRM regarding the outliers. Every HR task in the
department needs to try to fit with the necessary processes within an organization.
However, it is in constant interaction with parts of the inner sphere (other (HR) de-
partments) and outer sphere (consultants and service partners) of an organization.
Through improvements, HRM seeks to uphold the preferential attachment ability
and therefore the necessity to serve the needs within an organization. Contrary to the
Gaussian counterpart, balancing between processes leads to an evolutionary arms
race. Those evolutionary processes, however, could lead to functions that fail to
manage their actual processes.

In summary, the two distributions lead to different chances and obstacles. It be-
comes apparent for HRM that knowledge about the complex system of an organi-
zation is essential. The selection of the fitting distribution defines the function of
HRM fundamentally and so influences the organization as well. In fact, the func-
tion of HRM therefore follows processes and even though both distribution paths
describe the drift of HRM towards the average or extremes, the lock-in of the distri-
bution does not describe the actual functions HRM implements on that information.
The decision defines a drift in one direction, so it becomes necessary to observe
the processes within an organization. Based on that information, the path can be
narrowed down further.
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Importantly, a lock-in into one of the distributions does not mean an eternal lock-
in, but a path that defers all the following paths; evidently, it is a big change. HRM,
however, needs to observe the complex system constantly, in order to realize the
emergent processes contradicting the current distribution, as well as every other
function of HRM.

It needs to be remembered that the paradigm shift behind complex system science
is fundamental [10] and, if adapted, changes the work of HRM drastically. HRM
approaches emergently such a shift towards the extremes and the power-law dis-
tribution in some distinct cases (e.g. cultural diversity, high potentials). Essentially
HRM needs to understand the complex system of the organization; only through
constant observation and interaction does it become apparent how to classify the or-
ganization. Especially through this classification, HRM can answer the distribution
question economically and can initiate change that leads to stability [14].

Shifting towards the paradigm “function follows process”, it allows us to review
the HRM within an organization. Furthermore, the struggle of HRM reveals that the
current methods do not describe the reality. Adopting complex systems and moving
towards a dynamic approach reframes HRM fundamentally. The processes within
an organization are constantly changing and, in a complex system, are non-linear
and far from equilibrium. Therefore, they dictate that departments like HRM, in
which the interaction is within the complex systems and its parts (people), need to
observe, adopt and manage such systems. However, a temporary lock-in is probably
inevitable; HRM should therefore try to minimize its lack towards emergent changes
within an organization.

This paper tries to reveal that HRM needs to adapt to a new environment. Im-
portantly, HRM needs to review this shift, but not abandon its history. As stated
by Morin [15, p. 56], “Complex thought does not all reject clarity, order, or de-
terminism. It knows they are insufficient, it knows that we cannot program dis-
covery, knowledge, or action.” Furthermore, Morin [15, p. 56] says: “Don’t forget
that reality is changing, don’t forget that something new can (and will) spring up.”
Metaphorically the new equilibrium is changing and therefore dictates a shift from
a static approach towards a dynamic approach in every facet of HRM. Even more,
HRM has reached the limits of reductionism [16].

It is crucial that an adaption of complex system science and evidentially power-
law distribution on the organizational level is unavoidable. Thus, we believe that
HRM is in the midst of such a complex system and has the competence, objective
and tools to understand, analyze and manage a complex system. However, such a
role dictates a dynamic approach to HRM, in which function follows processes.
Through such a dynamic and flexible approach, sustainable stability in an unpre-
dictable, far from equilibrium and non-linear environment can be achieved.
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Chapter 93
Why First Movers May Fail: Global Versus
Sequential Improvement of Complex
Technological Artefacts

Adrien Querbes-Revier and Koen Frenken

Abstract We propose a new theory of late mover advantage where new entrants can
leapfrog incumbents through introducing new functionality of an existing technol-
ogy. Since first mover firms did not take into account new functionalities discovered
after they entered, they limited their search on older functionalities and find it dif-
ficult to optimize functionalities once discovered later on. Late movers, in contrast,
do not suffer from such technological irreversibilities, since they only start search-
ing once all functionalities are known. Based on an agent-based model representing
the innovation process of a complex technological artifact with a growing number
of functionalities, we can conclude that, a first mover disadvantage can appear, par-
ticularly when the technology in question is large and complex, as for example in
the case of current key technologies such as ICT, energy and mobility systems.

Keywords First mover advantage · Late mover advantage · Exaptation · Search ·
NK-model · Technological evolution · Complexity theory

93.1 Question and Background

In this paper, we analyse the economic and technological constraints in the devel-
opment of new functionalities in complex technological artefacts (CTA). A firm
introducing a new CTA has no certainty about the future evolution of this CTA.
Particularly, the functions performed by this CTA may evolve over time thanks to
scientific discoveries (technology push), or end user preferences (demand pull or
mix & match) [4]. We argue that one key mechanism underlying this recurrent pat-
tern in industrial dynamics is exaptation, which we understand as “the taking on of
new functionality by existing structure” [8, p. 69]. As long as this evolution may
last, the firm has then to make strategic decisions about how to improve its CTA
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relatively to its current use/functions, as well as to introduce new functions in line
with the innovations of competitors or the expectation of users.

However, the design of complex systems is likely to produce technological irre-
versibility based on the interdependences between the different part and functions
of the system. This is the reason why a first mover developing a CTA—with only
limited knowledge about its functions—may suffer from the addition of new func-
tionalities later on, more than later entrants will do. The principle of a first mover
(dis)advantage has received a large attention over the past decades, but most of
these researches have in common to explain this (dis)advantage by organizational
or market-based reasons. Our aim is to propose an approach based on the growing
technological irreversibilities of the CTA, complementary with the existing research
on organizational inertia (e.g. [2, 3, 10]). Such dynamic appears for CTAs which
are optimized function by function, since these functions are not initially foreseen
by the first mover, but discovered by users or later entrants. Historical cases high-
lighting this dynamic include: the evolution of bicycles in the 1880s when the fast
“Ordinary” bicycle was replaced by the “Safety” bicycle, very similar to our con-
temporary bicycles [9]; the transition of the steamboats in the 1830s from inland
waters transportation to transatlantic transportation [6]; and the evolution of smart-
phones in the 2000s from mail-oriented devices to the boom of online application
stores [11].

93.2 Model and Main Results

In order to capture this dynamic, we have built an agent-based model of simulation,
using the representation of complex systems developed by Kauffman [7]: the NK
model, later generalised by Altenberg [1]. This model comes from natural sciences,
where it is used particularly to study the interaction between genes and traits of
a biological organism. In social sciences, this model is implemented by many re-
searchers in management and strategy, in order to study the structure of complex
organizations (see [5] for a literature review in this field). From a technological per-
spective, this model is used to depict complex design of technological systems (e.g.
[9] or [4]).

In this paper, the CTA is then depicted by N technologies interacting together to
produce F functions, according to a function-technology map. This map is more or
less complex (in terms of degree of technological interdependences between func-
tions) depending on the level ofK , the pleiotropy of these functions, i.e. the number
of technologies affecting one function. The Fig. 93.1 shows an example of such a
map with N = 4, F = 2 and K = 3.

This model makes the assumption that each technology can only have two states,
producing then 2N potential combinations of the technologies. The whole set of
combinations forms what Kauffman calls a “rugged fitness landscapes”, each com-
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Fig. 93.1 An example of
function-technology map

bination being a point of this landscape and receiving a particular payoff: the fitness.
In line with Altenberg [1], the fitness is given by

φ(x)= 1

F

F∑

i=1

φi(xj1(i), xj2(i), . . . , xjK) (93.1)

with {xj1(i), xj2(i), . . . , xjK } ⊂ {x1, . . . , xj , . . . , xN } as the set of K technologies
affecting the function i and x = {x1, . . . , xj , . . . , xN } ∈ {0,1}N is the binary string
representing the whole technological system. Hence, the fitness of one function (φi )
depends on the state of the K technologies affecting this function and the global
fitness (φ) is the average of the fitness of every function.

In this paper, we compare two procedures dedicated to optimize this system
by performing mutations at the level of technologies. The late mover looks at the
system as a whole and then, at a given time t , one technology is mutated if this
mutation results to φt (x) > φt−1(x) (when many mutations give such a global fit-
ness improvement, the best mutation is selected). The first mover looks at the sys-
tem function by function, i.e. as long as exaptation co-opts new functionalities for
this CTA. Hence, unlike the late mover (perfectly informed of the functions of the
CTA), the first mover discovers the various functionalities of its system over time,
function after function. Based on the example of Fig. 93.1, this first mover tries
first to optimize function I, from mutations of technologies 1, 2 and 4 as long as
∃φI,t (x) > φI,t−1(x). When a peak of the landscape is reached, one improves the
next function (II) using the same principle, but from mutations of technology 3 only,
since mutations of the others technologies would affect the state of the function I.
Concretely, once a function has reached a peak, its affecting technologies are fixed.

In a nutshell, two results emerge from this agent-based model of simulation. On
the one hand, the more the CTA combines a large number of technologies, a large
number of functions or a high degree of complexity (K), more the late mover has a
strong advantage to reach higher fitness (Fig. 93.2). On the other hand, this advan-
tage has a cost: the necessity to test a larger amount of technological combination
(Fig. 93.3). Hence, the first mover sustain its initial advantage (first entrant on the
market) when K <N to reach a satisfying fitness with a smarter search strategy.

93.3 Conclusion and Summary

We can generalize these results as follows: the late movers enjoy considerable ad-
vantages in technologies where new functionalities are discovered over time, a pro-
cess known as exaptation. In particular, the more exaptation events take place after
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Fig. 93.2 Number of standard deviation between the fitness of the first and the late movers, over
different combinations of the parameters N , F and K

Fig. 93.3 Number of standard deviation between the fitness per screened technologies of the first
and the late movers, over different combinations of the parameters N , F and K
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a new technology has been introduced and the higher the complexity of the tech-
nology in question the more likely late movers will take over the leadership of first
movers. The key lesson holds that the more complex a technology in terms of inter-
dependencies between its underlying component technologies, the more difficulties
first movers face to provide the new functionalities given the choices for compo-
nent technologies made early on, and less likely their first mover advantage can be
sustained.
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Chapter 94
Market Opportunities, Customer Desires
and Purchasing Selectiveness Modelling
in Multi-layered Cellular Automata: A Study
Case on Organizational Survivability

José V. Matos, Rui J. Lopes, and Yasmin Merali

Abstract The present work aims to contribute to a better understanding of the dy-
namics of organizational competition and survival in a supply chain network market
context, while highlighting the potential of multi-layered cellular automata models
as frameworks for accommodating increasing levels of complexity. More particu-
larly, the implementation of inter-layer rules associated to k-bit words modelling of
market opportunities, customer desires and purchasing selectiveness, and their im-
pact on the dynamics of an evolutionary “ecology” of suppliers, competing organi-
zations, and customers, following a complex adaptive systems approach is described
and illustrated through a study case on organizational survivability. The implications
of the study results—reflecting the interplay between market environment, com-
petitors’ strategic choice, and corresponding ability to succeed, survive crises and
proliferate—are then discussed and the main aims of the work ahead highlighted.
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94.1 Introduction

To succeed in a globally linked business market environment, companies are re-
quired to compete effectively and efficiently while simultaneously having the ability
to survive unexpected events and potential supply chain disruptions. The increasing
structural and dynamical complexity of business networks combined with the need
to keep modelling at the simplest level required to provide meaningful and general
insights, recommends the adoption of an incremental and comprehensive frame-
work. In this context, the potential provided by multi-layered Cellular Automata
(CA) models to provide such framework is highlighted and illustrated through a
study case which aims to contribute to a better understanding of the organizational
competition and survival dynamics in a supply chain network market context. While
benefiting from the analysis advantages of simple CA models, the adopted approach,
using multiple CA layers—corresponding to different agent types—combined with
the implementation of inter-layer rules, provides a well-suited and versatile mod-
elling methodology able to incorporate the properties and mechanisms of a complex
adaptive system [1].

After providing a conceptual introduction to the competition and survival prob-
lem in the business world and addressing the modelling challenges involved, as
well as the process leading to the adopted multi-layered CA base approach, comple-
mented by the integration of fundamental market dynamics elements, the performed
study case is described, and the obtained results presented. The implications of those
results are then discussed, and the main aims of the work ahead highlighted.

94.2 Problem Domain Context, Components and Dynamics

To stay in business, companies need to simultaneously sustain a competitive advan-
tageous market position while being able to avoid, escape, contain and recover from
unexpected and threatening events that may lead to crisis and highly damaging sit-
uations. Organizational survivability requires an effective and efficient competitive
strategy in normal times, as well as an adequate resilient strategy to handle potential
threats and overcome crisis (i.e. the capability to anticipate, avoid, escape, contain,
and recover from potential business continuity threats). In a resource constrained
context, efficiency and resilience requirements are often at odds with each other.

Crises can be defined as an unstable time or state of affairs in which a decisive
change is impending, with the distinct possibility of a highly undesirable outcome
(adapted from Fink [2]). Organizational survivability and the effectiveness of firms’
crisis preparedness and response measures may, however, depend on the specific
competitive market environment in which those measures are implemented. That
environment often includes a complex network of suppliers, competitors and cus-
tomers, with different attributes (population densities, economic capacities, chang-
ing desires, etc.), linked through increasingly global and intricate supply chains.
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To understand an organization’s competitiveness and ability to avoid and survive
crises we need to consider, not only its strategic choices, but also how its competi-
tors’ strategies affect the overall process dynamics. In this context, the underlying
problem that the present work aims to help understand is how organizational strate-
gic choices, in both normal and crisis times, affect the ability of a firm to success-
fully compete, overcome crises and survive under different market environments.

To address the present problem, the following components and dynamics of inter-
est were considered: (1) supply-chain actors (suppliers, focal firms, and customers);
(2) interactions between them, considering agent-centred limited knowledge about
the market; (3) agents market-positioning behaviour reflecting Porter’s five forces
that shape industry competition (rivalry among existing competitors, bargaining
power of buyers, bargaining power of suppliers, threat of new entrants, and threat
of substitute products or services) [3]; (4) a set of generic strategies followed by
competitors; (5) product/service opportunities and customer desires driving the de-
mand and supply dynamics; (6) customers’ purchasing behaviour based on prod-
uct/service utility added-value; (7) downstream product/service and upstream rev-
enues flows.

94.3 The Modelling Approach

94.3.1 Multi-layered Cellular Automata as a Supply Chain
Modelling Framework

A three-layered CA was used as a supply-chain modelling framework, expanding
the rule-based interactions from within to across populations (i.e. intra and inter-
layer based rules). Aggregating the supply-chain actors in three individual popula-
tion sets—suppliers, competing focal firms (or competitors), and customers (with
different economic capacities and desires)—the rules driving their market position
selection at each population layer are influenced, not only by the current attributes
of the actor’s neighbour sites on that layer, but also by the current attributes of
the corresponding neighbour sites of the adjacent layers. As shown on Fig. 94.1,
a competitor’s functional (non-disrupted) supply chain implies the existence of at
least one supplier and one customer on the same (x-axis) competitor’s position, or
adjacent positions, of the corresponding layers. A disrupted supply chain implies
the interruption of the corresponding deliverable/revenue flows. In their pursuit of
the corresponding delivery/revenue flows maximization through functional supply
chains, the behaviour of suppliers (top layer) is influenced by the suppliers’ and
competitors’ layers, the behaviour of competitors (middle layer) is influenced by
all three layers, and the behaviour of customers is influenced by the competitors’
(product/service deliverables) and customers’ layers. In particular, the suppliers’
positioning rules are driven towards the maximization of product/service demand
from available supply chains’ competitors—three at most, corresponding to the se-
lected supplier’s x-axis position X, and two (X− 1 and X+ 1) neighbouring ones—
while minimizing other (competing) suppliers in vicinity; competitors’ positioning
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Fig. 94.1 A three-layered 1D cellular automata as a supply chain modelling framework

depends on their applicable strategy (as illustrated on Fig. 94.2); and customers’
continuously seek the empty position on their layer that is best served by available
competitors’ deliverables.1

The adopted intra- and inter-layer neighbourhood rule-based CA model allows
for the translation of the aspects related to Porter’s five forces that shape industry
competition [3] into the corresponding tension that drives suppliers, competitors
and customers interests, as reflected in their market positioning selection rules. This
modelling approach also provides a simple and comprehensive framework for the
implementation of “structuralist” strategies. As defined by Kim and Maugborne [4],
“structuralist” strategy types “assume the operational environment is given” (and
have a bias to stay and defend their current positions). As such, their market po-
sitioning strategy is mainly driven by their market environment structural configu-
ration, considering their current position, other competitors (particularly the most
direct ones), potential customers, and business partners.

94.3.2 Market Opportunities and Customer Desires Modelling as a
Driver of Agents’ Co-evolutionary Dynamics

While the aforementioned model design can accommodate the implementation of
a “structuralist” strategy type, it falls short on describing adequately both the de-
mand/supply dynamics and to model “reconstructionist” strategy types, which seek
to shape the operational environment, actively pursuing innovation and new op-
portunities [4]. In order to overcome these shortcomings the model should be en-
hanced with the introduction of product/service market opportunities and customer

1More specifically, with the introduction of market opportunities and customer desires, as later
described in Sect. 94.3.2, customers will continuously seek the empty position that corresponds to
the available deliverable that best matches its current desire.
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desire features. Thus, product/service opportunities and customer desires are mod-
elled using a similar k-bit word structure in which each bit represents a specific
product/service attribute (that may, or not, match a customer’s desire).

In this context, a k-bit opportunity word sub-model was implemented, associat-
ing a specific product/service opportunity to each site of the competitors CA layer
(as represented in Fig. 94.2). These k-bit words distribution within that CA layer
promotes opportunity diversity while allowing for competitors’ possible exploita-
tion of product/service similarities as well as local vicinity benefits. To accommo-
date those requirements, opportunity cardinal points—k-bit with words with Ham-
ming distance of one between them—are regularly spaced on the corresponding CA
layer,2 and the intermediate words allowed to vary (based on Hamming distance cri-
teria), with the level of variation defined as intended. The articulation between those
k-bit opportunity words (translated to specific product/services offers when that op-
portunity is taken by a competitor) and the implementation of individual customer
agents’ k-bit desire words (which may evolve over time) fosters the model dynamics
in terms of customers’ desires and focal firms’ products/services fitting objectives.

As illustrated on Fig. 94.2, each of the corresponding bits of the competitor offer-
ing (opportunity taken by the competitor) and customer desire words are compared.
Customers have different economic capacities (providing different levels of attrac-
tiveness for the competitors) and seek offerings that best match their desires. Com-
petitors following a “reconstructionist” strategy type steadily search for possible op-
portunity available market positions within their site neighbourhood that correspond
to new and promising market niches (based on available opportunities, existing cus-
tomers economic capacities and desires, and other competitors’ offerings). Thus,
the implementation of customer desires and market opportunities allows for distinct
competitors’ market positioning preferences, depending on their adopted strategy.
As customers respond to changes in available offerings, and suppliers reposition
themselves based on competitors’ upstream demand and other suppliers position-
ing in their vicinity, downstream supplies and competitors’ revenues change. This
changing situation leads competitors to keep reassessing their current market posi-
tions in a continuous co-evolutionary process linking together suppliers’, competi-
tors’, and customers’ actions and outcomes.

94.3.3 Utility Added-Value and Customers’ Purchasing
Behaviour: Modelling Product/Service Selectiveness

As a last model feature implemented to drive the required supply and demand
market dynamics, a competitor-customer inter-layer demand rule, based on an
over-added utility parameter that characterizes customers’ product/service selective-
ness, is implemented. After comparing available product/services specific attributes’

2With all-zero and all-one k-bit opportunity words acting respectively as the “North” and “South”
poles at the opposite positions of the (circular) one dimensional CA layer.
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Fig. 94.2 Opportunities and desires as drivers of the co-evolutionary dynamics (excerpt represent-
ing positions 10 to 22 of the entire x-axis market space, corresponding to the local neighbourhood
of competitor currently placed at position 16)

matching with customers’ desire k-bit words, this over-added utility (OAU) param-
eter between −1 and +1 (−1 totally undervalues; 0 proportional to utility; 1 totally
overvalues) is used to define the level of demand from the corresponding prod-
uct/service providers.

Figure 94.3 provides an example illustrating a situation of a customer placed at
position X= 12 with a 7-bit word desire “1000110”. Considering a defined scanning
coverage (SC) of 6, which allows the customer to check its x-axis neighbourhood
from X= 6 to X= 18, the customer first assesses the available empty positions (as
well as its current position) that are expected to allow it to obtain a product/service
from a competitor that best matches its desire. In the provided example available
positions at X= 7, 9 and 16 are expected to provide it with the best viable maximum
utility (MAXUTIL) of 5, so it will choose one of these positions randomly.

Once at a specific position (in the example it is assumed that X = 9 was cho-
sen) the customer can demand product/services from every available competitor (at
X− 1, X, and X+ 1) to a total amount corresponding to its economic capacity. In
case OAU = 0 the customer will randomly demand product/services from the dif-
ferent available competitors with probabilities proportional to their relative desire
matching. In Fig. 94.3 example it will demand with probability of 5/8 from com-
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Fig. 94.3 Utility and selectiveness

petitor at X= 8 (desire matching= 5) and 3/8 from competitor at X = 10 (desire
matching= 3). If OAU= 1 it will demand the total amount only from the competi-
tor that best matches its desire (in this case at X = 8). When OAU = −1 demand
will be set with equal probability from all available competitors. In this way, OAU
characterizes customers’ product/service selectiveness.

94.4 Model Implementation: A Study Case on Organizational
Survivability

94.4.1 The Organizational Survivability Study and Implemented
Strategy Types

A model was developed and implemented—using Java with NetBeans IDE and the
Repast [5] agent-based simulation platform—to better understand the relationship
between strategic choice (in normal times and when in crisis) and organizational
survivability under different market environment contexts. For this purpose, three
agent type spaces (suppliers, competitors and customers) were implemented as in-
dividual layers, whose size reflects the common one-dimensional market, plus an
underlying opportunity space. The implemented interaction between those spaces
illustrates the integration of the multi-layered CA base solution with the additional
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modelling features previously described to ensure the competition and survival mar-
ket co-evolutionary dynamics.

The added effort placed by organizations on ensuring the effectiveness of their
supply chains, avoiding any disruption or disturbance that can perturb the swift flow
of goods and services from their primary producers to the final customers, was also
considered. In the present model, a modified “structuralist” strategy was also imple-
mented to reflect these organizations that are willing to sacrifice a greater slice of
their short-term operational results for the sake of a more robust position in terms
of their business continuity objectives. Thus, besides a “reconstructionist” and a
“structuralist” strategy, the model also uses a more “Supply-Chain Integrity Ori-
ented” (SCIO) modified “structuralist” strategy.3

94.4.2 Competitors’ Genetic Codes and Selection of the Fittest

To assess the impact of strategic choice on organizational survivability, each com-
petitor agent is characterized by a genetic code that defines which strategy it follows
in normal times and when in a crisis situation (which may be the same in both sit-
uations). This genetic code may be any of the nine possible outcomes from the per-
mutation with repetition of the three (“reconstructionist”, structuralist” and SCIO)
strategies to the two applicable situations (normal times, and crisis).

Based on how good, or bad, a competitor is performing in terms of average rev-
enues when compared to other competitors, its strategic genetic code may be se-
lected (i.e. copied) by new market competing entrants,4 or the competitor may be
led to crisis (and eventual dismissal) respectively Competitors whose average rev-
enues position them on the worst performers percentage, as defined by ICT (In-
Crisis Threshold), are led into a crisis status. If agents in crisis are not able to im-
prove their average revenues during a specified number of CE (Crisis Endurance)
run steps, so that they become positioned above the defined OCT (Out-of-Crisis
Threshold) percentage and return to a normal status, they will be dismissed and re-
placed by a new competitor. While a randomness factor (RSP)5 is also incorporated
in the selection of new entrants strategy defining genetic code, the selection of the
fittest is implemented in an evolutionary process where the competitors’ popula-
tion genetic codes distribution tends to reflect the adaptation of the corresponding
strategy pairs to the modelled market environment. As a specific genetic code pop-
ulation depends on the ratio of new entrants versus dismissed agents carrying that

3The way these three strategies may lead to different competitors’ market positioning choices is
illustrated on Fig. 94.2.
4A TPP (Top Performers Percentage) parameter defines the percentage of agents with best average
revenues whose genetic code will be eligible for transmission to a new entrant (probability of
selection depends on agent’s average revenue).
5RSP (Random Strategy Probability) defines the probability that a new competitor’s strategy defin-
ing genetic code is chosen randomly. Consequently, there is a probability of 1-RSP that its genetic
code is selected from the top performing competitors.
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code, its evolution depends on the average revenues of their agents (to increase their
chances of being selected for reproduction, and avoid crises) as well as their ability
to survive crises when they occur.

94.4.3 Model Flows and Parameterization

For the present work, the following main flows were considered: The upstream flow
(from customers to suppliers) of product/service orders (demand), and the conse-
quent downstream product/service flow (from suppliers to customers), with the cor-
responding upstream revenues flow.

Using different agents’ population densities (PD), supplier/customer agents’ re-
placement probabilities (RP) by new-borns, market scanning coverage (SC)(range
of each agent local analysis neighbourhood), customers over-added utility (OAU)
and desire change probabilities (DCP),6 as well as other user-defined variables to
characterize different market environments, the market positioning rules followed
by each agent at each step (integrating the basic elements of Porter’s five com-
petitive forces) shape the overall process dynamics. After a random definition of
competitors’ genetic codes at each run initialization, the competitors’ genetic code
distribution along the co-evolutionary process is analysed.

94.5 Results, Analysis and Implications

Based on the populations co-evolution during multiple runs of 15000 steps each,
the competitors were analysed by genetic code in terms of their average revenues
and probability of being selected for possible genetic code transmission, percentage
of agents in crisis, number of steps in crisis, crises survival ratio, dismissed agents
ratio and total revenues. This analysis was performed under distinct PD ratios and
different market environment volatilities, characterized in terms of different RP, SC,
OAU, and DCP parameters (Table 94.1).

Analysis of the obtained results (Fig. 94.4) reveals that: (1) the survivability of
each “genetic code” varies significantly with environment volatility and population
density ratio changes; (2) while in low volatility environments the strategy employed
in normal situations tends to be more determinant to survivability than the strategy
adopted in crisis, as environment volatility increases the strategy employed in crisis

6These parameters are defined as follows: PD = Percentage of s occupied by suppliers, competi-
tors and customers on their corresponding layers; RP = Probability that each supplier/customer is
dismissed at the end of each run step and replaced by a new similar agent (but with a new random
desire, in case of a customer); SC = Number of positions to each side of its current position that
an agent is able to collect market information at its and adjacent layers; OAU = (see Sect. 94.3.3);
DCP = Bit “mutation” probability (from “0” to “1”, or from “1” to “0”), per run step, of each bit
of customers’ k-bit desire words.
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Table 94.1 Simulation runs parameter values

PDR (Comp) Competitors population density (ref.) 35 %

MEC (Cust) Customers maximum economic capacity 8

K Nr. of bits opportunity/desire k-bit words 7

CE Crisis endurance 6

ICT In-crisis threshold 10 %

OCT Out-of-crisis threshold 15 %

TPP (Comp) Competitors top performers percentage 60 %

RSP Random strategy probability (new borns) 10 %

Scenario’s market volatility

Low LM Medium MH High

SC (Supp/Comp/Cust) 5 8 10 13 15

RP (Supp/Cust) 0.00 0.05 0.10 0.15 0.20

DCP 0.00 0.01 0.02 0.35 0.05

OAU −1.0 −0.5 0.0 0.25 0.5

Fig. 94.4 Simulation results (supplier-to-competitor and competitor-to-customer density ratios of
1 : 2, 1 : 1, and 2 : 1)

tends to gain relevance in terms of relative survivability performance; (3) in low
volatility and supply scarce/customer plenty environments, the highest levels of sur-
vivability are achieved by competitors using the “SCIO” as their normal strategy;
(4) while the full “SCIO” (ZZ) strategy is very well adapted to low volatility and
supply scarce contexts, and the full “reconstructionist” (RR) strategy dominates in
high volatility or plenty supply scenarios, the “SCIO-reconstructionist” (ZR) strat-
egy mix presents balanced results across the different scenarios and volatilities.
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Fig. 94.5 Competitors’ (agents in red) strategies effect on market environment, including suppli-
ers (agents in green) and customers (agents in blue)

Scenarios with different environment volatilities and population densities were
also run with competitors following only one strategy type. The effects induced on
the business market by the competitors’ strategy were then compared. The result-
ing patterns of suppliers, competitors and customers positioning evolution show that
“SCIO” strategies tend to generate the more stable and concentrated market environ-
ments, while “reconstructionist” strategies present the more disperse and less stable
ones (Fig. 94.5).

The obtained results suggest that: (1) as market environments become more
volatile (more globally linked, with changing actors and customers’ desires) the
more critical to organizational survivability becomes the adoption of an effective
crisis strategy; (2) as supply sources grow or market environments become more
volatile, “reconstructionist” strategy types tend to have higher chances of success;
(3) the proliferation of “reconstructionist” strategies, constantly pursuing new op-
portunities and shaping market trends, tend to induce higher instability in the market
environment.

94.6 Conclusion and Future Work

The present study case on competition and survival modelling in a supply-chain
market context illustrates: (1) multi-layered CA models potential as frameworks for
accommodating increasing levels of complexity in terms of different agent popula-
tions’ intra- and inter-layer (market) positioning-oriented rule-based modelling in
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a mutually shared space; (2) how the adopted approach does not hamper the clear,
structured, and incremental implementation of those added levels of complexity,
while withholding the desired CA modelling advantages in terms of a comprehen-
sive understanding and analysis of the positioning dynamics at the individual and
aggregate levels; (3) how the addition of market opportunities and changing cus-
tomer desires, represented as k-bit words, in connection with an over-added utility
algorithm to define the customer’s purchasing selectiveness on the modelled supply-
chain, plays a decisive role in the overall co-evolutionary market model dynamics.

The principal aims of the work ahead are as follows: (1) fine-tuned characteriza-
tion of each variable effect on the obtained results; (2) applying information theory
measures to analyse the model’s phase-transition behaviour and quantify the sys-
tem’s sustainability [6]; (3) taking the model to empirical data.

Acknowledgements Special thanks to the support provided to this work by FCT project Pest-
OE/EEI/LA0008/2011.
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Chapter 95
When Pig Meets Pencil: The Beauty
of Complexity in Industrial Networks

Andreas Ligtvoet

Abstract The making of pencils and the processing of pigs are complex industrial
processes that are seemingly unrelated. We hypothesise about the interwovenness
of these processes and argue that individuals wishing to influence these industrial
networks need to deal with both detailed and dynamic complexity. This means being
more humble about what can be measured and controlled, and being more open to
learning and adapting policies.

95.1 Introduction

We live in a complex world in which many processes are dependent on other pro-
cesses. This interdependence emerged from historical choices that were made by
many different actors [2], most of them completely unaware of each other. In teach-
ing and explaining complexity and industrial networks, it is sometimes difficult to
convey the depth of the interwovenness [4]. In this article we introduce two sto-
ries (examples, archetypes) that in our opinion are already interesting on their own,
but when told together really emphasise the multiple links that are at the core of
industrial networks, but mostly remain unnoticed in our society.

95.2 I, Pencil

The short essay called “I, Pencil” was written by economist Leonard Read to explain
the importance of free markets in producing an object as seemingly simple as a
pencil [6]. He describes the production process of the “Mongol 482” type pencil
produced by Eberhard Faber Pencil Company. Written from the first person point of
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view of a pencil, the story details the complexity of the pencil’s creation, listing its
components (wood, lacquer, graphite, ferrule, factice, pumice, wax, glue) and the
numerous people involved.

The wood that is used for the pencil is harvested in Northern California and
Oregon, shipped to a sawing mill, where it is cut into small, pencil-length slats less
than 5 millimetres thick. This part of the process alone builds on the existence of
transport modes (trucks, trains; see [1]), precision machinery and tools, iron ore
smelting and processing, logging camps, lumberjacks, mechanical engineers, and
the support of all the components by hardware stores, food stores and job markets.

Graphite is mined in Sri Lanka, using the appropriate tools, packaged and
shipped to the USA. The graphite is mixed with clay from Mississippi and passed
through numerous machines. To increase its strength and smoothness, the “lead” is
then treated with a hot mixture which includes candelilla wax from Mexico.

At the top of the pencil is the eraser, made of an ingredient called factice. It is
a rubber-like product made by reacting rape-seed oil from Indonesia with sulfur
chloride. This is mixed with pumice from Italy; and the pigment which gives “the
plug” its color is cadmium sulfide. The eraser is attached to the rest of the pencil
by some metal—the ferrule—made of brass. Think of all the persons who mine
zinc and copper and those who have the skills to make shiny sheet brass from these
products of nature.

The wood receives six coats of lacquer, all made possible by the growers of castor
beans and the refiners of castor oil. The label is a film formed by applying heat to
carbon black mixed with resins. In the end it is all glued together, and the pencil is
packed, shipped, and sold somewhere in a shop.

95.3 PIG05049

The book and art project “PIG05049” of designer Christien Meindertsma takes ex-
actly the opposite approach: it starts with one pig randomly chosen from a commer-
cial farm in the Netherlands and tracks its body parts through processing industries,
ending up with a—sometimes surprising—array of 185 products [5]. The artist re-
calls a conversation with an old Italian farmer who explained that when in the olden
days a pig was slaughtered, nearly all the parts of the animal were put into use
by the villagers. Although the farmer assumes modern societies are more wasteful,
Meindertsma’s research shows that quite the opposite is the case.

By far the largest portion of the pig (some 52 %) is turned into pork meat (see
Fig. 95.1). From the more delicate pieces: fillet or tenderloin, from the leg: ham
and schnitzel, from the ribs: spare ribs, from the shoulder: chops, and from all the
other pieces of meat a host of lower-grade products such as hamburgers, streaky
bacon, salami, frankfurter, chorizo, . . . . Of course, the meat is also used in other
food products such as sausage rolls, pizza, soup, cordon bleu, tortellini, egg rolls,
pork pies, with as only boundary the creativity of the preprocessed food industry.
Some of the other non-meat parts of the pig are turned into food: blood into blood
sausage, fat into lard and diced bacon, liver into liver sausage, etc.
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Fig. 95.1 Percentage of mass
of PIG05049 [5]

The story turns more interesting when we follow the route of skin and bones to
gelatins. These are used in a myriad of food products that seemingly have nothing
to do with the original pig any more: liquorice, chewing gum, peppermint, marsh-
mallows, cupcakes, vanilla pudding, chocolate mousse, ice cream, curd, aspic, . . . .
Non-food uses are gelatine capsules for delivering medicine, paintballs, bath pearls,
photographic paper, lubricants for ammunition, and ballistic gelatin for crime scene
investigation.

Bones are very versatile in their use as calcium (extra calcium yogurt), bone pro-
tein (cellular concrete), and collagen (beauty masks and energy bars) are extracted.
Fatty acids from bone fat is used in the production of anti-wrinkle cream, crayons,
soap, washing powder, paint, shampoo, and body lotion. The glycerin from the same
bone fat leads to toothpaste, antifreeze, and floor wax. The pancreas is harvested for
insulin and the bladder is turned into a tambourine.

95.4 Pig Meets Pencil

When we look at the thousands of people involved in extracting value from the pig
and the thousands that are involved in constructing the pencil, the question arises
whether, when, and how these people and processes meet. Although this is hypo-
thetical, there are a few interesting links between pigs, pencils, and their related
industrial networks.

The first link is through one of the other products made of bone: glue. We could
imagine that the glue that is derived from PIG05049 (some 0.4 % of its total mass) is
actually used to glue together the wooden slats and the other components of the pen-
cil. Second, animal fat is used as a wetting agent for the graphite that is to become



772 A. Ligtvoet

the “lead”; also the candelilla wax for the lacquer is mixed with fat. Finally, another
bone product is bone ash (0.3 %), which is turned into bone black pigment—the
same pigment that can be used for the text on the side of the pencil.

Apart from this linear involvement of pigs and pencils (one could almost talk
about a supply chain, although we prefer supply network; see Fig. 95.2), there are
some other obvious and less obvious connections. The meat from the pig can feed
the many labourers involved in the production process. We can safely assume that
some pencils are used in processing the pig and in planning the pencil-making pro-
cess. Also, some parts of the pig are turned into animal feed (giving rise to questions
regarding dangers of prionic diseases).

95.5 Discussion

One can only marvel at the complexity of these supply and distribution networks
of seemingly simple products. And the beauty is that most of these processes and
their interlinks are not pre-planned or designed. In the described processes thou-
sands and thousands of farmers, workers, and professionals are involved and not
one of them could make anything as simple as a pencil without the help of many
others. There is no mastermind at work, no one planning and designing the optimal
pencil-production-path or the optimal pig-processing-path. It is one of the fascinat-
ing examples of the forces of demand and supply at work, interactively determining
prices, determining choices, determining the final product. Some people would call
this the “invisible hand”, but it might be more precise to call this the emergent out-
come of scores of invisible hands.

This is not a call for unbridled Austrian economics and a laissez-faire liberalised
market. We believe that there need to be checks and balances lest the industrial
ecology fully occupy all the other parts of our socio-technical systems like some
invasive species. But we do agree with Read that no one individual, organisation,
or government can fully understand the complexity of prices, property, profits, and
incentives that are being created and destroyed every day on the millions of markets
of which we only described a few in this article.

We should realise that life-cycle analyses and materials flow analyses provide a
snapshot, like “I, Pencil” and “PIG05049”, already outdated by the time they are
written down, as someone somewhere in the network has probably figured out a
more profitable way of processing pig fat. Nevertheless, these efforts are invaluable
for understanding industrial complexity. At the same time, we need to try to un-
derstand the rules that guide actor behaviour; not only profit-seeking behaviour, but
also higher-level societal goals like constitutionality, legality, accountability, trans-
parency, justice, and equity [3], as these are equally constantly changing the shape of
the network. This requires a balance between what can be called detailed complex-
ity (intricate but static descriptions of all processes) and dynamic complexity (the
forces that drive change) [7]. Often, when we try to understand these networks, we
zoom in on a stable, measurable, narrowly bounded subsystem, collect and analyse
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the data, build a model, and then confidently extrapolate our results to the whole sys-
tem. Models of dynamic complexity, however, are rarely quantifiable, always con-
testable, and seem much less rigorous. However, they are more systemic, because
they provide a synoptic perspective that connects disparate domains and specialised
areas within the ecology.

Trying to regulate a network based on a static picture and simple linear chains
will generate unintended consequences and (often unpleasant) surprises. The com-
plexity, intransparency, and dynamic nature of these networks implies that policy
makers need to approach the regulation of economic networks with a good deal
more humility than they currently do. This means having to deal with the fact that
we will never have complete understanding. When governments implement new
policies, they often develop metrics to show that they are making progress. Instead,
they should be using metrics that give early warning that the policies are generat-
ing unintended consequences, or have become irrelevant in a changing world. With
this level of interdependence, we must assume from the outset that if we are not
already wrong, we soon will be. Empirically grounded continuous learning is more
important than getting the policy right up front.
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Chapter 96
Citation Networks Dynamics: A New Clustering
Algorithm Using Recurrence Plots

F. Strozzi, C. Colicchia, A. Sorrenti, and J.M. Zaldívar

Abstract The development of science in various fields and the proliferation of the
number of scientific studies have prompted researchers to represent the scientific
literature as a network whose nodes are works and citations are the links (citation
network). In this way, one can more easily detect milestones articles, and areas of
greatest scientific activity. One major problem in big citation networks is to be able
to carry out an efficient clustering which allows grouping the articles according
to their similarities. This method should not be automatic and must not involve a
careful reading of the selected works. From here one can see that the problem of
finding a proper clustering is not easy to solve. There are several clustering methods
with overlapping or not—for a complete review see Fortunato (Phys. Rep., 486:75–
174, 2010). In this work we have developed a new clustering method for a cita-
tion network using a definition of distance introduced by Bommarito el al. (Phys-
ica A, 389:4201–4208, 2010). We have compared this method with the one devel-
oped by Pons and Latapy (Computer and information sciences, vol. 3733, pp. 284–
293, 2005) applying both to a citation network on sustainability indicators in supply
chains. The proposed method proves to be more efficient and, also, through the anal-
ysis of the adjacency matrix as a the Recurrence Plot, is able to view the dynamics
of the various clusters in their evolution over time

Keywords Recurrence plot · Citation networks · Sustainability

96.1 Introduction

The necessity to face sustainability issues in terms of supply chain processes is
becoming an argument of great relevance in Supply Chain Management (SCM).
This is emphasized by the increasing pressures, both externally (e.g. legislative re-
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quirements) and internally (e.g. need for a more efficient use of resources), oriented
toward the implementation of greener supply chains.

Sorrenti [17], using the Systematic Literature Network Analysis (SLNA) devel-
oped by Colicchia and Strozzi [4], built a citation network with the aim to classify
sustainability indicators and papers. He found interesting clustering of the papers
using the method, developed by Pons and Latapy [13], in accordance with the ISO
14031 and 14040.

Our contribution consists in developing new clustering techniques based on the
distance matrix proposed by Bommarito et al. [1] and compare it with the Pons and
Latapy method on the same citation network. The advantage of this new clustering
technique is that it takes into account the time and allows a representation of the
citation network as a time series. The time series obtained can then be studied using
different time series analysis tools. In this work, we have tried to analyze the infor-
mation that its Recurrence Plot representation adds. This new type of clustering can
be a new tool for the SLNA methodology.

96.2 Citation Network

Three strings of keywords were adopted in Sorrenti [17] to build the citation network

• ((“environmental indicator∗” OR “environmental performance indicator∗”) AND
“supply chain”)

• (“supply chain” AND environmental AND indicator∗ AND sustainab∗)
• ((“supply chain” AND “environmental performance∗”) AND indicator∗)

The research was conducted by means Web of Science (WoS) database and the
results are rearranged with HistCite which allowed the exportation of the file in Pa-
jek [5], a software for the analysis and visualization of large networks. The citation
network obtained has 84 nodes, and 20 connected components and its visualization
using Pajek is showed in Fig. 96.1.

96.3 Main Connected Component (MCC)

For a more detailed analysis of individual components, please refer to Sorrenti [17].
In this work we will analyze only the Maximum Connected Component (MCC).
From now on we will quote the items with corresponding serial numbers listed in
the Table 96.1.

96.4 Cluster Analysis of MCC Using PL Algorithm

Clusters Analysis using Pons and Latapy (PL) algorithm [13] is carried out by means
of R software. In network analysis, communities are created by defining a partition
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Table 96.1 The labels of the Maximum Connected Component (MCC) nodes

1 4 (Brent 2005) 17 23 (Geng 2008) 33 44 (Figge 2009)

2 5 (Mintcheva 2005) 18 24 (Hu 2009) 34 45 (Jaegler 2010)

3 7 (Mangena 2006) 19 27 (Yang 2009) 35 46 (Kuo 2010)

4 8 (Labuschagne 2006) 20 28 (Jabbour 2009) 36 49 (Ho 2010)

5 9 (Landu 2006) 21 30 (Meisterling 2009) 37 52 (Petraru 2010)

6 10 (Michelsen 2006) 22 31 (Hernandez 2009) 38 54 (Zhu 2010)

7 11 (Michelsen 2007) 23 33 (Beccali 2009) 39 55 (Gold 2010)

8 12 (Chien 2007) 24 34 (Fet 2009) 40 57 (Krikke 2010)

9 14 (Draghici 2008) 25 35 (Draghici 2009) 41 58 (Ramani 2010)

10 15 (Tsoulfas 2008) 26 36 (Tuzkaya 2009) 42 63 (Ang 2010)

11 16 (Schmidt 2008) 27 37 (Barba-Gutierrez 2009) 43 64 (Michelsen 2010)

12 17 (Seuring 2008) 28 38 (Haake 2009) 44 67 (Lee 2011)

13 18 (Brent 2008) 29 39 (Henri 2009) 45 71 (Fratila 2011)

14 19 (Seuring 2008) 30 40 (Michelsen 2009) 46 72 (Olugu 2011)

15 21 (Shen 2008) 31 42 (Cholette 2009) 47 76 (Nakano 2011)

16 22 (Brent 2008) 32 43 (Gomez-Lopez 2009) 48 81 (Mendes 2011)

that generates subsets, such that “the proportion of arcs within the subsets is high
compared to the proportion of arcs between them” [12]. Their approach consists
on performing random walks in the network and to analyze where they tend to be
trapped, i.e. in densely connected parts. These provide the communities obtained by
Pons and Latapy [13] algorithm. Figure 96.3 illustrates the presence of six clusters
highlighted with different colors. By observing nodes disposition it is clear that the
identified clusters have specific features.

• The green and red clusters are quite similar. Indeed within both clusters there is a
“dominant” article [2, 11]. Moreover it is interesting to notice how the presence
of a “dominant” paper involves a visualization of cluster nodes as a “fan”.

• The yellow cluster is the biggest and most complex cluster. It is not clear how
to identify one dominant node but there are two main centers: node 12 [16] and
node 10 [19].

• The blue cluster highlights a triangular relationship based on node 11 [15].
• The remaining two clusters, i.e. the pink and the white one, are composed of only

one paper.

96.5 Distance Matrix of the MCC

In [1] the authors considered, as a measure of the vicinity in a citation network, “the
number of share sinks between two vertices”. They stated that the direction of the
arrows in the citation network from paper A to paper B means that A cites B. We
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have followed another notation, adopted for example by [5], in which the same ar-
row means that B cites A. Using this notation the direction of the arrow is associated
to the flow of knowledge. This implies that the “sinks” for [1] are “sources” in this
work. The distance defined by [1] becomes:

“Given a vertex i and its ancestor Ai , the sources of i are given by the set
Si =

{
x : δ+(x)= 0, x ∈Ai

}= S ∩Ai
where δ+(x) is the notation for the in-degree of vertex x and S in the set of all
sources of the graph G”.

The distance between vertices i and j is given by the proportion of sources they
do not share:

Di,j = 1− |Si ∩ Sj ||Si ∪ Sj |
where |x| is the cardinality of set x′′. The set S can be calculated using a shortest
path algorithm.

96.6 From a Citation Network to a Time Series Using the
Multidimensional Scaling

The transition from a time series to a network has been proposed recently in the lit-
erature [6, 9, 18]. In this work, we did the opposite: transform a network, the citation
network, into a time series. The additional difficulty in this step is that in general a
temporal order of the nodes does not exist, however, in a network of citations this
happens.

The function cmdscale of Matlab performs the classical (metric) multidimen-
sional scaling, also known as principal coordinates analysis. In practice, it consists
on identifying the main components of the covariance of the distance matrix. We
have applied the multidimensional scaling to the distance matrix calculated follow-
ing the above procedure and, by plotting the principal eigenvector, we have obtained
Fig. 96.2.

96.7 Clustering Using Time Series

Figure 96.2 shows how to bind to each paper a number that corresponds to its com-
ponent along the principal eigenvector. We have assumed that the papers with sim-
ilar values are related and we have obtained the clusters of the Table 96.2. In the
following this clustering technique will be called Time Series (TS) clustering.

With Pajek we may overlap the partition of Table 96.2 to the MCC. The results
are presented in Fig. 96.3.

96.8 Comparison of PL and TS Clustering

The first observation is that the two methods give very similar clusters with the
exception of the yellow big cluster of PL that TS divides in two sub-clusters (see
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Fig. 96.2 Multidimensional scaling of the distance matrix

Table 96.2 TS Clustering

Cluster Component value TS papers TS cluster color

1 0.3338 2, 10, 14, 21, 23, 26, 32, 46, 48 Yellow

2 0.3122 1, 3, 4, 5, 8, 13, 15, 16, 45 Green

3 0.2233 47 Red

4 0.09599 12, 19, 28, 31, 36, 38, 39, 41, 43, 44 Blu

5 0.07532 11, 33, 42 Pink

6 −0.07536 18 White

7 −0.5367 6, 7, 9, 17, 20, 22, 24, 25, 27, 29, 30, 35, 37, 40 Orange

8 0.3638 34 Violet

Table 96.3).The large yellow cluster identified by PL has more centers: node 12 [16]
and node 10 [19] while the method TS divided it into two clusters. By analyzing
the articles, it is possible to observe that this distinction is more appropriate. While
node 10 is an overview of the various environmental indicators, node 12, emphasizes
the lack of attention paid to social indicators of sustainability and the importance
of sustainable suppliers. Indeed, it argues that “corporations are in turn being held
responsible for the environmentally and social (or sustainability) performance of
their suppliers” [16].

The papers of the cluster near to [16] show more attention to this aspect in con-
trast to those of cluster near to [19]. For example, in node 44, [10] the authors
say: “. . .by evaluating and monitoring suppliers’ performance CO2 emissions, a fo-
cal company may avoid carbon-related risk and retain competitiveness based on its
supply chain”. Also in his short CV at the end of the paper one reads: “. . .He (Lee)
has interests in all areas of Corporate Sustainability Management, but particularly
in sustainable supply chain management, corporate social responsibility and stake-
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Table 96.3 PL and TS clustering. In bold the papers belonging to the clusters using one method
but not the other

PL clustering TS clustering

1, 15, 13, 4, 16, 45, 3, 5 1, 15, 13, 4, 16, 45, 3, 5, 8

6, 17, 30, 22, 24, 29, 27, 40, 35, 37, 9, 20, 25, 38 6, 17, 30, 22, 24, 29, 27, 40, 35, 37, 9, 20, 25

12, 36, 43, 7, 39, 28, 14, 19, 44, 31, 41, 18 38, 12, 36, 43, 39, 28, 19, 44, 31, 41, 7

2, 23, 21, 10, 26, 46, 48, 32, 47 14, 2, 23, 21, 10, 26, 46, 48, 32

11, 42, 33 11, 42, 33

8 ??

34 34

holder management”. It is interesting to notice that, although the paper is linked to
both the centers (nodes 10 and 12), the TS clustering method has put Lee in the
cluster of node 12.

Other papers that use both papers are for example: node 41, [14] who says:
“A company can select those suppliers that generated the least pollution in each
individual phase”. The node 31 [3] showed how their findings “. . .could be of use
within an emission reduction program, as a component of an overall Corporate So-
cial Responsibility (CSR) strategy”.

Another way to compare the clusters of PL and TS methods is to observe the
Table 96.3 in which we have underlined the papers that belong to the clusters using
one method but not the other

The two methods give the same partitions for 90 % of the papers, but TS method
is able to better differentiate the papers of the big yellow PL cluster.

96.9 Recurrence Plot from a Temporal Series and Cluster
Evolution

Eckmann et al. [7] introduced a new graphical tool, which they called a recurrence
plot (RP). The recurrence plot is based on the computation of the distance matrix
between the reconstructed points in the phase space:

dij = ‖Si − Sj‖
where Si = {s(t), s(t +�t), s(t + 2�t), . . . , s(t + n�t)}. This produces an n× n
square matrix, D, n being the number of points under study. If this distance is lower
that a predetermined cut-off, ε, the pixel located at specific (i, j ) coordinates is
darkened. To build the Recurrence Plot we use the following parameters: �t = 1,
n= 1 and ε = 0.01. Where n is the dimension of the time series and ε is the value
that allows to differentiate the cluster (see Fig. 96.2).
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Fig. 96.4 Recurrence plot of
the time series. In green, red
and blue some big TS clusters
and their evolution

With the Recurrence Plot we can identify again the same clusters of time series
as one can see looking to the Fig. 96.4 in which the color of the boxes represents
the cluster identified. For example, in the case of the green boxes we can observe
that the bars with more points are corresponding to the papers 1, 3, 4, 5, 8, 13, 15,
16, 45, then exactly to the paper of green cluster (see Table 96.2). An advantage of
this representation is that, since from left to right we find more recent papers, we
can observe that the green cluster is started with the papers 1, 3, 4, 5 and then, after
some time evolved adding papers 8, 13, 15, 16 and, only recently, 45.

In the same way the RP allows to analyze the evolution on one single paper
regardless of the cluster to which it belongs.

96.10 Conclusions

In this paper we presented a new clustering method (TS) for citation networks. The
method consists in building distance matrix where two papers are considered closer
the more share the same sources. Subsequently to this matrix has been applied a
method of multidimensional scaling and the projection along the main eigenvector
of the resulting matrix has been considered. We have been grouped the papers ac-
cording to their projection along the eigenvector. The eigenvector with respect to the
number of its components is a time series as the component number is related to the
year of papers publication. We see also that the Recurrence Plot of this time series
allows you to see the temporal development of the different clusters. We applied
TS clustering to a citation network on sustainability indicators in supply chains and
we compared it with the method of [13] (PL). The TS clustering was more efficient
than PL (with default parameters), managing to split the network into more subsets.
Obviously, by changing its default parameters also PL could create more partitions,
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however, the parameters of PL are difficult to establish while in TS it was not neces-
sary to define any. Another advantage of TS is that it allows the representation of the
network through a Recurrence Plot and then the display of the time evolution of the
clusters. It should be noted, however, a possible limitation of this method: the TS
clustering is effective when the main eigenvalue is larger than the others and there-
fore when it is sufficient to describe in one dimension the nodes of the network.
A future development of this work may be to assess the reliability of the method
compared with the size of the main eigenvalue.
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Chapter 97
Bio-inspired Political Systems: Opening a Field

Nathalie Mezza-Garcia

Abstract In this paper we highlight the scopes of engineering bio-inspired polit-
ical systems: political systems based on the properties of life that self-organize
the increasing complexity of human social systems. We describe bio-inspired po-
litical systems and conjecture about various ways to get to them—most notably,
metaheuristics, modeling and simulation and complexified topologies. Bio-inspired
political systems operate with nature-based dynamics, inspired on the knowledge
that has been acquired about complexity from natural social systems and life. Bio-
inspired political systems are presented as the best alternative for organizing human
sociopolitical interactions as computation and microelectronics-based technology
profoundly modify the ways in which humans decide. Therefore, weakening classi-
cal political systems. For instance, dwindling top-down power structures, modifying
the notion of geographical spatiality and augmenting the political granularity. We
also argue that, more than a new theoretical proposal, bio-inspired political systems
are coming to be the political systems of the future.

Keywords Metaheuristics ·Modeling and simulation · Non-classical topologies ·
Complex network structures · Political granularity · Sociopolitical
self-organization · Political regimes

97.1 Introduction

Human social systems are complexifying and it is becoming more difficult to frame
and control them. At least, not through the traditional models of classical science.
Bio-inspired political systems (BIPS) are an evolution of classical political systems.
They are political systems based on the properties of life that self-organize the in-
creasing complexity of the interactions among individuals and human social sys-
tems. In them, decision-making process follow metaheuristic algorithms inspired on
nature, are tested via agent-based modeling and simulation, and are implemented by
means of non-classical topologies. Bio-inspired political systems are an alternative
to classical political systems because the latter are unable to handle the increas-
ing complexity of the sociopolitical interactions in human social systems. We state,
however, that more than an alternative, they will be, eventually, an emergence of
the many shortcomings of classical political systems. Most of the limitations of the
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latter relate to the global view that classical political systems pretend to have of the
systems they try to control. Classical political systems base their decisions in the
false assumption that it is possible to have a perfect knowledge about all the be-
haviors, individuals, elements and interactions that conform human social systems
or that play a role in political systems. Apart from that, they are convinced that in
problem-understanding, decision-making processes and decision-implementation,
linear structures and mechanisms are sufficient enough to reflect, handle or describe
the mentioned interactions This belief leads classical political systems to institu-
tionalize human sociopolitical interactions by means of political regimes with tree
topologies.

The institutionalization of politics is what the Greeks called politiké [1]. It is
a narrowed conception of politics because it is directly linked with the problem
of governability, so it leaves besides many aspects of the public space which are
not necessary institutionalized and form part, beyond institutions, of the political
dimension of human social systems. Among them are ethical, philosophical, eco-
nomic, administrative, religious, scientific, educational, aesthetical or social aspects.
The politéia, the sum of the latter, is politics as a worldview [1]. It is where this
paper stands for formulating the critique to the characteristics and properties of
classical political systems—whether representative democracy, monarchies, dicta-
torships or others-, and classical political regimes. The critique starts from stating
that the topologies of classical political regimes do not reflect the complex nature of
the topologies of human sociopolitical dynamics and neither their decision-making
processes evolve in accord with sociopolitical interactions. This is not a surprise:
institutionalizing the complexity of human social systems entails reducing normal-
izing and standardizing it by means of linear topologies and decision-making pro-
cesses. This makes classical political systems incompatible with organizing com-
plexity and, even less, with harnessing it. Harnessing complexity means to “explore
how the dynamism of a complex adaptive system can be used for productive ends—
instead of eliminating complexity” [2]. This could be done by means of political
systems with more organic topological aspects and decentralized decision-making
dynamics—biologically motivated.

A political system is the aggregate of decision-making processes in a social
system—human social system. Political regimes are the institutional scaffolding and
rules of a political system. Decision-making processes, individuals, elements and re-
lations in political systems are so diverse, vast and non-linearly interconnected that
there is no reason for political systems to be expressed and planned in such a non-
complex way through classical political regimes—and, even less, through their tree
topologies. The institutionalization of politics is, however, the current state of things.
Such state is being left behind as technology complexifies the means in which hu-
mans interact at an accelerated rhythm. For instance, providing easier, faster and
cheaper ways to trade, communicate and travel—physically or virtually. The aim of
this paper is to open the quest to engineering bio-inspired political systems, using
the same platforms that are making the interactions within and among human social
systems more complex and, at the same time, uncontrollable by top-down political
structures. Namely, via computers, computation and, ultimately, microelectronics-
based technological advances. The type of engineering we refer here is complex
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systems engineering [3]. The latter is interested in uncertainty, evolvability, adapt-
ability, resilience, robustness, self-organization—among others, instead of predic-
tion, stability, reliability and centralized control [4].

Computation refers to information processing in computers (classical computa-
tion), computational systems (as Internet) and physical or biological systems (natu-
ral computing). Probably the most common example of computation among human
social systems is Internet. Since the invention and later popularization of computers,
there have been many social changes and advances related to how the processing of
information among human social systems has evolved. On one side, more power-
ful computation has allowed getting people closer despite geographical distances,
it has helped get faster and more comfortably from one place to another, and has
accelerated the propagation of ideologies and ideas among groups and societies.
On the other side, it has helped gain knowledge about the complex world in which
we live, studying phenomena and behaviors that used to be a mystery, misunder-
stood or unknown—which is what spearhead science and engineering are doing
nowadays. For instance, bio-inspired algorithms used in metaheuristics have helped
find better ways to solve problems, thanks to the creation of models that imitate
how living systems develop, evolve and interact with their environment [5]; farther
more, modeling and simulation has widely benefit the learning about computation
in emergent dynamics, dynamics of self-organization and collective intelligence in
living systems [6]; and, besides, the discovery of fractal geometry [7] and complex
networks has conducted to recognizing and understanding more clearly some of na-
ture’s structures and topological features. The three vias presented here (metaheuris-
tics, agent-based modeling and simulation and complex topologies) are supported
in the possibilities that computing provides. Computing is the main tool for engi-
neering bio-inspired political systems, but it does not mean it should be the only
one.

The claim that there is a tendency towards bio-inspired political systems and the
description of the ways to get to them is studied into six sections. Firstly, the idea of
bio-inspired models is contextualized. Secondly, bio-inspired political systems are
introduced and some important remarks related to their design and engineering are
marked as substantial. This leads to the study of the first, second and third order
relationships between the three selected vias in which bio-inspired political systems
can be engineered. Fourthly, some background elements of bio-inspired political
systems are mentioned, showing how classical political systems and their structures
are being affected, giving rise to a tendency towards more organic political systems.
Fifthly, some possible implications of bio-inspired political systems are grasped.
Finally, the paper concludes with several important remarks related to engineering
bio-inspired political systems.

97.2 The Shift Towards Bio-inspired Models

A model is an abstraction (simplification) created to understand a system or phe-
nomenon. Models should be as similar in structure to the objects, phenomena, be-
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Fig. 97.1 Model of political systems developed by Jean-William Lapierre [9]

haviors, systems or problems that are being modeled [8]. For a long time, classical
physics was the base for models in science—even political science. The result was
simplistic models focused on analysis, control, predictability, rigidness, determin-
ism, stability, equilibrium, certainty, centrality, reliability. That is, linearity. Clas-
sical political systems—and classical political regimes- are examples of physics-
based models in political science because they strongly focus on the properties
mentioned above. They both are reductionist approximations to the complexity of
human social systems. This makes them to be designed with hierarchical centralized
control mechanisms, cause-effect dynamics and top-down imposed normativity.

Figure 97.1 shows a model for political systems shared by the mainstream of
political science. It was developed by Jean-William Lapierre [9], based on David
Easton’s model (see [10]). One of its many shortcomings is that it is conceived as
a deterministic cause-effect system, where dynamics are understood as a linear sum
of decision-making processes. With no doubt, we can claim that the model could
have based on the theoretical implications of Newton’s laws of motion. In general
terms, the model errs in trying to schematize human sociopolitical dynamics from
a non-complex point of view. A possible reason for this can be that the model was
developed following a general systems theory perspective [9]. Correspondingly, it
assumes a perfect knowledge about all the parts and interactions involved in the
decision-making processes of political systems.
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It is not a secret that if we are referring to complex systems not even knowing
all the elements and interactions we can talk about determinism or perfect knowl-
edge. When referring to political systems, this is also impossible. Political systems
are imposed over human social systems and the interactions in them involve such
complexity that not even when institutionalizing them by linear mechanisms trough
classical regimes their complexity is eliminated. Maybe the farthest that this ana-
lytical and systemic models have reached has been to cooptate some of the tradi-
tional tools of the sciences of decision such as system dynamics, decision trees, real
options and portfolio management [11]. Anyhow, understanding the black box of
political systems assuming linear relations should never be tried to be done again.

Instead of physical-based models, and in contrast to the deterministic world
showed above, human social systems—the systems that political systems try to or-
ganize trough political regimes—are feasible to be described by properties much
closer to biology, such as evolvability, adaptation, uncertainty, emergence, self-
organization, learning and synthesis. The paradigm of complexity are biological
systems. More precisely, complexity has life as its core. For this reason, these prop-
erties are widely studied by the sciences of complexity. Therefore, for understand-
ing and trying to organize human social systems, the best alternative is turning to
complexity sciences. Notably, to bio-inspired models. This would benefit of the fact
that complex systems engineering is interested at the organic properties mentioned
above for generating close to real life models too. Complex systems engineering
recognizes that bio-inspired engineering is a way to show how engineering is com-
plexifying [4]—as our world complexifies as well. This, a union between political
systems, bio-inspired models and complex systems engineering sustains in these
motives.

The sciences of complexity have developed models, theories, concepts and tools
for approaching non-linear—complex- behaviors, phenomena or systems. A great
part of the most recognized models that complexity works with are more organic
than those of classical science—without this meaning that they are more compli-
cated. This allows a better comprehension about the systems that exhibit life-like
behaviors. Among them, human social systems. We claim that the apprehension of
complexity in political systems and political regimes is the best way (maybe the
only one) to organize and harness the increasing complexity of human social sys-
tems and their interactions. It entails engineering bio-inspired models that replace
classical ones and that reflect better the structures of human sociopolitical dynamics
than those referenced the most in the study of politics and the political.

Every discipline among the human and social science studies complex systems.
Many of them have already apprehended complexity and have given a certain shift
towards bio-inspired models, although not necessary their mainstream. Economy
recognized the chaotic, non-linear and self-similar nature of markets behaviors [12];
sociology acknowledged the complex adaptive nature of human social systems [13];
history recognized that it is not a sum of facts from the past, but a non-linear and
open system that considers even facts that never happened [14] and, finally, the
algorithmic complexity of art was recognized, enabling to think about the scopes
of measures for the complexity of artistic pieces and their relation with subjective
experiences [15].
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Fig. 97.2 Bio-inspired models

The most recent models they now use have life as the ground for building their ex-
planations. In political science, however, this is not the case. Political Science stud-
ies some of the most complex systems that exist on earth—individuals, groups and
human social systems—and, despite it, it is one of the disciplines among the human
and social sciences that when working with complex systems has not completely
recognized complexity. Hence its attachment to the classical realm of science. For
approaching complex phenomena, classical models are non-viable anymore. In fact,
they have largely demonstrated a wide spectrum of limitations for times of increas-
ing complexity [16].

Figure 97.2 points to how political systems need be complexified turning to
biologically-inspired models that present life-like behaviors—in this case, for un-
derstanding better the behavior of complex systems, finding better solutions to com-
plex problems and designing political structures that reflect complexity. The reason
is that life is the phenomenon that (i) presents most complexity, (ii) harmonically
manages to self-organize, and (iii) harness complexity the most.

Bio-inspired models do not necessary have to be complex models. They can be
very simple and still be complexity-based. The importance relies on the complexity
of the dynamics they describe. In any case, it is important to bring up that the quality
of life of a human social system largely depends on the complexity of its political
system. Complex models are the best known road that can be selected for thinking
about models for political systems—particularly bio-inspired models. As it will be
shown, an advantage of the latter is that in the sciences of complexity, the latter are
computational.

As explained in [17], the interest on life has been addressed from early philoso-
phers to contemporary scientists, either interested in describing life, the nature of
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life or life’s hallmarks. Originally, life was seen as a binary state: something was ei-
ther alive or dead. Some contemporary approaches center their attention on whether
the difference between the living and the non-living relies on composition, structure,
function or a combination of the three. Ultimately, the differences between the liv-
ing and the non-living are qualitative, in terms of degrees and of organization [18].
Computational models that study life-like behaviors have greatly contributed to this
conception because in the middle of the living and the non-living there are com-
putational bio-inspired models that have life-like behaviors. Additionally, they have
taught us that the living properties of single individuals can be extrapolated to their
social systems and, from a Darwinian point of view, we can state, for instance, that
populations of human individuals—human social systems- present life-like behav-
iors. Therefore, it is valid to study them by using bio-inspired models that describe
their life-like dynamics.

97.3 Engineering Bio-inspired Political

Engineering bio-inspired political systems (BIPS) implies to design non-classical
and self-organized political systems where:

(a) Decisions are the result of metaheuristics processes.
(b) Comprehension and explication of sociopolitical phenomena are the result of

(agent-based) modeling and simulation.
(c) Bio-inspired topologies of political regimes are the result of complex network

structures.

Engineering these types of models is important because political systems face
problems about human social systems. However, we must remember that in many
situations, the problems involve humans but also other species in the planet or the
biosphere itself. As a result, in some cases the scopes of the decisions taken by polit-
ical systems entail negative bioethical, social, economic and political consequences.
One explanation to this is that most of the time the decisions that are going to be
implemented are not previously tested; the systems upon which political systems
impose their decisions and environments are not well comprehended; and there is
not a correspondence between the complexity of the affected systems and the lin-
earity of the methods of decision-implementation. The best way to overcome these
shortcomings is by approaching towards the engineering of models much closer to
the complex nature of the systems affected by political systems. Bio-inspired models
come as a substitute of classical models for political systems and regimes because
there are some costs for maintaining the hegemony of them (lives, extinctions, eco-
nomic or social consequences. . .) that should never be assumed anymore by any
individual, species or population in the planet.

We decided to focus only in three ways for engineering BIPS: metaheuristics,
modeling and simulation, and complex topologies. Their utility relies on their prac-
tical, theoretical and conceptual relevance, but it does not mean that new teqniques
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Fig. 97.3 Bio-inspired
political systems: first, second
and third order relationships

could not be incorporated to their logic in the coming years. The three vias men-
tioned above, when taken separately, are first-order models. The interaction between
two of them, in any direction, (a • b, a • c, b • c) form second-order models,
which we named basic hybrid models. And the interplay between the three—or
more—conform third-order models and are the long-term desired scenario we think
is needed for letting human social systems self-organize without the need of any
imposed or elected ruler; or top-down system. Figure 97.3 shows the possible in-
teractions of first-order, second-order and third-order bio-inspired models. In the
following paragraphs we explain with more detail the role of each road for engi-
neering BIPS and at the end of the section the possible relationships among them.

97.3.1 Using Metaheuristics for Decision-Making Processes

Political systems face problems by taking decisions upon phenomena that con-
cern various kinds of complex systems, apart from human social systems. Con-
sequently, the problems that political systems try to solve are complex problems.
Metaheuristics are a tool for solving complex problems. They are crucial in bio-
inspired political systems because of the complexity that characterizes the systems
upon which they are imposed. Certainly, human social systems require better meth-
ods for problem-solving than those provided today by mere intuition of governors
and based on analytic and reductionist methods.

Indeed, because “the main task of management (in political systems) consists of
optimal decision-making” [19], the problems that political systems try to solve can
be understood as optimization problems. I.e. problems that look for finding the best
decision (which is not necessary the optimal) in a given moment.

Given the non-trivial nature of the problems, they should not be tried to be solved
by decisions taken without rigor—theoretical, conceptual or ethical. However, de-
cisions in political systems depend on the decision capacities of governors and the
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traditional methods they usually work with. That is, their own personal interests—
which are not always oriented towards the general welfare—and limited tools of
classical science. Theoretically, they being there means that they could solve and
find the best alternative to any problem they face, thanks to the unique and in any-
way incipient swarm-like collective intelligence of their voting and deliberation pro-
cesses. In reality, having top-down methods for problem facing and individuals with
their personal interests for deciding upon a global view of a system is not enough.
Ergo the task and the role of governors are actually naive. This does not mean that
complex problems in human social systems are always going to be faced by with-
out rigor. Notably, the use of metaheuristics can help finding solutions close to the
optimal.

Metaheuristics are computational tools for resolving complex problems regard-
ing optimization and prediction—problems that cannot be elucidated by traditional
analytical methods. Metaheuristics can be described as “general-purpose algorithms
that can be applied to solve almost any optimization problem” [5]. They allow opti-
mization under uncertainty contexts.

There are some metaheuristics that are physic-based, mathematics-based, biol-
ogy-based and ethology-based [20]. The ones in which we are interested in are
population-based and biologically motivated. They use algorithms inspired on natu-
ral phenomena or in the way in which some species solve problems, translating the
processes into general frames that can be used for modeling various kind of com-
plex phenomena. Metaheuristics start from considering that for any problem there
is a defined space of multiple solutions. Population-based metaheuristics randomly
search in the space of solutions and combines the best solutions between them, so in
each generation the robustness of solution increases. It can be said that despite the
different bio-inspired algorithms in metaheuristics, the basic metaphor is evolution-
ary.

This ways of finding solutions to problems is steps beyond how political systems
do it nowadays. The following is a list with the main families of metaheuristics.

• Neural computation
• Evolutionary computation
• Swarm intelligence
• Inmune computing
• Membrane computing

The reason why complex problems should be faced by complex tools is because
there are problems that (a) can have infinite solutions, (b) have dynamic solutions
that exist in time-changing environments (c) are constrained and obey to restrictions,
and (d) are based on contradictory principles because there can be many possibly
conflicting objectives [21]. In other words: first, there are always missing pieces for
the puzzle; second, there are pieces of the puzzle that fit in an x time, but not in a y
time; and third, if a piece fits (in an x time), other pieces disengage (in the same x
time o in a y time) [22]. These are complex problems. In them, finding a solution,
the ultimate answer is impossible, or it would take millions of years if not an infinite
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computational time to be calculated. That is why the answer to life, the universe and
everything is not 42.1

As metaheuristics will become more used by engineers and decision-makers [5],
they should be promoted as one of the best tools there are for optimizing complex
problems. We claim that in the future the magic of decision-makers will rely on
whether they know how to translate a problem of political systems in terms of meta-
heuristics optimization.

97.3.2 Agent-Based Modeling and Simulating Bio-inspired
Political Systems

“Agent-based modeling is a recent simulation modeling technique that consists on
modeling a system from the bottom-up, capturing the interactions taking place be-
tween the system’s constituent units” [23]. Agent-based modeling (ABMS) was
born in the context of artificial life (AL), which creates synthetic life on comput-
ers that exhibit life-like properties and behaviors [24]. For the process of modeling,
the system is understood as a collection of components (agents, parcels) that non-
linearly interact and give rise to emergent patterns and behaviors that cannot be
directly traced back, simply, to the properties of the parts taken separately. ABMS
can be for specific or general uses and can have strategic, tactical or operational
domains [25]. By defining a set of basic rules, we can observe how patterns start
to emerge bottom-up. By viewing the evolution of a system along generations, we
can have deep insights to the comprehension of complex systems. This is something
that classical modeling techniques lack because they fail in being able to work with
nonlinearity [25].

In sum, according to [6], “in agent-based modeling, a system is modeled as a
collection of autonomous decision-making entities called agents. Each agent indi-
vidually assesses its situation and makes decisions on the basis of a set of rules”.
Agent-based modeling and simulation (ABMS) becomes a useful mindset when [6]:

• Agents exhibit complex behavior
• The interactions between the agents are nonlinear, discontinuous, or discrete.
• The topology of the interactions is heterogeneous and complex.
• The population is heterogeneous and each individual is (potentially) different
• Space is crucial and agents’ positions are not fixed.

Political systems can benefit of ABMS because they are expressed in organi-
zations and institutions—which are “often subject of operational risk [6]”, and or-
ganizations are one area of application of ABMS. In this light, ABMS can help
political systems by understanding the complexity of the sociopolitical dynamics

1Here we refer to the science fiction movie directed by Garth Jennings, The Hitchhiker’s Guide to
the Galaxy, where, in an ironic manner, a computer built by pan-dimensional beings calculates 42
as the answer to life, the universe and everything.
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having place in and upon them. But it can also help with internal (organizational)—
sometimes topological simulation. Thereby, lowering the impact of the operational
risk of political systems due to the valuable information that ABMS provides about
the behaviors of modeled agents and decisions in complex systems.

Political systems have always implemented—and are implementing, still—sets
of decisions taken without even proving if they are good solutions. As a result, many
times the decisions that are supposed to be favorable for a population result, instead,
in negative outcomes and effects. This dues to the fact that nor the problem or the
social system are fully comprehended. So decisions, in most cases, are arbitrarily
imposed. For this we can say that almost every decision that classical political sys-
tems impose upon human and natural social systems are experiments with the real
world, where governors are the scientists and the world is the laboratory.

Not testing the decisions that will further on be executed usually takes to two
types of negative outcomes. Fist, aspects related to time or treasury and, second, and
more importantly, bioethical results, such as the loss of lives, killing bio-diversity,
augmenting poverty or polarizing more the world. With ABMS many of these neg-
ative outcomes can be avoided because of the gained comprehension about the sys-
tems that concern decisions and where decisions are implemented. ABMS is the best
alternative so far for creating simulated environments that help testing solutions and
decisions without having real-life individuals are guinea pigs.

The scopes of ABMS will bring questions about the role of future politicians
as decision makers if ABMS continues to become more proficient at decision-
making processes than governors. However, while this fully occurs, ABMS should
be more used by public decision-makers, helping to anticipate potential outcomes
or implementing—better informed- decisions [25]. Experimental proves in artificial
life help narrow error margins when implementing a model or solution in real life.

In an on-going research using agent-based simulations, we manage to synthetize
self-organized control mechanisms that adapt over time with changes in the en-
vironment, using only local information. Our quest is to find out whether human
sociopolitical interactions, when they are not mediated by institutionalism, succeed
on making coordinated patterns to emerge. Everything indicates that when defin-
ing basic elements in the base of the social system, it is plausible that human so-
cial systems give rise to adaptive and intelligent collective swarm-like behaviors.
Unquestionably, ABMS is the best way to gaining comprehension about emergent
behaviors in complex systems. Political systems need to appropriate of their use.2

97.3.3 Thinking Complex Topologies for Political Regimes

Topologies refer to the distribution of nodes in a network. Tree topologies (Fig. 97.4)
are the structural models for institutions in classical political systems. That is, for

2Most of the cases where ABMS has been used in Political systems have been for activities related
to military and war purposes.
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Fig. 97.4 Classical, hybrid and complex topologies

classical political regimes. Among the classical topologies presented in the Fig. 97.4
tree topologies are the ones that represent complexity the least. They are suitable for
imposing restrictions to complexity because they have centralized control executed
by means of a node in the top of the structure. This node is aware of all the informa-
tion going throughout the system and it can be an emperor, a king, a queen, a prime
minister, a president, a dictator, a parliament or a congress. Basically, any individ-
ual or group in charge of the direction of the decision-making processes in classical
political systems.

Tree topologies for political regimes are obsolete for times of increasing com-
plexity. It is not plausible for a single node in the top of a political structure to
continue trying to have global information about all the dynamics of the complex
systems over which it imposes upon. Therefore, organizing the complexity of human
social systems should not be done by top-down methods, but bottom-up synthesis.
In that way, complexity can be organized better and can be harnessed too. Neverthe-
less and despite that this is actually how sociopolitical interactions occur in human
social systems (by bottom-up synthesis), the mainstream of science has been per-
meated with the idea that sociopolitical interactions must be top-down controlled.

Bio-inspired political systems recognize the importance of the topological prop-
erties of interactions for computational purposes, being some topologies more suit-
able for better information processing than others. We claim that the topologies of
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Fig. 97.5 Topology characterization

political regimes need be based on models of complexity because that is the nature
of the systems they organize. A correspondence between the physical operations of
the structures of political regimes and the logical structure of human social systems
is needed, for them to reflect the computational structures (information processing)
in human social systems. That is, they need to be isomorph or, even better, merge
with sociopolitical interactions.

Figure 97.4 shows various kinds of models for topologies: classical, hybrid and
complex network topologies. Among the classical models, we present basic struc-
tures for tree, bus, star, mesh, fully connected and ring topologies. We included
within hybrid models those topologies with fractal structures and random ones, con-
formed either by single nodes stochastically distributed or models formed by other
classical topologies, but different from tree topologies.

Figure 97.5 characterizes topologies. It has three axes. In one extreme of axis Z
we located the property of being physical-based for topologies models and in the
other extreme those more biologically motivated. In this case, tree topologies are
characterized as the most physically-based, whereas complex network structures
are presented as the more biologically-motivated. Axis X corresponds to how cen-
tralized or decentralized a topology is. Again, tree topologies, in this case, together
with star topologies, are in one extreme—the most centralized. Axis Y goes from
the most linear to the most complex. For this case, complex network structures are
situated as the most complex of all and tree topologies are among the most linear.
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Most of the times, in the middle of the axes we located hybrid models and the rest
of classical topologies. Even the latter are preferable than tree topologies for the
structuration of the regimes of political systems because, despite that their natural
emergence is highly improbable, they are more decentralized than tree models.

The structures of the regimes in political systems must reflect the structures of
the complex sociopolitical dynamics over which they are imposed upon. Complex
political topologies are key in bio-inspired political systems because they are the
result of sociopolitical dynamics synthesized bottom-up, which imply a better orga-
nization of the interactions between individuals, human social systems, among them
and with their environments.

97.3.4 Second and Third-Order Bio-inspired Models

As Fig. 97.3 shows, second-order models correspond to the interactions between
two of the three first-order models: (a) population-based metaheuristics, (b) agent-
based modeling and simulation, (c) complex models for political topologies. That
is, we can combine metaheuristics and modeling and simulation, metaheuristics
and bio-inspired topologies or bio-inspired topologies and modeling and simula-
tion. However, there will be times in which one might prevail over the other, which
means that for second-order models, there are actually six combinations instead of
three, as following.

(1) (a/b): When facing problems of optimization, the result of population-based
metaheuristics can be tested in simulated environments before implementing
them in the real world.

(2) (b/a): Agent-based models can be enriched by metaheuristics and, in that way,
we can have models much closer to reality.

(3) (c/a): The more complex a topology is, the more it becomes a favorable environ-
ment for being receptive towards solutions and the logic itself of metaheuristics
coming from non-mainframe power concentrators—or governors.

(4) (a/c): Metaheuristics can serve as a parameter for designing and deciding which
topology to implement in which case for organizing certain sociopolitical dy-
namics.

(5) (b/c): The local information of ABMS dynamics would reinforce the processes
of looking for topologies in congruence with the complexity of human social
systems. Modeling and simulation could help the morphogenesis of political
systems, finding topologies that actually reflect the structures of the sociopoliti-
cal dynamics over which they are imposed. It serves for seeing and proving the
functioning of each topology.

(6) (c/b): Decentralized topologies are suitable spaces where the results of agent-
based modeling can be taken into account because there would not be a central
control deciding upon how a system behaves.

On the other hand, third-order models are relationships between the interactions
of three—or more—models. Third-order bio-inspired models are the most plausible
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way for avoiding the deviations that occur when politics is institutionalized. They
would be fully self-organized sociopolitical interactions with synthesized adaptive
and self-organized bottom-up control. However, promoting self-organized models
for organizing social systems in a world that has always been controlled top-down
would imply non self-organized ways or anarchic spaces for it to occur.

Non self-organized vias for changing a political system or regime mean vio-
lent mediums, as the stories of most of political revolutions have proven. The other
extreme, although pacific, would take too long. We would have to wait until the
top-down structures of classical political systems continue to progressively weaken
by the effects of technological advances in humans’ exchanges of information. The
price to pay would be that it will be extremely late for the wellbeing of some human
groups, their habitats and for other species that inhabit them, and that are currently
been affected by the decisions taken in the structures of classical political systems.

A good solution to accelerate the existence of third-order models would be to find
an intermediate state between self-organization and design. Self-organization could
be induced by means of a guided self-organization. I.e., engineering systems that
tend to self-organize their dynamics. The, apparently, contradiction between both
methods (design as planning and self-organization as non-determinism) was solved
by Prokopenko [26], who found that combined both could lead to a point where
self-organization is at the base of the desired (designed) dynamics. In the case of
bio-inspired political systems, using metaheuristics for facing complex problems,
modeling and simulating the environments where those problems take place and
having complex topologies were decisions are bottom-up implemented would be
the parameters that guide the self-organized dynamics of the system.

97.4 The Complexification of Human Social Systems:
Bio-inspired Political Systems’ Background

Bio-inspired political systems will be an emergence of the interconnection of some
phenomena that are non-linearly transforming human social systems. Independently
of the engineering of BIPS, there is, indeed, an increasing tendency from classical
political systems towards more organic ones. The reason relates to some phenomena
that are occurring in contemporary world and that are deeply transforming political
systems by moving them away from how they have always been. Some examples
are: the weakening of traditional power structures in top-down political systems, the
reinvention of the local as the confluence centers for sociopolitical interactions or
the propagation of ideas crossing artificial national boundaries. These facts serve as
background for supporting the idea that, as the interactions between human, natural
and artificial system get complexified, there is a tendency towards bio-inspired po-
litical systems. The following are some phenomena that, when combined, reinforce
the tendency toward BIPS and the need of a field for their study.
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97.4.1 The Network Society

As technology (microelectronics-based) complexifies the means trough which hu-
mans communicate—Internet, social networks, transportation, mobile phones, com-
puters, and others, human communication modifies with it [27, 28]. This fact is in
great part responsible for the small world phenomenon [29] that human social sys-
tems present. It is also the base of the concept of the network society [30], developed
by Manuel Castells, according to which is “the social structure resulting from the in-
teraction between the new technological paradigm and social organization at large”
[31].

Network societies can be considered as an input for engineering BIPS because
this phenomenon is decentralizing human interactions. Bounds are becoming more
flexible and adaptive and are basing more on coordination than imposition. Of
course, the network society implies technological basis for the communications of
individuals, but not every individual—or political grain—in the world has access to
them. However, we recognize that, along human history, the life conditions of in-
dividuals with less economic capacities has been increasing [32]. We hope that the
same happens with the access to technology in the very long term.

There is something about sociopolitical relations in the network society that
BIPS may influence in a positive way: “(the network society) excludes most of
humankind, although all of humankind is affected by its logic and by the power
relationships that interact in the global networks of social organization” [29].

This is supported by the fact that the network society brings up the phenomenon
of networked individualism [31], which consists on how individuality becomes the
center of social structures. Starting from there, individuals express their individ-
uality by sociopolitical interactions facilitated by the connectivity in the network
society. This leads towards public political spaces mediated by virtual interactions
because technology provides more active and direct means for humans to connect
to each other, to have voice, presence and action in the emerging non-geographical
political arena [33, 34]. Thus, sociopolitical interactions facilitated by technology
aim to work with less artificial geographic, migration, territorial, economic, ethnic,
cultural, political or social restrictions. These types of societies claim for new po-
litical structures, better decision-making problems and better understanding of their
problems.

97.4.2 Deterritorialization of Space

A great deal of the interactions taking place today in human social systems occur
in non-geographical spaces; That is, by means of the Internet. An appropriate word
is that they are deterritorializing, which means that every time it is becoming more
difficult to link personal identities with a defined geographical territory or popula-
tion. Identities are becoming more complex networks of experiences than clusters
of traditions. This is explained by the fact that particular data about human social
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systems (religions, costumes, traditions, ideologies, fashions, styles, hobbies, etc.)
is spreading more rapidly among them. Internet is a platform by means of which
individuals can have access to worlds beyond their own. In that way, they can look
for spaces and activities more related to their personal wished identities than to the
geographical territory where they were born in. Two precisions must be brought out.
First, complete deterritorialization will not happen fully unless Internet becomes af-
fordable and accessible for underdeveloped and later-developed countries and not
only for the so called developed nations. And, second, despite all the advantages,
deterritorialization must not be a condition that should be pursued because it has
many non-desired implications, for example, for the historic memory. Nevertheless,
not pursuing it is not happening.

Deterritorialization comes after exponentially augmented information flows
among human social systems. It implies that the group marks that used to facilitate
tagging a population with certain symbols, shared features, generalized personal
identities are no longer possible to be generalized. As a consequence, it becomes
less easy to control human social systems by means of tree topologies because there
are no generalized patterns that can serve as frames, such as adscription factors,
symbols, anthems, flags, etc. or belonging to a defined geographical space. The re-
lation between deterritorialization and bio-inspired political systems is that as the
interactions in human social systems become more difficult to control by means of
top-down mechanisms, they tend to self-organize and form complex sociopolitical
networks or, at least, hybrid BIPS.

97.4.3 Finer Political Granularity

The political granularity measures the extension of the territorial parcels over which
a political regime imposes its modes of organization upon the social systems that
remain in a specific territory. The term granularity was extrapolated from molecu-
lar dynamics and engineering [35, 36]. For practical purposes, the parcels are called
grains and their extension defines their granularity. The States’ territories, provinces,
regions, states and cities are examples of grains. Figure 97.5 summarizes three mo-
ments of the story of political parcels: empires, kingdoms and modern states. Every
one of them exceeds its predecessor in energy consumption. The graphic shows how
since the history of big empires, energy consumption has being in augment and, as
this happens, the extensions of the territories over which the institutions of political
systems impose their mandate have been decreasing. Thus, we can say that there is
a non-linear tendency of progressively finer administrative and territorial political
granularity going from coarse-grained parcels to fine-grained parcels.

Our longue durée approach [37] suggests that this counts even for the cases where
political coarse grains are formed, at first, from political finer grained parcels; i.e. the
EU conformed by states or big empires formed by smaller territorial organizations.
Although it is possible that in the future some coarse-grained parcels that reunite
finer-grained parcels will continue to emerge [38], it is highly unprobable that they
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Fig. 97.6 The evolution of political granularity

will continue to have the control capacities they still have today due to the possibility
of using physical violence—the basis of past and contemporary political power. This
is explained by the idea that as human interactions will no longer only occur in a
space with a geographical conception of territory, it will become more difficult to
apply coercion over a population or territory, as it is becoming more difficult to
frame them. In addition, parceling the globe’s territory and management in finer-
grained political parcels, reduces the capacities of mainframe power concentrators.

Finer political granularities lead towards bio-inspired political systems because
as political grains become smaller, the importance of local information increases.
Many contemporary examples of decentralized cooperation and trading among
cities or between cities and national governments are proven to be highly effec-
tive, in comparison to nation-nation trading and cooperation [39]. Cities are politi-
cal grains as well, and they cannot continue to be ruled by political institutions that
operate in non-local levels, missing important information about the complex micro
and local dynamics of the system.

When focusing on a geographical notion of space, finer political granularities
mean non-centralized control. And, when it comes to non-geographical approaches
for understanding territorial space, the idea of control, anyway, starts to vanish.
Then, finer political granularities conduct towards BIPS, which are not control-
focused. So the evolution towards finer political granularity leads to bio-inspired
political systems. The link between the size of the grains and energy consumption
shown in Fig. 97.6 suggests that there is a propensity towards finer political grains—
formed by complex network structures.
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97.4.4 Sociopolitical Self-organization

Sociopolitical self-organization consists on how political interactions among indi-
viduals bottom-up synthesize. This occurs without the need of any leaders, gov-
ernors or top-down regimes. Sociopolitical self-organization is the politéia in its
broadest sense. The contemporary expression of the phenomenon is being facilitated
by the diffusion of technological means humans use to trade, travel or exchange,
bypassing intermediaries, such as classical political systems and their regimes. So-
ciopolitical self-organization, besides being a continuously adaptive emergence of
BIPS, as we previously stated, is also an antecessor of them. To the extent that
humans can self-organize their sociopolitical interactions, hierarchical means and
control are being left behind [27]. Together with this, the increasing diversity of
human social systems, sociopolitical self-organization is pushing classical political
systems to try to be more inclusive by becoming more open to diversity, which is
one of the symptoms of a society that will collapse [40].

For instance, every time there are laws that try to regulate social aspects of indi-
vidual’s life, such as their sexual orientation or tendencies. With this, the hegemony
of unique ways of thinking, living and manifesting individual identities are becom-
ing a remembrance of the past. Regulating and legislating about such increased di-
versity in individuals personal and group identities by means of top-down structures
is becoming more difficult—even more when individuals are recognizing their ca-
pacity to self-organize using social networks, not needing political intermediaries.
Social changes are occurring at a rate so fast that when the formalisms in political
systems are just starting to consider them, many new ones have already emerged.

In respect to social networks, the revolutions, insurgencies, marches and rebel-
lion that are self-organized by using them are proving that the top-down structures
of classical political systems cannot handle a world with increased complexity. Re-
cent years provide many examples of sociopolitical self-organized dynamics, such
as the Indignant Movement, the students’ movement in South America and the Arab
Spring [41]. The latter are emergencies that rose up against top-down political, eco-
nomic and educative structures and regimes of classical political systems. There is
nothing that points to the latter as contingencies. Rather, they must be considered
as a tendency, as classical political systems continue to weaken and become openly
incompatible with organizing and harnessing complexity.

Sociopolitical self-organization is also making political frontiers to become less
rigid and more permeable. No longer a phenomenon taking place in a defined ge-
ographical space stays in there. It diffuses when it enters non geographical spaces
(Internet), and afterwards it spreads again in geographical spaces. The international
system is a space that feeds from self-organized geographical and non-geographical
sociopolitical self-organized interactions. It is conformed by complex networks of
international treaties and agreements, some of them voluntary and non-coercive,
generated by diverse actors interested in cooperation, coordination, consensus and
protection. The regimes act at micro or mezzo scales, such as cities, regions or states,
but there are no generalized top-down regimes that apply globally for all the inter-
national system. The macro scale of it is increasing in importance and, as mentioned
above, its contemporary basic inputs come from self-organized dynamics.
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97.5 Implications of Engineering Bio-inspired Political Systems

A world where bio-inspired political systems have already been engineered would
differ in many aspects from the world in which we currently live. Its economic struc-
tures would not be sustained by exploitation, being part of a collectiveness would
not be defined by the adscription to a geographical territory, political regimes would
not be something that is already set up before someone is born and to which individ-
uals must be subjected, the politéia would not have to be subordinated to the poli-
tiké and, certainly, there would be better possibilities and hope for biodiversity on
earth—at least for what remains of it. All these, however, require, first, for instance,
a more generalized diffusion of means such as Internet—or its successors—along
the world. We now turn to describing some of the implication of BIPS. We must
clarify that the higher the order of the logic of the interactions between the vias for
engineering BIPS, the more radical the implications mentioned here. For them to
fully occur we have to wait some generations.

97.5.1 A Complex World Has Non-imposed Economic Structures

Through their regimes, political systems try to organize or, at least, to influence
economy in political grains. They do so by means of laws, legislation, public poli-
cies, international treaties and agreements. Non-imposed economic structures will
emerge, in the absence of legislation that regulate economic exchanges. The out-
standing economist of the twentieth century, Friedrich Hayek, envisioned this spon-
taneous order [42] in economic catalaxies. Catalaxies are emergent economic struc-
tures which are the result of self-organized process of specialization and exchange
among individuals in human social systems.

Internet will play a remarkable role in the emergence of no-imposed economic
structures because it facilitates trading activities. Indeed, currently, internet is elim-
inating the need of having many intermediaries for trading and exchanging by help-
ing individuals get closer to a more independent economic status [32], reducing the
scenarios where they could be exploited. At the same time, this entails better bioeth-
ical labor conditions than those provided, imposed, guarantied or searched today by
political regimes. Online crowdsourcing platforms and web pages where inventors
can sell directly their work and ideas are examples that reaffirm the tendency [32].
The network society also plays an important role in this equation because the ability
to work autonomously and be an active component of a network becomes paramount
in the new economy: self-programmable economy. The same author who defined the
concept also states [31]:

Large corporations decentralize themselves as networks of semi-autonomous units; small
and medium firms for business networks, keeping their autonomy and flexibility, while
making possible to put together resources to attain critical mass small and medium business
networks become providers and subcontractors to a variety of large corporations; large cor-
porations and their ancillary networks engage in strategic partnerships on various projects
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concerning products, processes, markets, functions, resources, each one of this project be-
ing specific, and this building a specific network around such a project, so that at the end
of the project, the network dissolves and its components form other networks around other
projects. This, at any given point in time, economic activity is performed by networks of
networks built around specific business projects.

In BIPS there is not a political structure that sets minimal conditions of payment
or labor conditions, for example, for those who can benefit the least of the facili-
ties that mediums such as Internet provide. However, it must be reminded that not
even classical political systems can guarantee bioethical labor conditions, despite
the fact that many of them have specific legislation for it. In bio-inspired political
systems, individuals become their own force of work, which implies more diver-
sity in the market. Ultimately, diversity reduces the possibilities of monopolies to
be established. Hence, the self-organization of economic structures in BIPS would
not point toward savage economic models—like today’s. We hope that diversity in
catalaxies entail that the influence of enterprises stops being feasible to be described
by a power law.

97.5.2 A Complex World with Visa Policies Is Non-viable

Political regimes impose restrictions to international mobility by means of visa poli-
cies, international treats and agreements. Bio-inspired political systems would not
forcibly try to maintain a population homogeneous, protecting it from external per-
turbations. That is, keeping it away from integrating it with citizens of different
nationalities. On the contrary, BIPS would contribute to the mobility of individuals
among human groups.

Three possible conditions could come from the phenomenon of traveling freely
abroad. First, there could be a homogenization of religious, ethical, economic, cul-
tural or philosophical aspects in human social systems. Second, the diversity of the
latter could increase as a result of combining different religions, economies, prod-
ucts, cultures, subcultures, traditions, philosophies, etc., just as it happens with mu-
tation and recombination in biology [43]. Third, both cases could occur simultane-
ously: the world could homogenize in some aspects and would become increasingly
diverse in some others.

We state that the third is the most probable scenario—one that will boost decen-
tralization and deterritorialization and will lead to a general wellbeing for individu-
als along the world. As economies would not be grounded anymore in the existence
of currencies, economic wellbeing would not strictly base on the opportunities and
capabilities of choosing [44]. That is, the wider is the network of degrees of free-
dom of a community, the better are the economic opportunities for individuals and
groups. Being connected can be linked with economic wellbeing. The more con-
nected a community is and can be, the better opportunities of economic growth it
has. The more complex its network of citizens mobilization, the better its level of
commodities and comfort because greater are the probabilities of profiting from in-
creased diversity coming from catalaxies. Although it cannot be yet affirmed with
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100 % certainty that there is casual direction between network diversity, connectiv-
ity factors and economic wellbeing, “social network diversity seem to be at the very
least a strong structural signature for the economic development of a community”
[45]. This correspondence can be confirmed by comparing economic conditions of
the nations that are more connected today with those where citizens can barely travel
abroad.

An additional argument that must be pointed out about the relation between di-
versity and complexity is that much diversity, whereas it is a variation, a distinction
of species or a form of configuration, is not always a desired condition because the
system can become inefficient or catastrophic [43]. On the other hand, diversity lim-
ited by some homogenization and interrelated with complex adaptive rules and other
characteristics of complexity can produce robustness within a system. In this case,
a variety of political system. Diversity changes the equilibrium of a system—which
is dynamic in human social systems and this will bring robustness to the sociopolit-
ical dynamics of the world because the more emergent diversity there is, the more
complexity there exists as well [43].

97.5.3 True Democracy is only possible in a Politically
Complex—Anarchist—World

Many of contemporary Political systems in western world are representative democ-
racies with regimes structured by tree topologies. The idea of bio-inspired political
systems sustains itself in the fact that there is not a real need of having centralized
control mechanisms for organizing human social systems because complex systems
tend to self-organize. A completely self-organized world is a world that has imple-
mented third-order models. Third-order models are possible in anarchist contexts,
based on the possibilities of democratic principles because we have to consider that
decisions will continue to be taken—in complex network topologies, which makes
our model an anarchic-democratic world.

Anarchy means having no principle or authority. The word is composed by the
greek words an -àν- (without) and arche -àρχή- (principle), but there is nothing
in is original meaning that links it with the absence of order. On the contrary,
the great theorists of anarchism [46–49] described anarchy as a political system
where order is synthesized bottom-up [50]. Anarchy is a social synergy rich-realm
because it bases, mainly, in emergent cooperation networks in a dissipative self-
organized complex system. Therefore, anarchy is compatible with networks of self-
regulation [51], cooperation and consensus. On the other hand, the idea of democ-
racy originated in the greeks, from the words demos -δη̃μoς - (people) and the word
kratos -κράτoς - (power). Then, whereas anarchy means the absence of government,
democracy means that the power relies on the people. Together, both ideas are not
incompatible.

Stating that bio-inspired political systems leads to an anarchic-democratic world
is to state that people, those who are today in the base of the pyramid, will be their
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own governors; that is, that they will self-organize. An anarchic-democratic world
is a world where complex networks of sociopolitical interactions dynamically self-
organize human social systems. The interactions between this complex networks
give rise to adaptive control mechanisms for every particular case. Anarchy is a
consequence of BIPS because there are no individuals or groups directing or trying
to organize human social systems. In respect to democracy, as there are no interme-
diates for the decision-making processes, every individual can be part of the con-
formation of sociopolitical dynamics, so we can refer to a truly democratic stadium
of human history, despite the absence of coercive regimes that guide democratic ac-
tions. This dynamic is one of the most complex possibilities for living the political
and politics. Going one step forward, we claim that the topology of a true democ-
racy is the same as the topology of anarchy: complex network structures, which is
the topology of third-order models for BIPS.

Unlike today, in an anarchic-democratic world there would be no discrimina-
tion among physical or virtual presence for problem-facing, decision-making and
decision-implementation because the adscription of individuals to a defined geo-
graphical space will not matter for their sociopolitical interactions. Instead, this will
be replaced by an interest or expression of a chosen collectivity or individuality. One
feature that will make this phenomenon possible will be that there will be no regimes
that concentrate the power and the rights over the decision-making processes. As a
consequence, there will not exist centralized top-down power structures that some
groups will try to bring down.

We intrinsically blame top-down power structures for the existence of political
violence, guerrillas, insurrection, para-institutions, rebellion, strikes, civil violence,
wars, and rebels in the form of academic embryos because the institutionalization
of politics by top-down structures segregates groups that operate outside the de-
fined boundaries of political regimes, which makes them try to bring down the
establishment—by any means. Without having only one way for recognizing so-
ciopolitical dynamics, there would be no establishment to dwindle, pervade, coop-
tate, change or eliminate with the use of coercive mechanisms.

In complex contexts, political adaptiveness is much more preferable than rigid-
ness and sometimes citizen participation mechanisms are not flexible enough.
A truly complex adaptive political system in a flexible environment can only be
achieved in anarchic contexts where individuals, if they wish, can behave democrat-
ically. In the end, both, (direct) democracy and anarchy are expressions of politics
as politéia.

97.5.4 A Complex World Much Closer to Bio-ethics

Since the industrial revolution, the resources on earth have been extracted in aug-
ment. This has caused a deterioration of the conditions for life on the planet and
has killed and extinct thousands of species in such a brief period of time that it
can hardly be said that extinctions obeyed to natural causes [52]. Classical political
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systems are responsible for great part of the harm committed towards our planet
and the life that inhabits it: governors in turn sign international treaties and form
internal policies about the extraction, production, deforestation and managing of the
natural resources in their political parcels. They define the limits, or the absence
of them, to every action that involves the national territory: the mining activities
and the extraction of resources, human labor conditions, limits and permissions for
hunting and frames for the economic activities of corporations and multinationals.
Thus, they decide: scopes, limits and controls. That is why, in great part, classi-
cal political systems can be directly blamed for affecting negatively the conditions
for life on earth, and life itself. However, blaming specifically governors is point-
less because, anyway, independently of who is or are in turn concentrating political
power, the structures of political regimes are suitable for expecting negative bioeth-
ical outcomes. Basically, the central node, hub or control core in the tree topology,
basically, can take any decision it wants, even if it is not beneficial for the lives of
some groups or species that inhabit the political grains or parcels in question. In sum,
classical political systems are directly responsible for the reduction of bio-diversity
on earth.

Bio-inspired political systems are a step closer towards a pacific interaction
among individuals and human social systems because of their bottom-up synthe-
sized dynamics. Biologically motivated models are the best alternative that humans
can adopt in order to properly organize the biodiversity that is left. BIPS point to-
wards the self-organization of complex networks that synthetize how the use of
earth’s resources are organized, defining the extraction, mining, deforestation, refor-
estation and hunting activities, using only local information and following decisions
taken with the support of metaheuristics and modeling and simulation, and imple-
mented by means of complex topologies. The combination of the three in BIPS
might stop or reverse what can still be pulled back. For avoiding the disastrous sit-
uations currently experienced by the planet, subsequently of BIPS there would be
synergies coming from the non-linear interactions of these complex networks. It is
hoped that the idea of synthetizing bottom-up political systems permeates the main-
stream of science and the political, in order not to return any longer to the type of
top-down political structures that have harmed so profoundly life on earth. With
no doubt, BIPS imply a network comprehension of living systems’ relations and
interactions, which entails bio-ethical ways for organizing social systems.

In addition, less antropocentric ways of organizing and structuring our human
social systems will positively influence the way we exploit Gaia, evolving towards
more dynamic equilibriums between human social systems, natural social systems
and artificial systems. The road, however, is not yet paved. We still have to gain
more knowledge about the complex computational dynamics of live, social systems
and artificial life. Finding this type of adaptive balance is, with no doubt, the greatest
challenge ever faced in human history [53]. Bio-inspired political systems are the
only way in which, if political systems continue to exist, a political system can
harness the increasing complexity of the interactions in our world.

Figure 97.7 conjugates the mentioned backgrounds with the implications of Bio-
inspired political systems.
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Fig. 97.7 Backgrounds and implications

97.6 Concluding Remarks

We stated that bio-inspired models for political systems mean materializing com-
plexity. Agent-based modeling and simulation helps gaining comprehension about
the systems modeled and testing decisions before implementing them. Metaheuris-
tics are useful for problem-solving and exploring spaces of solutions that lead to
solutions close to the optimal. And complex models for topologies permit gener-
ating congruence between the structure of political systems, the types of problems
they must solve and the complex systems upon which they decide.

The complexity of BIPS would provide them with more degrees of freedom than
classical political systems, for modifications to occur in their structures and dynam-
ics in accordance with the evolution of human social systems. Their adaptability,
based on the composition of the system and the types of relations between the nodes,
would give them the capacity of pacifically generating variations on every temporal
control parameter as the politéia synthesizes them.

This paper highlights the necessity of complexifying the means by which human
social systems organize (political systems), since there is still a vacuum in visual-
izing the profound political implications of standing in complexity for thinking the
political. For our case, political systems, imagining them in contexts of complexity
leads necessary to think about ruptures, discontinuity, decentralization, evolvabil-
ity, transformations and, of course, self-organization, which is really lacking in the
mainstream of the studies of the political. Indeed, most of the theorists of politics
that work in complexity and are interested in the study political systems are still the-
orizing in terms of voting dynamics, elections and governability. They assume that
complexity is not being constrained by classical institutionalization mechanisms
because human social systems present complex behaviors. They also assume that
political systems are already self-organized [54].
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Modeling and simulation added to metaheuristics plus complex topologies for
political regimes can help us transform current political systems towards more or-
ganic ones, coping with the complexity of human sociopolitical dynamics. But they
can also enlight us with an idea about the adjacent possible [55] of actual politi-
cal systems. Based on this, the need of a field for the study of bio-inspired models
for political systems is imperative. It is time for political science to underline the
phenomenon that sooner or later will lead us to pass by the social contract era.
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Chapter 98
The Family at the Center of Interdisciplinary
Research in Complex Systems: A Call for Future
Research Programs

Ana Teixeira de Melo and Madalena Alarcão

Abstract In this communication we explore different lines of inquiry holding the
family at the center of interdisciplinary research programs in complexity science
which aim not only to understand family dynamics with relevance for therapeutic
or developmental interventions but also to other fields of science. We define three
levels of research in family complexity. Assuming the family as a complex system as
the departure level we propose the exploration of two additional research directions,
one from the family down, into the dynamics of its microsystems and using them
as windows to understand the biopsiconeurological worlds, and one from the family
up, using it as a relevant sample of broader social complex system. We discuss
possible lines of inquiry for each level of family complexity science.

Keywords Complexity science · Family science · Family interventions · Family
complexity · Interdisciplinary research · Coordination dynamics

98.1 Introduction

Family science was soon informed by early systems sciences, particularly gen-
eral systems theory and cybernetics, and rapidly incorporated its core concepts and
metaphors. These influences gave an important impulse to the development of treat-
ment approaches to human problems in the context of family interventions.

But the field of family systems research has long stagnated. Through today’s
complex adaptive nonlinear systems lenses the early conceptualizations of family
functioning associated with main family therapy schools do not seem that complex
after all. Contrary to the movement initiated in close areas in psychology [7] only
with few exceptions (e.g. [6]) have family researchers and scholars kept up with sys-
tems’ development and used the new conceptual, methodological and mathematical

A.T. de Melo (B) ·M. Alarcão
Faculty of Psychology and Education Sciences, University of Coimbra, Coimbra, Portugal
e-mail: anamelopsi@gmail.com

M. Alarcão
e-mail: madalena.alarcao@uc.pt

T. Gilbert et al. (eds.), Proceedings of the European Conference on Complex Systems
2012, Springer Proceedings in Complexity, DOI 10.1007/978-3-319-00395-5_98,
© Springer International Publishing Switzerland 2013

813

mailto:anamelopsi@gmail.com
mailto:madalena.alarcao@uc.pt
http://dx.doi.org/10.1007/978-3-319-00395-5_98


814 A.T. de Melo and M. Alarcão

Fig. 98.1 The family and the
complex world: a privileged
domain to grasp complexity
in micro, meso, and macro
levels of complex living and
social systems

tools of complexity to improve knowledge on family development and adaptation
and to inform more effective interventions.

Understanding families as complex systems may contribute to the improvement
of both research and practice in the fields of human services and, particularly, fam-
ily interventions which are aimed at the promotion of the well-being and positive
development of families, their members and their communities, both locally and
globally.

A complexity approach can illuminate more effective and meaningful pathways
to understand family change processes, with special relevance for the field of family
interventions in general and for specialized areas such as the assessment of families
facing multiple problems or in child protection cases.

A lot can be gained from studying families, developing and testing interventions
under the scope of complexity sciences. On the other hand, exploring diverse lines of
interdisciplinary inquiry with a focus on the families as complex systems can open
avenues to deepen our knowledge of both the complex micro and macro human
worlds (see Fig. 98.1).

98.2 The Proposal: Levels and Lines of Inquiry for
Interdisciplinary Family Complexity Research

A Family Complexity Science may emerge from the integration of Family and Fam-
ily Intervention Sciences and Complexity Science (Fig. 98.2).

The former can pose relevant specific research questions informed by the accu-
mulated knowledge pertaining to family functioning, development and family in-
terventions. The latter can guide theory and research advances by lending its core
concepts and theories as well as its research paradigms and methods. Advances in
family complexity science may then foster the review, reconstruction and expansion
of both these fields separately and in different domains.

We propose there may be three main levels of research in family complexity
research: (a) level 1 focuses on the family as a special domain of multiple forms
of coordination and as a complex social system; (b) level 0 focuses the family and
its numerous microsystems as well as their coordination dynamics and (3) level 2
focuses the family and its relation to macro social systems such as community and
local networks or global society.

We next propose some lines of inquiry for each level of research.
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Fig. 98.2 Research integration in family complexity science

98.2.1 Level 1: The Family as a Complex System

This first line of research may contribute to ground Family Complexity Science in
real data avoiding, therefore, a misleading importation of concepts from Complexity
into Family Sciences. It aims at understanding the family in its complexity while
possible contributing to clarify complex properties in other systems and the potential
of Complexity to unravel, while unifying the mysteries of the social and natural
worlds. The following lines of inquiry can be pursuit at this level:

• Description and comprehension of the family as a complex social [2];
• Identification, description and comprehension of relevant coordination pairs

[11, 12] and their dynamics to understand family complexity;
• Exploration of properties of the families and family intervention systems as com-

plex systems (e.g. features of self-organization; identification of emergent phe-
nomena; self-similarity; type of dynamics) [4], including: (a) special groups of
families (e.g. families with and without identified pathologies; families with sim-
ple patient-focuses symptoms vs. families with multiple symptoms and prob-
lems), (b) particular conditions of internal (e.g different family transitions; loss of
family members; families with members with special needs; families with mem-
bers with psychopathology) and external perturbations (e.g. families exposed to
violence; families living in poverty), (c) different status in regard to interventions
(e.g. families which benefit from treatment from those who don’t; families in vol-
untary vs. mandatory treatments, etc.) and (d) different intervention settings (e.g.
clinic vs. community-based treatments);

• Identification, description and understanding of core coordination variables/func-
tional information (along with control parameters and boundary conditions) [12]
to understand family functioning, development and change during interventions
while attending to particular contexts; identification, description and explanation
of relevant states, description of state spaces, coordination patterns and pattern
dynamics associated with family positive development and adjustment as well as
change during interventions.

98.2.2 Level 0: The Family and Micro Complex Systems

This line of research can contribute to deepen our understanding of families as
emerging from the coordination of distinct elements, being them individuals (as
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wholes) or, at an even lower level of analysis, distinct neurobiological, emotional,
cognitive and discursive subs-systems which interact in complex ways. On the other
hand, this level of research can contribute with important insights to coordination
science. Proposed lines of inquiry include the investigation of:

• Synchronization, interpersonal coordination (neurobiological, motor, emotional,
behavioral, cognitive and discursive) [5, 13] and inter-brain coordination [3] be-
tween family members and between families and therapists [14] and their relation
to family development, adaptation and change as well as intervention process and
outcomes; coordination of individual and family change; neurobiological corre-
lates and markers of coordination [12, 16];

• Intra-individual neurobiological coordination, self-organization and development
[11] in relation to the quality and dynamics of the family context as possible
control parameters and source of perturbation; constrains and opportunities for
individual development in relation to family functioning, development and family
coordination;

• Exploration of complementary pairs [12] of family dynamics (e.g. segregation–
integration; competition–cooperation; opportunities–risks, stability–change) in
relation to individual and family development, adaptation, change and interven-
tion processes and outcomes;

• Coordination dynamics and coupling processes between families, profession-
als/trainees and trainers/supervisors in the context of family interventions during
and after training programs in family interventions; learning, change and multi-
level coupling processes.

98.2.3 Level 2: The Family and Macro Complex Systems

In this level of analysis the family is considered as window into the broader social
complex human world inspected by fields such as sociology, economics, politics.
Exploration of relevant issues for macro social systems can probably be performed
with an exploratory focus on family processes. Some proposed lines of inquiry com-
prehend the exploration of the following:

• Evolutionary role of family processes and relation of within and between family
dynamics with (positive) community and societal development [1, 10];

• Negotiation of individual vs. family goals, resolution of interpersonal dilemmas
and decision-making processes in a family context: implications for larger groups
and social interventions [1, 9, 15];

• Exploration of self-similarity and fractal-like phenomena or structures [4] in fam-
ily and family intervention systems;

• Emergence, structure and dynamics of family support networks (informal and
professional) and broader social contexts [17] in face of internal and external
perturbations;
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• Emergence, structure and dynamics [17] of complex multi-professionals/ inter-
ventions networks and local networks in “difficult cases” (e.g. families with mul-
tiple problems; poverty; child protection cases): relation to intervention process
and outcomes and implications for interventions and policy;

• Informational regulation, decision-making and social influence processes in
multi-professional networks in high pressure contexts

Different research methods and tools can be recruited, such as the diverse tech-
niques integrated by the Sociology and Complexity Science Toolkit [2] (neural net-
working, social network analysis, grounded theory, cluster analysis). Also, a com-
bination of real data and simulated data (agent-based modelling) can be well suited
for these studies [8]. Through family intervention research studies changes in rel-
evant parameters can be more easily experimented and their relation to collective
variables tested than in larger groups. This kind of research could later inform ex-
periments on larger systems which, on their turn, may help family sciences to move
forward.

98.3 Conclusion

We propose the creation of interdisciplinary and cross-disciplinary family research
centers under the scope of complexity in order to take advantage of the enormous
potential of family-centered research to improve our knowledge of complex systems
while using complexity theories and research tools to develop, apply and test new
knowledge to promote family positive development and adaptation.

Researchers from diverse fields can participate in rich spaces of debate in family
research centers looking for common variables, contexts and processes as studied in
psychological, social, physical-chemical and neurobiological sciences and explor-
ing new areas of research. In this context, complexity tools can not only be applied
but also challenged for further developments calling fields as mathematics, physics,
engineering and computer sciences to refine old methods and develop new ones for
the exploration of the complex human world. We hope this communication can stim-
ulate the approximation of family and complexity sciences and the development of
an interdisciplinary space for family complexity science.
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Chapter 99
Face-to-Face Discussions: Networking
or Opinions Exchange?

Simone Righi and Timoteo Carletti

Abstract We use recent results of Cattuto et al. (PLoS ONE, 5(7):e11596, 2010)
on face-to-face contact durations to try to answer the question: why do people en-
gage in face-to-face discussions? In particular we focus on behavior of scientists
in academic conferences. We show evidence that macroscopic measured data are
compatible with two different micro-founded models of social interaction. We find
that the first model, in which discussions are performed with the aim of introducing
oneself (networking), explains the data when the group exhibits few well reputed
scientists. On the contrary, when the reputation hierarchy is not strong, a model
where agents’ encounters are aimed at exchanging opinions explains the data better.

Keywords Face-to-face discussion · Opinion dynamics · Social interactions

Mathematical physics is today a well accepted framework where model and
study social phenomena. After an initial phase relying mostly on qualitative mod-
els [5, 8, 13], scientists begun to obtain quantitative results [1, 6, 7, 12], mainly
using quite abstract models able to capture universal patterns in human behavior
without carefully adding complicating details that could blind a complete under-
standing of the relationships between the assumptions done and the outcomes ob-
served.

Thanks to the advancements in technology a new phase recently started, where
researchers have access to fine measurements about real world interactions. The
huge amount of data (internet based applications, mobile network [2, 3, 9–11], face-
to-face interactions [4]) is however often associated with a lack of a mathematical
foundation of the emergent properties observed. Moreover not everything can be
measured; understand why do people “internally” act in such a way as to determine
the measured global properties, would necessitate a hierarchical model, whose levels

S. Righi (B) · T. Carletti
Department of Economics, CRED and naXys, University of Namur (FUNDP), 8 Rempart
de la Vierge, 5000 Namur, Belgium
e-mail: simone.righi@fundp.ac.be

T. Carletti
e-mail: timoteo.carletti@fundp.ac.be

T. Gilbert et al. (eds.), Proceedings of the European Conference on Complex Systems
2012, Springer Proceedings in Complexity, DOI 10.1007/978-3-319-00395-5_99,
© Springer International Publishing Switzerland 2013

819

mailto:simone.righi@fundp.ac.be
mailto:timoteo.carletti@fundp.ac.be
http://dx.doi.org/10.1007/978-3-319-00395-5_99


820 S. Righi and T. Carletti

will range from the “brain level”, through the “individual level” to eventually arrive
to the “group level”. The complexity of such model would be too important to allow
any useful analysis.

In the present paper we make a step forward and “measure the unmeasurable” us-
ing such kind of data. More precisely, we use recent results of face-to-face contact
durations (see for instance [4]) to try to answer the question: why do people engage
face-to-face discussions? While the present paper focus on interactions among sci-
entists in conferences and workshops, cases to which data from [4] referred to, our
setup is flexible enough to be applied to other situations and datasets.

Starting from a simple microscopic model we show evidence that macroscopic
measured data, notably supra linear growth of total discussion time with respect
to the agent connectivity, are compatible with two different scenarios based on the
group structure. These can be summarized in two micro-founded models of social
interaction. In the first one, we assume discussions among the agents to be per-
formed about a neutral topic and thus the opinions exchanges do not influence the
discussion times nor the selection of the partner, i.e. the goal of the discussions is
to introduce himself to the partner (networking). On the other hand, in the second
model we assume that agents’ encounters are aimed to find a compromise on a sub-
ject of discussion and thus there could be an opinion update as consequence of the
encounters.

We also assume that, in both models, each agent is characterized by a publicly
known and accepted level of reputation and that agents aim to engage discussions
with highly reputed peers. In the case of a scientific meeting this could be the h-
factor of the individuals.

We find that when the group exhibits clearly identified well reputed people, then
the outcomes of our model are consistent with the assumption that discussions are
engaged mainly to share time with the most reputed person, namely agents perform
networking actions, i.e. the first scenario does apply. On the other hand, when the
reputation hierarchy is not strong, our findings are consistent with the hypothesis
that people’s discussions are finalized to opinions exchange, namely the second sce-
nario holds.

We are aware that our models are very simple ones and that more variables could
affect the discussion times among agents. However, as already stated, our goal is to
reduce as much as possible the number of free parameters and thus, for instance,
associate possible causes of long/short discussions to the experimental data.

The homogeneity assumption of the agent behavior, is also a strong one, thus in
a second part of the paper we will relax this hypothesis by allowing the group to be
composed by agents aimed at exchanging opinions and also agents doing network-
ing. We will be thus interested in studying the robustness of our results as a fraction
of the relative fraction of agents.

The paper is organized as follows. Section 99.1 will present the two main models,
while Sect. 99.2 is aimed at reporting some numerical results. Finally Sect. 99.3 will
contain the results of the non homogeneous model.
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99.1 The Models

99.1.1 Networking (Model A)

To test the hypothesis that agents could be motivated, in their interactions, by the
simple willingness to do networking, defined as introducing oneself and spending
time to exchange personal informations with the more reputed persons, without
the need of exchange valuable opinion, we introduce the following model (hereby
named Model A).

Consider a closed group of N fixed agents, where social interactions last for
discretized blocks of τ seconds; in the following we chose a value of τ = 20 sec-
onds to obtain simulations with the same time resolution of the experimental data
from Barrat et al. [4]. As already stated each agent i is characterized by a level of
reputation hi , hereby defined by a positive real number distributed according to a
power law distribution 1

hγh
, where γh is a parameter of the model. As the dynamics

unfolds, free agents1 search for a partner to initiate a discussion. Our working as-
sumption is that agents have a preference to engage in discussions with peers with
high reputation, that is a publicly known value. Indeed, the probability of selecting
an agent as partner is proportional to his reputation, properly renormalized. Namely
the probability to select agent j is proportional to hj/

∑N
k=1 hk .

When a free agent meets another currently idle agent, the couple engages in a
discussion for a time �t , extracted from the power law distribution 1

(�t)γ
, where

the parameter γ has been fixed to the value 1.5 that can be extracted from the ex-
perimental data of Barrat et al. [4]. However, the partner selection rule does not
guarantee that each attempt will be successful, i.e. the wanted partner may not be
free at that time, in this case the first agent needs to wait for �tw seconds before
trying to initiate another conversation. The idea is to mimic the fact that an agent
lose some time after an unfruitful approach by looking around or just taking a cup of
coffee. We assume the distribution of the waiting times to be again a power law [14],

1
(�tw)γw

. We assume moreover that the exponent γw varies for each agent and it is

influenced by the degree of success of past interactions, more precisely γw = 1+xi ,
where xi indicates the degree of frustration incurred, by the i-th agent that promotes
the conversation, as a consequence of past interactions:

xi = Number of successful interactions of the i-th agent

Total number of interactions attempted by the i-th agent
. (99.1)

The rationale of this assumption being the fact that an agent with many successful
interactions will be more motivated to wait shorter times between one attempt and
the next one than a peer with an history of many failed attempts. Our assumption is
that the latter will have a higher probability to wait longer than the former before
finding the “courage” of trying to approach someone else.

1An agent engaged in a discussion will be defined to be occupied, while an agent waiting for an
available partner or proposing a conversation will be defined to be free.
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99.1.2 Opinion Exchange (Model B)

The alternative hypothesis is that scientists interact, in the context of scientific con-
ferences, in order to exchange opinions, for instance to try to convince their peers of
some idea. In order to test this conjecture, we slightly modify the previous model by
introducing the opinion exchange in the form proposed by [6] (this second model is
hereby named Model B). The main novelty of this second setup is that all agents are
also endowed with an opinion (Oi)1≤i≤N , initially uniformly distributed in the inter-
val [0,1], and that this opinion has a feedback on the dynamics of the model. More
precisely we assume that the distribution of the interaction times, 1

(�t)γ
, depends

on the opinions difference among the two interacting agents: γ = 1.5+ |Oi −Oj |.
The rationale being that the more affine the agents are, the higher is the probability
their conversation will last longer: having similar opinions, the two agents can build
a common ground and continue longer the discussion.

In line with [6], the social interaction can produce an opinions update if the agents
are not too far in the opinion space, more precisely once agents i and j meet if
|Oi −Oj | ≤ σ , being σ ∈ (0,1) a proxy for the openness of mind, their opinions
will tend to converge:

Ot+�ti =Oti +μ(�t)(Otj −Oti ) (99.2)

Ot+�tj =Otj +μ(�t)(Oti −Otj ). (99.3)

We assumed that the convergence parameter, μ, depends on the duration of the
discussion:

μ(�t)= 1

2
tanh(β�t), (99.4)

this results in a effectiveness of the conversation: the longer lasts the interaction,
i.e. the greater �t , the stronger will be the convergence of the opinions to their
average. This choice is made to mimic the fact that during a long conversation one
has comparatively more chances of changing idea, or to convince the partner, than
during a short chat.

99.2 The Results

We simulate both models for a time duration of T = 12 hours, once again to compare
our results with [4]. At the end of the simulations, each agent is characterized by the
number of distinct contacts he had, that can be called the degree ki of the interaction
network, and by the total discussion time he had, namely the strength si . The latter
relates to the total discussion time,wij (weight), agents i and j had, by si =∑′

wij ,
being the sum restricted to agents j that had at least a contact with i.

In this preliminary work we focused on the relationship between the degree k
and the average node strength 〈s(k)〉 as a function of the degree:

〈
s(k)

〉=
∑
i:ki=k si
Nk

, (99.5)

where Nk denotes the total number of agents with degree k.
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Fig. 99.1 Average strength versus degree and weight distribution (Model A). On the left panel, the
log-log plot of the average strength for a generic simulation with: N = 575 and γh = 3.0, together
with a best linear fit (lighter line), the black line denotes the linear growth. On the right panel, the
probability distribution function of agents weights for the same simulation

Table 99.1 Super-linear
growth of the average
strength vs the degree :
〈s(k)〉 ∼ kρ , for different
values of γh for Model A and
Model B

ρ Model A (Networking) Model B (Opinion exchange)

γh = 3 ∼ 1.8 ∼ 1.6

γh = 1.1 ∼ 1.6 ∼ 1.8

As it can be observed from Fig. 99.1 a generic simulation of our model generates
a pretty well defined super-linear relationship between the degree and the average
strength. The data extracted from Barrat et al. [4] show that the relationship between
the degree and the average node strength is given by 〈s(k)〉 ∼ k1.73. We are able to
tune the model parameters, in particular γh responsible for the group organization, in
order to obtain results which are significantly close to those obtained experimentally.
Moreover the matching between the fit on empirical data and the synthetic ones
obtained via our models, allows us to gain insights into which kind of activity is
dominant in a certain dataset.

Both models are, in principle, capable of generating outcomes similar to the ex-
perimental ones; however our aim is to give a social interpretation to the parameters
values, allowing us to unravel the mechanism at play : which is the social force,
networking or opinion exchange, responsible for the measured observables, average
strength? In particular we are interested in studying different scale free distributions
of agents reputation. We observe that, in a group where agents with very high rep-
utation are present, people tend to do networking, in fact the Model A generates a
slope much closer to the experimental one than the Model B. On the contrary when
the group of interacting agents is constituted mainly by equally reputed agents, the
Model B seems to fit better the experimental data. These results are summarized in
Table 99.1, for a given set of parameters values.
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99.3 Extension: Mixed Population Hypothesis

In the analyses performed in the previous section we showed that it is possible to
fit the data observed by [4] with two different models. Both are based on the as-
sumption that each member of the observed population share the same objective
(networking or opinion exchange).

It could be argued that, in reality, not every participant to a conference has the
same objective. Some people may be willing to share and possibly change opinions,
while others may just want to do networking.

In order to make our model more realistic we now relax the homogeneity as-
sumption of group’s objective, allowing for a mixed population, where pN agents
are willing to discuss while (1−p)N agents do networking. The similar structure of
Models A and B makes the task of merging them relatively straightforward. When
two agents of the same type are selected to initiate an interaction we can simply
assume that the same rules outlined in Sect. 99.1, for the homogenous population
case, apply. The only complication comes when two agents of different types meet.
In this case there are two conflicting rules for the extraction of the interaction time.
To solve this problem we observe that a conversation can last only as long as both
the participants are willing to pursue it. Thus, we assume that each of the agents
extracts an interaction time corresponding to his own rule of behavior (a networker
as in model A and an opinion exchanger as in model B) and the actual length of the
conversation is the shortest of the two. Moreover, the agent interested in exchang-
ing opinions, may change his own idea while the agent only interested in knowing
someone more important will keep the same opinion as before.

With this unified modeling setup, we are able to study the effect of the popula-
tion’ composition on the relationship between agents’ connectivity and the average
strength of their interactions, 〈s(k)〉 ∼ kρ . In Fig. 99.2 we show the dependence of
the exponent ρ on the fraction, p, of agents interested into discussing, for different
values of the parameters γ , γh and γw .

One can immediately observe that the distribution of h-indexes in the popula-
tion (driven by γh) does not have a large influence on ρ. Moreover, from the data
one can also deduce that p should be large enough, i.e. larger than 0.4, to have
an appreciable influence on the value of ρ, for instance to make it to decrease. Fi-
nally, this trend is stronger the larger is γw (i.e. the less likely is for an agent to
wait for long times). We propose the following explanation for this phenomenon.
When γw is small, agents are more likely to wait for longer amounts of time after
a failed interaction and thus they can be considered available once a second free
agent tries to contact them. Whenever a large amount of persons are not engaged in
conversations, there is an higher probability to have positive interactions (and thus
less “frustration”). The consequence is that the presence of a significative number
of opinion exchangers increases the length of interactions between them thus lead-
ing to lower ρ. When γw increases the coefficient ρ decreases even more because
the effect of the introduction of opinion exchanges on their relative interactions is
stronger.
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Fig. 99.2 Dependence of ρ on p, where 〈s(k)〉 ∼ kρ and p is the fraction of agents aiming
at exchanging opinion. On the left panel, we report numerical results for the set of parameters:
N = 575, γ = 2, γw = 2 and γh = {1.5,3.0}, while on the right panel: N = 575, γ = 2, γw = 3
and γh = {1.5,3.0}

99.4 Conclusions

In this paper we presented and studied a simple Agent Based Model, grounded on
experimental data, with the aim of reproducing some macroscopic measured fea-
tures, for instance the super linear growth of the total discussion times as a function
of the number of distinct contacts agents had. Moreover we are able to provide a so-
ciological interpretation of the parameters values allowing us to make a distinction
between the case where individuals engage discussions with a networking goal, with
respect to the case where individuals meet to exchange opinions and try to convince
their partners to modify prior beliefs.

The model is constructed upon quite simple social interaction rules and strongly
use some experimentally measured data, notably the distribution of contact times.
The model is voluntarily simple, relying on few parameters, whose role can be com-
pletely understood. This choice allows us to provide a clear social interpretation of
the latter.

We agree that the model could be improved by allowing several discussion top-
ics, while in the present form only one subject is at play. This modification could
be easily introduced in a forthcoming paper, however we stress that even under the
proposed very simple scenario, the model is able to reproduce some real features
according to the social structure of the group. We believe that this fact can be as-
cribed to the use of measured data that contain important hidden informations about
the individuals and their actions, that otherwise could be very difficulty modeled
and/or need the introduction of several unknown parameters. For instance, in the
reality agents are not homogeneous and each one has his own “discussion strategy”
or his own “use of time strategy” that are very difficult to evaluate; however this
information is captured by the distribution of contacts times and thus we avoid the
introduction of a complicated modeling for each agent.
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We believe that such strategy, where models are built using simple social rules
together with experimental data, could be very fruitful in the future to gain new
insights into social dynamics.
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Chapter 100
Evolution of Fairness and Conditional
Cooperation in Public Goods Dilemmas

Sven Van Segbroeck, Jorge M. Pacheco, Tom Lenaerts,
and Francisco C. Santos

Abstract Cooperation prevails in many collective endeavours. To ensure that co-
operators are not exploited by free riders, mechanisms need to be put into place to
protect them. Direct reciprocity, one of these mechanisms, relies on the facts that
individuals often interact more than once, and that they are capable of retaliating
when exploited. Yet in groups, strategies targeting retaliation against specific group
members may be unfeasible, because individuals may not be able to identify clearly
who contributed and who did not. Still, they may assess what constitutes a fair in-
come from a collective endeavour. We discuss here how conditional cooperation in
group interactions emerges naturally and how natural selection leads populations to
evolve towards a specific level of fairness (Van Segbroeck et al., Phys. Rev. Lett.,
108:158104, 2012), contingent on the nature and size of the collective dilemma
faced by individuals.

Keywords Reciprocity · N -Player games · Repeated games · Fairness ·
Evolutionary game theory

Darwinian evolution dictates that cooperation, which is the act of helping someone
at a personal cost, is not evolutionary viable as a behavioral strategy since others
may profit directly from this act and are not required to behave in the same way.
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Yet, cooperation is prevalent at all biological levels and has been identified as an
essential complexity inducing mechanism in different contexts. In light of this para-
dox, theoretical biologists have postulated a number of mechanisms that explain
the evolution of cooperation in the competitive world defined by Darwin’s natural
selection [1].

One of the most prominent mechanisms is Robert Trivers’ direct reciprocity [2],
which became famous through the invention, by Anatol Rapaport, of the tit-for-
tat strategy within the game theoretical tournaments setup by Robert Axelrod [3].
Direct reciprocity states that two players in a strategic interaction may prefer to
cooperate if there is a high chance that they meet again, capturing the essence of
“If you scratch my back, I will scratch yours”. Trivers showed mathematically for
pairs of players that if the probability of interacting again (w) is higher than the
cost-to-benefit ratio of the game (w > c/b), then mutual cooperation would evolve.

Given that a lot of strategic situations involve more than two players, as for in-
stance in Social Welfare or Climate Change related problems, one can wonder how
these results extend to those situations. In that context, tit-for-tat can no longer be
used as a direct retaliation strategy by each player since it is no longer obvious
against whom to retaliate. In addition, retaliating blindly may send the wrong sig-
nal to the other participants, triggering them to defect in turn. In [4] we examined
whether there exists a strategy like tit-for-tat that leads to cooperation in groups,
providing at the same time a mechanism to respond towards good or bad “group
behavior”? One solution could be to decide to cooperate if a sufficient number of
members cooperated in the previous round, as is the case in the two-player situation.
Yet, how many players should cooperate before one decides to do the same? In other
words, what is acceptable, or even, fair?

To answer these questions we analyzed an evolutionary model (for both infinite
and finite populations) in which N individuals interact in the context of a public
goods dilemma, the (repeated) N -persons prisoner’s dilemma (NPD) [1, 5]. In this
game all players have the chance to contribute an amount c to the public good.
The sum of the effective contributions is then multiplied by a factor F and this
result is then shared equally among all the N group members, irrespective of their
contribution. This entire process repeats itself with a probability w, resulting in an
average number of 〈r〉 = (1−w)−1 rounds per group. The outcome of the game may
differ from round to round, as individuals can base their decision to contribute on
the result of the previous round. We distinguishedN different types of reciprocators,
encoded in terms of the strategies RM(M ∈ {1, . . .,N}), where RM players always
contribute in the first round and subsequently contribute to the public good in the
next round only if at leastM players did the same in the previous round. In addition
to these N different reciprocator types, we also included the strategy always defect
(AD) to account for unconditional defectors.

In infinitely large populations, using a replicator equation [6] to describe the evo-
lutionary dynamics between a particular reciprocator type RM and AD, our results
identify that (when F <N ) cooperation may be enforced by the reciprocators when
a sufficient fraction, called the coordination equilibrium xL, of these reciprocators
is present. When the number of individuals belonging to the type RM is lower than
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Fig. 100.1 The stationary
distributions (prevalence in
time of each strategy) for
different values of the
multiplication factor
F(w = 0.9,N = 5,Z = 100,
C = 1). This figure was
reproduced from [4]

this threshold xL, RM players are unsuccessful against the AD players since they
receive insufficient benefits from cooperating always in the first round. Yet, even
when the number of RM individuals is higher than xL, they will not take over the
entire population. There is always a fraction of AD players remaining, defining a
coexistence equilibrium xR . Not only do the values of these two equilibria depend
on the probability of repeating the game, they are also different for each value ofM :
the bigger M , i.e. the more group members are required to contribute to the public
good, the less often the game needs to be repeated for cooperation to become viable
in the population. Still for an insufficient number of repetitions, AD will dominate
the population. In general, we show [4] how the presence of conditional cooperators
transforms the nature of the dilemma from defection dominance, towards N -person
coordination games [7, 8].

This first analysis only takes into account the selection dynamics between two
types of players, i.e. a single type of reciprocators RM and AD. There may be an
evolutionary preference for a particular value M . As such, one needs to explore
the viability of all the strategies together. Moreover, as populations are finite, cer-
tain stochastic effects influence the evolutionary equilibrium obtained in this game.
Consequently, we examined analytically a stochastic, finite population analogue of
the deterministic evolutionary dynamics defined above, in which strategies evolve
according to a mutation-selection process defined in discrete time. We assumed fur-
thermore a limit in which mutations are rare, allowing us to compute the stationary
distributions of the six different strategies. We could also show through numerical
simulations that our results hold for a wider interval of mutation regimes.

As shown in Fig. 100.1, there is a specific concept of fairness, associated with
an aspiration level M∗, whose corresponding strategy is most favored by evolution
for a given value of F , being most prevalent among all strategies. Moreover, several
values of M , corresponding to more stringent requirements in terms of the number
of contributions (M >M∗), may coexist in the population. Their abundance is de-
termined by the harshness of the dilemma, which is in the NPD defined by the value
of the multiplication factor F : As F decreases, the fractions of the other reciproca-
tors decreases in favor of RM and AD, until at a certain point when the currentM is
no longer viable and more stringent conditions (higher M) are required to enforce
cooperation.
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This evolutionary dynamics becomes clearer when one considers the different
evolutionary flows among strategies. By adhering to conditional reciprocation to-
wards groups, individuals find a way towards widespread cooperation. Yet, if by
chance, the population ends up adopting less demanding conditions (low M), then
defection may prosper again, as it increases the temptation for this behavior to
spread. Hence, stochastic effects may lead to cyclic behaviors corresponding to the
oscillations between cooperation and defection akin to those observed both in nature
and human history.

In summary, we have shown in [4] that even in repeated group interactions co-
operation triggered by reciprocal strategies becomes viable when the probability of
repeating the game is sufficiently high. Besides, this probability is dependent on
what individuals perceive as a fair collective effort M that defines each reciprocal
strategy. Furthermore, we show that this process leads to the emergence particular
levels of fairness, which depend on the dilemma at stake.
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Chapter 101
Patterns in the Occupational Mobility Network
of the Higher Education Graduates.
Comparative Study in 12 EU Countries

Eliza-Olivia Lungu, Ana-Maria Zamfir, and Cristina Mocanu

Abstract The article investigates the properties of the occupational mobility net-
work (OMN) in 12 EU countries. Using REFLEX database we construct for each
country an empirical OMN that reflects the job movements of the university grad-
uates, during the first five years after graduation (1999–2005). The nodes are rep-
resented by the occupations coded at 3 digits according to ISCO-88 and the links
are weighted with the number of graduates switching from one occupation to an-
other. We construct the networks as weighted and directed. This comparative study
allows us to see what are the common patterns in the OMN over different EU labor
markets.

Keywords Occupational mobility network · Social network · Econophysics

101.1 Introduction

Job mobility represents an important characteristic of the first years after collage
graduation, as the rate of job change declines with age and experience [1]. Accord-
ing to human capital theory, youth inexperience lowers the cost of occupational
mobility. This period is called the shopping and thrashing stage and is characterized
by exploration and testing of the labour market.

Empirical evidences suggest that matching takes place at occupational level as
information obtained by individuals working in a job is used to predict the quality
of the match at other jobs within the same occupation. Thus, those working their
first job are more likely to leave the current job than those working their second,
third etc. job in the same occupation.
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Investigations on wage formation showed that there are occupation-specific skills
that are transferable across employers. This means that when a worker switches the
employer or the sector, he or she loses less human capital than when changing occu-
pation [2]. Higher loss of human capital represents higher costs for mobile workers.
However, some occupations are linked to each other due to the transferability of
skills. Such occupations in which skills and experience can be partially or fully
transferred form career paths.

By representing the career switches in terms of networks (occupations→ nodes,
people changing jobs→ links) we have first a visual representation of the job mobil-
ity and secondly access to all the methods developed lately by the complex network
community to better understand this social and economic phenomena.

101.2 Data

The empirical occupational mobility network (OMN) is build using REFLEX
database (The Flexible Professional in the Knowledge Society New Demands on
Higher Education in Europe). The database contains information regarding the
employment history of ISCED5 graduates from fifteen countries (Austria, Bel-
gium/Flanders, Czech Republic, Estonia, Finland, France, Germany, Italy, Japan,
the Netherlands, Norway, Portugal, Spain, Switzerland and UK). For each country
it was drawn a representative sample of individuals which graduated in the academic
year 1999/2000, while the data collection took place in 2005.

We restricted our study to EU countries for which we have data regarding the
occupations at 3 digits of the higher education graduates (we excluded Japan, Spain
and Switzerland). We employ the records about their career mobility to built for
each EU country, an occupational mobility network (OMN) that covers their job
shifts in the considered period. The generation under study shows a high mobility,
59 % of them changing their job in the considered time period at least once, while
30 % changed it just once.

101.3 Occupational Mobility Network

The first step of the analysis is to generate the occupational mobility network for
each country, from the transition matrix between the first and the current job after
graduation. We construct the networks as directed and weighted. The nodes rep-
resent the occupations coded at 3 digits according to ISCO-881 and the links are
weighted with the number of persons moving from one occupation to another. The

1The International Standard Classification of Occupations (ISCO-88) can be consulted at the In-
ternational Labour Office web page http://laborsta.ilo.org/applv8/data/isco88e.html (Accessed on
October 5, 2012).

http://laborsta.ilo.org/applv8/data/isco88e.html
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Fig. 101.1 OMN of Belgium. The thickness of the links is proportional to their weights and the
color of the nodes reflects their in-strength (light green—isolated node, dark green—highly con-
nected node). The labels of the vertexes represent the occupational codes according to ISCO-88

occupation change is defined as a modification in the occupational code at 3 digits of
a graduate between the two time moments (first job and current job). We represent
as self-loops the job switches in the same occupation.

As an example, the occupational mobility network of Belgium is plotted in
Fig. 101.1. The vertexes are labeled with the occupational codes and their color
reflects the node in-strength (light green—isolated node, dark green—highly con-
nected node). The in-strength is calculated at the total weight of the links that point
directly to a node i and it is interpreted as the number of individuals that an occu-
pation i attracted in the considered time span. In the case of Belgium, the node with
highest in-strength centrality is 241—Business professionals.

Further we calculate preliminary node specific statistics: node degree (total, in-
degree and out-degree), node strength (total, in-strength and out-strength) and ag-
gregated network statistics: network density, percentage of self-loops and the size
of the giant component (see Table 101.1).

The degree of a node i is the number of links connected with it. In the case of
directed networks, there are also defined in-degree, the number of links that point to
node i and out-degree, the number of links that leave from node i. In this context, the
in-degree of a node (occupation) i is interpreted as the total number of occupations
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from which it can attract people and the out-degree as the number of occupations
where the labour force can switch from node i.

For the majority of the countries the occupation that attracts labour force from
the highest number of occupations is 241—Business professionals. In the case of
out-degree, the highest value is encounter for 343—Administrative associate pro-
fessionals. In terms of transferable skills theory, it implies that both occupations use
such skills in a high extend.

The node strength (total, in-strength, out-strength) is calculated in the same man-
ner as the node degree, only that this time we sum the weights of the direct neigh-
bors of a node i. As in the case of in-degree, the node with the highest in-strength is
241—Business professionals, in most of the countries.

The network density quantifies the proportion of actual links with respect to the
all possible ones. The occupational mobility network is sparse in all the countries,
having a low network density (see Table 101.1). Our result confirms the importance
of education in labour market allocation, as higher education graduates reach just
some of the occupations, especially those requiring higher qualifications.

We also noticed a correlation between EPL (Employment Protection Legislation)
and network’s density, in the sense that the more flexible is the national labour mar-
ket the more diverse is the occupational mobility of the collage graduates.

101.3.1 Community Structure

Communities are blocks of nodes that present dense connections within them and
sparse ones with the other communities. In the context of OMN, we interpret a
network community as group of occupations that actively exchange labour force
between them, thus share a common set of required skills.

For this analysis we consider the OMN as binary and undirected and apply mod-
ularity optimization method. Th basic idea of the algorithm is to maximize the mod-
ularity function Q, defined as the difference between the fraction of edges within
communities and expected fraction of edges in a random network.

We estimate the community structure for each country and after that we over-
lap them in order to see the common patterns. On average we found 5, 6 distinct
communities in each country.

We calculate an index of similarity between the occupations community structure
along the EU countries. The more countries in which two occupations share the
same community, the higher is the value of the index. We plot the results in a heap
map that has on the axis the occupation codes at 3 digits according to ISCO-88
and in each square the value of the similarity index (Fig. 101.2). The redder is the
cell, then in more countries two occupations share the same community. A dark
blue cell means that two occupations do not share the same community in all the
countries while a dark red one means that they share the same community in all
the countries. So, the blue lines represent isolated occupations (nodes) over all the
countries. We can noticed the red patterns are concentrated in the first half of the
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Fig. 101.2 Heap map of the similarity index between occupational communities in EU countries
(0—isolated occupation in all the countries and 2—connected occupation in all the countries)

ISCO-88 classification, which makes sense because here are the occupations that
requires a bachelor degree. We also notice that the occupations from this area are
less connected with the rest of the network.

101.3.2 3-Node Network Motifs & Anti-motifs

The concept of network motifs had been introduced by R. Milo and his collabora-
tors to denote ”patterns interconnections occuring in complex networks at numbers
that are significantly higher than those in randomized networks” [3]. For this study
we are interested in the identification of the statistically significant three-nodes con-
nected motifs (Fig. 101.3). For detecting them we employ Onnela’s algorithm and
compute the motif intensity I (g) of a subgraph g with links lg :

I (g)=
( ∏

(ij)∈lg
wij

) 1
|lg |

(101.1)

where |lg| is the number of links in subgraph g. The total intensity IM of a three-
nodes motif is calculated as the sum of the its subgraph intensities Ig . We preferred
this method because we can take into account the weights.
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Fig. 101.3 All types of 3-node network motifs

Table 101.2 Motif fingerprint by country (1—motif, 0—absent and −1—anti-motif)

Country M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13

Italy −1 −1 −1 1 0 0 0 0 0 0 0 0 1

France −1 −1 −1 0 −1 0 −1 0 0 0 0 1 0

Austria −1 −1 −1 0 −1 −1 −1 0 0 0 0 0 1

Germany −1 −1 −1 1 0 0 0 0 1 0 0 1 0

Netherlands 0 −1 −1 1 0 0 0 0 0 0 0 1 1

UK 0 0 −1 0 0 0 0 0 0 0 0 0 1

Finland 0 −1 −1 0 0 0 0 1 0 0 0 1 1

Norway 0 0 0 1 0 0 0 0 0 0 0 1 0

Czech Republic 0 −1 −1 −1 −1 0 −1 0 0 0 0 1 1

Portugal 0 −1 −1 0 0 0 0 0 0 0 0 1 0

Belgium −1 −1 −1 0 0 0 0 1 0 0 0 1 1

Estonia 0 0 −1 0 0 0 0 0 0 0 0 1 0

Further, we calculate the motif intensity score in order to test their statistical
significance.

z̃M = IM − 〈iM 〉
(〈i2M 〉 − 〈iM 〉2)1/2

(101.2)

where iM is the total intensity of motif M in the reference networks. The null-model
network is constructed as an ensemble of random networks generated by reshuffling
the empirical weights [4].

Table 101.2 summarizes the statistically significant motifs, by country. We also
include in the table the motifs that are under represented in the OMN, as anti-motifs.
We notice that M3 is poorly represented in all the countries, beside Norway, which
means that there are not occupations from where the labour force just moves away.
Rather, we could say that it is more a reciprocal exchange between occupations
(M12, M13).
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101.4 Conclusions

We investigate patterns of occupational mobility by employing a network based ap-
proach in which the nodes are occupations are 3 digits and the links are weighted
with the flows of individuals moving from one occupation to another. Such an ap-
proach helps us to better visualize paths of mobility and calculate network indicators
in order to understand models of connectivity between different occupations.
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Chapter 102
Modeling Urban Patterns Across Geographical
Scales by a Fractal Diffusion-Aggregation
Approach

Roberto Murcio and Suemi Rodríguez-Romo

Abstract An integral urban growth model is introduced. We developed this model
to capture the different spatial morphologies and urban dynamics observed when
more than one city are interacting on a specific region creating large metropolitan ar-
eas at different geographical scales. For small scales (1:1500000) our model is based
on two well-known fractal growth processes, diffusion and percolation, in order to
represent two of the main urban growth drivers: people migration and economics of
agglomeration respectively. Morphology at large scales (1:50000) is derived from
a Self-Organized Criticality (SOC) model, adapted to urban interactions to explore
the possible relations between “avalanches” and city redensification processes.

102.1 Assumptions for the Model

The approach presented here is based on three previously reported urban models:

• Colored diffusion-limited aggregation for urban migration [1],
• Modeling large Mexican urban metropolitan areas by a Vicsek-Szalay approach

[2], and
• Modeling Mexican urban metropolitan areas by a self-organized criticality ap-

proach [3].

The model is based on the following assumptions:

1. Cities and systems of cities, at certain scales, reflect fractal growth patterns.
2. Cities and systems of cities exhibit Self-Organization capabilities.
3. Cities and systems of cities can be thought of as complex systems with certain

Self-Organization Criticality characteristics.
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Fig. 102.1 Great
metropolitan area of central
Mexico 12044.8 km2 (7528
square miles) 22 million
people

Fig. 102.2 Vector image of
the actual central México
metropolitan areas

Figures 102.1 and 102.2 depict two different views of the Central Mexico
Metropolitan Area (CMMA). Notice that it is composed primarily of three large
metropolitan areas, México, Puebla and Toluca.

Our ambition is to model metropolitan areas from first principles, at two dif-
ferent geographical scales, 1:1000000 and 1:200000. To accomplish this, different
theoretical models will be used:

(i) Diffusion Limited Aggregation,
(ii) Percolation, and

(iii) Self-Organized Criticality.

102.2 Urban Migration—Diffusion Limited Aggregation

Why people move? Is there a reason why a group of persons would change its way of
life in one geographical place to begin a new one in another? Economics, land and
government changes changes are never simple, whether in type or intensity. New
opportunities emerge in different places. Things could just not have been working
any more at home, or, maybe, are getting better somewhere else. It is the difference
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Fig. 102.3 Classic
configuration obtained with
the DLA urban model. This
model can be consulted in
Colored diffusion-limited
aggregation for urban
migration can be consulted in
Ref. [1]

between the present and the feeling of other opportunities which push people’s deci-
sions in motion. When this feeling grows bigger and bigger and there are no barriers
in the way, a migration takes place. For migration to occur we need three important
features:

• Complementarity—In order to migrate between places, an offer must exist in one
place and a need in another

• Intervention opportunity—Complementarity between places can generate ex-
change just in the absence of intervention opportunities

• Migration Cost—Is a weight on real time and cost. If the time and cost of moving
a distance is too big, movement will not take place, regardless of perfect comple-
mentarity and the absence of intervention opportunities

Figure 102.3 depicts a typical Diffusion Limited Agreggation growth pattern [4],
observed under those conditions [1].

102.3 Urban Growth Through Economics of
Agglomeration—Vicsek-Szalay-Batty

Tamás Vicsek and Alexander S. Szalay [5] proposed a cellular automaton model
(VS) to study the fractal distribution of galaxies. In their lattice model, a cell i,
which represents a mass element, would become part of a galaxy based on two
parameters; the potential of belonging to a galaxy at position i, and a given threshold
that regulates such potential.

Economic agglomerations theory states that

“Just as matter in the solar system is concentrated in a small number of bodies (the planets
and their satellites); economic life is concentrated in a fairly limited number of human
settlements (cities and clusters). Furthermore, paralleling large and small planets, there are
large and small settlements with very different combinations of firms and households [6].”
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Fig. 102.4 Example of a
configuration obtained by our
model set to (Φ = 4.5,
t = 500). The three main
clusters from the actual
CMMA are clearly present,
along with several satellite
clusters. This model can be
consulted in Modeling large
Mexican urban metropolitan
areas by a Vicsek Szalay
approach can be consulted in
Ref. [2]

The use of a model developed for galaxies to understand urban settlements is
thus a reasonable approach. Batty [7] took VS and adapted it to an urban context,
the VSB model. Letting Pi(t) denote the potential of population growth at site i and
time t , we have the following evolution:

Pi(t + 1)=
∑

j=Ωi

Pj (t)

5
+ εi(t) (102.1)

Pi(t) > Φ and Di(t − 1)= 0 then Di(t)= 1, otherwise Di(t)= 0

(102.2)

In this system,Ωi denotes the four cells neighboring i on a two-dimensional square
grid, εi(t) is a random variable which take values ±1 with equal probabilities, Φ
is a threshold parameter, and Di(t) is an index indicating whether or not cell i has
undergone development.

Using this approach, we found important and, to some extent, surprising similar-
ities with the actual digitized area. These include Box Counting dimension, Zipf’s
law, morphology, and possible 2nd-order phase transitions between sprawl and com-
pact configurations depending on the threshold parameter. These configurations are
Independent of “time”.

Figure 102.4 illustrates the type of configurations derived by the model [2].

102.4 Urban Redensification—Self-organized Criticality

Like a pile of sand, cities change, it is an undeniable fact. Cities change from one
state to another all the time due the aggregation of new activities, such as births,
migration, new real estate developments, etc. Most of the activities change through
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Fig. 102.5 Example of a
configuration obtained by our
model at t = 5000. The three
main clusters from the actual
CMMA are clearly present,
along with many isolated
points, each one representing
an urban town. This model
can be consulted in Ref. [3]

processes of redistribution. Each time an activity changes its location, it triggers a
chain reaction in which other activities are motivated to move, because economic
agents that make up these activities readjust to the new circumstances. Empirical
evidence tell us that the city continues to exist with basically the same morphology
while these chain reactions occurs, and that such reactions do not continue indef-
initely. These processes can be modeled using self-organized criticality [8–10]. In
first instance, assume that a population is distributed in an urban area according to
a empirical power law that relates population density ρ(r) at a distance r from the
city’s Central Business District (CBD) as follows:

ρ(r)∼ r−α (102.3)

where α is a density gradient parameter, which in Ref. [7] is held constant over
time, even though it appears to decrease gradually as the city grows. This parameter
affects the density of the population, not the SOC process itself, so for practical
purposes, we follow this recommendation in this paper, and α will remain constant
through all simulations. In terms of the sand pile model, the critical slope of the
distribution of the population over a city is controlled by α. Certainly avalanches
occur, but do not follow a power law.

Figure 102.5 illustrates a configuration obtained by this model.

102.5 Integrated Model

We combine the initial parameters of Vicsek Szalay Batty and SOC in the same
layout

• Initial Potential—1:1000000
• Maximum Capacity MC—1:200000
• Current Capacity CC—1:200000



846 R. Murcio and S. Rodríguez-Romo

Fig. 102.6 Urban
configuration at t < 50.
Threshold equals to 4.5. The
red portions represent the
avalanches

Fig. 102.7 Urban
configuration at t= 150.
Threshold equals to 4.5

The local interactions provoke local avalanches, which increase CC, which,
at some point, affects the global potential of a zone. The potential is acting at
1:1000000, a scale at which we can actually observe urban growth.

Figures 102.6, 102.7 and 102.8 summarize the configuration observed in the
course of time.

At t = 0 the process is initiated.
At t = 50 a series of migration waves begins to take place. These migrating

units (agents) follow a direct walk towards the central cluster, as seen in Figs. 102.7
and 102.8.
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Fig. 102.8 Urban
configuration at t= 300.
Threshold equals to 4.5

102.6 Comments

• At the 1:1000000 scale we have not obtained significantly different morphologies
than with VSB.

• Avalanches do not follow a power law distribution at a Metropolitan Area scale
• But Zipf’s law is still fulfilled—Fuzzy Clustering
• Emerging patters obtained are consistent with the actual urban patterns.
• The influence of the Current Capacity parameter needs further investigation.
• With only VSB and Migration, we have obtained a possible second order transi-

tion.
• This situation will probably would repeat with the inclusion of the SOCs param-

eters.
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Chapter 103
Generating Individual Behavioural Routines
from Massive Social Data for the Simulation
of Urban Dynamics

Nick Malleson and Mark Birkin

103.1 Introduction

This paper presents recent methodological developments aimed at establishing the
daily spatio-temporal behaviour of individual people from their activity on social-
networking services. Ultimately, the methods will be used to provide supplemen-
tary data to a complex agent-based model of urban dynamics. This work will review
recent developments in the use of ‘crowd-source’ data for understanding society
(Sect. 103.2), outline novel methods for capturing the spatio-temporal behaviour
of individual users (Sect. 103.3) and discuss how the this information can be in-
corporated into a model of urban dynamics (Sect. 103.4). Finally, Sect. 103.5 will
conclude the article with a discussion about current challenges and future research.

103.2 The Social Data Deluge

Recent work recognising the character of cities as complex systems suggests that
aggregate models have the effect of smoothing out a city’s underlying dynamism [1].
Hence individual-level modelling approaches (such as agent-based modelling) have
become a popular means of representing various urban phenomena such as disease
spread [12], crime [15] and land-use [16]. However, individual-level models are
often criticised because they lack proper validation, which stems from a shortage
of suitable data. Models often use population censuses and social surveys that have
four major drawbacks:

1. they tend to deal with aggregate groups rather than individuals;
2. they occur infrequently;
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3. they are usually focused on the attributes and characteristics of the population,
rather than their attitudes and behaviours;

4. they provide a snapshot view rather than a dynamic and continuous perspective.

New sources of social data—commonly referred to as “crowd-sourced data” [18]
and “volunteered geographical information” [10]—are becoming available that re-
solve many these drawbacks. Services such as Facebook, FourSquare, Flikr and
Twitter provide large-scale social network data that have the potential to revolu-
tionise the study of social phenomena and our approach to social simulation. These
sources potentially contain a wealth of information about peoples’ spatio-temporal
behaviour, if relevant information can be extracted from the vast amounts of noise
that are also present. Numerous researchers are developing new methods for data
collection [5, 17, 20] and making use of crowd sourced data in diverse fields such
as social network analysis [6], crisis management/evaluation [8], disease spread [9]
and election forecasts [21]. However, the application of crowd-sourced data to un-
derstanding urban dynamics is a relatively under-researched field.

The use of crowd-sourced data in the social sciences shares a number of similari-
ties with the “fourth paradigm” [2] data intensive activities that are usually limited to
the physical and biological sciences. Under this new paradigm, the vast amounts of
data that are often generated by physical or biological experiments can be accessed
through publicly available interfaces which effectively provides a much larger num-
ber of researchers with the opportunity to use the data. This new paradigm is not an
unrealistic goal for the social sciences.

The growing use of online social media also has the potential to lead to a
paradigm shift in the design and delivery of traditional social surveys. For exam-
ple, the Mapiness [13] project has used a mobile phone application to collect data
on peoples’ perceived levels of happiness. Importantly, the geographical location of
the respondent is known (using the phone’s GPS equipment) so the researchers are
able to relate their happiness to environmental conditions. At the time of writing,
over 50000 people had installed the application and the project had collected ap-
proximately 3.5 million individual data points. Clearly this amount of data would
be extremely difficult to collect using a traditional survey; suggesting the poten-
tial for a more concerted effort in developing applications that are attractive to end
users. In a similar vein, Birkin et al. [3] utilised data collected through a large online
survey which was publicised on UK local news. The survey sought peoples’ views
on how their travel behaviour would change following the implementation of a road
charging scheme and Birkin et al. used this information to calibrate a model of fu-
ture traffic flows. Again, the number of responses to the survey (more than 15000)
would have been difficult to gather using traditional methods.

103.3 Establishing Individual Behaviours

The overarching aim of the research is to build an accurate agent-based model of
the daily ebb and flow of a city. At present, the research focusses on commuting
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Fig. 103.1 The proportions of tweets corresponding to ‘home’ or ‘work’ activities for an average
weekday (all Monday–Thursday tweets) for all users

behaviour, but future work will incorporate additional key behaviours (shopping,
leisure activities, school, etc.). Therefore in the current research iteration we attempt
to identify two specific behavioural states: ‘at home’ or ‘at work’. This section will
discuss how data from Twitter can automatically be classified into these two cate-
gories.

Initially, a person’s base location (referred to as their ‘home’) is identified by
calculating the most dense location of all their tweets. In future, it will be possible
to generate more accurate estimates of behaviour through the incorporation of the
textual content of the message as well as spatial location—see, for example, Eisen-
stein et al. [7]. The Kernel Density Estimation (KDE) algorithm, as formulated by
Silverman [19], was applied to every distinct tweet location to identify the point
with the highest density which was assumed to be the user’s home. This process can
be repeated for every user in the data.

Following the identification of ‘home’ locations, it is possible identify where
each tweet was sent from relative to the location of the user’s home. At present, it is
assumed that all tweets within 50 meters of a user’s home indicate that they are ‘at
home’, otherwise they are assumed to be ‘away from home’. By temporally aggre-
gating this information for every user into a single day, it is possible to perform a
cursory validation of the behaviour that has been identified. To this end, Fig. 103.1
presents the proportions of each behaviour in each hourly time period for all users.
Tweets on days Friday to Sunday have been ignored at this stage in order to capture
likely commuting behaviour. It is clear that there are more ‘away from home’ be-
haviours during the day and a greater proportion of ‘at home’ tweets in the evening
which is an encouraging preliminary result.

103.4 Towards an Individual-Level Model

The identification of messages that originate from ‘home’, or elsewhere, has laid
the groundwork for later use in an agent-based model of urban dynamics (which is
currently under development). The aim is to use these data in conjunction with other
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sources, such as population censuses, to provide novel ways of seeding, calibrating
and validating the model.

The first stage of the modelling process is to use microsimulation to disaggregate
the 2001 UK census (and the 2011 census when it becomes available) to generate a
synthetic population of individuals who will occupy the model [4, 11]. Each individ-
ual is created with number of personal attributes which can be used in later research
to tailor their behaviour. The individuals are grouped into households during the mi-
crosimulation process and these are geo-referenced to the resolution of the smallest
census area boundary (called an ‘output area’). With the incorporation of additional
building data they can be assigned to distinct houses [14, e.g.], although this has
not been attempted at present. Individuals’ destinations (their workplaces) are also
estimated from UK census.

Once the synthetic population has been initialised, an agent-based model is used
to simulate their behaviour. At present, individuals travel once from home to work
each day. A simplifying assumption at this stage is that agents travel at a constant
speed and in a straight line from home to work, although constraining and allocating
the flows to transport networks is planned as a future objective. At each iteration,
agents decide whether to go to their home or to their work depending on the sim-
ulated time. Agent’s sample from normal probability distributions to determine the
times that they will start to travel home or to work. Thus the model can be config-
ured by altering the mean and standard deviation of the probability distributions.
There are four parameters overall: the mean and standard deviation of the time the
agents leave their homes (μh and σh) and the times that the agents leave their work
(μw and σw). Figure 103.2 illustrates the distribution of agents in the running model
with default (uncalibrated) values for μh, σh, μw and σw . Agents travel from within
Leeds and the outskirts of the city towards the central business district for work in
the morning and then return home again in the afternoon.

Crowd-sourced data will then used for model calibration. A genetic algorithm
will be applied in order to search for optimal values for the model parameters and
model error will be calculated by comparing the overall times that agents spend at
work or at home to the data from Twitter (e.g. the data presented in Fig. 103.1).
Hence the research will generate a temporally realistic, spatially-explicit model of
individual commuting behaviour, calibrated using novel crowd-sourced data, which
will help us to understand the spatio-temporal dynamics of urban areas.

103.5 Challenges, Conclusions and Ongoing Research

Crowd-sourced data have the potential to revolutionise the ways that social scien-
tists collect data and how simulation models make use of data. However, there are
considerable challenges that must be addressed before the data will be truly useful.

Bias There are potentially insurmountable biases associated with crowd-sourced
data. For this research, only a small percentage of all tweets—found to be 1 % by
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Fig. 103.2 The prototype model running over a single simulated day (uncalibrated). Agents travel
from within Leeds and the outskirts of the city towards the central business district. The left maps
show density (white cells are the most densely populated). On the right maps, white points indicate
stationary agents, red signifies agents travelling to work and green shows agents travelling home

[8]—that are sent from mobile devices also have accurate GPS coordinates associ-
ated with them. In addition, approximately only a 1 % sample of all activity is actu-
ally revealed by Twitter without charge. Perhaps more substantially, there are large
sections of society that do not use social-networking services and hence will not be
captured in the analysis. However, this does not need to be an insurmountable draw-
back if precautions are taken. By analysing crowd-sourced data with other sources,



854 N. Malleson and M. Birkin

such as population censuses and geo-demographic products, it will be possible to
estimate which sections of society are not captured in the data. Supplementary data
can then be used to capture the behaviour of these missing populations. In essence,
the crowd-sourced data can be applied to populations that are well represented—
young people visiting night clubs might be an example of a situation where this will
work—and replaced with alternative data for phenomena that involve people who
do not participate in social networking.

Reliability Accepting biases in the data, there are still questions over how reliable
the process of generating behavioural profiles can be. Although the behavioural es-
timates appear to be reliable in aggregate (see Fig. 103.1) there are numerous indi-
viduals for whom nonsensical behaviour is generated (e.g. individuals who appear
to be away from home for 24 hours per day). However, this suggests that an analysis
of the locations of twitter messages in isolation is insufficient to establish a person’s
behaviour, rather than a crippling drawback with the approach in general. It can be
expected that the coupling of text mining techniques with traditional spatial anal-
ysis (e.g.“spatio-temporal text mining”) will provide a means of more accurately
classifying a person’s behaviour.

Ethical Considerations Finally, ethical considerations must play a large part in
any future research. The concept of crowd-sourced/volunteered data is relatively
new and ethical frameworks for using the data in research are still under-developed.
Messages posted on public forums (including Twitter) are inherently accessible to
the general public and hence do not fall under the remit of traditional human-subject
research. However, it is possible that users are naively unaware of the amount of
information they reveal about themselves when they use social networking services.
Although early work in this area suggests that users do not need to be asked for
consent and university ethics committee consideration need not be sought [22], more
work in this area is clearly needed.

103.6 Conclusion

This paper has presented a novel effort to classify individual behaviour from the
spatial location of twitter messages and use this information to improve the accu-
racy of an agent-based model of urban dynamics. Although current behaviours are
limited to commuting to work, the intention is to extend this to a broader range of
behaviour including shopping, socialising, education, etc. (see [23] for example).
Immediate future work will focus on methods to generate more reliable behavioural
estimates (e.g. taking the textual content into of messages into account as well as
their spatial location) including machine-learning algorithms and necessary mod-
elling improvements such as the incorporation of a transport network. Although
there are considerable barriers to the use of these data in earnest, this preliminary
research has shown, at least, that there is utility in continuing to use crowd-sourced
data. This type of data is only going to become more prolific hereafter so the tools
developed now will undoubtedly be useful, after some refinements, in the future.
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Chapter 104
Spatial Externalities Approach to Modelling
the Preferential Attachment Process in Urban
Systems

Igor Lugo

Abstract We studied the application of spatial externalities and complex network
analysis to model a spatial network and to explore a preferential attachment mech-
anism in urban systems. Nodes in the spatial network represented cities (urban
polygons) with hierarchical attributes computed by complex network measures,
and edges corresponded to road segments (highways) related to their length. City
attributes consisted of city size, accessibility, and a new measure that we called
city-road infrastructure. To identify rules of connectivity among cities, we used the
Cobb-Douglas function to correlate such attributes and spatial econometrics models
to test its functional form and statistical significance. The case of Mexico illustrated
the application of this approach. The results of this study indicated that not only
hierarchical attributes but also spatial dependences of cities have to be specified in
the preferential attachment mechanism.

Keywords Spatial externalities · Preferential attachment · Urban systems

104.1 Introduction

The analysis of the structure and evolution of networks is closely related to the study
of urban systems, in particular to understand basic rules that govern the growth and
connectivity of networks. However, there has been little attention to model and ex-
plore a large-scale spatial system where nodes are related to the hierarchical differ-
entiation of cities, and road infrastructures are associated with edge attributes. For
this reason, we investigate the application of spatial externalities, in economics, and
complex network analysis to generate a planar spatial network that provides the ba-
sic system configuration and to study rules of connectivity among cities based on a
preferential attachment mechanism.
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One of the first discussions and analyses of the basic rules of connectivity in
urban systems emerged during the 1970s with the document of Burghardt [9]. He
investigated the formation of road and city networks in the Roman Pannonia, sug-
gesting that military objectives explained the generation of roads between cities.
On the other hand, the work of Irwin and Huges [17] pointed out that centrality
measures in social networks analysis could be applied to study spatial networks.
More recently, a large volume of published documents have described either the
economic perspective of spatial dependences among cities, for example Black and
Henderson [8], Duranton and Puga [10], and Ioannides and Skouras [16], or the
structure and dynamics of roads in spatial network, for example Yamis et al. [24],
and Xie and Levinson [22, 23].

Two important methods have been developed to analyze urban and spatial sys-
tems: spatial econometrics and complex networks. The former is related to the field
of spatial externalities that study the causality between economic variables associ-
ated with geospatial information, for example Anselin [4], and the latter analyzes the
structure and change of networks based on their topological and geometrical proper-
ties, for example Barthélemy [6]. Because both methods have investigated different
aspects of the same subject, the purpose of the analysis is to link them generating
a planar spatial network, where nodes represent cities (urban polygons) with hier-
archical attributes computed by complex network measures, and edges correspond
to road segments (highways) related to their length, and proposing a preferential
attachment process based on a functional form commonly used in econometrics.
City attributes consist of city size, accessibility, and a new measure that we called
city-road infrastructure. Therefore, a Cobb-Douglas function is used to correlate
such attributes, and spatial econometrics models were estimated to test its statistical
significance.

To illustrate the application of this approach, we study the case of Mexico based
on geospatial data of urban polygons and road lines in the year of 2005 (INEGI,
[15]). The result to emerge from the analysis is that not only hierarchical attributes
but also spatial dependences of cities have to be specified in the preferential at-
tachment mechanism. This finding suggests that geography and road infrastructures
matter for explaining the generation of new road sections among cities.

104.2 Methods

104.2.1 Spatial Externalities

Spatial externalities can be defined as the neighboring configuration effect among
spatial objects. It encompasses the concepts of spatial spillovers and dependence
(Abbot [1], Sampson et al. [19]). The economics view of such externalities is re-
lated to the notion of economies of agglomeration, sources of strong geographic
concentration of consumption and production (Fujita and Thisse, [12]), and they are
measured by spatial econometrics models.
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These models require variables and their causality to specify and estimate spatial
dependences. We were interested in three data that can be related to the hierarchical
differentiation of cities: city size, accessibility, and city-road infrastructure. The city
size measured the number of habitants, and it was related to the Pareto-Zipf distri-
bution suggesting a network structure with high levels of interactions in few places
(Pumain, [18]; Sarabia and Prieto, [20]; Eeckhout, [11]). Accessibility was used to
represent proximity of one geospatial object with respect to all others (Wilson, [21];
Haynes and Fotheringham, [14]; Getis, [13]). In particular, we were interested in the
type 2 accessibility because it is related to physical infrastructures (Batty, [7]). Such
accessibility can be defined as the total distance from one place to all others based
on the shortest routes in a planar graph. The city-road infrastructure reflected the
level of coordination and mediation of a city into the flow of resources in a spatial
network, that is, the concentration of roads in a city. We computed it constraining
the betweenness centrality to a group of urban areas that contains a number of road
segments.

To determine whether the measure of the city-road infrastructure provided fun-
damental information about hierarchy in urban systems, we used a Cobb-Douglas
function and defined the city size and accessibility as explanatory variables:

CRIi =KSαi Aβi (104.1)

where CRIi is the city-road infrastructure of city i, Si is the city size, Ai is the ac-
cessibility,K is a proportionality constant, and α and β are parameters related to the
participation of each explanatory data in the response variable. Taking logarithms to
the left side of (104.1), we specified the statistical model as following:

CRIi = ln(K)+ α ln(Si)+ β ln(Ai)+ εi (104.2)

where εi represented the error term. Therefore, this model exemplified a linear rep-
resentation of city attributes and corresponded to a constrained model in spatial
econometrics (Anselin, [2]).

104.2.2 Network Analysis

The creation of the planar spatial network incorporated polygon data into road seg-
ments and associated node attributes (road intersections and dead ends) with inside
and outside polygon characteristics. The geoprocessing operation for creating such
a network was divided into three steps: identifying lines inside polygons, transform-
ing line segments to individual lines, and defining node attributes.

In addition, we used five types of complex network measures that help to iden-
tify representative nodes inside urban areas, compute topological and geometrical
characteristics of the planar graph, and determine the level of accessibility and the
city-road infrastructure. These measures were the following: the weighted average
nearest-neighbors degree, shortest path, diameter, circuity, and edge betweenness
centrality.
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Fig. 104.1 Visualization of
the planar spatial network

Therefore, in urban systems, where cities are connected by road, the preferential
attachment process can be defined as the probability that city i is connected to j
by a new set of road sections. Based on the causality, spatial configuration, and
hierarchical measures of cities, we proposed to test the following mechanism:

Pi→j = CRIi
ΣjCRIj

(104.3)

where the probability depended on the city-road infrastructure measure, which is a
function of the city size and accessibility.

104.3 Results

The result obtained from the geoprocessing operation is presented in Fig. 104.1.
The planar spatial network had 891 urban areas, where the total number of nodes
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Table 104.1 Model
estimations (CRIi response
variable)

Note: Values in parenthesis
correspond to standard errors,
and p-values of coefficients
are statistical significant at
0.05. W is the spatial
weighted matrix with a
minimum threshold value of
147.9 km. The number of
observation was less than the
original database because
some of them did not report
their value of habitant, and
the computation of
accessibility did not take into
account urban polygons
without a road line inside it

Predictors Models

OLS Lag (ML) Error (ML)

K −0.0031 −0.0058 −0.0017

(0.005) (0.006) (0.006)

ln(Si) 0.0015 0.0016 0.0016

(0.0005) (0.0005) (0.0005)

ln(Ai) −0.0135 −0.0122 −0.0197

(0.0065) (0.0066) (0.0086)

W ln(CRIi ) 0.2196

(0.0979)

Wεi 0.2686

(0.0944)

N 526 526 526

Log likelihood 1412.97 1415.27 1416.17

Table 104.2 Spatial
dependence tests

Note: Values in square
brackets correspond to
p-values

Test Value

Moran’s I 0.0440

Lagrange Multiplier (lag) 5.3566847 [0.0206430]

Robust LM (lag) 7.5892495 [0.0058717]

Lagrange Multiplier (error) 7.0555872 [0.0079018]

Robust LM (error) 9.2881519 [0.0023064]

inside and outside them were 2696 and 21948 respectively. The number of individ-
ual edges, corresponding to the road network, was 27026. Figure 104.1(a) presents
a large-scale system (complete network), where nodes correspond to points inside
urban areas, and edges consist of road segments. Figure 104.1(b) shows a local sys-
tem (Mexico City and proximities) where nodes were characterized by inside and
outside attributes.

In order to assess (104.3), we used two types of statistical methods: ordinary least
square (OLS) and maximum likelihood (ML). The OLS method worked as explo-
rative analysis, testing the model specification and the level of spatial autocorrela-
tion (Anselin et al., [5]). On the other hand, ML incorporated spatial dependences:
spatial lag and error (Anselin, [3]). To distinguish the model with an appropriate
functional form, we looked into the log-likelihood test (Table 104.1) and the spatial
dependence tests (Table 104.2).

Table 104.1 compared estimations of three model specifications. All models
presented significant and expected values of Si and Ai coefficients. An increased
change in Si produced a positive effect in CRIi , that is, more people in a city im-
prove the flow of resources. On the other hand, a decreased change in Ai (higher
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levels of accessibility) created a positive effect in CRIi . Then, Ai impacted more
than Si the level of CRIi . However, the OLS model presented a spatial dependence
indicated in the Moran’s I test. The lag (ML) model corrected the spatial autocor-
relation problem, Lagrange Multiplier (lag) and Robust LM (lag), in OLS but the
log-likelihood test was lower than the error (ML) model. Such an error model rec-
tified even more the spatial dependence, Lagrange Multiplier (error) and Robust
LM (error), and presented the higher value of the log-likelihood test. Therefore, this
model represented the best functional form.

From these data we could specify the preferential attachment process in (104.3)
as following:

Pi→j = S0.0016
i A−0.0197

i Wε0.2686
i

ΣjS
0.0016
j A−0.0197

j Wε0.2686
j

(104.4)

where Wε solved the spatial autocorrelation problem and improved the precision of
the mechanism.

104.4 Conclusion

The results of this study indicate that not only hierarchical attributes but also spatial
dependences of cities have to be specified in the preferential attachment mechanism.
The probability of generating a new set of road sections among cities depends on
first place in the distance, which incorporates the effect of neighbors in the error
term. In addition, accessibility is the second important attribute, and the last one is
the city size.

Contrary to expectations, the city size attribute had small effect in the preferen-
tial attachment process because of the model specification. The configuration of the
spatial system gave more attention to city attributes related to the road network, for
example geospatial, geometrical, and topological characteristics. Therefore, differ-
ent functional forms and more historical geodata of cities and roads can produce
variations in our results. Future studies on this observation are therefore recom-
mended.

These findings have important theoretical and empirical implications in the study
of urban systems. The spatial externality approach enhances the study of the struc-
ture and evolution of networks in urban systems if cities and roads are modeled as
a planar spatial network, and spatial econometrics and complex networks are com-
plements rather than substitutes methods.
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Chapter 105
Some Properties of Persistent Mutual
Information

Peter Gmeiner

Abstract Persistent mutual information is an information measure suggested to
measure the amount of information which survive for a long time in a dynamical
system. We consider systems which are given as stochastic processes and investi-
gate properties and relations of the persistent mutual information to other known
complexity measures for stochastic processes. In particular we show that the excess
entropy is an upper bound for the persistent mutual information. We also calculate
the persistent mutual information explicitly for some simple examples.

Keywords Excess entropy · Persistent mutual information · Emergence

105.1 Introduction

The persistent mutual information (PMI) is a complexity measure for stochastic pro-
cesses. It is related to well-known complexity measures like excess entropy or sta-
tistical complexity. Essentially it is a variation of the excess entropy so that it can be
interpreted as a specific measure of system internal memory. It was first introduced
in 2010 by Ball, Diakonova and MacKay as a measure for (strong) emergence [1].
We define the PMI mathematically and investigate the relation to excess entropy
and statistical complexity. In particular we prove that the excess entropy is an upper
bound for the PMI. Furthermore we show some properties of the PMI and calculate
it explicitly for some example processes.

105.2 Preliminaries

Let (Ω,F ,P ) be a probability space with a metric space Ω , a σ -algebra F and
a probability measure P . For random variables X,Y :Ω→A mapping to a finite
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alphabet A the Shannon entropy is denoted as H(X) and the conditioned Shan-
non entropy as H(X|Y). The mutual information between two random variables is
I (X;Y) :=H(X)−H(X|Y).

We consider a time-discrete stationary stochastic process
←→
S := (St )t∈Z with

random variables St : Ω → A for all t ∈ Z. We define the semi-infinite pro-
cesses

←−
S := (S−t )t∈N interpreted as past and

−→
S := (St )t∈N0 interpreted as fu-

ture respectively. Blocks of random variables with finite length are denoted by
Sba := (Sk)k∈[a,b]∩Z for −∞ < a ≤ b <∞ and the corresponding block entropy is
H(L) :=H(SL1 )=H(S1, . . . , SL). The one-sided sequence space is AN := ×i∈NA
and in the same way the two-sided sequence space AZ is defined. We introduce the
shift function σ :AZ→AZ by σ(x)i := xi+1. At any time t ∈ Z we have random
variables St−∞ := (Sk)k≤t and S∞t+1 := (Sk)k≥t+1 that govern the systems observed
behaviour respectively in the shifted past and the shifted future. The mutual infor-
mation between these two variables is the well-known excess entropy [3, 5]

E := lim
L→∞ I

(
SL−1

0 ;S−1
−L

)
. (105.1)

In general, it is not clear if the limit in (105.1) exists (for Markov processes of finite
order one can prove the existence). With the assumption that the limit in (105.1)
exists as a finite number the following equality holds: E = I (←−S ;−→S ), see Chap. 2.2
in [15].

105.3 Conceptualization

The definition of the excess entropy (105.1) allows a concrete information theoretic
interpretation. In particular the excess entropy can be seen as a specific measure of
system internal memory. We will take this as a basis to define a term, first suggested
in [1], which will capture the structural behavior of a dynamical system on the whole
time-domain. In particular it should be possible to detect some existing inherent
structure of the system which will survive for all times. In order to achieve this
goal we adapt the mutual information-based representation of the excess entropy
and introduce the following expression

ELt,τ := I
(
St+L−1
t ;S−τ−τ−L+1

)
.

For t = 0 and τ = 1 we have E = limL→∞EL0,1. For arbitrary t and τ -values we get

a family of similar terms Et,τ := limL→∞ELt,τ . Every expression Et,τ is the excess
entropy with a time-gap of size |t − τ | between a random variable block of the past
and the future and we write ELk :=EL0,k = I (SL−1

0 ;S−k−k−L+1).

Next we consider the convergence of the double sequence (ELk )L,k∈N (this is

only the case if and only if limn→∞EL(n)k(n) converges to the same value for all sub-
sequences with limn→∞ k(n)= limn→∞L(n)=∞). In particular then it holds that
limk→∞ limL→∞ELk = limL→∞ limk→∞ELk , and the time gap between the past
and future goes to infinity.
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Definition 105.1 Let a stochastic process with values in a finite alphabet A be
given. The persistent mutual information of such a process is defined by

PMI := lim
k,L→∞E

L
k .

If the PMI exists, it is enough to consider the iterated limits

PMI = lim
L→∞ lim

k→∞E
L
k = lim

k→∞ lim
L→∞E

L
k .

This expression was first proposed by Ball and collaborators in [1]. Similar to
Definition 105.1 we can define the PMI for semi-infinite (or one-sided) processes.

Remark 105.2 In this paper we only consider stationary stochastic processes. The
existence of PMI is a priori not clear. Nevertheless we can show that it exists for
Markov processes of finite order or for periodic processes (see Sect. 105.6). One
sufficient condition for existence is the almost everywhere convergence of the ran-
dom variables of the stochastic process. Then the PMI can be seen as the excess
entropy of a process with constant past. Thus the PMI can be understood as the
amount of information which is communicated from a very far past to the future.

105.4 Relation to Statistical Complexity

We now pick up the sketched ideas in [1], to express the PMI with so called causal
states. In particular one can show that the statistical complexity (internal entropy
of the causal states) is an upper bound for the PMI. In the rest of this section we
assume that the PMI exist. We consider shifted blocks of random variables

←−
S τ :=

(S−τ−t )t∈N,
−→
S τ := (Sτ+t )t∈N0 , for τ ∈N0. The sets of realisations1 are denoted by←−

S τ ,
−→
S τ and the sub-σ -algebras which are generated by cylinder sets are denoted

with Cτ,−N,Cτ,N0 . On the set AN of all shifted past trajectories of the process
←→
S

we define an equivalence relation

←−
s ∼←−s ′ :⇔ Pr(

−→
S =−→s | ←−S τ =←−s )= Pr

(−→
S =−→s |←−S τ =←−s ′

)
, ∀−→s ∈ CN0,

where ←−s ,←−s ′ ∈AN and Pr(
−→
S =−→s | ←−S τ =←−s ) is a regular version of the condi-

tional expectation. The equivalence classes

S+τ (
←−
s ) := {←−

s ′ ∈AN : ←−s ′ ∼←−s }⊂AN

of this relation are called shifted causal states. The set of all shifted causal states is
denoted by S+τ := {S+τ (s) | s ∈AN}.

1For every ω ∈Ω the mapping Rω : t $→ S−t (ω) is called a realisation of the process
←−
S . The set

of all realisations is defined as
←−
S := {(Rω(t))t∈N : ω ∈Ω}.
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In the same sense we define (future) shifted causal states S−τ (
−→
s ) and S−τ .

For sake of simplicity we are only considering stochastic processes with a finite
set of shifted causal states S+τ = {S+1 , . . . , S+n } and S−τ = {S−1 , . . . , S−m}. Given a
past observation of infinite length st−∞ ∈ AZ at time t ∈ Z using stationarity we
identify this shifted past with a shifted causal state S+τ (σ−t−τ−1(st−∞)) ∈ S+τ . To-
gether with the next symbol st+1 generated by the process the next shifted causal
state S+τ (σ−t−τ−2(st−∞st+1)) ∈ S+τ is uniquely determined and the shifted causal
states are Markov [14, 17]. We define the Markov kernels between two shifted causal
states S+i , S

+
j ∈ S+τ emitting an output symbol r ∈A for any t ∈ Z as follows

T
+(r)
τ,i,j := T

(
S+i

)(
S+j , r

)

= Pr
(
S
(
σ−t−τ−2(st−∞st+1

))= S+j and

S+t+1 = r | S
(
σ−t−τ−1(st−∞

))= S+i
)
.

The set of transition matrices is denoted with T +τ := {(T +(r)τ,i,j )
n
i,j=1 : r ∈ A}. The

probability of a shifted causal state S+i ∈ S+τ is denoted by p+i := P(S+i ). The or-
dered pair M+

τ := (T +τ , (p+1 , . . . , p+n )) is called shifted (past) ε-machine. In the
same way we can define a shifted (future) ε-machine M−

τ := (T −τ , (p−1 , . . . , p−m)).
The shifted ε-machines has internal state entropies

C+P,τ :=H
(
S+τ

)=−
n∑

j=1

p+j logp+j ,

and

C−P,τ :=H
(
S−τ

)=−
m∑

j=1

p−j logp−j ,

which are also known as (shifted) statistical complexities [13, 17]. We can write the
PMI as follows.

Proposition 105.3 Assume that PMI exists, then PMI = limτ→∞ I (
←−
S ;−→S τ ).

Proof Since PMI exists we can change the limits and write them as

PMI = lim
τ→∞ lim

L→∞ I
(
S−1
−L;Sτ+L−2

τ−1

)
. (105.2)

We can decompose the limits in (105.2) into two independent limits and get with a
limit property of the mutual information (see [15, Chap. 2.2]) applied two times

PMI = lim
τ→∞ lim

L→∞ I
(
S−1
−L;Sτ+L−2

τ−1

)= lim
τ→∞ I (

←−
S ;−→S τ ). �

Similar to the fact that the excess entropy can be expressed via causal states
[8, 11, 12] we can also express the PMI via shifted causal states.
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Proposition 105.4 Assume that PMI exists, then we have

PMI = lim
τ→∞ I

(
S+0 ;S−τ

)= lim
τ→∞ I

(
S+τ ;S−0

)
.

Proof We take
−→
S τ instead of

−→
S and S+0 ,S−τ instead S+,S−, then the proof is with

Proposition 105.3 analogous to the proof of Proposition B.2 in [12]. We obtain the
second equality with the symmetry of the mutual information and the stationarity of
the stochastic process. �

With this expression we get the following inequalities.

Corollary 105.5 The statistical complexities are upper bounds for the PMI, if it
exists,

PMI ≤ C−P , PMI ≤ C+P ,
with equality if and only if limτ→∞H(S+0 |S−τ )= 0 or limτ→∞H(S−|S+τ )= 0.

Proof With Proposition 105.4, the stationarity and the definition of the statistical
complexity we get

PMI =H (
S+0

)− lim
τ→∞H

(
S+0 |S−τ

)≤ C+P .

With the symmetry of the mutual information we get PMI ≤ C−P . �

105.5 Relation to Excess Entropy

One might expect that the PMI coincide with the excess entropy as soon as the
structure of the past coincide with the structure of the future. The next proposition
shows that this is indeed the case for processes with zero metric entropy. The metric
entropy is defined as the following limit hP := limL→∞ H(L)

L
which exists for all

stationary stochastic processes. With an elementary investigation one can show the
following proposition.

Proposition 105.6 Assume that the excess entropy E and PMI exists, then it holds
that

PMI =E ⇐⇒ hP = 0.

Proof ⇒: Since E is finite we have with Proposition B.1 in [12] that H(L)∼E +
LhP as L→∞, see also [13]. Furthermore we get

PMI = lim
L→∞

(
2H(L)− lim

k→∞H
(
SL−1

0 , S−k−k−L+1

))
(105.3)

= lim
L→∞

(
2E + 2LhP − lim

k→∞H
(
SL−1

0 , S−k−k−L+1

))
. (105.4)
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Hence we get with PMI =E

lim
L→∞

(
lim
k→∞H

(
SL−1

0 , S−k−k−L+1

)− 2LhP
)
= 2E − PMI =E

= lim
L→∞

(
H(L)−H (

SL−1
0 |S−1

−L
))
.

Since 1≤ limk→∞H(SL−1
0 ,S−k−k−L+1)

H(L)
and H(L)

limk→∞H(SL−1
0 ,S−k−k−L+1)

≤ 1, it follows that

lim
k→∞H

(
SL−1

0 , S−k−k−L+1

)∼H(L) as L→∞,

which leads with (105.3) to

PMI = lim
L→∞H(L)=E.

Finally this implies because of Proposition B.1 in [12] that hP = 0.

⇐: Due to hP = 0 it holds that E = limL→∞H(L). Furthermore it follows that

H(2L+ k)≥H (
SL−1

0 , S−k−k−L+1

)≥H(L),

using H(2L+ k) k→∞→ E and H(L)
L→∞→ E leads to

lim
L→∞ lim

k→∞H
(
SL−1

0 , S−k−k−L+1

)=E.

Together we get

PMI = lim
L→∞

(
2H(L)− lim

k→∞H
(
SL−1

0 , S−k−k−L+1

))= 2E −E =E. �

More generally with the representation of the PMI in terms of causal states as
given in Sect. 105.4, we can show that the PMI is bounded from above by the excess
entropy.

Proposition 105.7 Assume that the PMI exists, then we have PMI ≤E.

Proof With Proposition 105.4, Proposition B.2. in [12] and the rule H(X|Y) ≤
H(X) for two random variables X,Y , we get

PMI = lim
τ→∞ I

(
S−;S+τ

) = lim
τ→∞

(
H
(
S−

)−H (
S−|S+τ

))

= lim
τ→∞

(
H
(
S−

)−H (
S−|←−S τ

))

= lim
τ→∞ lim

L→∞
(
H
(
S−

)−H (
S−|S−τ−1

−τ−L+1

))

≤ lim
τ→∞ lim

L→∞
(
H
(
S−

)−H (
S−|S−1

−τ−L+1

))
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= H (
S−

)−H (
S−|←−S )

= H (
S−

)−H (
S−|S+)

= I(S−;S+)=E. �

Remark 105.8 Proposition 105.7 says that the PMI do not care about some random
variables which are considered from the excess entropy. It forgets this information
and the excess entropy use the full information available from the realisations of
the process. In this sense the PMI is a coarser complexity measure than the excess
entropy. With that we get a graduation of the considered complexity measures from
a coarse to a fine one, i.e.

PMI ≤E ≤ C+P . (105.5)

105.6 Explicit Representations

With elementary investigations we can show a series of explicit representations of
the PMI for simple processes. First we consider periodic processes.2 For that case
the following corollary of Proposition 105.6 give us the result.

Corollary 105.9 Let a periodic process with period L be given. Then the PMI
amounts to PMI =H(L), in particular it holds PMI =E.

Proof With Proposition 105.6 and the fact that hP = 0 hold for periodic processes,
the claim follows with the fact that E =H(L) for periodic processes. �

For Markov-processes the PMI vanishes, since the dependencies between the
past and future blocks disappear in finite time.

Proposition 105.10 Let a Markov-process of order R be given. Then PMI = 0.

Proof With the Markov-property and the abbreviation S̃k := S−k−k−L+1 it follows for
−k < R

H
(
SL−1

0 | S̃k
)

=−
∑

σ,ξ∈AL

Pr
(
SL−1

0 = σ, S̃k = ξ
)

log
(
Pr
(
SL−1

0 = σ |S̃k = ξ
))

=−
∑

σ,ξ∈AL

Pr
(
SL−1

0 = σ |S̃k = ξ
)

Pr(S̃k = ξ) log
(
Pr
(
SL−1

0 = σ |S̃k = ξ
))

2A process is called periodic with period L if St = St+L for all t ∈ Z and St �= St+k for k < L.
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−k<R= −
∑

σ,ξ∈AL

Pr
(
SL−1

0 = σ )Pr(S̃k = ξ) log
(
Pr
(
SL−1

0 = σ ))

=H(L).
Hence the persistent mutual information is

PMI = lim
L→∞

(
H(L)− lim

k→∞H
(
SL−1

0 | S−k−k−L+1

))= lim
L→∞

(
H(L)−H(L))

= 0. �

105.7 Example Processes

In the following we calculate the PMI for concrete examples of stochastic processes.

Independent, Identically, Distributed (i.i.d.) Process A stochastic process is
called independent, identical distributed if the finite dimensional distributions are
independent and all distributions are equal, i.e. if for finite times t1 < · · ·< tn ∈ Z

it holds that Pr(St1 , . . . , Stn)= Pr(St1) · · ·Pr(Stn) and Pr(Sti )= Pr(Stj ) for all i, j ∈
{1, . . . , n}. The probability distributions are not depending on the time distance be-
cause they are identical distributed. Hence it holds that

H
(
St+L−1
t , S−τ−τ−L+1

)=H (
SL−1

0 , S−1
−L

)
.

Hence the PMI coincide with the excess entropy E by definition. Furthermore we
have

Pr
(
SL−1

0 , S−1
−L

)= Pr
(
SL−1

0

)
Pr
(
S−1
−L

)
.

With the definition of the mutual information we get for every L ∈N

I
(
SL−1

0 ;S−1
−L

)= 0,

and finally

PMI =E = lim
L→∞ I

(
SL−1

0 ;S−1
−L

)= 0.

Thue-Morse Process The Thue-Morse sequence consists of a two symbol alpha-
bet A = {0,1} and is constructed via the substitution G : A→ A2, with G(0) =
01,G(1)= 10. The Thue-Morse sequence is defined as the fixed point of G as

u := G∞(0)= 011010011001 . . .= G(u).

The stochastic process generating the Thue-Morse sequence is called Thue-Morse
process. The used probability measure is the counting measure. Using spectral an-
alytical methods [10, 16] we can explicitly calculate the frequencies of symbol-
blocks of length n in u and we can also show that the Thue-Morse process is
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Fig. 105.1 Excess entropy
for a one-dimensional Ising
model depending on the
temperature T

uniquely ergodic, see also [11, 12]. In [2] it is proven that for all k ≥ 1 the
first derivative of the block entropy 0H(n) := H(n) − H(n − 1) for the Thue-
Morse process can be written as 0H(n) = 4

3·2k , if 2k + 1 ≤ n ≤ 3 · 2k−1, and

0H(n) = 2
3·2k , if 3 · 2k−1 + 1 ≤ n ≤ 2k+1. With that the metric entropy vanishes

hP = limn→∞0H(n)= 0 and with some further technical lemmas from [6, 7] and
[16] one can show that PMI =∞. In particular one can also show that E =∞.
A detailed calculation is given in [12] and [11].

Persistent Mutual Information for an One-Dimensional Ising-Spin Chain For
the one-dimensional Ising-spin chain the PMI is zero due to the fact that the spin
chain is a Markov-process of first order and with Proposition 105.10 we have
PMI = 0.

Remark 105.11 Crutchfield et al. calculated in [4] and in [9] an explicit expression
of the excess entropy E for that example. It turns out that depending on the tem-
perature the excess entropy attains a maximum at some critical temperature and get
close to zero for very low and very high temperatures, see Fig. 105.1.

It is well known that in the one-dimensional Ising model no phase-transition
appears (we consider a phase-transition as an example for weak emergence). Nev-
ertheless the fact that E attains a nontrivial expression in that case and PMI is zero
shows that E seems to measure complex structure at a finer level. Thus for detect-
ing emergent structures the PMI seems to be a more useful complexity measure. To
confirm this intuition more concrete calculation examples are needed. For a detailed
discussion on complexity measures and their relation to emergence, see [11, 12].

Acknowledgements I would like to thank Andreas Knauf for motivating me to work on this
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Chapter 106
Demographic Fluctuations and Inherent Time
Scales in a Genetic Circuit

Hildegard Meyer-Ortmanns and Darka Labavić

Abstract We review results on a genetic circuit made out of a self-activating species
A that activates its own repressor B in a negative feedback loop. We consider this
motif in three descriptions: a deterministic coarse-grained one from the start, its
stochastic pendant, and a stochastic version with an improved time resolution. We
study the conditions under which we can derive the deterministic coarse-grained
from the stochastic time-resolved version. As it can be shown from the time-resolved
version, the regular oscillations which are found in a number of realizations of this
motif, fade away for slow binding rates of the transcription factors to the promoter
regions of the genes. Results of our Gillespie simulations match well with mean-
field predictions if the averaging over states accounts for the inherent time scales.
The occurrence of quasi-cycles in the stochastic descriptions raises the question as
to which oscillations in natural systems are of mere demographic origin.

Keywords Genetic circuits · Quasi-cycles · Coarse-graining

106.1 Introduction

A frequently found motif in biological networks is the combination of a self-
activating species A that also activates its own repressor, a second species B , in
a negative feedback loop [1–7]. The very motif should be understood only as an
effective coarse-grained description in the sense that the concrete realizations may
differ in the number of intermediate steps before the loops close and in the biologi-
cal realization of the positive and negative feedback, e.g. on the transcriptional level
or via direct repression between proteins, for example. It is sketched in Fig. 106.1.

We termed the motif bistable frustrated unit (BFU), as the bistability is inherent
in the self-activation loop of A, while either of the connecting bonds between A and
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Fig. 106.1 Basic motif of a
self-activating species A,
activating also its own
repressor B . Pointed arrows
denote activation, blunt arrow
denotes repression

itself or between B and A is frustrated. The frustration results from the fact that A
receives a conflicting input from its own activation and the repression via B at the
same time. The term points on the analogy to spin systems and was first used in [8].
From the physics’ point of view it is therefore of interest whether common dy-
namical features of this motif exist independently of its realization and description.
In this contribution we review three descriptions of the BFU referring to the same
realization with repression on the transcriptional level, but differing in the details
which are taken into account. We start in Sect. 106.2 with the simplest description
in terms of two deterministic ordinary differential equations for concentrations of
proteins A and B in which underlying processes on the genetic and the mRNA level
are subsumed in rate constants. In Sect. 106.3 we consider a fully stochastic ver-
sion of the very same system, now described in terms of biochemical reactions, or,
equivalently, in terms of a master equation so that demographic fluctuations in the
number of proteins A and B are taken into account. In Sect. 106.4 we zoom into the
time resolution of the motif including different ratios of binding rates of genes with
respect to the protein decay rates. Here we start from a fully stochastic formula-
tion, based on reactions between the promoter regions of genes and proteins as well
as production and decay rates of proteins. We then formulate an equivalent set of
master equations. Here we illustrate how the appropriated averaging procedure over
fast processes depends on the inherent time scales and leads to distinct deterministic
sets of equations that differ in their bifurcation patterns. Only in the special case of
so-called fast genes we recover the former deterministic coarse-grained description
of Sect. 106.2. Therefore the simple description cannot be claimed to capture the
dynamical performance of this motif.

106.2 The Bistable Frustrated Unit in a Deterministic
Description

In its simplest formulation the BFU is described by the following set of differential
equations for the time evolution of protein concentrations ΦA and ΦB :

dφA

dt
= α

1+ φB/K
b+ φ2

A

1+ φ2
A

− φA, (106.1)

dφB

dt
= γ (φA − φB), (106.2)

where γ is the ratio of the half-life of A to that of B . Here we focussed on the
case γ � 1, that is when the protein B has a much longer half-life than A with a
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slow reaction on changes in A, while A has a fast response to changes in B . The
parameter K sets the strength of repression of A by B . We assumed K� 1, so that
already a small concentration of B will inhibit the production of A. The parameter
b determines the basal expression level of A. In units where the production rate of
B is equal to its degradation rate, K plays the role of a Michaelis constant that sets
the strength of the repression of A by K . The choice of the Hill coefficients (here as
h= 1 in (B/K)h, activation of B byAwith Hill coefficient h= 0 and self activation
of A involving powers of h= 2)), used in the repression of A by B , may influence
the very bifurcation pattern. The parameter α is the maximal rate of production of A
for full activation (φ2

A� b) and no repression (φB ≈ 0). It served as our bifurcation
parameter.

Results In [12] we analyzed the phase structure of this model as a function of α.
For small α, (α < 31.1), and large α, (α > 97.9), keeping K = 0.02, b= 0.01, γ =
0.01 fixed in both cases, we observed excitable behavior: For small perturbations
below a certain threshold the values of the concentrations directly return to their
fixed point values, while for perturbations above this threshold they return after a
long excursion in phase space. In the intermediate α-regime, separated from the
fixed-point regimes by subcritical Hopf bifurcations, we found regular limit cycles.
It is these oscillations, which are supposed to describe the oscillatory behavior in a
number of genetic systems, sharing the motif of the BFU.

106.3 Stochastic Version of the Bistable Frustrated Unit

Our next goal was to formulate a stochastic counterpart of the model (106.1)–
(106.2) by introducing individual molecules of A and B and their corresponding
numbers NA and NB to account for the demographic fluctuations in NA, NB . The
concentrations become ΦA = NA/N0, ΦB = NB/N0, where N0 plays the role of
the system size, that is the average number of molecules A and B . It allows to
control the size of the demographic fluctuations. Rather than adding noise terms to
Eqs. (106.1)–(106.2) (directly “expanding” about the deterministic limit), the fully
stochastic description amounts to a set of biochemical reactions, given as

production of A NA→NA + 1 with rate N0f (NA/N0,NB/N0) (106.3)

decay of A NA→NA − 1 with rate NA (106.4)

production of B NB→NB + 1 with rate γNA (106.5)

decay of B NB→NB − 1 with rate γNB (106.6)

where “rate” denotes the transition rate of a specific process, and f (φA,φB) is given
by

f (φA,φB)= α

1+ φB/K
b+ φ2

A

1+ φ2
A

. (106.7)
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This set of reactions is simulated with the Gillespie algorithm [10] to yield trajec-
tories in the (NA,NB)-phase space. Equivalently the time evolution of our system
can be described by the following master equation for the probability P(NA,NB; t)
for finding NA proteins of type A and NB proteins of type B at time t :

∂P (NA,NB)

∂t
= −(N0f (NA/N0,NB/N0)+NA + γNA + γNB

)
P(NA,NB)

+ (NA + 1)P (NA + 1,NB)

+N0f
(
(NA − 1)/N0,NB/N0

)
P(NA − 1,NB)

+ γ (NB + 1)P (NA,NB + 1)+ γNAP (NA,NB − 1). (106.8)

On the right-hand-side we have as loss terms for P(NA,NB) the production of A
with rate N0f (NA/N0,NB/N0), the decay of A proportional to NA, the produc-
tion of B proportional to γNA, and its deletion proportional to γNB . Gain terms
to P(NA,NB) result from the decay of A out of a state with NA + 1 proteins, its
production from a state withNA−1 proteins with rateN0f ((NA−1)/N0,NB/N0),
the decay of B with rate γ (NB + 1) and its production with rate γNA from
NB − 1 proteins of type B . When we numerically integrate Eq. (106.8), the re-
sulting probability distribution should match with the histogram which can be de-
rived from the Gillespie measurements of the trajectories in phase space. To treat
Eq. (106.8) in an analytical approximation, we applied the van Kampen expansion
in 1/

√
N0 [11]. For N0 →∞, we obtain Eqs. (106.1)–(106.2) in terms of 〈NS〉 with

〈NS〉 =∑
NS
NSP (NA,NB; t), S =A,B . To next order we obtain a Fokker-Planck

equation for the probability to observe fluctuations in NA, NB at time t . As outlined
in [11], the solution of the Fokker-Planck equation is a Gaussian distribution. It is
therefore sufficient to express the first and second moments in our case in terms
of the parameters of the Eqs. (106.3)–(106.7), evaluated either at the deterministic
fixed-point solution, when the parameters are chosen in the fixed-point regime, or at
the stationary limit-cycle solution for parameters out of the limit-cycle regime. Fur-
thermore we can calculate the variance of the fluctuations and the autocorrelation
functions and compare the results with those derived from the Gillespie simulations.

Results For a transient time in the Gillespie simulations, the numbers NA and NB
seem to converge to a neighborhood of the deterministic fixed points and the de-
terministic limit cycles, respectively. For simplicity we keep the characterization as
fixed-point and limit-cycle regime also for the parameter ranges in the stochastic
formulation, although these terms become meaningful in a strict sense only in the
deterministic limit. So the stochastic trajectories roughly follow the deterministic
ones with fluctuations being the larger the smaller the system size. This result corre-
sponds to the naive expectation, and if it would also reflect the long-time behavior,
we would not report on it here. For a larger number of Gillespie steps, however,
we see cycles also deeply in both fixed-point regimes, in particular for α = 15 and
α = 150, see Fig. 106.2(top) [9].
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Fig. 106.2 Trajectories in phase space for Gillespie steps TG = 104, α = 15 (top left), and
TG = 4 · 105, α = 150 (top right). Bottom: for α = 26, close to the transition region, we see cycles
for the stochastic simulations (red points) and a trajectory (blue (full) line) converging to the fixed
point as deterministic solution. N0 = 100 in all cases

These cycles are called quasi-cycles due to their absence in the limit N0 →∞.
In Fig. 106.2(bottom) α is close to, but still below the value of the deterministic bi-
furcation point, accordingly the deterministic trajectory converges to a fixed point,
but the stochastic trajectories show large fluctuations and approximately proceed
along cycles. The figure shows that in the vicinity of the transition region between
fixed-point and limit-cycle behavior it is inherently difficult to disentangle regular
limit cycles from quasi-cycles. Better suited than plots of the phase trajectories are
measurements of the autocorrelations to identify the origin of the oscillatory behav-
ior. Autocorrelations decay faster for quasi-cycles than for the stochastic version of
limit cycles. In [9] we measured the autocorrelations and the power spectrum in the
different regimes as a function of α, both from the Gillespie simulations and via the
van Kampen expansion. In particular we could reproduce the strong variation in the
size of the variance along the noisy limit cycles. The van Kampen expansion leads
to results that agree with the Gillespie simulations whenever the fluctuations are not
large compared to the mean-field level, that is not too close to the transition region
and not too deep in the fixed-point regime. It should be mentioned that the impact
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Fig. 106.3 Zoom into the motif of Fig. 106.1 with a realization via genes a and b leading to the
production of proteins A and B with rates gaon,bare,off and gbbare,on, respectively, depending on the
bound transcription factors to the promoter region of a and b. Transcription factors A(B) bind
with rate haAA(h

a
BB) to the promoter region of a, and unbind with rates f aAA(f

a
BB), respectively.

Transcription factor A also binds to the promoter region of gene b with rate haA and unbinds with
rate f bA . Proteins A and B decay with rates δA and δB , respectively

of fluctuations on the power spectrum also depends on the feature of how spiky the
dynamics is. This feature can be tuned via the ratio of half-life of protein A to pro-
tein B . Very spiky dynamics leads to strong fluctuations in the physical time it takes
the system to perform one cycle in the protein numbers. For further details we refer
to [9].

106.4 Caveats in Deriving Models on the Coarse-Grained Scale

In the former deterministic and stochastic versions of the model, the origin of activa-
tion and repression was hidden in the rate constants. Now we consider a realization
of the motif as shown in Fig. 106.3.

It is the genes a and b that lead to the production of proteins A and B with rates
gaon,bare,off and gbon,bare, respectively, depending on which transcription factors are
bound to the promoter region of a and b. Transcription factors A(B) bind with rate
haAA (h

a
BB) to the promoter region of a, turning gene a into the on- (off-) state, re-

spectively, and unbind with rates f aAA (f
a
BB), respectively. If no transcription factor

is bound, we call the gene states “bare”. Transcription factorA also binds to the pro-
moter region of b with rate haA (inducing the on-state of gene b) and unbinds with
rate f bA (leaving b in a bare state). Proteins A and B decay with rates δA and δB , re-
spectively. To focus on the effect of binding rates we drop the intermediate mRNA
production steps and only zoom into a better time resolution of the binding rates
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with respect to the decay rates of the proteins, the fast one (A) and the slow one
(B). Therefore we directly start from a fully stochastic description in terms of the
following protein production and decay reactions:

aon
gaonN0−−−→A+ aon

abare
gabareN0−−−−→A+ abare

aoff

gaoffN0−−−→A+ aoff

A
δA−→ φ

bon
gbonN0−−−→ B + bon

bbare
gbbareN0−−−−→ B + bbare

B
δB−→ φ.

(106.9)

The reactions should be read according to “gene a in the on-state produces pro-
tein A with rate gaonN0” etc.. Depending on which transcription factors are bound
to the promoter region, we distinguish between the three states of gene a, ai with
(i = on, bare, off) and the two states of gene b, bj with (j = on, bare). The bind-
ing/unbinding reactions of transcription factors to the promoter regions of genes are
chosen as

abare + 2A
haAA/N

2
0−−−−→ aon

aon
f aAA−−→ abare + 2A

abare + 2B
haBB/N

2
0−−−−→ aoff

aoff
f aBB−−→ abare + 2B

bbare +A
hbA/N0−−−−→ bon

bon
f bA−→ bbare +A.

(106.10)

The values of the effective binding rates and the corresponding unbinding rates are
chosen to be of the same order according to

haAAN
2
A

N2
0

= h
a
BBN

2
B

N2
0

= h
b
ANA

N0
∼ f aAA = f aBB = f bA. (106.11)
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Table 106.1 Parameters kept
fixed gabare gaoff gbon gbbare δA δB

25 0 2.5 0.025 1 0.01

Table 106.2 Binding and unbinding parameters

Genes N0 NA NB f aAA = f aBB = f bA haAA
N2

0
N2
A = haBB

N2
0
N2
B

hbA
N0
NA δA� δB

Fast 1 100 100 100 100 100 � δA� δB

Slow 1 100 100 1 1 1 ∼ δA� δB

Ultra-slow 1 100 100 0.01 0.01 0.01 ∼ δB � δA

The final choice of our parameters is displayed in Table 106.1 for the production
and decay parameters that are kept fixed and in Table 106.2 for the binding and
unbinding parameters.

In our numerical approach we used again Gillespie simulations of the reac-
tions (106.9) and (106.10), later displayed in Figs. 106.4 and 106.5 for two extreme
cases of fast and ultra-slow genes. The ultimate goal now is to reproduce the ob-
served features of the stochastic simulations in the deterministic limit by appropri-
ate sets of differential equations. These differential equations should be derived from
the set of master equations corresponding to the reactions (106.9) and (106.10). In
particular the question arises as to whether Eqs. (106.1) and (106.2) from Sect. 106.2
can be recovered and under what conditions. The explicit form of the master equa-
tions can be found in [13]. They determine the probability Pij (NA,NB; t) for find-
ing NA proteins of type A, NB proteins of type B at time t under the condition that
gene a is in state i, (i = on,bare,off), and gene b is in state j , (j = on,bare).

Our aim is to derive equations on the mean-field level for the first moments
of NA, NB by averaging over all processes that are fast compared to the decay
rates of both proteins. First of all we assume that we can factorize the probability
Pij (NA,NB, t) according to

Pij (NA,NB, t)= aibjP (NA,NB, t) (106.12)

with ai the probability of finding gene a in the i-state and bj the probability of
finding gene b in the j -state, while P(NA,NB, t) is the probability of finding the
respective protein numbers whatever states the genes are in. As a further approxima-
tion we shall replace higher order moments 〈NkS 〉, k ≥ 2, by 〈NS〉k , S =A,B , where
〈NS〉 =∑

ij 〈NS〉aibj . Both approximations, the factorization of the probability and
the drop of higher order correlations in the moments, are in principle crude and can
be justified only à posteriori, if the resulting equations reflect the deterministic limit
of the Gillespie simulations.

Within these approximations we next derive three equations for d(〈NA〉ai )
dt

,

(i = on, bare, off) and two equations for d(〈NB 〉bi )
dt

, (i = on, bare). These equations
follow from averages over the protein numbers as well as over the states of gene a
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for protein B and over the states of gene b for protein A, since the change in NA is
assumed to be independent of the states of gene b and vice versa for NB . To extract
the equations for the moments NA and NB , we therefore have also to derive the
time evolution of the probabilities to find the genes in one of their allowed states,
that is equations for dai

dt
,
dbj
dt

that follow from ai =∑
NA,NB,j

Pij (NA,NB; t) and
bj =∑

NA,NB,i
Pij (NA,NB; t). At this stage we are left with five equations for the

first moments of proteins and five equations for the probabilities for finding the
genes in their specific states. Details of the derivation can be found in [13].

For the averaging so far we have not used any assumption on the binding rates
and their relation to the decay rates. For the next steps, however, in which we want
to further reduce the set of equations, we shall distinguish the three cases of fast,
slow and ultra-slow genes with parameters chosen according to Table 106.2.

Fast Genes Here we assume that proteins A (B) see only average values
of their own genes a (b), respectively. Therefore we sum

∑
i d/dt (〈NA〉ai),

(i = on, bare, off) and
∑
j d/dt (〈NB〉bj ), (j = on, bare), and insert for the prob-

abilities ai and bj their stationary values which follow from the solutions of
dai
dt
= 0= dbj

dt
. The result is

dΦA

dt
= γ

a
bare + γ aonx

a
AAΦ

2
A + γ aoff x

a
BBΦ

2
B

1+ xaAAΦ2
A + xaBBΦ2

B

−ΦA (106.13)

dΦB

dt
= δ

B

δA

(
γ bbare + γ bonx

b
AΦA

1+ xbAΦA
−ΦB

)
(106.14)

with the following definitions: 〈NS〉/N0 =: ΦS , S = A,B , xmn := hmn
fmn

with

(m= a, b), (n = A,B or AA, BB), respectively, γ aon = gaon
δA

, τ = tδA, and the like.
Equations (106.13)–(106.14) correspond to Eqs. (106.1)–(106.2) of the first section,
so that we have recovered the former deterministic description apart from some mi-
nor differences. In particular the replacement of the dynamical probabilities ai, bj
by their stationary values and the averaging over the remaining gene states reduced
the number of dynamical equations to two, forΦA = 〈NA〉/N0 andΦB = 〈NB〉/N0,
as compared to ten at the start.

Figure 106.4 shows which features of the Gillespie trajectories in (NA,NB)-
space and their corresponding probability distributions (PDFs) are reflected by the
deterministic equations. The locations of the maxima in the PDFs in the upper and
lower right figure exactly correspond to the fixed-point values of the deterministic
equations, indicated by vertical lines. In the limit-cycle regime (second row of the
figure) the vertical lines mark the maximal and minimal extension of the limit cycles
in ΦA and ΦB when determined by the deterministic equations; their values are in
reasonable agreement with the PDF as derived from the Gillespie simulations. So the
overall phase structure of two fixed-point regimes and one intermediate limit-cycle
regime is preserved in the coarse-grained description of Eqs. (106.13)–(106.14).
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Fig. 106.4 Gillespie simulations for fast genes, that is haAA = haBB = 0.01, hbA = 1.0, f aAA =
f aBB = f bA = 100. Phase portraits of the number of proteins NB versus NA within Gillespie time
TG = 5000 (left column) and corresponding probability density functions (PDF) (right column)
of NA (full line black) and NB (dashed line black), while the gray full and dashed vertical lines
indicate the position of the fixed points in the first and third row. In the first and third row gaon = 100
and gaon = 900, respectively, in the left panels we see the stochastic pendant of the fixed points
observed in the deterministic case. For clarity of the figure we do not plot every Gillespie step, but
only 5000 of them. The maxima of the PDFs agree well with the fixed points in the deterministic
description. In the second row we see the stochastic version of limit cycles for gaon = 300. The
vertical lines here mark the maximal and minimal extension of the limit cycles in ΦA and ΦB
when integrated as solutions of the deterministic equations (106.13)–(106.14). These plots confirm
our former model (106.1)–(106.2) as a suitable coarse-grained description

Slow Genes From the corresponding Gillespie simulations (not displayed here)
one can see that switches between the on- and the bare states of gene a are still
fast, but those between on- and off-states are less frequent. Accordingly we sum
now d

dt
(〈NA〉aon + 〈NA〉abare) and d

dt
(〈NA〉abare + 〈NA〉aoff ). It then depends on

the initial conditions whether protein A is either described by the dynamics of the
first sum or by that of the second sum, reflecting the fact that protein A sees two
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different average values of the gene states, either over “on-bare” or over “bare-off”.
If we assume that the switches between the on- and bare states of gene b, which
are of the same order as the decay time of protein A, are still fast as compared to
protein B , we average d

dt
(〈NB〉bj ) further over (j = on, bare), independently of

which alternative (I or II) describes the dynamics of protein A. This way we obtain

two sets of two differential equations each, either
d〈NIA〉
dt

and d〈NB 〉
dt

or
d〈NIIA 〉
dt

and
d〈NB 〉
dt

. If we still insert the stationary values of ai and bj , a linear stability analysis
reveals that the first set of equations has up to three fixed points, depending on the
choice of parameters, two stable and one saddle, the second set of equations has one
stable fixed point, but none of the two sets allows for a regime of stable limit cy-
cles. A comparison with the results of the Gillespie simulations (not displayed here)
works best for large values of the bifurcation parameter, where the first fixed point,

predicted by
d〈NIA〉
dt

and the second fixed point predicted by
d〈NIIA 〉
dt

are visible in the
two maxima of the PDF derived from the Gillespie trajectories. These trajectories
show, however, stripes ofNA,NB events, well localized inNA, corresponding to the
two noisy versions of the fixed points in NA, but smeared out over a large range of
NB values. This result is at odds with the fixed-point predicted by d〈NB 〉

dt
and shows

that in contrast to protein A, protein B is not fast enough to resolve the different
states, here of gene b, and to adapt to them in time before the gene state changes.

Ultra-Slow Genes This limit refers to a situation, in which the binding (unbind-
ing) rates of transcription factors are of the order of the slow protein B . So the
time which genes a and b spend in one of their possible states is long as compared
to 1/δA, the lifetime of protein A. It then does no longer make sense to further
sum the equations for d〈NA〉ai

dt
over any states of gene a, nor to sum

d〈NB 〉bj
dt

over
any states of gene b, neither to insert stationary values for ai, bj . Instead we insert
dai/dt , dbj/dt from the formerly derived expressions and end up with five uncou-
pled equations for the first moments ΦS = 〈NS〉/N0, S =A,B , namely

dΦA

dt
= gai − δAΦA, i = on,bareoff

dΦB

dt
= gbi − δAΦA, i = on,bare

(106.15)

with solutions that for t →∞ exponentially decay to the fixed points gsi /δ
S with

(S = A,B), (s = a, b), (i = on, bare, off) for s = a, and (i = on, bare) for s = b,
leading to six fixed points. Depending on the initial conditions, the system converges
to one of them. For this choice of binding rates, no reduction to a smaller set of
differential equations for the moments 〈NA〉, 〈NB〉 is therefore possible, neither can
the probabilities for gene states be absorbed in effective rate constants.

In the Gillespie simulations of this limit we expect the system to switch between
three possible states with respect to NA and two with respect to NB , so between
six fixed points in the deterministic limit. The former oscillations in the limit-cycle
regime are clearly gone. For NA we see both in the phase portraits (localized stripes
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Fig. 106.5 Same as Fig. 106.4, but for ultra-slow genes, that is haAA = haBB = 0.000005, hbA =
0.0001, f aAA = f aBB = f bA = 0.01. In all three rows, left column, we see remnants of three fixed
points in the deterministic limit with respect to values of NA, while the values of NB are broadly
spread, since B is too slow to follow the different states of gene b. The vertical lines from the
deterministic prediction of the fixed point values (right column) match well the maxima of the
PDFs for NA and only roughly for NB . The insets zoom into the (NA,NB) values of the two fixed
points for lower NA-values

in NA) and in the probability density functions (pronounced maxima in NA) rem-
nants of three distinct fixed-point values of NA (cf. Fig. 106.5), while the remnants
of two possible fixed-point values of NB are only vaguely visible as two broad max-
ima in the probability distribution. Obviously the ultra-slow genes are still not slow
enough to allow protein B to adjust to the different states of gene b.

Our description of Sect. 106.3 in terms of Eqs. (106.1)–(106.2) would therefore
completely fail to predict the time evolutions of ΦA and ΦB . Last but not least the
regime of noisy limit cycles is also gone for ultra-slow genes as for the case of slow
genes.
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106.5 Summary and Conclusions

We have studied the motif of a bistable frustrated unit from the physics’ perspec-
tive, independently of whether our parameter choice is realized in one of the natural
systems where it is found. A question of main interest concerned the existence of
regular oscillations for an intermediate range of parameters, independently of the
realization of the motif. The answer is negative. No regular oscillations are found
for cases in which the binding rates of genes are not fast compared to the protein
decay rates. In general one should therefore account for caveats in finding the appro-
priate averaging procedure over intermediate states of the system and over subsets
of variables that usually serve to reduce the number of degrees of freedom for a
coarse-grained description.

The occurrence of quasi-cycles in both stochastic versions of Sects. 106.3 and
106.4 is not new from the physics’ point of view. Quasi-cycles in ecological sys-
tems are known for example from [14, 15]. In our context of genetic systems the
observation of quasi-cycles raises a question which is of interest from the biological
point of view: Are there genetic circuits whose oscillatory behavior is exclusively a
result of demographic fluctuations, e.g. in the number of proteins? Since oscillations
can be created in a number of different ways, both in models and in nature, it may
be rather involved to trace back the true origin of oscillations in a concrete case.

Acknowledgements We would like to thank our collaborators A. Garai (UC San Diego),
W. Janke and H. Nagel (University of Leipzig) as well as B. Waclaw (University of Edinburgh)
for their contributions to different parts of the work.
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Chapter 107
Memory and Nonlinear Mapping in Reservoir
Computing with Two Uncoupled Nonlinear
Delay Nodes

Silvia Ortín, Luis Pesquera, and José Manuel Gutiérrez

Abstract A novel architecture based on a single nonlinear node with delayed feed-
back has been recently proposed for Reservoir Computing (Appeltant et al., Nat.
Commun., 2:468–472, 2011). We analyze the interplay of memory and nonlin-
ear mapping for a single sigmoid delay node and for two uncoupled delay nodes
with different parameters for the sigmoid function. When two nodes are used, the
memory capacity increases and the performance for low nonlinearity task degree is
clearly improved.

Keywords Reservoir computing · Time-delay systems

107.1 Introduction

Standard Reservoir Computing (RC) utilizes a large network of randomly connected
nonlinear dynamical nodes with fixed weights [1]. Recently, it has been demon-
strated that RC can also be realized by replacing the complex network by a single
nonlinear node subject to delayed feedback [2]. The reservoir with delay systems
is constructed in a completely deterministic manner as in the case of simple cyclic
reservoirs [3]. The reduction to a single delay node has allowed hardware imple-
mentation in electronic [3] and photonic [4, 5] systems.

In this paper we first show that a single delay node with a sigmoid function ex-
hibits short-term memory. However, real-world tasks require both memory and a
nonlinear mapping. We use a recently introduced task (delayed continuous XOR
[6]) to study the interplay between nonlinearity of the mapping and memory in the
reservoir. In order to increase memory capacity (MC), we consider two uncoupled
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Fig. 107.1 Quality memory
capacity mq . Left: Single
delay node with sigmoid
function exponent c= 4,
N = 400 and τ = 80. Right:
Two uncoupled delay nodes
with c1 = 4 and c2 =−4.
Each node has N = 200
virtual nodes and τ = 40

delay nodes with different parameters for the sigmoid function. It is found that per-
formance for low nonlinearity task degree is clearly improved.

107.2 One Single Nonlinear Delay Node

The reservoir is an input-driven delay dynamical system with a single nonlinear
node [1]

dx(t)/dt =−x(t)+ ηf (x(t − τ)+ γ J (t)), (107.1)

where J being the input, τ the delay time, η the feedback strength and γ the
input scaling. Input is multiplexed in time across τ by using a random binary
mask (values +1 and −1) of N bits. The delay interval is divided into N pieces
of length θ = τ/N = 0.2 with their endpoints representing virtual nodes from
which linear readouts learn to extract information and perform computation through
linear regression (see [1] for details). We consider a sigmoid function f (u) =
1/(1 + exp(−cu)) − 0.45 with an exponent c = 4, such that the system operates
in a stable fixed point without input (γ = 0) when η < 1.

The input u(t) consists of a random signal with values in [−0.5,0.5]. We first
compute the quality MC, mq , that is given by the sum of the normalized correlation
m(d) between the output and the delayed input u(t − d) over d , without taking into
account low values in the tail of m(d) [7]. The results plotted in Fig. 107.1(left) for
N = 400 virtual nodes and τ = 80 show that mq is greater than 12 for low γ and a
large range of values for η. The maximum value achieved for mq is 21.

We now evaluate the performance of the single delay node for a delayed con-
tinuous XOR-task [6]. This task offers control of the amount of nonlinearity and
memory required from the reservoir. The task is to reconstruct the following de-
layed nonlinear function of the input u(t)

yd,p[t] = sign
[
u(t − d)u(t − d − 1)

]∣∣u(t − d)u(t − d − 1)
∣∣p, (107.2)

where the delay d is the required memory and the power p determines the degree
of task nonlinearity. The maximum delay dmax with a normalized root mean square
error (NRMSEXOR) smaller than 0.1 is shown in Fig. 107.2(top) for p = 1 and
p = 2. For low nonlinearity (p = 1) good performance (NRMSEXOR < 0.1) is ob-
tained with d = 6 for low γ and a large range of values for η. The maximum value
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Fig. 107.2 Maximum delay
with NRMSEXOR < 0.1 for
continuous delayed XOR-task
for powers p= 1 (left) and 2
(right). Top: Single delay
node. Bottom: Two uncoupled
delay nodes. Same
parameters as in Fig. 107.1

achieved for dmax is 7. When nonlinearity is increased (p = 2) we obtain dmax = 2
for a small range of parameter values.

107.3 Two Uncoupled Nonlinear Delay Nodes

We now consider two uncoupled delay nodes with different exponents, c1 and c2,
for the sigmoid function. Using more delay nodes can increase the diversity of the
reservoir. We have found that an increase in the MC is obtained when c1 and c2 have
opposite signs.

We show in Fig. 107.1(right) mq for two uncoupled delay nodes with exponents
c1 = 4 and c2 =−4. We have considered N = 200 and τ = 40 for each node. Qual-
ity MC mq is greater than 20 for low γ and a large range of values for η. The max-
imum value achieved for mq is 30.5. This represents a clear increase of MC with
respect to the values obtained with a single node for the same number of virtual
nodes (see Fig. 107.1(left)).

We now evaluate the performance of two uncoupled delay nodes for the delayed
continuous XOR-task. The maximum delay with NRMSEXOR < 0.1, dmax, obtained
with two uncoupled delay nodes is shown in Fig. 107.2(bottom) for powers p = 1
and p = 2. For low nonlinearity (p = 1) we obtain dmax = 8 for low γ and a large
range of values for η.

The maximum value achieved for dmax is 9. The performance is clearly improved
with respect to the system with one single delay node. When nonlinearity is in-
creased (p = 2) a value dmax = 2 is obtained. The range of parameter values for
p = 2 with dmax = 2 shows a clear increase with respect to the one obtained for the
single node system. These performance levels are comparable to or even better than
those obtained with conventional RC. The NRMSEXOR obtained for N = 100 neu-
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Fig. 107.3 NRMSE for
continuous delayed XOR task
with p = 1 (red), 2 (black)
and memory task (blue). Left
(right): γ = 0.02 (0.14) and
η= 0.4 (0.1). Solid (dashed)
lines: Single (two uncoupled)
delay node with the same
parameters as in Fig. 107.1

rons with standard RC [7] for power p = 1 (107.2) is greater than 0.1 when d > 3
(d > 1), that is dmax = 3 (dmax = 1).

Finally, we compare the performance for delayed continuous XOR task,
NRMSEXOR, and memory task (target: delayed input u(t − d)), NRMSEmem, in
Fig. 107.3 for both single and two uncoupled node systems. Two different set of
parameter values are considered: γ = 0.02, η = 0.4 and γ = 0.14, η = 0.1, that
correspond to the optimal parameter regions for delayed continuous XOR task with
p = 1 and p = 2, respectively. Very low errors for memory task are obtained for
the delay range that corresponds to NRMSEXOR < 0.5. For p = 1 we obtain a
NRMSEmem < 0.009 when NRMSEXOR < 0.5 in all the cases shown in Fig. 107.3.
Then NRMSEXOR is not determined by the error for memory task, even for low
nonlinearity (p = 1).

107.4 Conclusions and Discussion

We have shown that a single delay node with sigmoid nonlinearity exhibits short-
term memory. However, the maximum MC reached by this type of system is limited.
This can limit the performance for tasks that require high MC. It is shown that MC
increases when two uncoupled delay nodes with different parameters for the sigmoid
function are used.

We have analyzed the interplay of memory and nonlinear mapping by using a
delayed continuous XOR task. The performance has a faster degradation with delay
when the nonlinearity degree is increased. Performance for low nonlinearity task
(p = 1) is clearly improved by using two uncoupled nodes. The achieved perfor-
mance levels are comparable to or even better than those obtained with conven-
tional RC. We have found that the performance is not only determined by the error
of memory task, even for low nonlinearity.

We have considered two nodes to increase the diversity of the reservoir. This can
be also achieved by using a single node with a nonlinear function that has different
operation points. Preliminary results show that MC increases by using a single node
with a cos2 function.

The reduction to a single node has allowed a hardware implementation of RC
[2, 4, 5]. A crucial point in experimental realizations is the evaluation of noise effects
on the computational properties. The effect of noise will be important for tasks that
require low values of the input scaling, as for long delays.
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Chapter 108
What Networks to Support Innovation?
Evidence from a Regional Policy Framework

Annalisa Caloffi, Federica Rossi, and Margherita Russo

Abstract We explore how the implementation of a set of policy programmes over
a period of six years induced some “emergent” learning effects which had not orig-
inally been envisaged by policymakers. This way, we show how policy evaluation
can be used not only to assess the expected impact of policy interventions but also to
discover their unexpected behavioural effects, and therefore provides an important
instrument to guide the design of future interventions.

Keywords Policy evaluation · Social network analysis · Behavioural effects ·
Policy design

108.1 Introduction

Complexity-based approaches to innovation have emphasized the role of interac-
tions among heterogeneous agents as key sources of innovation [1] highlighting the
elements of such interactions that are associated with greater likelihood to generate
innovations and to foster long-lasting relationships giving rise to innovation cas-
cades. In management theory, it has been recognized that, as technologies become
more complex and economic environments more uncertain, firms increasingly rely
upon external sources of knowledge for their innovation processes, leading their in-
novation activities to become more open and distributed [2]. Firms’ ability to access
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knowledge through interactions with other organizations, including universities, is
increasingly recognized as a source of competitive advantage.

Hence, the ability to effectively access external knowledge through networking
is a very important competence for firms wishing to innovate successfully. However,
not all organizations are equally able to engage in effective networking. Small firms,
for example, may find it difficult to distract resources from their main activities in
order to engage in the search for external partners, to interact with organizations that
are cognitively very distant (like universities or large multinational corporations)
and even to identify the appropriate social channels through which contacts with
potential partners could be made.

While policies directed at improving the education of the workforce may increase
the networking capabilities of organizations in the long term (it has been shown that
a higher share of highly qualified personnel increases an organization’s absorptive
capacity and hence its ability to search for and absorb external knowledge) another
more immediate approach could be to encourage organizations to gain experience in
networking with external partners by promoting the set up of innovation networks.

Policies fostering inter-organizational collaborations have been undertaken for a
very long time (in Europe, at least since the launch of the first collaborative research
programmes in the 1980s) but usually their stated objective is to promote joint R&D
or technology transfer—promoting participants’ networking skills is only inciden-
tal. Only a few programmes in the EU have had networking per se as a specific
objective, and even these promote the formation of networks, not the strengthening
of the participants’ ability to network with others.

This points to the need to investigate what instruments can be used to strengthen
organizations’ networking skills. In this paper we explore whether policies spon-
soring the formation of innovation networks may have as a significant “emergent
effect” the strengthening of the participants’ networking abilities, and if so which
characteristics of these policies may be particularly conducive to enhancing net-
working skills. We do this thanks to the empirical analysis of a set of nine policy
programmes in support of innovation networks implemented in the same region
(Tuscany) between 2002 and 2008. The time dimension allows us to investigate
whether agents’ repeated participation to these policies enhances their ability to
form “better” innovation networks. This approach fits with the recent debate in pol-
icy analysis on the need to investigate whether policies have “behavioural effects”
in terms of stimulating learning processes on the part of the participants [3, 4].

108.2 What Makes a “Good” Innovation Network?

By not only promoting the set up of innovation networks but also by imposing con-
straints on their characteristics, the policymaker may be able to facilitate learning
processes within and between the networks and thus to stimulate to a greater or
lesser extent the development of the participants’ networking capabilities. In our
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empirical analysis, we focus on three types of policy constraints which could pro-
mote learning and which were actually present in some of the policy interventions
that we investigated.

1. Heterogeneity. By requiring the networks to include a certain degree of hetero-
geneity, the policymaker may facilitate learning processes thanks to which orga-
nizations improve their ability to interact with diverse organizations and hence
to form heterogeneous networks in the future. The experience of engaging in and
managing relationships with agents characterized by different cognitive frames
and modes of operation is likely not only to facilitate the emergence of novelty
[1, 5] but also to teach organizations how to improve their ways of interacting
with others.

2. Stability. Stable relationships are important in order to promote knowledge
spillovers and innovation diffusion to agents who are cognitively very distant
and hence may need more time and greater interaction in order to absorb exter-
nal knowledge. The policymaker may facilitate the consolidation of stable rela-
tionships by providing continuity in the policy framework. In fact, participants
to policy-supported innovation networks have highlighted that the different time
scales at which innovation processes and innovation policy interventions unfold
(the former develop along a much longer time scale than the latter) can be prob-
lematic [6].

3. Intermediaries. The policymaker may want to ensure that networks include new
participants, even in the presence of a stable core, in order to avoid “lock in” into
communities of stable collaborators which can lead to undesirable effects like
closure to outsiders, inward-looking attitudes, dependence on a partner, and the
emergence of lobbying behaviour. The involvement of innovation intermediaries
might provide support to achieve this aim. Intermediaries are organizations that
play a mediating role in innovation processes, facilitating connections between
other organizations that are engaged in the invention, development and produc-
tion of new products, processes and services. They ensure interaction and com-
munication among heterogeneous participants, which differ in language, systems
of incentives and objectives, etc. [7].

In the policy practice, it can be very difficult to find a balance between fostering
efficient and effective teamwork (allowing the time to create mutual understand-
ing and routines) and favouring the creation of ruptures and novelty. The tension
between temporary and stable relationships could be solved by considering the spe-
cific objectives of the network: that is, networks that explicitly prioritize innovation
diffusion processes or the absorption of spillovers resulting from established inno-
vations may be more effective when built around relatively stable communities of
innovators that include either small and large firms or enterprises and universities;
while networks aimed at the production of radical innovations may be more effective
when new relationships play a prominent role.
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Note to Fig. 108.1: The first column displays the nine policy programmes considered. The Regional
Programmes of Innovative Action are identified with the following labels: 2002_ITT (Regional
Programme of Innovative Action issued in 2002, whose acronym was ITT—Tuscany Technological
Innovation) and 2006_VIN (acronym: Virtual INnovation and Cooperative Integration, issued in
2006). The different calls of the two lines 1.7.1 and 1.7.2 included in the Single Programming
Document are identified with the name of the line and of the reference year, as identified by the
administrative documents we have analysed

Fig. 108.1 The time profile and rules of the different programmes

108.3 The Regional Policy Programmes

In the programming period 2000–2006, Tuscany’s regional government promoted
nine consecutive programmes aimed at supporting innovative projects carried out
by networks of heterogeneous economic agents. The set of policy programmes can
be divided into two major periods. The first period, which included the majority of
programmes and participants, ran from 2002 to 2005 (the last projects were com-
pleted towards the end of 2006). It included six programmes (2002_ITT, 2002_171,
2002_172, 2004_171, 2004_171E, 2005_171). In the vision of policymakers, these
programmes would have led to the development and strengthening of innovation
clusters made of SMEs and large companies working together with innovation ser-
vice providers and other agents supporting innovation. Strongly inspired by the re-
gional innovation system framework (which was dominant in the European innova-
tion strategies of the time) the regional policy maker considered the emergence of
such clusters as the first step towards the formation of Tuscany’s innovation system.
These programmes were characterized by the imposition of numerous constraints—
on the size and composition of the partnership and on the number of projects in
which each organization could participate, as shown in Fig 108.1.

The second period started in 2006, and ended with the last intervention im-
plemented in 2008. It included three programmes (2006_VIN, 2007_171 and
2008_171). The policymaker’s goal was to consolidate the networks formed in the
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previous period.1 No constraints were present in this period. This allows us to test, in
our empirical analysis, whether the policy constraints imposed in the first period had
some impact on the participants’ learning processes influencing the development of
their networking abilities in the second period.

Overall, the nine programmes were assigned almost €37 million, represent-
ing around 40 % of the total funds spent on innovation policies, and sponsored
168 projects. The total number of different organizations involved in the nine pro-
grammes was 1127, a subset of which (348) took part in more than one project. We
classified the organizations involved in the programmes into nine categories: firms
(60.3 % of all organizations involved),2 business service providers (7.6 %); private
research companies (2 %); local business associations (7.5 %); universities and other
public research providers; service centres (generally publicly funded or funded via
public-private partnerships; 3 %); chambers of commerce (1 %); local governments
(6.8 %); and other public bodies (3.5 %).

The various programmes addressed a set of technology/industry targets. A large
share of funds was devoted to ICT and multimedia (48.2 %), with the objective to
widen their adoption in traditional industries and SMEs. Projects in opto-electronics,
an important competence network in the region, received 16.4 % of funds. The third
targeted area, projects in mechanics, received 7.5 % of funds. The remaining tech-
nological fields included organic chemistry (5 %), biotech (4 %), and others (new
materials, nanotechnologies and a combination of the previously mentioned tech-
nologies).

108.4 Assessing Learning Effects/1: The Heterogeneity
of Project Networks

We assessed the heterogeneity of each project by measuring the diversity of the
types of participants (using the reciprocal of the Herfindahl index computed on the
shares of participants belonging to each of nine categories outlined earlier). The
average heterogeneity index is not too dissimilar across different programmes. The
only exception is the RPIA programme launched in 2006, which had lower average
heterogeneity and low dispersion of these values around the mean. Remarkably, in
the first period, there was very little difference in the mean and dispersion of the

1Interestingly, these interventions had not been planned at the beginning of the programming pe-
riod. Rather the region was able to procure additional funds that enabled it to implement a further
RPIA and two more waves of the SPD line supporting innovation networks (programme 171).
2In terms of economic activity (based on Nace Rev. 1.1 codes) and size, the largest share of partic-
ipating enterprises were manufacturing companies (68 %): of these, 21.8 % were micro and small
firms in the traditional industries of the region (marble production and carving, textiles, mechan-
ics, jewelery), while the remaining share were micro firms in the service sector (Nace Rev. 1.1:72).
The latter were an active group, with 1.8 projects per agent on average. The share of participating
enterprises varied in the different programmes, ranging from a minimum of 37.1 % in programme
172_2002 to a maximum of 100 % in the smallest programme (171_2004).
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heterogeneity index between the five programmes that imposed a minimum hetero-
geneity constraint and the programme that did not; nor there was lower average
heterogeneity in the second period, when no constraints were imposed. We also find
that greater project size was associated with greater heterogeneity, and that project
networks funded within programmes where a minimum heterogeneity constraint
was present were generally much larger than those funded within programmes with-
out such constraint, and very often much larger than the minimum size required to
fulfill the heterogeneity constraint. A possible explanation for this is that the imposi-
tion of a mandatory heterogeneity constraint forced projects coordinators to include
organizations that were not strictly necessary to the project’s success and required
them to increase the network size to include all the desired participants; while the
elimination of such constraints allowed the partnership to be designed according to
the effective project requirements and to economise on the number of partners with-
out necessarily reducing heterogeneity. This would therefore recommend caution in
imposing arbitrary heterogeneity constraints without taking into account the actual
partnership needs of the different projects.

Computing the heterogeneity index at the level of the entire programme, rather
than at the level of individual project networks, provides a different outlook. The
heterogeneity index in terms of participants’ fluctuated around a stable trend, and
programmes with a minimum heterogeneity constraint were no more heterogeneous
than the others. Instead, the heterogeneity index in terms of participants’ technol-
ogy areas was increasing over time, indicating that the programmes progressively
involved a wider range of technologically diverse organizations.

To detect the learning effects of the policy interventions on the organizations’
networking abilities, we consider the 205 organizations that took part in projects
in both periods, 2002–2005 and 2006–2008, and we test whether an organization’s
participation in policy interventions in the first period (and the features of that par-
ticipation) had an impact on its ability to engage in heterogeneous partnerships in
the second period.

We measure heterogeneity of an agent’s networks in period 2002–2005 using the
average of the heterogeneity index of all the project networks that the organization
was involved during that period (avgdiversity_20068). We then regress this variable
on a set of variables that capture the involvement of the agent in previous and current
policy programmes:

• p2002ITT, p2002171, p2002172, p2004171, p2004171E: set of five dummy vari-
ables capturing which policy programmes the organization was involved in during
period 2002–2005;

• avgdiversity_20025: average heterogeneity index of the projects the organization
was involved in during period 2002–2005;

• avgfunding_20025: average funding obtained by the organization in projects dur-
ing period 2002–2005;

• avgpctSC_20025: average share of partners that were service centres in the
projects the organization was involved in during period 2002–2005;

• avgp_20025: average number of partners in the projects the organization was
involved in during period 2002–2005;
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Table 108.1 Regression
explaining average
heterogeneity of
organization’s networks in
2006–2008

Note: ∗ 0.1, ∗∗ 0.01,
∗∗∗ 0.001. F(31, 165): 7.51,
Prob> F: 0.0000, R-squared:
0.4229, Root MSE: 0.94736

Coefficient Robust standard error Sign.

Dependent variable avgdiversity_20068

Number of obs 197

p2002ITT −0.007 0.089

p2002171 −0.391 0.230 ∗

p2002172 0.080 0.221

p2004171 0.318 0.222

p2004171E 0.448 0.225 ∗∗

p2005171 −0.088 0.039 ∗∗

avgdiversity_20025 0.122 0.103

avgfunding_20025 0.000 0.000

avgpctSC_20025 −3.289 1.773 ∗

avgp_20025 0.004 0.018

avgfunding_20068 0.000 0.000 ∗

avgpctSC_20068 0.110 0.072

avgp_20068 0.094 0.024 ∗∗∗

_cons 3.040 0.592 ∗∗∗

• avgfunding_20068: average funding obtained by the organization in projects dur-
ing period 2006–2008;

• avgpctSC_20068: average share of partners that were service centres in the
projects the organization was involved in during period 2006–2008;

• avgp_20068: average number of partners in the projects the organization was
involved in during period 2006–2008;

We also consider a set of control variables capturing the type of agent, its size
and the share of projects it engaged in each technological area. We use OLS with
robust standard errors to control for possible correlation among the errors.3 Due to
some missing observations, the overall number of observations is 197.

These result displayed in Table 108.1 suggest that the constraints imposed by
the policy did not have the expected impact on the participants’ behaviour. In fact,
participation in two of the programmes with minimum heterogeneity constraints
(171_2002 and 171_2005) had a significantly negative effect on the heterogeneity
of networks in the second period, while participation in the only programme with-
out a minimum heterogeneity constraint (2004_171E) had a significantly positive

3To check whether the “learning effects” induced by the policy were effectively due to the policy
participation rather than to joint participation to other projects, we experimented with including a
dummy variable equal to 1 if the organization had already collaborated with another participant in
the policy programmes but outside of the set of regional policies, in both regressions. The inclusion
of this variable reduced the number of observations to 182 due to missing values, did not change
the sign and significance of the coefficients, and was itself not significant. Hence we did not include
it in the final analysis.
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effect. This may suggest (negative) policy learning: as the imposition of a minimum
heterogeneity constraint forced organizations to form partnerships that were larger
and more heterogeneous than was necessary, this negative experience may have led
these organizations to limit the heterogeneity of their later partnerships in order to
avoid inefficiencies. Hence, the constraint was not effective, maybe because the type
of heterogeneity devised by the policymaker did not match the actual needs of the
participants. Vice versa, participation in a programme where no such constraint was
present seemed to have encouraged partners to experiment with more heterogeneous
networks in the second period.

A greater share of relationships with the types of agents that the policymaker
had envisaged could play the role of innovation intermediaries, the service centres,
has a significantly negative effect on heterogeneity in the second period. As service
centres are generally focused on specific technological areas, this may indicate that
relationships with service centres did not encourage the encounter with organiza-
tions in different fields but rather only promoted relationships within the same area.
This is not to say that service centres were not instrumental in facilitating relation-
ships, but rather they did not seem to promote the ability of organizations to form
relationships with heterogeneous partners (at least in the very aggregate terms we
have measured it).

Greater average funding and larger networks in the second period were associated
with greater heterogeneity in the same period. This suggests that the organizations
that have the resources to obtain and manage more funds and to engage in larger
projects also have better networking competences that enable them to organize het-
erogeneous partnerships.

108.5 Assessing Learning Effects/2: The Stability
of Relationships

By definition, the first programme included participants and relationships that were
new to the programme. Then, as time went by, there was a progressive increase in
the number of agents that have already benefited from these policies. Nonetheless,
continuous participation (that is, having been continuously active in all the previ-
ous programmes) and relatively stable participation (that is, having been present in
at least one of the previous programmes) were associated with new relationships
among new and old participants, as the share of new relationships remained high
across all programmes; in particular, it remained constant and near 100 % in the
first period, while it declined (non monotonically) in the second period, remaining
however above 80 %.

This is consistent with the general policy objectives which, as we discussed ear-
lier, were focused on the construction of new networks in the first period and on the
consolidation of existing relationships in the second period.

We also find that the programmes that attracted the largest share of new partici-
pants were (besides the first) those which required project networks to have a min-
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Table 108.2 Regression
explaining stability of
relationships of participants
in 2006–2008

Note: ∗ 0.1, ∗∗ 0.01,
∗∗∗ 0.001. F(31, 165): 9.20,
Prob> F: 0.000, R-squared:
0.4853, Root MSE: 0.24836

Coefficient Robust standard error Sign.

Dependent variable Pctrepeated20068

Number of obs 197

p2002ITT 0.025 0.032

p2002171 0.220 0.099 ∗∗

p2002172 −0.004 0.058

p2004171 0.100 0.072

p2004171E 0.035 0.055

p2005171 0.069 0.017 ∗∗∗

avgdiversity_20025 0.034 0.028

avgfunding_20025 0.000 0.000

avgpctSC_20025 0.103 0.466

avgp_20025 0.001 0.004

avgfunding_20068 0.000 0.000

avgpctSC_20068 0.022 0.025

avgp_20068 0.015 0.007 ∗∗

_cons 0.042 0.172

imum number of participants (172_2002 and 171_2005). Therefore, one of the ef-
fects of the presence of a high minimum number of participants was the involvement
of a large number of agents that were new to the policy. On the contrary, broadening
the range of target sectors/technology areas—as implemented in the programmes
after 2004—did not appear to have the same effect.

Our results show that around 86 % of the total number of relationships was re-
peated over at least two years. Very often, such relationships developed between
firms, between firms and universities, or between firms and service providers (ser-
vice centres or private business service providers) indicating that repeated relation-
ships developed among organizations that have a common research or technological
focus.

We then test whether an organization’s participation in policy interventions in
the first period (and the features of that participation) had an impact on its ability
to engage in stable partnerships in the second period, by regressing the stability of
links in 2006–2008 (measured as the percentage of relationships of each agent in
2006–2008 which already existed in 2002–2005, Pctrepeated20068) on the same
regressors and control variables as in the regression used to study heterogeneity. We
consider the set of 205 agents that participated in projects in the two periods and we
run a OLS regression with robust standard errors. Due to some missing observations,
the overall number of observations is 197.

The results are displayed in Table 108.2.
Participation in the two programmes that provided funds only to projects that

had a minimum number of participants (172_2002 and 171_2005) had a signifi-
cantly positive effect on the stability of relationship in the subsequent period. We
have already noted how this constraint seems to have encouraged the involvement
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of new participants in the programme; this result seems to suggest that these par-
ticipants have also gone on to form relationships that were repeated in the second
period. There was a positive effect of average number of partners in 2006–2008 on
the stability of an organization’s relationships in the same period, suggesting that or-
ganizations building larger networks relied to a greater extent on partners they had
already collaborated with. This may be explained on the basis of the need to be able
to rely on trusted partners with whom communication and knowledge exchange are
easier, when managing the complexities of larger networks.

When considering the control variables (not shown), we find that local govern-
ments tend to have a greater share of stable relationships, and hence do not appear
as playing a role of brokers of new relationships in the networks. Organizations
involved in projects in certain technological areas, especially those can be char-
acterized as “high tech”, are less likely to have a greater share of stable partner-
ships. This provides some (weak) support for our suggestion that projects that entail
greater technological complexity and that may have the potential for more radical
innovation aim for greater novelty in the partnership’s composition.

108.6 Conclusions

In this paper we have shown, using some simple econometric tools, how the im-
position of constraints on network formation in the context of policy interventions
supporting innovation networks may have some learning effects, stimulating the par-
ticipants’ ability to form heterogeneous and stable partnerships, although not always
in the direction envisaged by the policymaker. This analysis represents one step in a
wider research programme focused on the exploration of innovative analytical tools
in order to investigate the behavioural effects of policy interventions, which involves
the use of qualitative research, econometric analysis and static and dynamic social
network analysis.
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Chapter 109
Computational Complete Economy Models:
A Model Class that Bridges the Gap Between
Conventional Economic Modeling
and Agent-Based Models

Davoud Taghawi-Nejad and Samuel G. Asfaha

Abstract Computational Complete Economy models are an agent-based model
class that is based on Computable General Equilibrium models. Individual firms and
households are modeled based on calibrated utility and sector specific production
functions using the techniques inherited from CGE. Unemployment, that emerges
from non-equilibrium markets, is explained as a result of the interaction of the in-
dividual agents in the macroeconomy. This agent-based model builds on previous
knowledge and expertise on CGE within the ILO, the UN and other institutions.
Building the CCE on a model already existing in these organizations allows us to
overcome organisational resistance.

Keywords ABM · Agent-based computational economics · Labor economics ·
Policy ·Macroeconomics · CGE · Computable general equilibrium

In the aftermath of the economic crisis, the inadequacy of conventional tools of
analysis have become clear to policy-makers and development practitioners. Policy-
makers are often not acquainted with heterodox academic environments and lack the
time to learn new tools. Let alone applying them to their daily work. We therefore
develop an agent-based model class that is carefully designed to be easily compre-
hensible to policy-makers who are trained in conventional economics. These com-
putational complete economy (CCE)1 models capture economy-wide interactions
among economic agents, analogous to the widely used computable general equilib-
rium (CGE) models. Like other traditional macro-economic models CGE models
assume representative consumers and firms; actors are rational and have perfect

1The current working paper can be found at the Computational Economics and Finance 2012
website: http://editorialexpress.com/conference/CEF2012/program/CEF2012.html.
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foresights. CCEs in contrast explicitly reflect the complexity of the real world and
the heterogeneity of economic agents in particular consumers and firms.

Just like CGE models, CCE models analyze the effects of policy changes or
shocks in the economy. Contrary to CGE models, CCE models take into account the
interaction of individual players in the macro-economy. What is more CCE models
do not assume equilibrium. In CCE models each person, firm and institution is indi-
vidually simulated in a computer program. These millions of economic agents who
produce, trade and consume together represent the complete economy.

In the simplest case, individual firms may be modeled on the basis of calibrated
production functions, taking firm size and capacity constraints into accounts. People
are modeled on calibrated utility functions and wealth. One can describe individual
agents in as much detail as necessary to study a policy or phenomenon. One could,
for example, model people as having bounded rationality and even individual traits
like different skills, age and family relationships. The modeling of agents is not
limited by the constraints of equilibrium mathematics. For example, agents may put
in varying amounts of effort to search for a job, acquire new skills on the job or
between jobs, or create new institutions such as unions. Firms and employees can
have explicit labor contracts. What is more institutions can be modeled as agents.
Trade unions, for example, could be negotiating collective labor contracts for their
members.

Conventional CGE models can be seen as a special case of a simple CCE model.
But CCE models allow us to observe short-term and non equilibrium effects. In CGE
models all actions of the agents are at equilibrium prices. In CCE models agents
produce, invest, trade, consume and save given the current prices. They update their
prices by learning from past actions. The development of prices toward equilibrium
is explicit. Short term impacts of policies are therefore observable.

We could create a CCE model without additional features like heterogeneity and
institutions. If this model was simulated for hundreds of years the last year would
be equivalent to the corresponding CGE model. But the CCE model would show
us all the previous years, when the simulated world was not in equilibrium and
genuine unemployment existed. In this case, a CGE model could be regarded as a
very special case of CCE models.

Our current project is an illustration of a CCE model: we use Indonesian data, to
calibrate an economy. We augment the agents representing workers, by giving them
different sector specific skills. When we now run a trade policy simulation, there is
a skill mismatch and the transition of workers between sectors and firms takes time:
in the transition we observe out of equilibrium unemployment.

The advantages of CCEs over CGEs are fourfold. First, because the economy in
CCE models is by definition in disequilibrium, we can observe such common non-
equilibrium phenomena as unemployment, business cycles and crisis. Second, het-
erogeneity of firms and people can be explicitly modeled in CCE models. With this
capability, CCE models could capture complex human and business behaviors, hu-
man capital differences as well as knowledge, social status constraints and other per-
sonal and cultural attributes. Third, we can model institutions such as trade unions.
Last, we can be confident that the equilibrium assumption does not interfere with the
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result of a simulation. For instance, one can never exclude that the positive effects
of trade in trade simulations are just a result of the equilibrium assumption.

We thus have a model class which in its base-line is similar to the widely used
and popular CGE models but which in reality is more robust and realistic, because
it captures real life heterogeneity and behavioral complexity. In today’s world of
rapidly changing economic structure and growing instability, academics and pol-
icy makers are increasingly skeptical of equilibrium economics. We, as does the
Economist in its article ‘Agents of change’ (22nd July 2010), argue that agent-based
models are the alternative.
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Chapter 110
Malaria Incidence Forecasting
and Its Implication to Intervention Strategies
in South East Asia Region

Ankit Bansal, Sarita Azad, and Pietro Lio

Abstract Forecasting an epidemic is a complex task because of its dependence
on multiple parameters. The challenges pose by sparse and error-prone data is ad-
dressed by stochastic data assimilation model. A two-step algorithm based on en-
semble Kalman filter is applied to forecast malaria incidence. The temporal depen-
dence of the data is modelled using simple Markov process and the time series is
cast into a state space model.

The risk perception of various demographic regions is assessed based on the
availability of prevention and control measures. The ranking of different countries
in SEAR region is prepared on the basic of multiple attribute decision making ap-
proach. Our results show that India, Myanmar, Indonesia are in low ranking in avail-
ability of control measures, though number of malaria cases are highest in these
countries.

Forecasting cases in next year depends on how much population is covered un-
der these schemes. It is vital to monitor malaria trends to see if malaria control
campaigns are being effective, and to make improvements.

Keywords Malaria · SEAR · Forecasting · Control measures

110.1 Introduction

Despite more than five decades of intensive control efforts, malaria still remains
one of the most serious problems faced by the countries of WHO South-East Asia
Region (SEAR) [1–3]. The disease is endemic in all the countries of the Region
except the Maldives, which has remained free of indigenous cases since 1984. Every
year, nearly 100 million cases are estimated in SEAR, which is highest after African
region. However these estimates of malaria burden are uncertain [4]. It is crucial
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to provide accurate estimates in defining intervention strategies against malaria. It
has been noticed that having an efficient statistical methodology will contribute to
a more focussed approach for control, and have a positive impact on the resource
allocation for malaria control over space and time. In SEAR, India, Indonesia and
Myanmar have an estimated 94 % of all the cases contributed from these countries
alone, but still have very poor record of malaria preventions and control coverage.
Malaria has re-emerged in India after 1970’s due to reduction in supply of DDT and
the resistance developed by mosquitoes to DDT and increased resistance of malaria
parasite to chloroquine. According to WHO estimates less than even of 25 % of high
risk population is covered under indoor residual spray (IRS), whereas less than 2 %
population is covered under insecticide treated bednet (ITN) [5].

The rate of malaria incidence is increasing in SEAR due to changing climate,
increased parasite resistance to anti-malarial drugs, and poor risk perception in the
communities. Accurate prediction and early detection of malaria cases are key fac-
tors in the containment of the disease. A good forecasting model will inform health
officials about the situation and prepare them take preventive measures timely. The
malaria transmission can be studied using time series analysis approaches. Time se-
ries analysis originally developed for economic forecasting and geophysical signal
processing has been shown relevant and valuable in the public health context [6].
The methodology to forecast disease incidence can be classified into three distinct
approaches: statistical, empirical and dynamical. Most commonly used statistical
models are based on seasonal climate forecasts which investigate the association be-
tween climatic variability and the number of malaria cases [7–9]. Dynamical model
couples the dynamics of the disease in both the mosquito vector and the human host
using SIR (susceptible-infectious-removal) differential equations [10–12]. We fol-
low empirical method which is based on a time series analysis of past disease data
and do not use any predictors. We are particularly interested in time series based
stochastic models [13–15]. Ensemble Kalman filter has been widely used to provide
climate forecast [16], and to study disease transmission [17–19]. We adopt a two-
step algorithm based on ensemble Kalman filter to forecast malaria incidence. The
temporal dependence of the data is modelled using simple Markov process and the
time series is cast into a state space model.

110.2 Data and Methods

This section describes the data used for the analyses, methods for pre-processing of
the data, types of models tested and the criteria for model selection.

The WHO SEAR includes eleven countries: Bangladesh, Bhutan, DPR Korea, In-
dia, Indonesia, Maldives, Myanmar, Nepal, Sri Lanka, Thailand, and Timor-Leste.
The annual malaria incidence data (1985–2010) for SEAR individual countries are
obtained from the World Health Organization (WHO). Various methods to control
malaria in this region have been adopted including integrated vector control through
selective spraying of residual insecticides to interrupt transmission by reducing vec-
tor longevity and the use of insecticide-impregnated bed nets. The data of control
measures in SEAR is obtained from WHO.
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110.2.1 Ensemble Kalman Filter (EnKf)

In this paper we employ a two step forecasting model. The basic dynamic of the
disease is modelled based on a time series method. The time series models such as
autoregressive moving average (ARMA) have an advantage that it can handle the
temporal dependence of data over large period of time. We cast the time series of
malaria infected cases into a state space model which represents a Markov process.
The coefficients at and bt in Eq. (110.1) of ARMA model represent the dynamics
state of the disease:

xt = atxt−1 + btwt−1 +wt
[
at
bt

]
=

[
at−1
bt−1

]
+ vt

(110.1)

Once the outcome of the next measurement (data mixed with random noise) is
available the forecast are updated using a weighted average, with more weights
given to estimates with higher certainty.

xt = aft xt−1 + bft wt−1 +wt (110.2)

The measurement model is given in Eq. (110.2). Model and measurement noise
matrices (vt,wt ) are assumed to be known (Gaussian white noise), and are time
invariant. In present we consider, we consider only one parameter model. The goal
of the model is to find the best estimate of ARMA parameter aat , given the forecast

a
f
t and measurement of infected individuals at xt . The best estimate of infected

population is based on assimilated estimate aat . The Kalman filter equations are
expressed in two steps, the forecast step, where information from the measurements
is used in time series model, and the analysis step, where this information is used to
obtain assimilated value using Kalman gain matrix [20].

Forecast step is defined as

a
fi
t = at−1 + vit (110.3)

xt = atxt−1 +wt (110.4)

Analysis steps are defined as

a
ai
t = afit +K

(
xt + wit − afit xt−1

)
(110.5)

x
fi
t = aait xt−1 (110.6)

The error is calculated using root mean square error

RMSE=
√√√√1

n

n∑

t=1

(
x
f
t − xt
xt

)2

(110.7)
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Fig. 110.1 Ensemble
Kalman filter prediction of
malaria cases in India

110.2.2 Ranking Approach

In order to rank countries based on their performance in malaria control measures,
we employ Multiple Attribute Decision Making (MADM) technique. This kind of
ranking can help in monitoring and evaluation of the effectiveness of control mea-
sures for different countries. A number of MADM methods are reported in the liter-
ature [21]. In the present study we have used TOPSIS method [22]. TOPSIS implies
that a decision matrix having ‘m’ alternatives and ‘n’ attributes can be assumed
to be problem of ‘n’ dimensional hyperplane having ‘m’ points whose location is
given by the value of their attributes. The methodology consists of evaluating the
Euclidean distance between given alternative and the positive ideal solution (best
possible case) and the negative ideal solution (worst possible case) respectively.
The ideology is that the best possible alternative will be the one having the least
distance from the positive ideal solution and the most distance from the negative
ideal solution.

110.3 Results and Discussions

The time series model using EnKf is applied to forecast the malaria cases in SEA
Region. Initially we define our model as lag-one autoregressive process. The pa-
rameters of this process are then estimated using EnKf using procedure defined in
Sect. 110.2. We assume constant values of model noise variance (vt = 0.01) and
measurement noise variance (wt = 2 % of the observed number of cases). Fig-
ure 110.1 shows the measured, forecasted and assimilated malaria cases for In-
dia during 1985–2010. Also, forecasted malaria cases for 2011 are shown in Ta-
ble 110.1. It is seen that the prediction improves as data is assimilated over the
years. The relative root mean square error is calculated between measured and as-
similated values over 1985–2010 and is 0.07 which shows that the model is able
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Table 110.1 Predicted values of malaria cases for year 2010 and 2011

Country Measured value
for 2010

Assimilated value
for 2010

Forecasted value
for 2011

RRMSE

Bangladesh 55873 53137 48395 0.3651

Bhutan 436 534 232 0.3469

Korea 13520 11508 10347 0.3800

India 1600000 1482300 1559000 0.0754

Indonesia 229819 303360 147580 0.3103

Myanmar 420808 426230 458990 0.1713

Nepal 3335 2971 3050 0.1781

Sri Lanka 736 369 480 0.4920

Thailand 32502 21004 31186 0.1426

Timor-Leste 48137 59476 25361 0.4807

to predict malaria cases for India very well. Also, our model forecast 1.5 million
cases of malaria for 2011, whereas 1.53 million cases were reported by WHO. In
Table 110.1, rest of the SEAR countries assimilated cases for 2010 and forecasted
cases for 2011 are listed. It is seen from the Table 110.1 that forecasted values for
other SEAR countries show large errors. For example, prediction error for Sri Lanka
is large as 49 % for one year ahead predictions. It is expected that the forecast esti-
mates would improve made by adding more parameters in our state space model.

Such forecasts can be useful to understand real situation of malaria in SEAR
countries. Table 110.2 shows data of control measures for ten SEAR countries.
Among SEAR countries, India has largest population and also has large population
at malaria risk. These countries have different control strategies which are largely
based on their economy, policy and resources availability. In order to compare these
countries with respect to their control measures and performance against malaria in-
terventions, we have used a MADM technique (TOPSIS). MADM techniques have
been used for ranking objects based on multiple attributes in various scientific and
engineering fields. We consider seven attributes to prepare our ranking, these are:
population at risk, annual parasite index, cumulative availability of long lasting nets
(ITNS and LLIN), population covered by indoor residuals(IRS), population covered
under, IRS/ IITNs/LLIN, and percentage of population at risk. Our results show that
Bhutan and Myanmar stand on first and last rank among the SEAR countries under
study. It is also be noted that TOPSIS index is very close for the countries Timor
Laste and DPRK (0.4); Thailand, Nepal and Bangladesh (0.3); Indonesia and Myan-
mar (0.1). It indicates that these groups of countries have almost similar situation in
malaria interventions.

110.4 Conclusions

Enkf approach is used to forecast malaria incidence for ten SEAR countries. This
study provides a quantitative framework for future and strategic planning. The re-
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sults show that the combined autoregressive and Enkf predicts the disease reason-
ably well. However, multivariate model may improve the accuracy of the fore-
cast. The forecasted estimates suggest that a locally defined malaria control strat-
egy would be inefficient in future as number of malaria cases tend to increase in
countries especially India. This study interprets that India has maximum number of
malaria cases and stand at a lower rank among SEAR countries. India requires more
effort in controlling malaria in near future.
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Chapter 111
Studying Disease Dynamics Under Diverse
Population Structures and Contagion Scenarios

Iris N. Gomez-Lopez, Olivia Loza, and Armin R. Mikler

Abstract Disease dynamics are strongly affected by the structure of the population.
According to demographics and geographic characteristics, the population naturally
segregates into clusters of people with similar characteristics. Specific distributions
of the population create unique environments for disease progression. To under-
stand diverse epidemic patterns, it is necessary to ascertain its dynamics in differ-
entiated communities. Synthetic communities reconstruction with computer sim-
ulations are convenient to conduct epidemiological investigations under different
scenarios. In this work, a synthetic population is constructed, considering demo-
graphic and geographic attributes, to identify different population structures. By
clustering population, the path the epidemic follows during its progression can be
ascertained. Consequently, assumptions for identifying clusters with specific demo-
graphics and geographics are to be made to identify risk groups. A methodology
that hierarchisizes the population’s attributes is utilized to produce different as-
sortments of individuals into groups. Therefore diversified synthetic scenarios are
produced to facilitate the experimentation and observation of the disease dynam-
ics.

Keywords Population · Dynamics · Demographics · Geographics · Epidemic

111.1 Introduction

Emerging infectious diseases have been a major concern for Public Health since
the extent of strategies to anticipate or mitigate a contagion are limited [1]. In this
regard, methodologies and theories have been utilized to implement insightful com-
putational models to conduct public health and epidemiological investigations by
studying epidemics and their associated factors [2]. By constructing models to simu-
late epidemic scenarios, it is possible to study the dynamics of both populations and
diseases. Experimentation allows to effectively analyze strategic approaches that
lessen the effects of the spread of an infectious disease on a population. Strategies,
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such as monitoring, vaccination, prophylaxis and social distancing, entirely rely on
the understanding of the factors that steer the disease dynamics. For instance, fac-
tors such as disease pathogenesis or social affinity of the population influence dif-
ferently an infectious disease progression within the same community [3]. Disease
dynamics are strongly affected by the population characteristics. Demographic and
geographic characteristics exert people to prefer individuals to interact with oth-
ers of similar characteristics. Hence, the correlation among people’s characteristics
and their preferences is expressed by distributing individuals into clusters of similar
characteristics [4]. In addition, a particular distribution of the population into clus-
ters depicts a community structure of clusters with differentiated characteristics. It
can be noticed that, within a set of clusters, a clustering not only there exists local
interaction in the group but also globally from their group to other groups of similar
characteristics. The Center for Diseases Control has reported that attributes, such as
age, gender, ethnicity, and race are associated with the emergence or prevalence of
certain diseases. In current work, the dynamics of both population and disease are
studied and a methodology is proposed for experimentation and analysis of synthetic
epidemic scenarios.

Current work produces health-seeking behavior data under different assump-
tions [5]. First, a synthetic population of individuals with diverse demographic and
geographic attributes has to be constructed by disaggregating US Census 2010 data.
Characteristics of the synthesized population such as geographic granularity and
number of demographic features can be customized. After disaggregation has been
performed, the geographic assignment of coordinates to synthetic individuals has to
be matched with real geographic distribution data. Next, the Syntheticum database is
created with synthetic individuals with 11 demographic attributes such as age, eth-
nicity, school grade, income, gender, household income, and household size, and five
geographic location levels, such as state, county, census blockgroup, school atten-
dance zone, and school are included, in this regard, different criteria for hierarchiza-
tion of the Syntheticum attributes are stated and a methodology to produce different
distributions of the population is proposed. Finally, a clustering of the population is
generated and a contagion network is constructed to study various behaviors of an
infectious disease spread. As the case may require, relationships of the population
arrangements along with their characteristics and the disease dynamics are unified
in a framework in order to identify correlations of attribute hierarchization and the
epidemic behavior.

111.2 Methodology

In this section, the methodology of current approach is depicted in Fig. 111.1. This
flow chart shows the actual process to produce the final contagion scenario for a
particular structure of the population.
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Fig. 111.1 Methodology in a nutshell

111.2.1 Databases Processing

The first stages of the process relay in the preprocessing of the Demographic and
Geographic data of the population. This is accomplished by mining two database
sources: Census 2000 and the School District database of the State of Texas Texas
Education Agency (TEA). These databases serve the purpose of integrating the
Demographic and the Geographic characteristics of the final synthetic population
database: The Syntheticum.

Demographic Attributes The module WHO? builds a non-homogeneous popula-
tion, see Fig. 111.1, making use of the Census 2000 online database. This process is
divided into two steps, the information extraction and the population synthesis. The
Population Synthesizer, PopGen achieves close matching with US Census marginal
distributions by making use of some Iterative Proportional Fitting (IPF-based) pro-
cedures along with an Iterative Proportional Update(IPU) algorithm. This tool is
capable of synthesizing populations with approximations that are close to Census
data distributions of demographic and some geographic attributes [6]. In conclu-
sion, this framework divides the task in four steps: Project setup, Data import, Set
Corresponding variables and Synthesizer run. In current work, the synthesized pop-
ulation corresponds to Denton County, TX, with a geographic granularity of census
blockgroups. The number of individuals is 426583 with 28 demographic and geo-
graphic attributes; nonetheless, 1500 individuals are extracted and 10 attributes such
as age, gender, race, educational level and grade, work type, income, and household
are selected to construct a sample population and conduct visualizable examples.

Geographic Attributes The previous module provides geographic distribution
for the synthetic individuals. However, they can only be mapped with the precision
of the census blockgroup distribution (approx. 600–3000 ind. per blockgroup) In the
WHERE? module, the fidelity of the geographic location assignment for individuals
is improved. By taking advantage of the fact that education is compulsory in US and
that enforces people to affiliate to a particular School facility, the geographic loca-
tion precision is enhanced. The geographic boundaries of the School Districts and
the School attendance zones contributes to a higher and more realistic geographic
granularity. As a result, the fraction of the population who attends school and their
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families are highly biased towards a real catchment area; nonetheless the influence
can be extended to those families who are not attached to any school but live within
its boundary limits [7, 8]. To accomplish this, the synthetic population form WHO?
and WHERE? modules are projected together in the same geographic space. This
computation results in a new database called Syntheticum. The contribution of the
new database is the geographic distribution of the individuals which now can be
mapped spatially with precision of School attendance, School attendance zone and
School District boundary. In this matter, geographic attributes such as diverse school
zone overlappings (multiple zone belongingness), families tied to various schools
(siblings attending different schools) or families falling within certain school/zone
boundary can be known.

111.2.2 Clustering

In this module structures of the population are constructed by making use of the
Syntheticum comprehensive geographic and demographic attribute database. For
this purpose, a hierarchy of the Syntheticum’s attributes is produced. After this, a
attribute weight assignment is conducted according to the hierarchy dendrogram.
Thus, the attributes in the top of the dendrogram will be granted a higher weight
than those in the lower layers. After this, the Syntheticum individuals’ attributes
and the attribute-hierarchy are cross-referenced so a final weighted Syntheticum is
produced,

Vector Space Model In order to compute similarity between individuals, The Syn-
theticum is represented as P = {p1,p2,p3, . . . , pn}, where pi = {a1, a2, a3, . . . , am}
is an array of weighted demographic and geographic attributes that represents the i
individual in a m-dimensional space. Making use of the m-dimensional vectors, the
similarity between any two individuals by computing their Euclidean distance can
be computed; the same manner as in a set of documents represented as a collection
of vectors with various dimensions, Thus, a matrix of distances among individuals
in the population can be constructed.

Clustering Implementation Finally, in this section the partitioning of the popu-
lation into clusters is conducted. Current approach makes use of k-means clustering
to obtain a partition of the population into clusters. However, this approach is rather
naive if an assessment of the k number of clusters and the resulting clustering is not
made. In this regard, hierarchical clustering is utilized to estimate a value of k by
deriving a partitioning of the population and analyzing the resulting dendrogram.
An automated method determines the number of k-groups by learning from the
dendrogram properties [9]. As a consequence, the value of k is utilized to compute
k-means for clustering. Finally, goodness metrics such as within-cluster compact-
ness metrics and between-cluster distances are applied to the resulting clustering so
that the partitioning is assessed as well. Methods such as Hubberts gamma coef-
ficient and the Dunn index are utilized to determine cluster compactness, ratio of
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the between-cluster and within-cluster similarity and also to show a correlation of
within-cluster compactness and well separated clusters [10–12].

111.3 Population Structure: Graphs

Once The Syntheticum is partitioned into clusters,a graph representation is utilized to
map the resulting clustering into a network of clusters. In this context, every cluster
is depicted as a node with an associated weight according to its characteristics. Also
the relationships among the clusters are represented with links connecting them.

111.4 Results and Discussion

Experiments on the sample population are described in this section. Two distinct
clustering of the population are considered so the effects of a specific structure of
the population on the epidemic can be studied. The first clustering is made under the
assumption of a heterogeneous population with uniform attribute-weight distribu-
tion. Conversely, the second clustering considers a heterogeneous population with
non-uniform attribute-weight distribution. As a result, not only the number of clus-
ters and the distribution of individuals per cluster are different for each partitioning,
but also the disease progression expresses differently. In Fig. 111.2 the progression
of the epidemic by quantifying the number of susceptible, infectious and recovered
individuals can be observed.

The following are correlations between specific characteristics of the population
structure and the epidemic shown on the results:

Using an uniform weight distribution for the 1500 population sample:

• The number of clusters is six.
• The people is distributed into clusters with a non-uniform fashion.
• The disparity of size between clusters is alike.
• Disease onset-time is shifted with one to two days increment in time.
• Disease is exported by every cluster.
• Disease is spread sequentially by infecting first the larger clusters.

The non-uniform weight distribution for the 1500 population sample:

• The number of clusters is five.
• The people is distributed into clusters with a quasi-uniform fashion.
• There is a major disparity of size between the largest and smallest cluster.
• Disease onset-time is shifted with two to three days increment in time.
• Disease is exported mainly faster by major populated clusters.
• Disease is spread sequentially by infecting first the larger clusters.

Finally, it can be said that every attribute-weighting scheme produces a specific
structure of the population and exerts specific effects on an epidemic.
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Chapter 112
Stochastic Computational, Thermal,
and Vertical Transmission Models to Simulate
Dengue Persistence in Vector and Human
Populations

Angel Bravo-Salgado, Armin R. Mikler, and Thiraphat Meesumrarn

Abstract In this paper, a stochastic-contact computational model (GSCM) is com-
bined with thermal (TM) and vertical transmission (VT) models. Furthermore, the
simulation of the reemergence of dengue virus outbreaks in a vector and human pop-
ulation during seasonal cycles and periods of unfavorable weather was conducted in
a specific region in Thailand. Five years of regional data from Thailand was used to
corroborate the simulation results.

112.1 Introduction

Emerging vector-borne diseases have triggered considerable concerns around the
world. Public health experts have estimated that the number of cases increases in
tropical and subtropical regions every year. For instance, the World Health Organi-
zation (WHO) and Pediatric Dengue Vaccine Initiative (PDVI) have estimated that
approximately 2.5 billion to 3.6 billion people are at risk to contract Dengue [1].
Moreover, it is been hypothesized that climate change will broaden the natural lim-
its of the disease, thus increasingthe already raised number of cases.

Coping with yearly outbreaks requires the intervention of public health authori-
ties. The available health resources are used to embrace interventions that prevent,
promote, cure, or rehabilitate people from the disease effects. From 2004 to 2007,
the total expenditure of eight countries to fight dengue was estimated to exceed
I$587 million [2].

The use of analytic tools such as mathematical or computational models permit
both quantitative and qualitative analysis of virtual contagion scenarios. In order to
anticipate and establish an adequate preparedness plan, an effective policy requires a
rapid intervention and optimal utilization of public health resources. The systematic
study of disease scenarios through models and simulations facilitate the develop-
ment of the necessary capabilities of public health experts to cope with real sanitary
emergencies.

In this paper, a framework, the GSCM-DEN, is utilized to study dengue disease
dynamics in vector and human population. The constituent parts of the GSCM-DEN
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framework are the stochastic contact (GSCM), thermal (TM) and vertical transmis-
sion (VT) models. GSCM-DEN delivers a number of practical uses. First, it sim-
ulates the reemergence of dengue virus in a vector and human population during
seasonal cycles. GSCM-DEN is a practical tool for public health field agents to sim-
ulate and observe the course of the vector-borne diseases within a particular region.
Finally, approximation models that describe the biological processes of the vector
population and the development of the pathogen within the host are implemented.

112.1.1 Background

Equation-based and computational vector-borne disease models commonly consider
horizontal disease transmission. Horizontal disease transmission occurs either from
an infectious human to a susceptible vector or from an infectious vector to a suscep-
tible human. In both cases, transmission takes place via the vector’s bite. Another
form of transmission is the vertical transmission which happens when an infec-
tious female vector transmits the dengue disease to its offspring. Nonetheless, it
has been hypothesized that dengue vertical transmission could be the reason for the
persistence of dengue cases through out the year, though little is known about this
contagion process.

Temperature affects multiple facets of the biology of the vector including devel-
opment, survival of eggs, larvae, pupae, and more importantly the life span of the
vector. It is also known that the speed of development of arthropods’ pathogens are
largely determined by the changes in temperature.

Computational models using stochastic processes for the simulation of disease
outbreak scenarios can rapidly maximize the benefits compared with those im-
plemented using equation-based models. Since high-fidelity computational models
should provide outcomes in a timely manner during a sanitary emergency, the ne-
cessity of constant improvement in the simulation overhead has become important.

112.2 Methodology

112.2.1 Stochastic Contact Model

During an epidemic and following a compartment-based paradigm Eq. (112.1),

|V | = |Sv| + |Lv| + |Iv| (112.1)

represents the size of the mosquito population. Hence, |Sv|, |Lv|, and |Iv| repre-
sent the number of vectors in the susceptible, latent, and infectious compartments.
Respectively, Eq. (112.2) represents the size of the human population. Hence, |Sp|,
|Lp|, |Ip|, and |Rp| represent the size of susceptible, latent, infectious, and recover
compartments.

|P | = |Sp| + |Lp| + |Ip| + |Rp| (112.2)
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Fig. 112.1 Interactions between population members within the stochastic-contact model

β is the number of bites per day of a vector. From the computational perspective,
each bite is considered an interaction. Assuming an uniform distribution to gener-
ate interactions, a naive-contact interaction model will generate a total number of
interactions per day equal to,

Naiveint = β|V ||P | (112.3)

or

Naiveint = β|Sv +Lv + Iv||P | (112.4)

In this model, it should be noted that the interactions that can effectively transmit
the disease to any of the two populations are of type (Sv, Ip) and (Iv, Sp). Fig-
ure 112.1 shows these interactions with a subtle difference. The difference is that the
interactions are of the kind (Sv, {Sp,Lp, Ip,Rp}) and (Iv, {Sp,Lp, Ip,Rp}) since
uniformity has to be preserved. Formally,

GSCMint = β|Sv||P | + |Iv||P | (112.5)

or

GSCMint = β|Sv + Iv||P | (112.6)

Clearly, Eq. (112.6) shows an improvement over the number of interaction that have
to be generated during simulation by the naive interaction model.
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Fig. 112.2 Number of dengue cases compared to the results of two simulations

112.2.2 Thermal Model

Temperature affects the biology of the vector such as its development and the sur-
vival of its eggs, larvae, and pupae (gonotrophic cycle). Moreover, temperature af-
fects the life span of the vector. Other factors such as presence of dengue virus in the
salivary cells in arthropods are also determined by the changes in temperature [3].
Furthermore, studies in [4] provide the field work necessary for the modeling of vec-
tor biological processes with nine approximation models to determine the dynamics
of the gonotrophic cycle of the Aedes Aegypti mosquitoes. The polynomial degree
of each model is determined and assessed by choosing the one with the smallest nor-
mal error. Thus, the thermal model becomes an essential part in the study of disease
dynamics in regard of the available daily average temperature.

112.2.3 Vertical Transmission

Studies have shown that vector eggs infected with dengue virus can carry it to adult-
hood and later pass it on to future generations. It is also known that the dengue
causes an induced-birth control over the vector infected eggs. This effect increases
the proportion of vector fatality. Vertical transmission data reported from experi-
ments on infectious vectors were used to design a computational vertical transmis-
sion model (VT). The VT facilitates the reemergence of the vector-borne disease
after periods of unfavorable-vector weather conditions [5]. Using the studies in [6],
we compute the average proportion of infected female eggs that survive and remain
infectious until they reach adulthood.

112.3 Results and Discussion

Preliminary experiments show the results of our efficient and high-fidelity compu-
tational model. In Fig. 112.2 the number of dengue cases and the monthly average
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temperature in Thailand are depicted. In addition, the results of two executions of the
GSCM-DEN outbreak are presented over a time span of five years. In Fig. 112.2, the
similarity between simulation (simulation 1 and 2) and the actual monthly reported
cases of dengue in a region in Thailand is presented. These simulated trajectories
present a shift over the original reported cases. It is important to note that only tem-
perature data was used to produce the preliminary experiments. Future work will
consider the integration of a rain model that makes use of rain data to improve the
current results.
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Chapter 113
Biham-Middleton-Levine Traffic Model
in Two-Dimensional Hexagonal Lattice

J. Carlos García Vázquez, Salvador Rodríguez Gómez,
and Fernando Sancho Caparrini

Abstract In this paper, a Biham-Middleton-Levine traffic model on a 2D hexagonal
lattice is studied by computer simulations and its behavior is compared with the
BML model on a 2D square lattice and a 3D cubic lattice (Supported by Excellence
project TIC-6064 of Junta de Andalucía cofinanced with FEDER founds).

113.1 Introduction

In [1] Biham, Middleton and Levine (BML) introduced one of the most studied
models about traffic flow in recent years. Based on a two-dimensional cellular au-
tomaton, this extremely simple model exhibits self-organization, pattern formation
and phase transitions.

BML model considers the motions of two species of particles, north- and east-
bound particles, in a two dimensional square lattice with N ×N sites with periodic
boundary conditions in such a way that the geometric model corresponds to the
discrete torus ZN ×ZN . Several interesting generalizations of the model have been
considered, such as free boundary conditions [6], non-square aspect ratio of the
underlying square lattice [5], four-directional traffic [3], and an extension to three
dimensional cubic lattice with periodic boundary conditions [2].
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Fig. 113.1 BML model on a
two dimensional hexagonal
tesselation with periodic
boundary conditions

In this paper we consider a BML model on a two-dimensional hexagonal lattice
and we pose the question of compare this model with the 2D square lattice [1] and
the 3D cubic lattice case [2].

113.2 BML on a Two-Dimensional Hexagonal Lattice

We consider an hexagonal lattice tessellation of the torus with three families of par-
ticles (red, blue and green) that try to move in north, north-east and north-west di-
rection. In order to consider the hexagonal lattice with periodic boundary conditions
we need the system size be an even natural number (see Fig. 113.1).

Initially, particles are placed randomly according to a parameter 0≤ p ≤ 1 which
is the probability of a lattice site to contain a particle. Each hexagonal cell has a
probability p/3 of having a blue particle, p/3 of having a red particle, p/3 of having
a green particle and 1− p of being empty. In this way p is the particle density in
the system.

The discrete time dynamics is determined by the following rules: (a) first, all
red particle synchronously try to move forward one site in north direction. If the
site northward of a red particle is currently empty, it advances. Otherwise that red
particle stays in the present location, even if the northward site is to become empty
during the current time step; (b) second, blue particles follow the same rules but
they try to move in north-east direction; (c) finally, green particles try to move in
north-west direction following the same rules as before. This marks the end of a
time step and the above particle moving process is repeated over and over again. Let
us observe that the dynamics is fully deterministic and the only random event in the
model occurs in the initial condition.

In every discrete time step t , the instantaneous speed of the system vt is computed
as the ratio between the number of particles that succeed to move and the total
number of them. If vt = 0 then no particle has moved in the time step t ; if vt = 1
then all particles have moved. The asymptotic speed v is the speed vt averaged over
the asymptotic cycle and 〈v〉 is the average asymptotic speed over the random initial
configurations. We want to study the average asymptotic speed 〈v〉 as a function
of p.
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Fig. 113.2 〈v〉 as a function of p for different system sizes

113.3 Simulation Results

We have implemented the BML model on hexagonal lattices of finite size N ×N ,
for N = 32,64,128,256,512 and 1024.

In the left panel of Fig. 113.2, 〈v〉 is seen as a function of p. These curves have
been obtained as an average of 1000 random initial configurations for every value
of p. The asymptotic speed v for every initial configuration is approximated by the
average of vt between time steps t = 50.000 and t = 51.000. The step increment of
the parameter p has been of 0.01 units. Since we have a special interest in the sud-
den drop of 〈v〉, we have completed the numerical study repeating the experiments
moving p from 0.1 to 0.2 with increments of 0.001 and with the same conditions as
before. Results can be seen in the right panel of Fig. 113.2.

113.4 Analysis of the Results

Similar to the results in [1] for the 2D square lattice case and to [2] for the 3D cubic
lattice case, in the 2D hexagonal lattice case there are two qualitatively different
asymptotic states separated by a sharp dynamical transition. Below the transition
all particles move freely and the system reaches asymptotic speed 1 or very close
to 1 (the free flow phase) and above the transition the particles get stuck and the
system gets speed 0 (the global jam phase). It is interesting to observe the geomet-
ric patterns of the system. Below the transition the system is able to self-organize
and to form very well defined geometric patterns that can be seen in the left panel
of Fig. 113.3: ordered monochromatic clusters of particles almost freely flowing.
Above the transition the system forms one or more percolating clusters of jammed
particles (right panel of Fig. 113.3).

Following [1] we define the critical region as the range of densities where both
asymptotic states can be found with a non 0 probability. The size of this region
depends on the system size and the critical probability is taken as the center of the
critical region. We have made an estimation of the value of the critical probability
for different system sizes. We have considered the critical region as the region of
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Fig. 113.3 Typical geometric
patterns of the free flow and
global jam phases in the
hexagonal lattice BML model

Table 113.1 Critical region
as a function of N N 〈v〉< 0.99 〈v〉> 0.01 Critical density

128 p > 0.14 p < 0.2 0.17

256 p > 0.13 p < 0.18 0.155

512 p > 0.12 p < 0.17 0.145

1024 p > 0.1 p < 0.16 0.13

densities for which speed lies between 0.01 and 0.99, and the critical probability
as the center of the interval. We see, as in [1], that the critical probability slightly
decrease as the system size increases (see Table 113.1).

In [1] Biham, Middleton and Levine reported the existence of two phases in the
two dimensional square lattice model separated by a sharp dynamical transition,
and the general belief was that the system showed a first order transition. However,
D’Souza [4, 5] found a region of metastable intermediate states with an asymptotic
speed around v = 2/3, and with a very well defined geometry. Thus, the BML model
does not necessarily exhibit a sharp phase transition from free flow to global jam, but
instead has a range of intermediate states with regions of free flow intersecting at
jammed wave-fronts. In the 2D hexagonal lattice case, as in the 3D cubic lattice
case, we report that we have not found intermediate states: asymptotic speed is
always very close to 1 or to 0. Although we have observed a few results with v
around 0.84 the number of that cases is decreasing when the system size grows.

The curves for the hexagonal lattice model are more similar to the 3D cubic
lattice than to the 2D square lattice case. From the results we believe that the BML
model on the hexagonal lattice may show a first order phase transition. To support
this hypothesis we have plotted the hysteresis curve (Fig. 113.4) obtained in the
following way: starting from p = 0, the density is increased by a small increment
by randomly introducing particles to the empty sites of the system. Then the system
evolves until it reaches a recurrent state and speed is measured. This is done again
and again until p = 1. The blue curve represents this evolution. Now, we decrease
the density by the same increment by removing randomly particles from the system,
following the same process. The red line represents this process. In this way the
hysteresis loop, typical of first order phase transitions, is obtained.
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Fig. 113.4 Hysteresis curve:
the blue and red curves
represent the evolution of the
system when particles are
slowly added to or removed
from the system, respectively

Fig. 113.5 Typical geometric
pattern of the slow speed
phase in the hexagonal lattice
BML model

In [2] the authors also point out one interesting difference with respect the 2D
square lattice case. Besides the free flow phase and the global jam phase, they
observed an extensive region of densities with a low but non 0 asymptotic speed.
According to the authors this phase is a result of the formation of spatially limited-
extended percolating cluster of particles, where most particles are jammed by collid-
ing into the percolating cluster and a small number of residual particles freely move.
Since almost all particles are jammed the speed is very slow. This is a difference with
the 2D square lattice case, because in that case all particles will eventually merge
into the percolating backbone leading to a completely jamming configuration. Com-
pletely similar to the 3D cubic lattice case, in the 2D hexagonal lattice case there
exists a slow speed phase where speed is very close to 0, but greater than 0. The
system is able to form percolating clusters of jammed particles letting a residual
small number of particles flow freely. In Fig. 113.5 we can see a typical geometric
pattern of this phase.

One of the complications of the BML model from a theoretical point of view
is that it is not a monotonous model in the following sense: adding particles to a
configuration that is known to jam can actually change the sequence of particle
interactions and result a configuration going to free flowing instead of jamming. In
this model we can see this kind of behavior, where increasing the density causes
increased speed. This can be seen clearly in the critical region for system sizes 256
and 1024 (Fig. 113.2) and to a lesser extent in the slow speed phase, where we can
see a peak in the plots (Fig. 113.6). Our model can be a tool to study this behavior
that does not appear in the other two models.
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Fig. 113.6 〈v〉 is not
decreasing as a function of p
in the slow speed phase

113.5 Conclusions

From the numerical results we conclude that the phase diagram of the 2D hexagonal
lattice model is more similar to the 3D cubic lattice than to the 2D square lattice
case. We can reproduce most of the features of the 3D cube lattice case which do
not appear in the 2D square lattice case, by changing the topology of the lattice that
supports the 2D model.
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Chapter 114
Pesin’s Relation for Weakly Chaotic
One-Dimensional Systems

Alberto Saa and Roberto Venegeroles

Abstract We explore a recent rigorous result due to Zweimüller in order to pro-
pose an extension, for the case of weakly chaotic systems, of the usual Pesin’s re-
lation between the Lyapunov exponent and the Kolmogorov-Sinai entropy for one-
dimensional systems. We show, furthermore, that Zweimüller’s result does provide
an efficient prescription for the evaluation of the algorithm complexity for systems
exhibiting subexponential instabilities. Our results are confirmed by exhaustive nu-
merical simulations. We also compare our proposal with a recent one base on the
Krengel entropy.

Keywords Weak chaos · Kolmogorov-Sinai entropy · Lyapunov exponents

114.1 Introduction

The main purpose of the present work [1] is to extend the well-known Pesin re-
lation [2] for the case of weakly chaotic one-dimensional systems. For usual one-
dimensional chaotic systems, the Pesin relation is given simply by h = λ, with h
and λ standing, respectively, for the Kolmogorov-Sinai (KS) entropy and the usual
Lyapunov exponent. We will show that adequate subexponential generalizations of
the KS entropy and of the Lyapunov exponent will obey exactly the same Pesin-type
relation, for almost all trajectories.

We consider here the general class of Pomeau-Manneville (PM) maps [3] xt+1 =
f (xt ), with f : [0,1]→ [0,1] such that

f (x)∼ x(1+ axz−1), (114.1)

for x→ 0, with a > 0 and z > 1. Systems of the type (114.1) exhibit exactly the
kind of subexponential instability for nearby trajectories that we are concerned
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here: δxt ∼ δx0 exp(λαtα), with 0 < α < 1. For intermittent systems like (114.1),
the statistics of a given observable ϑ for randomly distributed initial conditions has
some peculiar properties. For ergodic systems, the time average t−1 ∑t−1

k=0 ϑ(f
k(x))

converges to the spatial average
∫
ϑ dμ, with dμ= ω(x)dx. On the other hand, if

the system has a diverging invariant measure, the time average will typically depend
on the chosen trajectory. Nevertheless, the ADK theorem [4] ensures in this case
that a suitable time-weighted average does converge in distribution terms towards
a Mittag-Leffler distribution with unit first moment. For the subexponential regime
(z > 2), the ADK theorem assures the convergence in distribution terms towards a
Mittag-Leffler distribution of the subexponential finite-time Lyapunov exponent

λ
(α)
t (x)=

1

tα

t−1∑

k=0

ln
∣∣f ′

(
f k(x)

)∣∣, (114.2)

for t→∞. The generalized Lyapunov exponent (114.2) plays for intermittent sys-
tems the same role did by the usual exponent (corresponding to α = 1 in (114.2))
for one-dimensional chaotic systems.

114.2 Pesin’s Relation

In order to investigate the connection between subexponential instability and the
corresponding degree of randomness of an intermittent dynamical system like
(114.1), we will consider the Kolmogorov-Chaitin concept of complexity [5]. Let
us assume that the phase space of the map (114.1) is partitioned and completely
covered by a set of non overlapping ordered cells. A given trajectory {xt } generated
by the map (114.1) can be represented by a sequence of symbols {st }, which we as-
sume to be integers such that st corresponds to the cell where xt belongs. The next
step in the analysis consists in eliminating redundancies that may appear in {st } by
performing a compression of information. This can be done, for instance, by intro-
ducing the so-called algorithmic complexity function Ct({st }), which is defined as
the length of the shortest possible program able to reconstruct the sequence {st } on
a universal Turing machine [5]. Systems that exhibit some degree of regularity are
able to generate sequences of symbols at a rate higher than needed for recording
their programs. For example, a periodic sequence can be recreated by replaying the
periodic pattern over the total length. Typically, for these cases, one has Ct ∼ ln t .
On the other hand, if the trajectory is completely random, there is no way of repro-
ducing it other than memorizing the whole trajectory, resulting in a sequence length
that increases linearly in time, i.e., Ct ∼ t . The finite time KS entropy is defined sim-
ply as ht = Ct/t . An important recent rigorous result due to Zweimüller [6] unveils
the relation between KS entropy and the Lyapunov exponent for systems exhibiting
subexponential instability. According to this result, we have, for almost all initial
conditions,

Ct∑t−1
k=0 ϑ(f

k(x))
→ hμ(f )∫

ϑdμ
, (114.3)
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for t →∞, for any observable function ϑ , where hμ(f ) stands for the Krengel
entropy, which can be expressed by the so-called Rohlin’s formula

hμ(f )=
∫

ln |f ′|dμ. (114.4)

By choosing again ϑ = ln |f ′|, we get from (114.3) the surprisingly simple relation

h
(α)
t → λ

(α)
t , (114.5)

for t→∞ and for almost all initial conditions, where

h
(α)
t = Ct

tα
(114.6)

is the subexponential generalization of the finite-time KS entropy. The relation
(114.5) is the most natural generalization of the Pesin relation for systems of the
type (114.1). From the ADK theorem and (114.5), we have that both h(α)t and λ(α)t
converge in distribution terms toward the same Mittag-Leffler distribution. Never-
theless, Zweimüller’s result is indeed stronger, assuring that, for almost all trajecto-
ries, h(α)t coincides with λ(α)t in the limit t→∞. In this way, the relation (114.3)
does provide an efficient prescription for evaluating the algorithmic complexity of a
given trajectory for one-dimensional maps, namely

Ct→
t−1∑

k=0

ln
∣∣f ′

(
f k(x)

)∣∣, (114.7)

for large t . The power of the prescription (114.7) resides in the fact that it does
provide, for the systems in question, a computable way for the calculation of the
algorithmic complexity function Ct , a well-known non-computable function in gen-
eral [5].

114.3 Connection with the Krengel Entropy

We close with some final remarks on the connection between the Krengel entropy
and the Lyapunov exponent. The ADK theorem gives (see, for instance, [7])

〈
λ(α)

〉
ADK =

1

ba

(
a

α

)α sin(πα)

πα

∫
ln |f ′(x)|ω(x)dx, (114.8)

where b is given by the asymptotics of the invariant density near the origin

ω(x)∼ bx− 1
α . (114.9)

From (114.8), Rohlin’s formula (114.4) for the Krengel entropy implies immedi-
ately that

1

b
hμ(f )= a

(
α

a

)α
πα

sin(πα)

〈
λ(α)

〉
ADK, (114.10)
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Fig. 114.1 The ratio R(α) for the Thaler map (114.11). The solid line corresponds to the expres-
sion (114.14). The points correspond to the numerical evaluation of (114.13) for 25× 103 random
initial conditions with 6× 105 iterations of (114.11). A good concordance of the ADK prediction
(114.14) with the numerical simulations is observed. Notice that the (b-dependent) relation pro-
posed in [8] is R(α)= α−1, which is incompatible with our numerical results. For the details on
the numerics, see [7]

which is the correct relation (compare with that one proposed recently in [8]) be-
tween Krengel entropy and a dynamically meaningful average of subexponential
Lyapunov exponents for maps of the type (114.1). The ADK average is not only a
dynamically meaningful average, it is essentially the dynamically meaningful av-
erage for these systems. For instance, the average of the subexponential Lyapunov
exponents (114.2) calculated for randomly chosen (with any absolutely continuous
measure with respect to the usual Lebesgue measure on the interval [0,1]) initial
conditions x will converge to the ADK average for large t , see [7] for some re-
cent applications of this important fact. Notice also that both sides of (114.10) are
invariant under the symmetry ω→ ξω.

The so-called Thaler map [9]

f (x)= x
[

1+
(

x

1+ x
)z−2

− xz−2
]−1/(z−2)

, (114.11)

mod 1, provides a convenient setup to test numerically such results. Its invariant
density is given, up to a multiplicative factor b, by

ω(x)= x−1/α + (1+ x)−1/α, (114.12)

where α = (z − 1)−1. From (114.11) one has a = 1. Figure 114.1 depicts the
b-invariant ratio

R(α)= (hμ/b)−1〈λ(α)
〉
ADK, (114.13)

which for the Thaler map (114.11) is given by

R(α)= sinπα

παα+1
. (114.14)
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A good concordance with the numerical simulations is observed. For the details
about the convergence of the averages for this kind of map, see [7].
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Chapter 115
An Agent-Based Sorting Model for City Size
and Wealth Distributions

Steffen Eger

Abstract In the current work, we undertake to propose a new model for explain-
ing both city size and wealth distributions in an economy. Our model is, first, based
upon agents with preferences over neighborhoods; rich/wealthy neigborhoods are
more attractive than poorer ones and agents generally want to ‘sort’ into the neigh-
borhood whose wealth level is largest. A second feature is that neighborhoods have
an impact upon the members of their community, which we define in terms of the
neighborhood’s average wealth level. Finally, agents are inert in the sense that they
are unwilling to leave their current neighborhood without reason and generally incur
costs of relocation; and agents are boundedly rational in the sense that they perform
local instead of global relocation decisions and that they do not anticipate/predict
other agents’ behavior. We show by simulation that under reasonable parametriza-
tions, this model generates Zipfean city size distributions with coefficient alpha
close to 1. It does not, however, by itself, generate Pareto wealth distributions. To
this end, we add a stochastic component to individual agents’ wealth levels, which
we specify such that it either entails linear or exponential average growth. Nontriv-
ially, this seems to lead to the ‘correct shape’ of the wealth distribution function
for both the linear and exponential growth paradigms, but with ‘suitable’ coefficient
beta only under the exponential growth implication.

115.1 Introduction

One version of Zipf’s law for city sizes states that if one ranks cities by size and
plots city size versus rank in log-log-scale one obtains, roughly, a straight line with
slope between −α =−0.8 and α =−1.5 [22, 29], where we refer to α as the Zipf
coefficient. In Fig. 115.1(left) we illustrate the law, using city size data from the
United States for the year 2009. One sees that the fit is not perfect, with some de-
viation particularly for the largest cities New York, Los Angeles, and Chicago, but
overall seemingly pretty good and an excellent rule of thumb. Remarkably, a related
law apparently holds for the distribution of wealth among subjects in economies. If
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Fig. 115.1 Left: City size distribution of the United States for 2009, from http://economix.blogs.
nytimes.com/2010/04/20/a-tale-of-many-cities/. Right: Wealth distribution of the United Kingdom
for 1996, reprinted from [5]

one plots the probability that an individual has at least wealth level w against w in
log-log-scale one obtains for the ‘rich’ tail of the distribution, again, a straight line,
this time with slope between −β =−1 and −β =−3, where we call β the Pareto
coefficient. This relationship, which we exemplify in Fig. 115.1(right), is termed
Pareto’s law for wealth distributions.

Both laws were discovered around the turn of the 19th century and, although
prima facie having different interpretations, can both be phrased as ‘rank size’ rules;
for Pareto’s law we have that if one ranks richest subjects by wealth and plots wealth
level versus rank in log-log-scale one obtains a straight line with slope between
−1/3 and −1/1 = −1 (see below). The ‘rank size’ formulation allows a simple
conceptualization; assuming a Zipf coefficient of 1 and a Pareto coefficient of 2,
then, the largest city in an economy has about double the size of the second largest,
three times the size of the third largest, etc. Accordingly, the wealthiest individual
in an economy is about

√
2 times wealthier than the second wealthiest,

√
3 times

wealthier than the third wealthiest, etc.
The two laws have received considerable attention ever since their discovery, par-

ticularly from physisicts, economists, and statisticians, where the leading question
is about the mechanism(s) generating such outcomes. Two stochastic explanations
for the Zipf and Pareto phenomena are as follows. For city sizes, Simon [26] found
that a ‘preferential attachment’ rule can imply the observed regularity; cities grow
proportionally to their current size, that is, larger cities obtain more new inhabi-
tants. For wealth, a distribution process in analogy to those observed in statistical
physics has been suggested (cf. [2]) where at each time step two randomly selected
individuals ‘gamble’ about an individually determined share of their current wealth,
leaving total wealth unchanged. Other stochastic models include [6, 11, 20, 34] and
[3, 7, 13, 21, 23, 27, 28]. While these models may be at least partly convincing
and undoubtedly appealing in their abstractness and simplicity, they do not tell us
about instrinsic motivations and preferences of the agents involved in their setups.
Some other models address this issue, for example, by defining optimizing (eco-
nomic) agents that, in the case of cities, relocate e.g. on the basis of preferences

http://economix.blogs.nytimes.com/2010/04/20/a-tale-of-many-cities/
http://economix.blogs.nytimes.com/2010/04/20/a-tale-of-many-cities/
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defined over population density; e.g. agents may rejoice in companionship, but cer-
tainly want to avoid overcrowding (cf. [18, 19]). Further agent-based models include
[9, 12, 24, 32, 33].

In the current work, we undertake to propose a new model for explaining both
city size and wealth distributions in an economy. Our model is, first, based upon
agents with preferences over neighborhoods; rich/wealthy neigborhoods are more
attractive than poorer ones and agents generally want to ‘sort’ into the neighbor-
hood whose wealth level is largest.1 A second, separate but related, feature is that
neighborhoods have an impact upon the members of their community, which we de-
fine in terms of the neighborhood’s average wealth level. Such neighborhood or peer
effects are well-known and well-documented in economics (cf. [4, 10], etc.) and, for
example, in e.g. businesses it is estimated that income and productivity of individual
workers increase considerably as the average income and productivity of co-workers
increase (cf. [15, 25]). Finally, agents are inert in the sense that they are unwilling
to leave their current neighborhood without reason and generally incur costs of re-
location;2 and agents are boundedly rational in the sense that they perform local
instead of global relocation decisions and that they do not anticipate/predict other
agents’ behavior. Probably as remarkable as Zipf’s law itself, we show by simula-
tion that under reasonable parametrizations, this model generates Zipfean city size
distributions with coefficient α close to 1. It does not, however, by itself, generate
Pareto wealth distributions. To this end, we add a stochastic component to individual
agents’ wealth levels, which we specify such that it either entails linear or exponen-
tial average growth. Nontrivially, while not infringing upon the Zipfean city size
distribution law, this seems to lead to the ‘correct shape’ of the wealth distribution
function (straight line for the rich tail in log-log-scale, exponential regime for the
poor tail, see below) for both the linear and exponential growth paradigms, but with
‘suitable’ coefficient β only under the exponential growth implication.

While we believe our model to be abstract and general enough to potentially
apply to the migratory behavior of many living organisms, we note that it is, at the
same time, rooted in economic theory. For example, the classical Tiebout sorting
model [31] holds that individuals sort into neighborhoods based upon the latters’
attractiveness (in terms of taxes, public goods, etc.). Moreover, neighborhood effects
(or more specificially peer effects) have been well-studied in economics and may
include such phenomena as status formation motives, aversion to pay inequality
(sometimes also referred to by the phrase ‘Keeping up with the Joneses’), learning,
and exogenous effects due to environmental characteristics of an area (cf. [17]). Our

1The fact that human agents, or biological organisms, undertake to settle in rich ecological neigh-
borhoods seems self-evident to us. We emphasize with a few examples. First, immigration from
third-world countries such as Africa to the industrialized countries such as the United States,
Europe, etc. Secondly, in the animal world, usually rivers, food-rich habitats, etc., exogenous
sources of wealth, attract multitudes of organisms. Thirdly, the ‘poor chasing the rich’ literature (cf.
[1, 30, 31]) has as key insight that people care for the average income or wealth in the community
in which they live for at least three reasons: status, peer groups, and taxes.
2This may capture physical restrictions (e.g. aversion or inability to cover long distances) or social
restrictions (e.g. unwillingness to give up one’s social ties, etc.).
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approach is, to the best of our knowledge, one of the few (general) agent-based
approaches to modeling Zipfean city size distributions and the first one based on
the concept of neighborhoods. Moreover, it is apparently the first such model based
on wealth as a decision variable and the first model to discuss city size and wealth
distributions in a unified framework.

115.2 The Model

115.2.1 Setup

Agents (or players) i = 1, . . . , n, n ≥ 2, inhabit a world (which we also refer to as
grid or lattice) X ⊆ N

k , k ≥ 1. Only a fraction s ∈ [0,1] of all places (or points)
in X are inhabited, the remaining are empty. Each agent i has payoff (which we
refer to as his wealth) Yi,t in periods t = 0,1, . . . , T . Payoffs are determined by the
agent’s current payoff and his environment’s payoffs according to

Yi,t+1 = Yi,t + δ(Ȳi,t − Yi,t )+ εi,t+1, (115.1)

where δ ∈ (0,1) is the adaption rate, Ȳi,t is some ‘average’ payoff in agent i’s
environment at time t , and εi,t+1 is a random component. Generally, the average
payoff Ȳi,t is determined according to

Ȳi,t =
∑

j

wijYj,t , (115.2)

where wij is the (distance-dependent/dependent on their respective positions)
weight assigned to agent j with regard to agent i, with wij ≥ 0 and

∑
j wij = 1.

115.2.2 Relocation Dynamics

All agents receive random initial wealth Yi,0, for i = 1, . . . , n. Then, for all periods
t = 1, . . . , T they solve the following maximization problem

max : Et [Yi,t+1], (115.3)

by playing a best response to the world as it is at time t : of the |X|(1− s) free posi-
tions in world X, agent i chooses the one with the highest utility (i.e. expected next
period wealth) assuming that the world remains unchanged, i.e. assuming that all
other agents stay at their position.3 This choice has an obvious solution since Yi,t+1

3Agents assume that the world stays as it is except for their own hypothetical movements. Oth-
erwise, if this was not considered, agents would avoid ‘empty regions’ as these have low average
income values.
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has only one component which is not determined exogenously at time t , namely
Ȳi,t .4 Thus, in period t agent i chooses position p ∈ X\O—where O is the set of
occupied places in X—with the highest average wealth value. Importantly, the or-
der in which agents are allowed to choose their position in period t is determined
randomly; agents who move later make more ‘informed’ decisions.

To account for individuals’ ‘inertia’ we introduce positive moving costs c :X2 →
R
≥0. This changes the optimization conditions only slightly; agents now choose
p ∈X\O such that

Et

[
Yi,t+1 − c(pi,p)

]
(115.4)

is maximized, where pi is agent i’s position prior to his relocation decision. More-
over, to model ‘bounded rationality’ we generally restrict agents to conduct a lo-
cal search for optimal grid positions instead of a global search; i.e. they may only
choose positions in the vicinity of their current habitat. When all n agents have
moved (some may have remained at the position they were occupying before), their
wealth is updated using Eq. (115.1).

115.2.3 Discussion of the Model

To specify the agent’s world X ⊆ N
k , usually a one or two-dimensional grid is as-

sumed, as in the agent-based models discussed in Sect. 115.1. Each ‘place’ (or point)
p ∈X can then be occupied by a single agent or is otherwise empty.

As to the agents’ interactions, Eq. (115.1) implements the neighborhood in-
fluences discussed above. Note that, disregarding the error, δ → 1 implies that
Yi,t+1 → Ȳi,t and δ→ 0 implies Yi,t+1 → Yi,t , so that the adaption rate determines
how strongly an agent’s wealth is determined by the average wealth and his last pe-
riod wealth, respectively. Also note that Eq. (115.1) is a variant of the updating rule
in self-organzing maps (cf. [16]), neural networks (cf. [14]), etc. and thus related to
the literature on unsupervised self-organizing adaptive systems, etc.

The random component in Eq. (115.1) need not necessarily be realized as white
noise, i.e. as zero-mean, independent random variables. On the contrary, as dis-
cussed in Sect. 115.1, we might want to design our model in such a way that
the rich are getting richer. To do so, the conditional expectation E[εi,t+1 |Yi,t ]
could be specified as an increasing function of Yi,t . A simple choice, leading to
exponential growth and implementing ‘preferential attachment’, would be to let
E[εi,t+1 |Yi,t ] = μYi,t for μ> 0.

115.3 Results
We consider the following parametrization. The world is a one-dimensional grid of
size 1 ·N , with places p ∈X = {1, . . . ,N}, where we choose N = 1000. Moreover,

4The variable Ȳi,t is not exogenously determined at time t since the weights wij may depend on
the position of agent i relative to agent j .



960 S. Eger

Table 115.1 Model calibration. By f̃ (x;μ,σ 2, a, b) we denote the (adequately normalized and
truncated) normal density function with mean μ, variance σ 2, and truncation parameters a and b

Parameter Value Meaning

N 1000 grid size

n 300 number of agents

χ 0.001 inertia/moving cost parameter

x0 50 Ya,0 ∼U(x0, x1)

x1 60 Ya,0 ∼U(x0, x1)

δ ∈ [0,1] adaption rate

ρ ∈ {5,10,20,30,100,400,N} spatial reach

T ∈ {5000,10000} number of periods

wi,j f̃ (pj ;pi,1,pi − 5,pi + 5) weight for agent j with respect to agent i

we set the number of agents, n, to 300. Agents conduct a local search for optimal
grid positions by considering the ρ, ρ ∈N, places ‘around’ their current position for
potential relocation. Agents a have moving costs of

c(pa, q)=
{
χ |pa − q| if |pa − q| ≤ ρ
∞ else,

where pa, q ∈ X (pa being agent’s a current position), and where we set χ to the
‘low’ value of 0.001. Each agent a is initially assigned a random place pa ∈ X
and a random wealth level Ya,0 ∼ U(x0, x1), where U(x0, x1) is the continuous
uniform distribution on the interval [x0, x1]. As to determining the average wealth at
any given grid point p ∈X, we use the (normalized and truncated) normal density
function centered at p with the ‘low’ variance of 1; we set the density weights
to zero for agents at positions q ∈ X, with |p − q| > 5. Finally, we define a city
as a continuous set of occupied grid points with no empty spaces in between. We
summarize the model calibration in Table 115.1.

In the subsequent analyses, all values discussed are averages over 10 runs, and
single numerical results are taken after T = 5000 iterations, unless stated otherwise.
We estimate β on the basis of the 10 % richest, mainly due to our small size of n
(e.g. it would not be wise to estimate a regression on the basis of 1 % · n= 3 data
points).

115.3.1 Linear Growth

First, consider the case where the random component in (115.1) is close to zero and
iid across agents. We set

εi,t+1 ∼N (0.2,1),
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Table 115.2 Calibration as
in Table 115.1. From left to
right: ρ = 100, δ = 0.015,
δ = 0. Linear growth

δ

0.001 0.005 0.015 0.05 0.1 0.5

α size 1.662 1.198 0.994 0.961 0.942 0.938

R2 0.883 0.898 0.920 0.941 0.920 0.905

β size 142.85 90.90 45.45 15.62 14.92 15.62

R2 0.976 0.956 0.938 0.876 0.834 0.767

ρ

5 10 20 400 10, πa

α size 0.651 0.847 0.892 1.563 0.888

R2 0.770 0.909 0.918 0.893 0.830

β size 142.86 125.0 90.90 50.0 166.67

R2 0.972 0.939 0.921 0.978 0.965

ρ

5 10 20

α size 0.705 1.448 1.483

R2 0.570 0.893 0.890

β size 38.46 33.33 25.64

R2 0.963 0.968 0.977

where the mean of 0.2 is chosen so as to avoid that agents get poorer, on average,
from period to period due to positive moving costs. Note also that if δ was zero
(and ignoring moving costs) this would entail that Yi,t , defined in (115.1), follows,
in expectation, an affine-linear growth process,

E[Yi,t ] = E[Yi,t−1 +μ] = μ · t + Yi,0,
where, in our case, μ = 0.2. By simulation we find that such a process, by itself,
leads to a large Pareto coefficient β for the top 10 % wealthiest of around 36.69
after T = 5000 periods, where the fit is very good, with R2 value of about 98 %.

We outline our main results in Table 115.2, and Figs. 115.2 and 115.3. From
Table 115.2, we deduce that for many different calibrations of ρ and δ, our model
entails city size distributions with Zipf parameter α in the ‘right’ range between 0.8
and 1.5. As a reference, we found by simulation that distributing n = 300 agents
randomly among N = 1000 grid points implies a coefficient α of around 2.128 with
R2 value of around 0.839. Our model performs much ‘better’, even with a value
of δ equal to 0; for example, for δ = 0 and ρ ∈ {10,20}, α is on average smaller
than 1.5 after T = 5000 periods and the R2 value is close to 90 %. We obtain ‘best’
results for δ above/around 1 % and ρ relatively small, in the range between ρ = 20
and ρ = 100; the R2 fit is then usually larger than 90 % and α is close to unity.
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Fig. 115.2 City size and wealth distributions after T = 5000 periods. Calibration as in Table
115.1, and δ = 0.05 throughout. From left to right: ρ = 10 and πa (ρ is a random variable here,
define as ρ =N with probability πa and ρ = 10 with probability 1−πa , where πa is proportional
to agent a’s wealth), ρ = 100, ρ = 20, ρ = 5. The marked slope in the wealth distribution curve
has value −200. Linear growth

Moreover, Fig. 115.3 shows that, at least for specific parameter settings of ρ and δ,
α is quite stable over time and it usually takes fewer than 1000 periods for it to settle
within a narrowly defined band around its asymptotic (as it seems) value.

Concerning the Pareto wealth coefficient β , its size is generally (magnitudes)
too large under the given calibration and the linear wealth growth process. While
the fit is usually good (R2 above 90 % for small δ)—note also that the ‘correct’
form of the wealth distribution function is usually reproduced by our model (cf.
Fig. 115.2), i.e., a Boltzmann-Gibbs type distribution for ‘small’ wealth levels w
and a Pareto distribution for ‘large’ w, the lowest value recorded in the simulations
summarized in Table 115.2 is more than five times larger than observed in real
economies. This is a rather unsurprising result, given the high level of β under δ =
0 and ignoring moving costs (see above), the system’s inherent tendency toward
convergence (proven in an extended version of the paper), and the thus implied
assimilation of agents’ wealth levels. Moreover, in Fig. 115.3, we see that β is much
less stable than α under the given calibration, displaying considerable fluctuation
over time.
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Fig. 115.3 Parameter evolution of α, β , average wealth, and Gini coefficients over time. Average
wealth and β are drawn with respect to the y2-axis indicated on the right side of each plot. Calibra-
tion as in Table 115.1, and δ = 0.05. From left to right: ρ = 100, ρ = 20, ρ = 10 and πa . Linear
growth

115.3.2 Exponential/Proportional Growth

Next, consider the following specification of εi,t+1,

εi,t+1 ∼N (μYi,t , κ|Yi,t |), (115.5)

where μ ∈ (0,1) and κ ∈ (0,1). If δ were zero and ignoring moving costs, this
would entail the following evolution of Yi,t+1, defined in (115.1),

Yi,t+1 = (1+μ)Yi,t + νi,t+1, E[Yi,t ] = (1+μ)tYi,0. (115.6)

where νi,t+1 ∼N (0, κ|Yi,t |); i.e., this implies in expectation, an exponential growth
process. Note also that (115.5) and (115.6) can be interpreted as an instantiation of
‘proportional attachment’; the increase in an agent’s wealth level between two peri-
ods is proportional, in expectation, to the size of the agent’s current wealth level—
the richer experience a larger increment. That we choose the variance of εi,t+1 to be



964 S. Eger

Table 115.3 Calibration as
in Table 115.1. From left to
right: ρ = 30, δ = 0.015,
δ = 0. Exponential growth

δ

0.001 0.005 0.015 0.02

α size 1.490 1.500 1.157 1.147

R2 0.890 0.891 0.927 0.938

βsize 3.401 6.667 2.873 2.994

R2 0.960 0.947 0.921 0.813

ρ

5 10 20 10, πa

α size 0.664 0.969 0.988 1.281

R2 0.852 0.928 0.938 0.891

β size 12.821 11.765 6.172 15.385

R2 0.930 0.930 0.939 0.955

ρ

5 10 20

α size 0.850 1.295 1.321

R2 0.566 0.855 0.875

β size 2.81 2.73 2.403

R2 0.948 0.947 0.947

a function of |Yi,t | seems plausible and entails a constant relative standard deviation
of εi,t+1 across agents. In the following, we set μ= 0.0005 and κ = 0.1. By simu-
lation, we find that this parametrization leads to a coefficient β of around 3.02, with
R2 value of around 0.950, under δ = 0 and no moving costs.

We summarize results in Table 115.3 and Fig. 115.4. Contrasting with the re-
sults under linear growth, we see that the growth process may also affect city size
distributions. For example, under δ = 0.015, α is closer to unity under exponential
growth than under linear growth, with no worse R2 values. The best result is, again,
obtained for δ around 1 % and ρ relatively small, this time around 30.5 In that case,
α is very close to unity and β is smaller than 3 after 5000 periods, with R2 values
larger than 90 %. Figure 115.4 shows that β is in the range between 2 and 3 af-
ter about 4500 periods and seems to remain stable, although still fluctuating more
heavily than α.

115.4 Conclusion
A few remarks on our results must be made. First, the fact that exponential growth
is implied (or apparently required) by our model seems to be a too specific assump-

5For larger ρ we frequently noticed a ‘poverty trap’, in which agents become poorer initially—due
to higher average moving costs—and can then not recover due to the small size of μ.
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Fig. 115.4 Calibration as in Table 115.1, and δ = 0.015 and ρ = 30. Parameter evolution of
α, β , average wealth, and Gini coefficients over time, and city size and wealth distributions af-
ter T = 5000 periods. Average wealth is drawn with respect to the y2-axis indicated on the right
side of the respective plot. The marked slope in the wealth distribution curve has value −2.873.
Exponential growth

tion, on the one hand, since exponential economic growth is presumably a feature
of the last few hundred years exclusively, in effect only since the industrial rev-
olution, whereas most of human history was, by all appearances, characterized by
virtually no growth at all, at least on average. On the other hand, it evidently opposes
the wealth distribution models proposed in econophysics, which assume zero-sum
wealth processes. Two things might be answered to this; namely, that a) the univer-
sal applicability of Pareto’s law is apparently still not fully ascertained to date, and
some authors call it a property of capitalist societies (cf. [8]), for which exponen-
tial growth is valid, allegedly. Moreover, b) it must be said that our model does not
necessarily require exponential growth but could presumably do with a proportional
attachment rule without such implications (e.g. due to high enough moving costs,
some agents having large negative net wealth and thus clearing the balance, etc.);
also note that in Fig. 115.4, there is in fact practically no growth at all for the first
5000 periods and still the Pareto coefficient approaches 3.
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Next, the result that Zipf’s law is apparently ‘best’ reproduced for small values
of δ around 1 % appears to be a plausible outcome. It is known that, for example,
peer effects at the work-place are usually between 5 and 15 % (cf. [15, 25]), and
neighborhood effects in a community should certainly be lower, as the degree of
interaction between individuals, there, is presumably considerably lower.

For future work, it might be of interest to find an ‘agent-based’—instead of a
stochastic—solution for generating Pareto wealth distributions within our Tiebout-
like sorting model. Potentially, the inclusion and adequate weighting of further vari-
ables such as density or inequality aversion might be helpful here, but we think
this unlikely. Presumably, unless a process is defined whereby agents veritably lose
and gain wealth beyond the rather small neighborhood effects implemented—be
it through ‘gambling’ or other mechanisms—a wealth distribution that is unequal
‘enough’ in the rich tail will not be achieved. To check for the robustness of our
results, implementing our model in a two-dimensional scenario might be a further
aspect of concern.
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Chapter 116
Characteristic Features of the Sustainable
Strategies in the Evolvable Iterated Prisoners’
Dilemma

Mieko Tanaka-Yamawaki and Ryota Itoi

Abstract In the realm of iterated prisoners’ dilemma equipped with evolutional
generation of strategies, a model has been proposed by Lindgren that allows elon-
gation of genes, represented by one-dimensional binary arrays, by three kinds of
mutations: duplications, splittings, and point mutations, and the strong strategies
are set to survive according to their performance at the change of generations. The
actions that the players can choose are assumed to be either cooperation represented
by C or defection represented by D. It is convenient to use {0, 1} instead of {D, C}.
Each player has a strategy that determines the player’s action based on the history
of actions chosen by both players in each game. Corresponding to the history of ac-
tions, represented by a binary tree of depth m, a strategy is represented by the leaves
of that tree, an one-dimensional array of length 2m.

We have performed extensive simulations until many long genes appear, and
by evaluating those genes we have discovered that the genes of high scores are
constructed by 3 common quartet elements, [1001[, [0001], and [0101]. Fur-
thermore, we have determined the strong genes commonly have the element
[1001000100010001] that have the following four features:

(1) never defects under the cooperative situation, represented by having ‘1’ in the
fourth element of the quartet such as [∗ ∗ ∗ 1],

(2) retaliates immediately if defected, represented by having ‘0’ in the first ele-
ment and the third element in the quartet such as [0 ∗ 0 ∗],

(3) volunteers a cooperative action after repeated defections, represented by ‘1’
in the first element of the genes,

(4) exploits the benefit whenever possible, represented by having ‘0’ in the quar-
tet such as [∗ 0 ∗ ∗].

This result is stronger and more specific compared to [1∗∗1 0∗∗∗ 0∗∗∗ ∗001] re-
ported in the work of Lindgren as the structure of strong genes.
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116.1 Introduction

A game theory is a tool to study the strategic interactions developed between in-
dividuals that mutually influence each other, which can be is used to understand
human behavior and economics. The prisoners’ dilemma (abbreviated as PD, here-
after) is a well-known example of the two-person-game models in which the most
rational choice for individuals results in the less beneficial choice for the society that
those individuals belong to. The PD has been studied for a long time in discussing
the issues of CO2 emission, nuclear power possession, and price competitions, etc.
[1–3] It is well known that the strategy called Tit-For-Tat was the most powerful
strategy in the historical experiment performed by Axelrod [4]. However, it has also
been known that the strongest strategy changes under different environments.

A question arises whether the Tit-For-Tat strategy can be developed from any ini-
tial condition and any historical paths, or it is generated from a specific conditions.
We are also interested in whether this strategy eventually disappear under certain
circumstances, or not. In order to answer to those question, we take a view of the
artificial life to study evolution of genes in a wider framework of time and space to
study the problem of automatic generation of strategies in the multi-agent simula-
tions.

Murakami and one of the authors have considered a simple model to generate the
Tit-For-Tat strategy according to the rule of survival of the fittest, and observed how
this specific strategy is generated [5].

Lindgren considered a model of evolutional genes in the multi-agent model that
allows elongation of genes, represented by one-dimensional binary arrays, by three
kinds of mutations: duplications, splittings, and point mutations, and the strong
strategies are set to survive according to their performance at the change of gen-
erations [6].

In this paper, we report our result of long-term simulations that clarified the exis-
tence of common elements found in strong and sustainable strategies and the three
specific common quartet elements contained in such strategies and the features rep-
resented by those elements.

116.2 Iterated Prisoners’ Dilemma

The prisoners’ dilemma is defined by the payoff structure of both players shown in
Table 116.1. We assume the players have only two actions to choose, to cooperate
(C, hereafter) or to defect (D, hereafter). There are four parameters R, P, S, T which
are set tp satisfy S < P < R < T and S + T < 2R. The key point of the situation
under which the two players are set in this model is the better choice for individual
results in the worst choice of both. For example, if we assume B cooperates, A’s ra-
tional choice is to defect because R < T. However, even if we assume B defects,
A’s rational choice is still to defect because S < P. Thus A is supposed to defect
whatever B chooses. The situation is the same for B. Thus both A and B end up
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Table 116.1 The payoff
table of the prisoners’
dilemma provided
S< P< R< T and
S+ T< 2R

(A’s payoff, B’s payoff) B’s action is C B’s action is D

A’s action is C (R, R) (S, T)

A’s action is D (T, S) (P, P)

Table 116.2 Actions of the
TFT pair and the PAV pair
when the second player
commits an error at t = 2

Time t (TFT, TFT) (PAV, PAV)

1 (C, C) (C, C)

2 (C, ‘D’) (C, ‘D’)

3 (D, C) (D, D)

4 (C, D) (C, C)

5 (D, C) (C, C)

with choosing to defect. However, the payoff P is smaller than R. How can they
choose the better option of mutual cooperation?

The poor solution (P, P) is inevitable for a single game, unless they promise to
start with the cooperative actions. When they repeat the game by starting with the
cooperative actions, then the best choice for both of them is to continue to cooperate
except the last match. Because once each of them defects, then the opponent will
retaliate in the next match. Therefore if they know the time to end the repeated game,
they will defect at the last match. For this reason, the iterated prisoners dilemma
game (abbreviated as IPD, hereafter) is played without fixing the time to end. In
such a game, a particular strategy called Tit-For-Tat (TFT, hereafter) wins over the
other strategies. In general, good strategies including the TFT, share the following
three features:

(1) to cooperate as long as the opponent cooperates
(2) to retaliate immediately if defected
(3) to offer cooperation after continuous defections.

However, it has been known that the Pavlov strategy (PAV, hereafter) is better
than the TFT under a certain condition. The PAV keeps the same action after getting
T or R which are the good payoff, and changes the action from the previous one
after getting S or P which are the poor payoff. This strategy is stronger than the TFT
in a model allowing errors in actions in which the player chooses an opposite action
from the one chosen by the strategy [7].

This situation is depicted in an example shown in Table 116.2. In this case, both
(TFT,TFT) and (PAV, PAV) begin the game from the cooperative relationships at the
time t = 1. Suppose if an error occurs at t = 2 in the second player, then the TFT
pair immediately fall into pose if an error occurs at t = 2 in the second player, then
the TFT pair immediately fall into (C, D) a series of (C, D) and (D, C), while the
PSV pair can recover the original cooperative situation of (C, C). Thus the TFT is
not always the best under errors.
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116.3 Evolvable Strategies in the IPD

In the framework of the artificial life (ALIFE), a new scheme of searching for the
better strategies was presented in Ref. [6] in a multi-agent model of evolvable strate-
gies, in which the strategies grow like genes. Here the strategies are represented by
one-dimensional binary strings.

The two actions, the cooperation and the defection, {D, C}, are represented by
{0, 1}. Each player has a strategy that determines the player’s action based on the
history of actions chosen by both players in each game. Corresponding to the history
of actions, represented by a binary tree of depth m, a strategy is represented by the
leaves of that tree, an one-dimensional array of length 2m. It is convenient to set the
two edges of the binary tree to have 0 in the left edges and 1 in the right edges.

For example there are four strategies represented by [00], [01], [10], [11], for
m= 1 corresponding to a model to simply count the opponent’s previous action as
the history. The strategy [00] is called as ALLD because only D is chosen irrelevant
to the opponent’s past action. Likewise, [11] is called as ALLC. The strategy [01]
is the TFT because D is chosen only when the opponent’s action of the immediate
past is D. Likewise the strategy [10] is called as anti-TFT (abbreviated as ATFT).

If we count the actions of both players as the history, that is the case of m = 2
and the corresponding strategy becomes a binary string of length 4. For example,
a strategy [1001] chooses C if the past actions of both players are the same, i.e.,
both C or both D, and chooses D if the past actions of both players were not the
same, i.e., when one player’s action was C, the other player’s action was D. This
corresponds to the PAV. A strategy [0101] is the same as [01] because D is chosen
for the opponent’s defective action and C is chosen for the opponent’s cooperative
action irrelevant to the past action of the other side. Likewise, the strategy [0000]
is the same as [00]. A strategy represented by [0001] chooses C only when the past
actions of both sides were C. We call this strategy as the retaliation-oriented TFT
(abbreviated by RTFT).

For larger m, the history and the corresponding strategy can be written as hm =
(am, . . . , a2, a1)2 and Sm = [A1A2 · · ·An] for n = 2m. An example of the strategy
for the case of m = 3 represented by a string of 10010001 is shown in Fig. 116.1.
Out of all the possible strategies, good ones are chosen by employing the genetic
algorithm. The typical job-flow of this mechanism is illustrated in Fig. 116.2.

Starting from the initial population of agents, which could be the entire set of
possible strings or a randomly sampled subset of the entire set, pairs of agents play
the IPD of indefinite length. After all the agents playing the game with all the other
agents, their total payoff are counted and their population is renewed according to
the population dynamics explained below. Subsequently the mechanism of three
types of mutation, (1) point mutation (2) doubling, and (3) fission, are applied in
order to grow the strategy strings to create new patterns and the new lengths that the
previous generation did not know.

We have followed the scenario written by Lindgren [6], except for the two points:
the first point is the stochastic ending of IPD, and the second point is that we have
performed extensive amount of simulations. As a result, we have discovered the
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Fig. 116.1 An strategy and the binary tree of the history

Fig. 116.2 The Job-flow of
the evolvable IPD simulation

type of gene structure of sustainable strategies in more specific manner compared to
[1∗∗1 0∗∗∗ 0∗∗∗ ∗001] suggested in Ref. [6].

116.4 Simulation Result

We have run our program by the following conditions. We have tried two different
initial conditions to start the simulation. The first type consists of the four m = 1
strategies, [00], [01], [10], and [11] with equal populations of 250 each, and the
second type consists of 1000 random sequences of length 32. Either case, the total
population of agents is kept unchanged from the initial value of 1000 throughout
the simulation. The number of simulations are 50 for the first type and 40 for the
second type. The rate of point mutation, the duplication rate, and the split rate are
set to be 2 × 10−5, 10−6, 10−6, the same as in Ref. [6]. We also assume the rate
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Fig. 116.3 The triplet of TFT-PAV-RTFT is observed in this example of simulation starting from
the Type I initial population having four m= 1 strategies in the equal weight

Fig. 116.4 A pattern of changing strategies starting from random strategies

of error, i.e., with which the opposite action prescribed by the gene is executed, to
be 0.01. The payoff parameters in Table 116.1 are also chosen to be S= 0, P= 1,
R= 3, and T= 5.

The length of each game is not fixed in order to avoid the convergence to the
ALLD dominance, but the end of the game is announced with the probability of
0.005.

We show simulation results of the Type I and the Type II initial populations in
Figs. 116.3 and 116.4, respectively, in which the horizontal axis shows the gener-
ation and the vertical axis shows the population of strategies. Both cases exhibit
drastic changes of dominating strategies as the generation increases.

An interesting feature is observed in Fig. 116.3. Namely, the [01] (=TFT) dom-
inance followed by the [1001] (=PAV) dominance, then the [0001] (RTFT) domi-
nance comes and the [01] dominance. This particular pattern is observed in 37 ex-
amples out of 50 independent runs of the first type initial condition, and this triplet
pattern of TFT => PAV => RTFT is sometimes repeated for many generations.
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Fig. 116.5 An example of the triplet TFT-PAV-RTFT repeated for three cycles

Fig. 116.6 An example of the triplet pattern collapsed by the ALLD dominance

However, as the length of the genes reaches the size of 16 or 32, this triplet pattern
disappear and the [1001000100010001] dominates.

Figure 116.5 is an example of the triplet pattern of TFT-PAV-RTFT repeated for
three cycles. Figure 116.6 is an example of the triplet pattern collapsed after one
cycle, due to the strong dominance of ALLD strategy. Figure 116.7 shows a case
of the triplet pattern washed away by the emergence of the longer and the stronger
strategies.

116.5 Evaluation of the Strategies

We try to quantify the degree of sustainability of those strategies by means of a fit-
ness parameter Wi defined by the accumulated sum of population throughout the
total generation. The 8153 strategies emerged in the 45 simulations of Type I initial
condition and the 11753 strategies emerged in the 50 simulations of Type II initial
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Fig. 116.7 An example of the triplet pattern collapsed by the emergence of the longer strategies

Table 116.3 Evaluation of the strategies

Type I initial strategies (fixed) Type II initial strategies (random)

Strategy Wi Strategy Wi

1101 1001 0.123 1011 0.078

0101 1001 0.077 0000 0011 0.070

1101 0110 0.064 1101 1010 0.059

1010 0011 0.050 1001 1001 0.049

1101 0100 0.047 1101 1011 1101 1011 0.045

1001 0001 0001 0001 0.041 0001 0011 0.038

0001 1011 0.040 1101 0101 0001 1001 0.036

0100 1001 0.039 1101 1101 0000 0111 0.032

1101 0111 0.029 1000 0000 0100 0001 0.029

1001 1011 1001 1011 0.028 1111 0101 0101 1110 0.027

condition are sorted in the descending order of Wi in Table 116.3. The strategies
having positive values of fitness are chosen as ‘good’ strategies and selected for fur-
ther analysis. The number of ‘good’ strategies, satisfying the of the positive fitness
condition, was 340 out of 8153 for the case of Type I initial condition, and 785 out
of 11753 for the case of Type II initial condition.

We search for a possible characteristic feature of those strategies selected by
using the goodness criterion. We first set the length of all those strategies to the
equal length (= 32), by doubling and count the frequency of symbol ‘1’ at each site,
as illustrated in Fig. 116.8. The rates of ‘1’ for all the 32 sites are shown in Fig. 116.9
for the Type I initial population and in Fig. 116.10 for the Type II initial population.
This structure can be assumed to be the prototype strategy. The result shows that
both Type I and Type II derived the same structure of [1001000100010001].
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Fig. 116.8 Compute the rate of occurrence of ‘1’ at each site

Fig. 116.9 The rates of ‘1’ at
each site of total 32 sites for
Type I initial population

Fig. 116.10 The rates of ‘1’
at each site of total 32 sites
for Type II initial population

116.6 Discussion

Based on the result of our simulations, ‘good’ strategies who survive longer with
larger population compared to the others have a common prototype gene structure of
[1001000100010001]. Moreover, this result was irrelevant to the initial population.
This gene structure is characterized by the following 4 features.

(1) cooperate if the opponent cooperates (This feature is seen in common to
[∗∗∗1 ∗∗∗1 ∗∗∗1 ∗∗∗1], TFT, PAV, and [1∗∗1 0∗∗∗ 0∗∗∗ ∗001], etc.)

(2) immediately retaliate if defected (This feature is seen in common to
[0∗0∗ 0∗0∗ 0∗0∗ 0∗0∗ 0∗0∗], TFT, PAV, but not in [1∗∗1 0∗∗∗ 0∗∗∗ ∗001].)

(3) generous (This feature is seen in common to [1∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗], PAV, and
[1∗∗1 0∗∗∗ 0∗∗∗ ∗001], but not in TFT.)
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Also, the structure [1∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗] has an advantage over PAV for being
more robust against ALL-D due to longer term of patience.

(4) coolness (This feature is in common to [∗0∗∗ ∗0∗∗ ∗0∗∗ ∗0∗∗] having 0 against
the opponent’s cooperative action. TFT, [1∗∗1 0∗∗∗ 0∗∗∗ ∗001] do not have such
a feature.)

116.7 Conclusion

We have performed extensive simulations of IPD and analyzed to determine the
prototype structure of ‘good’ genes having a structure of [1001000100010001].
Although this is a specific example of the structure of strong gene,
[1∗∗1 0∗∗∗ 0∗∗∗ ∗001], suggested in Ref. [6], our analysis have reached much
stronger specification of the gene structure of the strategy ‘better’ than TFT. This
prototype consists of two types of quartets corresponding to PAV and RTFT. In
other words, this strategy acts like the Pavlov when the actions of both players were
‘Defect’ at the game before the last, but acts like RTFT for the other three cases.
This strategy has stronger tendency of retaliation against the opponent’s defection
compared to the Pavlov strategy. The advantage of this strategy compared to TFT is
based on the structure of starting with ‘1’, which helps to offer cooperation under
defective situations, which is considered to be a key to solve the dilemma structure
of many social problems.
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Chapter 117
Lyapunov Exponent: A Qualitative Ranking
of Block Cipher Modes of Operation

Jeaneth Machicao, Anderson Marco, and Odemir Bruno

Abstract In Cryptography, a mode of operation is a technique to improve a block
cipher effect. A challenge question of how to “qualitatively compare” among block
cipher modes of operation, remains poorly studied. To overcome this lack we pro-
pose a methodology through some analogies to discrete dynamical systems (DDS).
The method consists in the measure of chaos on the modes of operation by estima-
tions of the Lyapunov exponent (LE). We opted to exploit the LE measures to com-
pare among: ECB, CBC, OFB, CFB and CTR modes of operation. Results showed
an effectively tool to qualitatively rank modes of operation. These novel findings
represent an important advance to cryptography.

Keywords Cipher block ·Modes of operation · Lyapunov exponent

117.1 Introduction

In cryptography many encryption algorithms have been actively developed to keep
information as safe as possible [1]. A block cipher divides these information into
blocks (plaintext) and transform them into an unreadable output (ciphertext) de-
pending on a secret key [1] and usually a mode of operation is combined with an
underlying block cipher to enhance its effect.

Unfortunately, we identify some issues that have paid little attention in literature:
“How to choose the best block cipher modes of operation among many?”, “How
to compare among ciphers?” or even “can we extract measures from an encryp-
tion algorithm?”. We notice that these are hard questions because of the nature of
encryption algorithm should not follow any pattern.

Some researchers have studied techniques to classify block ciphers using tech-
niques from retrieval information [2], artificial intelligence [3], support vector ma-
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chines (SVM) [4] and including histogram methods and prediction block [5]. But
those cryptography issues remain poorly studied.

There is considerable evidence that appoint analogies between chaos properties
and cryptography [6–8]. In dynamical systems (DS), the Lyapunov exponent (LE) is
a measure to quantify chaos and to determine whether a DS is chaotic or not. In this
manuscript, we report the results of a new method specifically designed to estimate
the LE of the five modes of operation: ECB, CBC, OFB, CFB and CTR [9], which is
capable of qualitatively rank them according to their respective LE “measures”. We
considered these modes of operation as DDS, e.g., cellular automata (CA). There-
fore, we quantify the LE based on a discrete calculation, which was first applied to
CA [10].

117.2 Background: NIST Modes of Operation

In 2001 the NIST [9] standardized five modes of operation: ECB, CBC, OFB, CFB
and CTR. A mode of operation is a technique to enhance a block cipher effect, it
defines a process to encrypt data (divided into blocks), and it usually takes addi-
tional inputs, e.g., initialization vector(IV) or random functions [1]. Consider the
plaintext P and ciphertext C as Boolean vectors of size N , grouped in blocks
P1P2 · · ·Pb of n bits, where n is the block-length and N = b × n. A n-block ci-
pher is defined as C = EK(P ), to encrypt a single block with key K . We study an
isolated mode of operation Mmode, this means without the block cipher influence,
and define C =M(P), where M transforms the utter P into C without the block
cipher influence. Table 117.1 presents both: classical modes of operation and its
isolated adaptation.

117.3 Estimation of Lyapunov Exponent λ

We trace some analogies between the modes of operation and DDS, for instance we
considered them as CA. Thus, we define our variables as a phase space, represented
as a tuple 〈C, s,P,Mmode〉. The ciphertext C is a one-dimensional space composed
of N bits ci . The output function s(ci, t) maps the states of bit ci at time t . The
plaintext P assigns to every ci an initial state, s(·,0) = P . The transition function
Mmode describes a mode of operation, that transforms the state of each bit ci under
s(ci, t + 1)=Mmode(s(ci, t)).

Then, we measure the rate of divergence λ of two random plaintexts P and P ∗,
initially separated by only one bit (the rightmost bit), while is encrypted by the
isolated mode of operation. Note that, once the mode of operation is encrypting, it
behaves as a DDS and is endowed with previous “state” in time, i.e., the IV or the
rand function. For that reason, is important to track the previous state of the mode
to encrypt at next iteration. To measure the LE we quote the damage spread theory
[11]. Thus, we employ a damage vector h(·, t) = s(·, t) ⊕ s∗(·, t), so that h(·,0)
contains only one defective bit.
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Table 117.1 Comparison between the NIST modes of operation and its isolated adaptation

NIST modes of operation Isolated modes of operationMmode

Electronic Codebook ECB Ci =EK(Pi) MECB Ci = Pi
Cipher Block Chaining CBC Ci =EK(Ci−1 ⊕ Pi) MCBC Ci = Ci−1 ⊕ Pi

C0 = IV C0 = IV

Output Feedback OFB Ci = Pi ⊕Oi MOFB Ci = Pi ⊕Oi
Oi =EK(Oi−i ) Oi =Oi−1

Oi =EK(IV) Oi = IV

Cipher Feedback CFB Ci = Pi ⊕EK(Ci−1) MCFB Ci = Pi ⊕Ci−1

C1 = P1 ⊕EK(IV) C1 = P1 ⊕ IV

Counter CTR Ci = Pi ⊕Oi MCTR Ci = Pi ⊕Oi
Pi = Ci ⊕Oi Pi = Ci ⊕Oi
Oi =EK(ctri ) Oi = ctri

ctri = rand(ctri−1) ctri = rand(ctri−1)

ctri = rand(IV) ctri = rand(IV)

1. Consider P and P ∗, initially s(·,0) and s∗(·,0) such that
∑
ci
h(ci,0)= 1.

2. Lets encrypt P using Mmode(s(·,0)). In similar way but separately, lets encrypt
P ∗ withMmode(s

∗(·,0)). Calculate s(·,1) and s∗(·,1). The damage vector h(·,1)
takes one when s∗(cj ,1) �= s(cj ,1), otherwise takes zero.

3. For every cj for which h(cj ,1)= 1, create a replica rj containing the Boolean
complement of s(cj ,1), such that rj (cj ,1)= s̄(cj ,1).

4. Lets encrypt Mmode(s(ci,2)). On the other hand, lets encrypt each of the repli-
cas rj with previous Mmode. The damage vector h(cj ,2) =∑

rj
∑
ci
h(ci,1),

contains the sum of flipped bits of all replicas.
5. For every cj and rj (·,2) for which r(cj ,2) �= s(cj ,2), create a replica rj , such

that rj (cj ,2)= s̄(cj ,2).
6. Repeat steps (4–5) for every iteration t + 1.
7. Finally, the LE λ is defined as the total of the defective bits while iteration.

λ(t)= 1

t
log

(∑
rj
∑
ci
h(ci, t)∑

ci
h(ci,0)

)
(117.1)

117.4 Results and Discussion

For experimental purpose we employed plaintexts and ciphertexts of size N =
640 bits and divided into five blocks of n = 128 bits, which represent a typical
block-length in cryptography. Both parameters, P and IV were randomly generated
at each test.
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Fig. 117.1 The spectrum LE generated by the fives modes of operations. The inset figure shows
the global view, while the main figure shows the zoom view of the curves

The calculation of LE has been performed on t = 50 iterations for each mode.
Moreover, this test was repeated 200 times and the average LE with its related stan-
dard deviation were estimated in terms of the number of 200 repetitions.

Fig. 117.1 shows the spectrum LE generated by the fives modes of operations.
The horizontal axis indicates the number of iterations t and vertical axis shows the
average LE λ̄. Noted that, all curves showed standard deviation σ = 0 (error bar),
this statistically means that each modes is represented by an unique curve, where
the number of repetitions do not influence in the calculation.

The straight lines at λ̄= 0, corresponding to ECB and OFB modes, which theo-
retically means a neutral system, where the trajectories of initial P and P ∗ posses
slow relative change. While the modes of operation: CTR, CBC and CFB, got pos-
itive LE λ > 0, which is defined to be chaotic, because its dynamics is directly
affected by it is sensitive dependence on initial conditions.

117.4.1 Ranking Evaluation

We found that, based on the position placed of the curves from top to bottom, the
rank list in order of quality is: CTR, CBC, CFB, OFB and ECB (in descending
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Fig. 117.2 An image analysis composed of (A) white-noise image, (B) related histogram and
(C) Fourier power spectrum. First, the original image is a random signal, which, by definition,
contains no information [13]. Second, its histogram presents the ASCII characters frequency which
seems uniformly distributed. Third, there is a dot at the center of the power spectrum, which is
the origin of the frequency coordinate system and, represent any frequency information from the
original image

order) for the NIST block cipher modes of operation. Furthermore, this affirmation
can be validated with a visual criteria test.

We used the 2D Fourier power spectrum analysis to validate our results [12]. The
2D FFT converts an image from the spatial domain into the frequency domain, in
this manner; the 2D FFT contains all the information enclosed in the original image.
We intuitive understand an FFT image by visually interpreting its coordinate system.
For example, in Fig. 117.2 we see an image analysis of white-noise composed of the
original image, histogram and 2D FFT, we interpreted that the white-noise contains
no information [13].

Based on this allegation, we can analyze the modes of operation in a similar
way as shown in the previous example. We processed an input image with each
isolated mode of operation, calculated its frequency analysis and its 2D Fourier
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power spectrum. We visually demonstrated in Fig. 117.3 the rank order analysis
before mentioned, because it was expected a nearly flat spectrum comparable to a
flat white-noise spectrum.

117.5 Conclusions

We have described the implementation details of the Lyapunov exponent approach.
The application of LE to NIST modes of operation, effectively, can compare in a
qualitative manner. We found that: CTR, ECB, CFB, OFB and ECB, in this partic-
ular order, as the quality ranking of the modes of operation. These results show an
important advance to cryptography, because it has never been reported a qualitative
comparison research in public literature. Furthermore, we corroborate the strong
relationship between chaos and cryptography, as an active source of study.
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Chapter 118
Improving Individual Accessibility to the City

Arnaud Banos, Nicolas Marilleau, and MIRO Team

Abstract In this work we address the issue of sustainable cities by focusing on one
of its very central components, daily mobility. Indeed, if cities can be interpreted as
spatial organisations favouring social interactions, the number of daily movements
needed to reach this goal is continuously increasing. Therefore, improving urban ac-
cessibility merely results in increasing the traffic and its negative externalities (con-
gestion, accidents, pollution, noise. . .), while reducing at the end the accessibility
of people to the city. We therefore propose to investigate this issue from the com-
plex systems point of view. The real spatio-temporal urban accessibility of citizens
can not be approximated just by focusing on space and implies to take into account
the space-time activity patterns of individuals, in a more dynamic way. However,
given the importance of local interactions in such a perspective, an agent based
approach seems to be a relevant solution. This kind of individual based and “inter-
actionist” approach allows exploring the possible impact of individual behaviours
on the global behaviour of city but also the possible impact of global measures on
individual behaviours.

Keywords Accessibility · Agent-based modelling · Cities · Urban modeling ·
Urban planning

118.1 Extended Abstract
Our approach is largely based on the conceptual framework of “time geography”
defined by Torsten Hagerstrand (see [1]) in the 1970’s. This underlying approach
can be summarized with a few broad unifying principles:
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– movement should be treated as a demand deriving from demands for other activ-
ities independent of mobility itself,

– we should focus no longer on simple and segmented movements but upon se-
quences, chaining of trips. Therefore, we should examine closely the chaining
and duration of activities and trips,

– spatial, temporal and social constraints should be incorporated, and similarly, the
interactions between individuals and between individuals and their environment,

– it is crucial to recognise interdependencies between events separated in space and
in time,

– finally, activities and movements should be analysed in a fundamentally dynamic
manner.

In such perspective, the connection with agent-based modelling is quite natural and
provides both an elegant and efficient way to explore various issues related to sus-
tainable cities. One of the key issues relates closely to the following question: under
which conditions will non coordinated but interdependent local actions eventually
lead to the emergence of global spatial configurations of interest? That issue, we
develop a model based on an agent based framework: NetLogo [2]. This toy model
allows us exploring city configurations (see Fig. 118.1) to evaluate for example ser-
vice accessibility or using.

Let’s imagine a very simplified city composed of a regular network. Each node
of this network may remains unoccupied or host, with a given probability, one of
the following “reservoirs”: a residence, a workplace, a public service, a commercial
service. A population of virtual citizens is then generated. For each one of them,
a residence and workplace are randomly, and the “citizen” is initially located on
the node corresponding to its residence (a residence may host several “citizens”).
Each “citizen” then chooses a public service and a commercial service, such that the
total trip chain minimises the travel time of the “citizen”. Each of these agents will
have to perform the same trip chain, driving: Residence–Workplace–Public Service–
Commercial Service–Residence.

Vi = Vf ie−α(
ni
Ki
)

(118.1)

Each edge of the network is valued by a maximum speed and the speed of each
agent is defined during the simulation with a deterministic Single-Regime speed-
Density function specified by Eq. (118.1) where [4]:

– Vi the speed of vehicles driving on edge i,
– Vf i the free-flow speed (maximum speed) of edge i,
– Ki the maximum traffic capacity of edge i,
– ni the number of vehicles driving of edge i and
– α a congestion impact factor

At the end of the simulation (i.e. when every “citizen” is back home), public
and commercial services (initially located at random on the regular network) may
change node, especially if two few “citizens” included them in their trip chain. Two
distinct strategies are then implemented:
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Fig. 118.1 Example of city configurations

– non satisfied public services will “listen” to non satisfied “citizens” (i.e. those
“citizens” for whom the travelling time corresponding to the public service part
of their trip chain exceeds a given threshold) and will get closer to it, under the
constraint of a minimum population coverage threshold,
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– non satisfied commercial services will try to find a free node characterised by
a high traffic, in order to increase their chance to be included in “citizens” trip
chains.

Given that “citizens” residences and workplaces are fixed and that no capacity con-
straints (road + services) are taken into account, it seems quite obvious that public
and commercial services will tend to concentrate, under the constraint of residences
and workplaces locations. However, introducing constraints (road + services) will
amplify the feedback between “citizens” and services and will inevitably increase
the complexity of both processes and patterns. Our presentation will focus on this
specific point

This Netlogo toys model is designed in an experimental way while we are creat-
ing and developing a large scale model based on GIS and enquiries done at two
middle sized towns (Dijon and Grenoble, France). This second model based on
GAMA [3] applies to real case studies hypothesis that were established thanks to
the Netlogo toy model.

Acknowledgements The research for this work was supported by the French ANR “Sustainable
Cities”.
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Chapter 119
Passification Based Controlled Synchronization
of Complex Networks

Alexander Fradkov, Ibragim Junussov, and Anton Selivanov

Abstract In the paper an output synchronization problem for a networks of lin-
ear dynamical agents is examined based on passification method and recent results
in graph theory. The static output feedback and adaptive control are proposed and
sufficient conditions for synchronization are established ensuring synchronization
of agents under incomplete measurements and incomplete control. The results are
extended to the networks with sector bounded nonlinearities in the agent dynamics
and information delays.

Keywords Complex networks · Passification · Synchronization

119.1 Introduction

Controlled synchronization of networks has a broad area of important applications:
control of power networks, cooperative control of mobile robots, control of lattices,
control of biochemical, ecological networks, etc. [1–5]. However most existing pa-
pers deal with control of the networks of dynamical systems (agents) with full state
measurements and full control (vectors of agent input, output and state have equal
dimensions). In the case of synchronization by output feedback additional dynami-
cal systems (observers) are incorporated into network controllers.
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In this paper the synchronization problem for networks of linear agents with arbi-
trary numbers of inputs, outputs and states by static output neighbor-based feedback
is solved based on passification method [6, 7] and recent results in graphs theory.
The results are extended to the networks with sector bounded nonlinearities in the
agent dynamics and information delays.

119.2 Problem Statement

Let the network S consist of d agents Si, i = 1, . . . , d . Each agent Si is modeled as
a controlled system

ẋi =Axi +B0f (xi)+Bui, yi = CTxi, (119.1)

where xi ∈ R
n is a state vector, ui ∈ R

1 is a controlling input (control), yi ∈ R
l is

a vector of measurements (output). Let G = (V,E) be the digraph with the set of
vertices V and the set of arcs E ⊆ V × V such that for i = 1, . . . , d the vertex vi is
associated with the agent Si .

Let the control goal be:

lim
t→∞

(
xi(t)− xj (t)

)= 0, i, j = 1, . . . , d. (119.2)

119.3 Static Control

Let control law for Si be

ui(t)=K
∑

j∈Ni

(
yi(t − τ)− yj (t − τ)

)=KCT
∑

j∈Ni

(
xi(t − τ)− xj (t − τ)

)
,

(119.3)

where K ∈ R
1×l , Ni = {k = 1, . . . , d|(vi, vk) ∈ E} is the set of neighbor vertices

to vi , τ ≥ 0 is communication delay.
The problem is to find K from (119.3) such that the goal (119.2) holds.
The problem is first analyzed for linear agent dynamics (B0 = 0) without delays

(τ = 0) under the following assumptions:
(A1) There exists a vector g ∈ R

l such that the function gTW(s) is hyper-
minimum-phase, where W(s)= CT(sI −A)−1B . (Recall that the rational function
χ(s)= β(s)/α(s) is called hyper minimum phase, if its numerator β(s) is a Hurwitz
polynomial and its highest coefficient βn−1 is positive [7].)

(A2) The interconnection graph is undirected and connected.
(A2D) The interconnection graph is directed and has the directed spanning tree.
Let A(G) denote adjacency matrix of the graph G. For digraph G consider the

graph Ĝ such that A(Ĝ) = A(G)+ A(G)T. Laplacian L(Ĝ) =D(Ĝ)− A(Ĝ) of the

graph Ĝ is symmetric and has the eigenvalues: 0= λ1 < λ2 ≤ · · · ≤ λd , [1, 3]. The
main result is as follows.
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Theorem 119.1 Let assumptions A1 and either A2 or A2D hold and k ≥ 2κ/λ2,
where

κ = sup
ω∈R1

Re
(
g

T
W(iω)

)−1
. (119.4)

Then the control law (119.3) with feedback gain K = −k · gT, k ∈ R
1 ensures the

goal (119.2).

Similar results are obtained for undirected and balanced directed communication
graphs.

119.4 Adaptive Control

Let agent Si be able to adjust its control gain, i. e. each local controller is adaptive.
Let each controller have the following form:

ui(t)= θi(t)yi(t), (119.5)

where θi(t) ∈ R
1×l—tunable parameter which is tuned based on the measurements

from the neighbors of i-th agent.
Denote:

yi =
∑

j∈Ni

(yi − yj ), i = 1, . . . ,N

and consider the following adaptation algorithm:

θi(t)=−gT · ki(t), k̇i (t)= yi(t)TggTyi. (119.6)

Adaptive synchronization conditions are formulated as follows.

Theorem 119.2 Let assumptions A1, A2 hold. Then adaptive controller (119.5)–
(119.6) ensures achievement of the goal (119.2).

The above results are extended to the networks with sector bounded nonlineari-
ties in the agent dynamics and information delays.

119.5 Conclusions

The control algorithm for synchronization of networks based on static output feed-
back (119.3) to each agent from the neighbor agents is proposed. Since the number
of inputs and outputs of the agents are less than the number of agent state variables,
synchronization of agents is achieved under incomplete measurements and incom-
plete control. Synchronization conditions include passifiability (hyper-minimum-
phase property) for each agent and some connectivity conditions for interconnec-
tion graph: existence of the directed spanning tree in case of directed graph and
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connectivity in case of undirected graph. Similar conditions are obtained for adap-
tive passification-based control of network with undirected interconnection graph,
for sector bounded nonlinearities in the agent dynamics and information delays.

The proposed solution for output feedback synchronization unlike those of [4, 5]
does not use observers. Compared to static output feedback result of [4, Theorem 4]
the proposed synchronization conditions relax passivity condition for agents to their
passifiability that allows for unstable agents. The paper [4], however, deals with
time-varying network topology. The presented results extend our previous results
[8–10].

Simulation results for the networks of double integrators and Chua circuits illus-
trate the theoretical results.

References

1. Olfati-Saber R, Murray RM (2004) Consensus problems in networks of agents with switching
topology and time-delays. IEEE Trans Autom Control 49(9):1520–1533

2. Boccaletti S, Latora V, Moreno Y, Chavez M, Hwang DU (2006) Complex networks: structure
and dynamics. Phys Rep 424(4–5):175–308

3. Bullo F, Cortez J, Martinez S (2009) Distributed control of robotic networks. Princeton Uni-
versity Press, Princeton

4. Scardovi L, Sepulchre R (2009) Synchronization in networks of identical linear systems. Au-
tomatica 45(11):2557–2562

5. Li Z, Duan Z, Chen G, Huang L (2010) Consensus of multiagent systems and synchronization
of complex networks: a unified viewpoint. IEEE Trans Circuits Syst I 57(1):213–224

6. Fradkov AL, Miroshnik IV, Nikiforov VO (1999) Nonlinear and adaptive control of complex
systems. Kluwer, Dordrecht

7. Fradkov AL (2003) Passification of nonsquare linear systems and feedback Yakubovich-
Kalman-Popov lemma. Eur J Control 6:573–582

8. Fradkov AL, Junussov IA (2011) Output feedback synchronization for networks of linear
agents. In: 7th European nonlinear dynamics conference (ENOC 2011), Rome

9. Dzhunusov IA, Fradkov AL (2011) Synchronization in networks of linear agents with output
feedbacks. Autom Remote Control 72(8):1615–1626

10. Fradkov AL, Grigoriev GK, Selivanov AA (2011) Decentralized adaptive controller for syn-
chronization of dynamical networks with delays and bounded disturbances. In: Proc 50th IEEE
conf dec contr, Orlando, pp 1110–1115



Part XV
Satellite Meeting: Complex Multiphase

Systems



Chapter 120
Inertia and Hydrodynamic Interactions
in Dynamical Density Functional Theory

Benjamin D. Goddard, Andreas Nold, Nikos Savva, Grigorios A. Pavliotis,
and Serafim Kalliadasis

Abstract We study the dynamics of a colloidal fluid in the full position-momentum
phase space, including hydrodynamic interactions, which strongly influence the
non-equilibrium properties of the system. For large systems, the number of degrees
of freedom prohibits direct simulation and a reduced model is necessary. Under
standard assumptions, we derive a dynamical density functional theory (DDFT),
which is a generalisation of many existing DDFTs, and shows good agreement with
stochastic simulations.

Keywords Dynamical density functional theory · Colloids · Hydrodynamic
interactions · Inertia

120.1 Dynamics of Colloidal Fluids

Consider a large number N of identical, spherically symmetric colloidal particles
of mass m suspended in a bath of many more much smaller and much lighter par-
ticles. This separation of scales allows the effects of the bath to be treated in a
probabilistic way, leading to stochastic Newton’s equations for the particles. For
the 3N -dimensional vectors r and p, containing all particle positions and momenta
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Fig. 120.1 Bath fluid flows
(blue) caused by colloidal
motion (red)

respectively, and potential V :

dr
dt
= p
m
,

dp
dt
=−∇rV (r, t)−�(r)p+A(r)f(t). (120.1)

The final two terms in (120.1) model the effects of the bath. The motion of colloidal
particles cause flows in the bath, which in turn cause forces on the colloidal particles,
called hydrodynamic interactions (HI), see Fig. 120.1. The momenta and forces are
related by the 3N × 3N positive-definite friction tensor �. Collisions of bath par-
ticles with colloidal particles are described by the stochastic forces f. The strength
of these collisions is related to � via a generalized fluctuation-dissipation theorem,
giving A = (mkBT�)1/2, where T is the temperature and kB is Boltzmann’s con-
stant. If an explicit form for A is known (e.g. if HI are neglected and � = γ 1, with γ
the friction felt by a single isolated particle), then the numerical solution of (120.1)
takes order N operations at each timestep. If A must be determined from �, this is
increased to order N3. Hence HI are often neglected for numerical reasons, whilst
physically they are important in all but very dilute systems as they decay only with
the inverse of particle separation.

When N is large, we are interested not in particular realizations of r and p, given
by (120.1), but in their joint probability distribution f (N)(r,p, t). Averaging (120.1)
over the noise leads to the Kramers equation, a high-dimensional PDE:

∂tf
(N) + 1

m
p ·∇rf

(N) −∇rV (r, t) ·∇pf
(N)

=∇p ·
[
Γ (r)(p+mkBT∇p)f

(N)
]
. (120.2)

It is known rigorously that f (N) is a functional of the one-body position dis-
tribution ρ(r1) = N

∫
dpdr′f (N)(r,p, t), where dr′ denotes integration over all
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but r1, the position of the first particle. This motivates the derivation of a dynam-
ical density functional theory (DDFT), i.e. an equation of the form ∂tρ(r1, t) =
−∇r1 · a(r1, t, [ρ]), where a is a functional of ρ. Existing DDFTs have been formu-
lated in the overdamped (high friction) regime [1, 2], where inertial effects may be
neglected, or ignore HI [3]. We present a general DDFT, of which existing formula-
tions [1–3] are special cases.

120.2 Derivation of a Dynamical Density Functional Theory

We denote the position and momentum of the j th particle by rj and pj and let
�(r) = γ [1 + �̃(r)], where the HI tensor �̃ is decomposed into 3× 3 blocks �̃ij
[4]. By taking momentum moments of (120.2), we obtain an infinite hierarchy of
equations. Truncating at the second equation gives a continuity equation (120.3),
and the time evolution of the current [5]:

0= ∂tρ(r1, t)+∇r1 ·
(
ρ(r1, t)v(r1, t)

)
, (120.3)

0= ∂t
(
ρ(r1, t)v(r1, t)

)+ γρ(r1, t)v(r1, t)

+ 1

m

∫
dr′∇r1V (r, t)ρ

(N)(r, t) (V)

+ Nγ
m

N∑

j=1

∫
dpdr′�̃1j (r)pj f (N)(r,p, t) (H)

+∇r1 ·
∫

dp1
p1 ⊗ p1

m2
f (1)(r1,p1, t). (K)

To close the second equation, it is necessary to deal with terms arising from many-
body potentials (V), HI (H), and ‘kinetic pressure’ (K) effects.

For (V), at equilibrium, there exists an exact functional identity
∫

dr′∇r1V (r)ρ
(N)(r)= ρ(r1, t)∇r1

δF[ρ]
δρ

− kBT∇r1ρ(r1),

where F[ρ] = kBT
∫

dr1ρ(r1)[ln(Λ3ρ(r1))− 1] +Fexc[ρ] +
∫

dr1ρ(r1)V1(r1) is
the Helmholtz free energy functional. In general, Fexc is unknown but has been well-
studied at equilibrium and good approximations exist, e.g. [6, 7]. We thus assume
that this identity also holds out of equilibrium, in particular obtaining the correct
equilibrium behaviour.

Since HI vanish at equilibrium there exists no analogous identity for (H). For
ease of exposition, we assume that the HI are two-body:

�̃ij (r)= δij
∑

'�=i
Z1(ri , r')+ (1− δij )Z2(ri , rj ).
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We also assume that

f (2)(r1, r2,p1,p2, t)≈ f (1)(r1,p1, t)f
(1)(r1,p1, t)g

(
r1, r2, [ρ]

)

for a known functional g. Again, this has been well-studied at equilibrium [8, 9].
As (K) is analogous to the kinetic pressure tensor, there is no reason to

expect it to be a simple functional of ρ and v. However, for general f (1),
we have f (1)(r1,p1, t) = f (1)le (r1,p1, t) + f (1)neq(r1,p1, t), where f (1)le (r1,p1, t) =
(2πmkBT )−3/2ρ(r1, t) exp(–|p1 −mv(r1, t)|2/(2mkBT )) is the local-equilibrium
part. The non-equilibrium part f (1)neq satisfies

∫
dp1α(p1)f

(1)
neq(r1,p1, t) = 0 for

α(p1) ∈ {1,p1, |p1|2}. Combining these three approximations gives

∂tv(r1, t)+
(
v(r1, t) ·∇r1

)
v(r1, t)+ 1

m
∇r1

δF[ρ]
δρ

+ 1

ρ(r1, t)
∇r1 ·

∫
dp1

p1 ⊗ p1

m2
f (1)neq(r1,p1, t)+ γ v(r1, t)

+ γ
∫

dr2ρ(r2, t)g
(
r1, r2, [ρ]

)[
Z1(r1, r2)v(r1, t)+Z2(r1, r2)v(r2, t)

]= 0

(120.4)

which, along with the continuity equation (120.3), and under the additional assump-
tion that the term containing f (1)neq may be neglected or approximated as a functional
of ρ and v, gives a DDFT. Neglecting this term can be rigorously motivated both
close to local equilibrium, giving a generalised Navier-Stokes equation with non-
local terms, and in the overdamped limit [4], recovering a Smoluchowski equation
with a novel diffusion tensor. The terms involving Zj in (120.4) are absent in previ-
ous DDFTs. The term involving Z1 combines with γ v to give an effective, density
dependent friction coefficient, whilst that involving Z2 couples the velocities in a
non-local way.

120.3 Numerical Simulations

We study a 3D radially symmetric system where, for r = |r|, V1(r, t) = 0.1r2(1−
h(r, t))− β exp[(r − r0(t))2/α2] where h(r, t)= 1/2[erf[(r + r0(t))/α] − erf[(r −
r0(t))/α]] is a smooth cutoff function. As such, the density depends only on the
radial coordinate and the DDFT may be reduced to a 1D calculation. We consider
50 identical hard spheres of diameter 1 with α = 4, β = 10 and r0(t)= 3+ sin(tπ),
where the particles are initially at equilibrium under potential V1(r,0). All simula-
tions have m= kBT = 1 and γ = 8. Figure 120.2 shows the evolution of the mean
radial position and velocity for eight simulations. DDFTs are shown by lines and
stochastic simulations are shown by symbols. Red, denotes the solution of (120.3)
and (120.4) (long dashes) and the Euler-Maruyama solution of (120.1) without HI,
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Fig. 120.2 Comparison of
DDFT and stochastic
simulations; see text for
details

i.e. � = γ 1 (squares) (see also [3]). Purple is the corresponding overdamped DDFT
[1, 2] (dots) and Ermak-McCammon stochastic simulation [10] (stars). Blue is as
red, but the HI term is given by the inverse of the Rotne-Prager tensor for the
stochastic simulation (circles) and by the 11-term Jeffrey-Onishi expansion for the
DDFT [11, 12] (solid). Whilst these are not strictly equivalent and thus we still
obtain excellent agreement. Finally, green is as purple but with the HI term given
by the Rotne-Prager tensor for both DDFT (short dashes) and stochastic simulation
(triangles).

The agreement in all cases is very good and clearly demonstrates the need to
include both inertial effects and HI. In particular, it is clear that, in such a system,
the HI damp the dynamics. Including inertia results in a slower initial motion of the
centre of mass and also affects the period of the dynamics.
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Chapter 121
Effective Macroscopic Stokes-Cahn-Hilliard
Equations for Periodic Immiscible Flows
in Porous Media

Markus Schmuck, Grigorios A. Pavliotis, and Serafim Kalliadasis

Abstract Using thermodynamic and variational principles we study a basic phase
field model for the mixture of two incompressible fluids in strongly perforated do-
mains. We rigorously derive an effective macroscopic phase field equation under
the assumption of periodic flow and a sufficiently large Péclet number with the
help of the multiple scale method with drift and our recently introduced splitting
strategy for Ginzburg-Landau/Cahn-Hilliard-type equations (Schmuck et al., Proc.
R. Soc. A, 468:3705–3724, 2012). As for the classical convection-diffusion prob-
lem, we obtain systematically diffusion-dispersion relations (including Taylor-Aris-
dispersion). In view of the well-known versatility of phase field models, our study
proposes a promising model for many engineering and scientific applications such
as multiphase flows in porous media, microfluidics, and fuel cells.

Keywords Homogenization · Diffusion-dispersion relations · Porous structures ·
Stokes-Cahn-Hilliard equations

121.1 Introduction and Results

We describe an arbitrary interface between two fluids by the total energy density,

e
(
x(X, t), t

) := 1

2

∣∣∣∣
∂x(X, t)
∂t

∣∣∣∣
2

− λ
2

∣∣∇xφ
(
x(X, t), t

)∣∣2 − λ
2
F
(
φ
(
x(X, t), t

))
,

(121.1)
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where φ is a conserved order-parameter that evolves between different fluid phases
represented as the minima of a homogeneous free energy F . The parameter λ rep-
resents the surface tension effect, i.e. λ∝ (surface tension)× (capillary width). We
allow for free energies F which represent polynomials of the form

F(φ) :=
∫ φ

0
f (s)ds, and f (s) := a3s

3 + a2s
2 + a1s. (121.2)

We introduce the Lagrangian coordinate X for the (initial) material configuration
and we denote by x(X, t) the Eulerian (reference) coordinate. The last two terms
in (121.1) represent the well-known Cahn-Hilliard/Ginzburg-Landau free energy
density adapted to the flow map x(X, t) defined by

{
∂x
∂t
= u(x(X, t), t),

x(X,0)=X.
(121.3)

By the kinetic energy, i.e., the first term in (121.1), we can account for fluid flow of
incompressible materials with the viscosity μ, i.e.,

{
∂u
∂t
+ (u · ∇)u−μ�u+∇p = g,

div u= 0,
(121.4)

where g is a driving force acting on the fluid. We consider mixtures of two incom-
pressible and immiscible fluids of the same viscosity μ which is satisfied in many
practical situations.

Suppose that the fluid initially occupies a domain Ω ⊂ R
d , with d > 0 the di-

mension of space. For an arbitrary length of time T > 0 we then define the total
energy by

E(x) :=
∫ T

0

∫

Ω

e
(
x(X, t), t

)
dXdt. (121.5)

Equation (121.5) combines an action functional for the flow map x(X, t) and a free
energy for the order parameter φ and hence combines mechanical and thermody-
namic energies [2–6]. We will focus our studies on quasi-stationary, i.e., ut = 0 and
g �= 0, and low-Reynolds number flows, i.e., (u · ∇)u = 0. By using calculus of
variations [7] and the theory of gradient flows together with the imposed boundary
condition

∫
∂Ω
w(x)do(x) for w(x) ∈ H 3/2(∂Ω), where do is the surface measure,

we derive the following set of equations

(Homogeneous case)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

−μ�u+∇p = g inΩT ,

φt + Pe(u · ∇)φ = λdiv(∇(f (φ)−�φ)) inΩT ,

∇nφ := n · ∇φ =w(x) on ∂ΩT ,

∇n�φ = 0 on ∂ΩT ,

φ(x,0)= h(x) onΩ,

(121.6)
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Fig. 121.1 Left: Porous medium Ωε := Ω \ Bε as a periodic covering of reference cells
Y := [0, ']d . Top: Reference cell Y = Y 1 ∪ Y 2. Right: “Homogenization limit”

where div u = 0 in ΩT , u = 0 on ∂ΩT , ΩT := Ω×]0, T [, ∂ΩT := ∂Ω1×]0, T [,
λ represents the elastic relaxation time of the system, and the driving force g ac-
counts for the elastic energy [5]

g=−γ div(∇φ ⊗∇φ), (121.7)

where γ corresponds to the surface tension [8] and hence we set γ = λ for simplicity
as in [9]. We denote by Pe := kτLU

D
the dimensionless Péclet number for a reference

fluid velocity U := |u|, L is the characteristic length of the porous medium, and
via Einstein’s relation we obtain the diffusion constant D = kτM from the mobility
M for the Boltzmann constant k and temperature τ . Our restriction to the Stokes
equation (in difference to [5]) is motivated here by the fact that such flows turn into
Darcy’s law in porous media, e.g. [10, 11]. The main objective of our study is to
derive effective macroscopic equations describing (121.6) in the case of perforated
domainsΩε ⊂R

d instead of a homogeneousΩ ⊂R
d . A well-accepted approach is

to represent a porous medium Ω =Ωε ∪ Bε periodically with pore space Ωε and
solid phase Bε . We define I ε := ∂Ωε ∩ ∂Bε where ε > 0 defines the heterogeneity
ε = '

L
for a characteristic pore size ' and the characteristic length of the porous

medium L, see Fig. 121.1. Then, we define the porous medium by a periodic cov-
ering with a reference cell Y := [0, '1] × [0, '2] × · · · × [0, 'd ] which represents
a single, characteristic pore. For simplicity, we set '1 = '2 = · · · = 'd = 1. The
periodicity assumption allows, by passing to the limit ε→ 0, for the derivation ef-
fective macroscopic porous media equations, as depicted in Fig. 121.1. The pore and
the solid phase of the medium are defined as usual by,Ωε :=⋃

z∈Zd ε(Y 1+ z)∩Ω ,

and Bε :=⋃
z∈Zd ε(Y 2 + z) ∩Ω =Ω \Ωε , where the subsets Y 1, Y 2 ⊂ Y are de-

fined such that Ωε is a connected set. More precisely, Y 1 denotes the pore phase
(e.g. liquid or gas phase in wetting problems), see Fig. 121.1.
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For a feasible and reliable upscaling, we restrict ourselves to periodic flows de-
fined on a single reference cell Y , i.e.,

(Periodic flow)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

−μ�yu+∇yp =−γ divy(∇yψ ⊗∇yψ) in Y 1,

u is Y 1-periodic,

Pe(u · ∇y)ψ = λdivy(∇y(f (ψ)−�yψ)) in Y 1,

∇nψ := (n · ∇y)ψ =w on ∂Y 2,

∇n�yψ = 0 on ∂Y 2,

(121.8)

where ψ is Y 1-periodic divy u= 0 in Y 1 and u= 0 on ∂Y 2.
Motivated by [12, 13], we study the case of large Péclet number and consider the

following distinguished limit.

Assumption (LP) The Péclet number scales with respect to the characteristic pore
size ε > 0 as follows: Pe∼ 1

ε
.

Let us first discuss Assumption (LP). If one introduces the microscopic Péclet
number Pemic : − = kτ'U

D
, then it follows immediately that Pe = Pemic

ε
. Since we

introduced a periodic flow problem on the characteristic length scale ' > 0 of the
pores by problem (121.8), it is obvious that we have to apply the microscopic Péclet
number in a corresponding microscopic formulation,

(Microscopic problem)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂
∂t
φε + Pemic

ε
(u(x/ε) · ∇)φε

= λdiv(∇(f (φε)−�φε)) in ΩεT ,

∇nφε := n · ∇φε =w(x/ε) on I εT ,

∇n�φε = 0 on I εT ,

(121.9)

for the initial condition φε(·,0)= ψ(·) on Ωε and the definition I εT := I ε×]0, T [.
The microscopic system (121.9) leads to a high-dimensional problem even under
the assumption of periodicity since the space discretization parameter needs to be
chosen to be much smaller than the characteristic size ε of the heterogeneities of the
porous structure, e.g. left-hand side of Fig. 121.1.

Obviously, the systematic and reliable derivation of practical, convenient, and
low-dimensional approximations is the key to feasible numerics of problems posed
in porous media and provides a basis for computationally efficient schemes. We
further note that physically, the periodic fluid velocity defined by (121.8) can be
considered as the spatially periodic velocity of a moving frame. Hence, the periodic
fluid velocity u(x/ε) := u(y) enters the microscopic phase field problem as follows

(Microscopic problem)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂
∂t
φε + Pemic

ε
(u(x/ε) · ∇)φε

= λdiv(∇(f (φε)−�φε)) in ΩεT ,

∇nφε := n · ∇φε =w(x/ε) on I εT ,

∇n�φε = 0 on I εT ,

φε(·,0)=ψ(·) on Ωε.

(121.10)
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The main result of our study is the systematic derivation of upscaled immisci-
ble flow equations which effectively account for pore geometries starting from the
microscopic system (121.8)–(121.10) by passing to the limit ε→ 0, i.e.,

(Upscaled equation)

⎧
⎪⎨

⎪⎩

p
∂φ0
∂t
= div([pf ′(φ0)M̂ − (2f (φ0)

φ0
− f ′(φ0))M̂v − Θ̂(x, t)

− Ĉ(x, t)]∇φ0)− f ′(φ0)div((M̂v + K̂)∇φ0)

+ λ2

p
div(M̂w∇(div(D̂∇φ0)− w̃0)),

(121.11)
where Θ̂(x, t) := {θkl}1≤k,l≤d and Ĉ(x, t) := {cik}1≤k,l≤d take the fluid convection
into account, i.e.,

θkl := Pemic
|Y |

∫

Y 1
(u · ∇y)ζ

kl(y)dy, cik := Pemic
|Y |

∫

Y 1

(
ui − vi)δikξ kv (y)dy.

(121.12)
These two tensors account for the so-called diffusion-dispersion relations (e.g.
Taylor-Aris-dispersion [14–16]). The tensors M̂, M̂v and M̂w are derived and de-
fined in [17]. The result (121.11) makes use of the recently proposed splitting strat-
egy for homogenization of fourth order problems in [1] and an asymptotic multi-
scale expansion with drift introduced in [18, 19]. We note that the nonlinear prob-
lem (121.11) is characterized by a complex coupling between the micro- and the
macroscale. As a consequence, the reference cell problems need to be computed for
each macroscopic degree of freedom now and seems to be an intrinsic feature of
upscaling nonlinearly coupled problems [1, 17, 20].

121.2 Conclusion

The main new result here is the extension of the results in the study by Schmuck
et al. in the absence of flow [1] to include a periodic fluid flow in the case of suffi-
ciently large Péclet number. The resulting new effective porous media approxima-
tion (121.11) of the microscopic Stokes-Cahn-Hilliard problem (121.8)–(121.10)
reveals interesting physical characteristics such as diffusion-dispersion [15] rela-
tions by (121.12). The homogenization methodology serves as a systematic tool for
the reliable and rigorous derivation of effective macroscopic porous media equations
starting with the fundamental work on Darcy’s law [10, 11]. A qualitative quantifi-
cation of the new equations by error estimates [21] would be very interesting.

Acknowledgements We acknowledge financial support from EPSRC Grant No. EP/H034587,
EU-FP7 ITN Multiflow and ERC Advanced Grant No. 247031.
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Chapter 122
Bound State Formation and Self-organization
in Interfacial Turbulence

Marc Pradas, Serafim Kalliadasis, Phuc-Khanh Nguyen,
and Vasilis Bontozoglou

Abstract We study pulse interactions in falling liquid films by means of both an an-
alytical low-dimensional model and direct numerical simulations (DNS) of the full
Navier-Stokes equations and associated wall and free-surface boundary conditions.
We observe a rich dynamics between pulses, including a monotonic and oscilla-
tory interaction in a binary system, and a pulse self-organization process in a large
multi-pulse system that brings the pulses to be separated by well-defined distances.
We find very good agreement between weak interaction theory and numerical com-
putations of both the low-dimensional model and DNS.

122.1 Introduction

The dynamics and interactions of coherent structures in nonlinear systems is a very
active topic that finds applications in many different areas such as optics, quantum
mechanics, or fluid mechanics. An example is the so-called dissipative or interfacial
turbulence [1] where localized coherent structures arise as a result of the competi-
tion between energy production, internal dissipation–energy accumulation and non-
linearity. These dissipative structures are in continuous weak interaction and may
eventually self-organize to exhibit some sort of complexity such as bound-state for-
mation [2–5], i.e. groups of two or more structures behaving as a single object, or
synchronisation [6]. In this sense, interfacial turbulence is low-dimensional spatio-
temporal chaos where despite the apparent complexity of the system it is still pos-
sible to develop a coherent-structure theory to study interactions between localized
states. Very well-know examples are thermal convection [7], granular media [8], the
Faraday parametric instability [9], or falling liquid films [10–12].

We present here a detailed analysis of pulse dynamics and interactions in a liquid
film falling over a vertical wall which is an example of a convectively unstable open-
flow hydrodynamic system with a sequence of spatio-temporal transitions which are

M. Pradas (B) · S. Kalliadasis
Department of Chemical Engineering, Imperial College London, London SW7 2AZ, UK

P.-K. Nguyen · V. Bontozoglou
Department of Mechanical Engineering, University of Thessaly, Pedion Areos 38334, Volos,
Greece

T. Gilbert et al. (eds.), Proceedings of the European Conference on Complex Systems
2012, Springer Proceedings in Complexity, DOI 10.1007/978-3-319-00395-5_122,
© Springer International Publishing Switzerland 2013

1011

http://dx.doi.org/10.1007/978-3-319-00395-5_122


1012 M. Pradas et al.

Fig. 122.1 Spatio-temporal evolution of an initial disturbance obtained with the second-order
model (122.1a)–(122.1b)

generic to a large class of hydrodynamic and other nonlinear systems [12]. It is well-
known that for small-to-moderate values of the Reynolds number (defined typically
as the ratio of the inlet flow rate to the kinematic viscosity), the initial growth of
small disturbances at the inlet is rapidly followed by a nearly spanwise-uniform
wavy regime where localised coherent structures which are sufficiently stable and
robust are separated by relatively large portions of nearly flat films [13–15]. Each
of these structures resembles an (infinite-domain) solitary pulse consisting of a non-
linear hump with a long tail at the back and a steep front edge preceded by small
capillary ripples (see Fig. 122.1 for a spatio-temporal numerical evolution of an
initial localized disturbance).

122.1.1 Interfacial Turbulence in Falling Liquid Films

The analytical study of falling liquid films is based on a low-dimensional second-
order formulation which was derived in [16–18] and describes the evolution of both
the interface thickness h(x, t) and local flow rate q(x, t):

δqt = 5
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]
, (122.1a)

ht = −qx, (122.1b)

where δ is a reduced Reynolds number and η a viscous dispersion number that con-
trols the strength of the long-wave second-order terms. The above model was ob-
tained by combining the long-wave expansion up to second order with a weighted
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residual technique based on a Galerkin projection in which the velocity field is ex-
panded onto a basis with polynomial test functions [16–18].

122.1.2 Coherent-Structure Theory

Bound-state formation and pulse interactions in the above model (122.1a)–(122.1b)
are studied by making use of a coherent-structure theory that has been recently de-
veloped in [19]. The main idea of the theory is to assume that at long times and
for sufficiently large domains, pulse dynamics is dominated mainly by weak in-
teractions so that the solution is given as a superposition of N pulses and a small
correction function, i.e., 
=
N +∑

i 
0(x − xi(t))+ �̂, for i = 1, . . . ,N writ-
ten in vectorial form, where 
 = (q h)T , 
N corresponds to the Nusselt flat film
solution, 
0 is the steady-state solution of a single solitary wave located at xi(t),
and �̂ is the small correction. Via appropriate asymptotic expansions, the following
dynamic equation for the correction function is then obtained:

�̂t − ẋi (t)
ix = Li�̂+Ji
i−1 +Ji
i+1, (122.2)

where Li and Ji correspond to linear differential operators. By rigorously scrutinis-
ing the spectral properties of Li , it is shown that the location of each pulse is given
by the following dynamical system:

ẋi (t)= αiS1(xi+1 − xi)+ βiS2(xi − xi−1), (122.3)

with αi = βi = 1 for i = 2, . . . ,N − 1, α1 = βN = 1, and αN = β1 = 0. The S1 and
S2 functions are given by the projection of the terms Ji
i+1 and Ji
i−1, respec-
tively, to the null space of Li .

122.2 Results

122.2.1 Bound State Formation

We use water as working liquid throughout the whole study with viscosity μ =
10−3 kg/ms, density ρ = 1000 kg/m3, and surface tension σ = 72.01 mN/m.

In the simplest scenario of a system compound of two pulses, Eq. (122.3) reduces
to a dynamical system for the separation length '= x2 − x1 between both pulses:

'̇=−∂'Vc('), (122.4)

where we have defined the potential function Vc(') ≡
∫
'
[S1(') − S2(')] with

Vc('→∞) = 0. It is important to note that functions S1 and S2 are actually re-
lated to the interaction from the capillary ripples and monotonic tails of the pulses,
respectively. Moreover, as it has been shown in [20], this potential function can be
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Fig. 122.2 (a) Vc(') obtained from Eq. (122.4) for δ = 1. Dashed and dot-dashed lines correspond
to the bound states obtained from DNS. (b) Hystogram of separation lengths in the numerical
experiment shown in Fig. 122.1. (c)–(e) Separation length dynamics in a binary system obtained
with DNS

physically related to the net capillary force between both pulses, and its local max-
ima and minima correspond to nominally unstable and stable bound states, i.e. both
pulses travel at the same speed ('̇= 0).

Figure 122.2(a) shows the potential function Vc(') for δ = 1 obtained from
coherent-structure theory (Eq. (122.4)). We can observe the existence of stable (lo-
cal minima) and unstable (local maxima) bound states. On the other hand, we have
also performed direct numerical simulations (DNS) of the full Navier-Stokes equa-
tions and associated wall and free-surface boundary conditions (see [21, 22] for
references on the numerical method). Our DNS results show the existence of sta-
ble and unstable bound states the location of which is marked as dashed and dot-
dashed lines, respectively, in Fig. 122.2. We can see there is very good agreement
between the theoretically predicted bound state separation distances and the DNS
computations. It is important to note however that for the shortest separation lengths
(' < 20), strong pulse interactions start to be important and some deviations between
weak-interaction theory (i.e. well-separated pulses assumption) and DNS results are
observed.

122.2.2 Pulse dynamics and self-organization

Pulse dynamics in a binary system is studied by means of DNS. The reader is
referred to [20] for a full study of numerical computations of the second-order
model (122.1a)–(122.1b). In the present study we start by placing both pulses sep-
arated with an initial length '0 and then follow the time evolution of the sepa-
ration length '(t). The results are presented in Figs. 122.2(c), (d), and (e). For
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large initial separation lengths (Fig. 122.2(d)) we observe both pulses to monoton-
ically attract ('̇ < 0) or repeal ('̇ > 0) to each other approaching a stable predicted
bound-state (see horizontal dashed line). For shorter separation lengths ('0 ∼ 29 in
Fig. 122.2(c)), our DNS results show that the pulse separation length is characterized
now with an oscillatory dynamics which is eventually damped, approaching again
a theoretically predicted stable bound state. Interestingly, when we decrease even
more the initial separation length ('0 ∼ 25) this oscillatory dynamics becomes self-
sustained and the separation length oscillates with time at constant frequency and
around a stable bound state predicted by the theory. For even shorter initial separa-
tion lengths (Fig. 122.2(e)), strong pulse interactions start to dominate the dynamics
which is characterized by a strong initial repulsion until both pulses approach a sta-
ble bound state located at a much larger distance. It is important to emphasize that
our DNS results are in fully agreement with numerical computations of the second-
order model (see [20]), indicating hence the reliability of using low-dimensional
models to study pulse dynamics and interactions.

Finally, we also study large domain systems containing several pulses interact-
ing with each other. Note that DNS computations are actually computationally very
expensive to study such large domains, and we therefore make use of the low-
dimensional model (122.1a)–(122.1b) instead. Figure 122.1 shows the numerical
experiment of an initial disturbance evolving into a wave packet which in turn gives
birth to a number of pulses. We performed 1000 different realisations on the initial
random condition and calculated the separation distances ' from the first 12 pulses
for δ = 1.0. Figure 122.2(b) depicts the histogram of ', where we can observe the
presence of peaks which correspond to the predicted two-pulse bound state dis-
tances. This is a clear indication that many interacting pulses self-organize to be
separated by well-defined distances.

122.3 Conclusions

We have performed a detailed and systematic investigation of pulse interactions in
falling liquid films via both DNS and analysis–numerical simulations of the low-
dimensional model derived in [16–18] that leads to a second-order model for the
local flow rate and interface thickness. We made use of the coherent-structure theory
developed in [19] for a system of N pulses to study the case of a two-pulse system.

Our DNS results have shown the existence of two-pulse bound-states the distance
of which has been found to be in excellent agreement with the theoretical predic-
tions of coherent-structure theory. We have also observed that two-pulse dynamics
is very complex, observing monotonic, oscillatory dynamics or strong repulsions
depending on the initial conditions. We have also found very good agreement be-
tween DNS computations and numerical results of the low-dimensional model. Our
results therefore show the reliability of using low-dimensional models to study pulse
dynamics.

By performing large domain computations of the second-order model, we have
investigated the interaction of many pulses. We have observed the emergence of
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a self-organized state where the pulses appear to be separated by well-defined
distances which correspond to the theoretically predicted distances for two-pulse
bound-states.
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Chapter 123
Dynamics of Artificial Markets on Irregular
Topologies

Ranaivo Mahaleo Razakanirina and Bastien Chopard

Abstract We investigate the factors that influence the stability of artificial markets.
We consider particularly the cases of goods, labour and money markets. On the one
hand, we show that all the agents belonging to circuits of goods and labour markets
remain available during the whole simulation. These particular topologies are stable.
On the other hand, in the contrary, we show that the money market is sensitive to
the existence of circuits. Systems with circuits crash and become chaotic with short-
term loan duration.

Keywords Economical model · Complex system ·Multilayer cellular automata on
a graph · Complex network · Strongly connected components · Lend-redeem

123.1 Introduction

Economic systems are complex systems [1–4] built upon the complex interactions
between heterogenous agents. From the microscopical dynamics of these interac-
tions the high level abstraction laws are stated, laws that help understanding the
behaviors of such systems. These systems are naturally defined using a graph due to
the irregularities of the interactions.

Multilayer Cellular Automata on Graph (MCAG) [5–8] is an effective framework
to simulate such complex systems. If offers an unified formalism to deal with multi-
phase dynamics, multi-layer topologies, distinct topologies at each layer level and
global information sharing. The artificial markets that we simulate in this paper are
defined naturally using MCAG formalism.

Our goal in this paper is to investigate the dynamics of some abstract markets
based on three main wealth ingredients which are goods, working hours and money.
Particularly, we focus on the stability of such markets. Stability in terms of state
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and also in terms of topology. We build the local homogeneous dynamics of these
markets from a certain economic reality describing the local interaction between
agents. For instance, such an interaction can be defined by “an agent buys more
from a seller which proposes a lower unit price of goods”.

This paper is organized as follows. In Sect. 123.2, we describe the construction of
a goods market dynamics where agents buy and sell goods. In Sect. 123.3, we enrich
the goods market by adding a labour market which considers the production and the
consumption of goods. In Sect. 123.4, we describe the money market in standalone,
a market which simulates the lending redeeming process between agents.

123.2 Give and Take Model (GT-Model)

This model simulates an artificial goods market dynamics where agents interact by
buying-selling goods. The interactions are modeled by a directed graph denoted Gg
where edge (i, j) means that source agent i buys goods form target agent j . Cash
goes from source to target and goods flow in the reverse direction. The role of each
agent, either buyer or seller or both, is completely defined by the graph structure. We
assume that agents do not buy goods from themselves. ThusGg is a simple directed
graph.

The wealth of each agent i at any time t consists of its cash ci(t) and its goods
gi(t) (both real positive numbers and infinitely divisible). The initial value pi(t) of
a unit price of goods sold by agent i is chosen arbitrary. In terms of the MCAG
formalism, the GT-model consists of three layers which are the cash, the goods, and
the unit price layers. The last two layers are the perfect symmetry of the cash layer.

At each time iteration t , the dynamics consist of four steps

– During the first step, each buyer i takes a fraction λ of its cash and distribute is to
every seller j it is connected to. The amount cij of cash i gives to j is inversely
proportional to pj .

– During the second step, each seller j take a fraction μ of its goods and distribute
its to each buyer who gave money in the first phase. The amount gji of goods
agent i receives from j is proportional to cij .

– During the third step, the unit price is updated to reflect the above transaction.
The price pj (t + 1) is computed as the amount of cash divided by the amount of
goods received for that cash

pj (t + 1)= cij

gji
(123.1)

Due to the proportionality of gji to cij , the price only depends on the seller j , not
the buyer i.

– The last step of the dynamics updates the topology so as to only maintain inter-
esting trading relations. A buyer may decide to stop the interaction with a seller
if the offered price is too high compared to the price of its other sellers. A buyer
also decides to stop trading with a seller if the quantity of goods received is too
small.
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Fig. 123.1 The dots show the distribution of cash of a GT-model: (a) for a symmetric random
graph (with n= 1000 and pairewise links created with probability plink = 0.02) versus the indegree
kin at the steady state. The dotted line is the distribution of cash calculated analytically. (b) For
an asymmetric Erdos Rényi random graph versus indegree kin at the steady state (n = 2000 and
plink = 0.02. The dotted lines are the linear estimations of the distribution, in a least-squares sense,
given by Eq. (123.4)

From the above rule, it is easy to show that the total cash ctot and the total quantity
of goods gtot are conserved.

The time evolution of this model is characterized by a transient regime where
edges may be cut. The effect of the edge dynamics is the emergence of the strongly
connected components [9] (SCC) of the initial topology. The link between two
agents survives only if there is a path back to where it came even the path is long.

Each SCC converges to a stationary state and becomes a sub-market where the
unit price of goods converges to unique equilibrium price pe. When this steady state
is established, the total incoming cash cin

i is equal to total outgoing cash cout
i , for

each agent. Similarly, gin
i the total incoming amount of goods equals gout

i , the total
outgoing amount of goods. Thus we have cin

i = cout
i = λci and gin

i = gout
i = μgi .

Therefore, pe = λci
μgi

. Since, in the steady state, pe is the same for all agents, we
obtain, by summing over i,

pe = λctot

μgtot
, (123.2)

which is the supply and demand relation.
Another result is that the cash of a particular agent tends to be proportional to

its total number of clients. Particularly if Gg is symmetric, we obtain a linearity
(Figs. 123.1(a) and 123.1(b)).

Using the stationary assumption, this distribution of cash can be computed math-
ematically by the following homogeneous system of equations [5]

ci −
∑

∀j

aji

kout
j

cj = 0, (123.3)
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where aji are the elements of the adjacency matrix of Gg , kout
j is the total number

of outgoing neighbors of j . Equation (123.3) corresponds to an eigenvector central-
ity measure commonly used in complex networks. The division by kout

j makes this
measure similar to the so-called page rank index.

In case of a symmetric graph (aij = aji ), Eq. (123.3) can be solved analytically

ci = k
in
i

m
ctot, (123.4)

where m is the total number of edges in Gg and kin
i the number of clients connected

to i. Here we confirm the results depicted in Fig. 123.1(a) This relation shows that
the cash is inversely proportional to the market size m and that it is proportional
to kin

i . Thus, the cash distribution follows Zipf law if the market topology is a scale
free graph [10].

For an asymmetrical graph, Eq. (123.3) can be solved numerically using the fol-
lowing matrix representation

(I −B)C = 0, (123.5)

where the elements bij of B are bij = aji

kout
j

and C = (c0, c1, . . . , cn−1)
T , n is the

order ofGg . The existence of solution depends on the rank of (I−B). Particularly, if
rank(I−B)= n−1, we can use the conservation of cash

∑
∀' c' = ctot as additional

constraint to obtain the non trivial solution of (123.5). These solutions fit well the
values depicted in Fig. 123.1(b) in case of asymmetric graph.

Knowing pe, the distribution of goods can be computed as gi = λ
μpe
ci .

123.3 Labour and Goods Market Model (LGM-Model)

In this section, we enrich the above model by adding a mechanism for creating
goods out of the labor of the agents. Thus gtot is no longer conserved, but total cash
ctot still is.

We consider a model consisting of nf firms and ne employees with nf � ne.
Firms produce goods by transforming the labour furnished by its employees and
these goods are bought by any employees in the system. Firms do not work with
other firms and employees buy only from firms. This interaction creates two cou-
pled markets (Fig. 123.2). The first one is the labour market that we denote G'
where firms and employees exchange labour against salary (cash). The second one
is the goods market that we denote Gg where firms and employees exchange cash
against goods. The Labour and Goods Market Model (LGM-Model) is built upon
this scheme.

With LGM, firms play both the role of employer and seller respectively in the
labour market G' and in goods market Gg . Employees play both the role of worker
and buyer respectively in G' and in Gg .

From now on, we denote the firms (also sellers) by i and the employees (also
buyers) by j .G' andGg are two distinct bipartite directed graphs. The directed edge
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Fig. 123.2 Firm i is an
employer in the labour market
and a seller in the goods
market. Employee j is a
worker in the labour market
and a buyer in the goods
market

in G' which connects two agents means that the target agent works for the source
agent. The flow of cash (salary) goes from source to target and the flow of working
hours from target to source. We assume that the agents are not self-employed. Thus,
G' is a simple directed graphs. The definition of Gg is equivalent to the definition
given in GT-model (described in the Sect. 123.2).

The amount of working hours hi(t) available to each firm i at any time t becomes
a part of its wealth, in addition to its cash ci(t) and its quantity of goods gi(t).
The cost of working hours is expressed by the hourly wage wi(t) offered to the
employees. We start the simulations with homogeneous values of these wealth and
without goods. Goods are created and consumed during the transition rule.

Firms transform at any time the working hours that are only given by its employ-
ees using its production factor π . We choose that each firm produces three units of
goods per person hour. Thus π = 3. Employees do not produce goods.

Buyers consume at any time a fraction φj of its goods to balance the total quan-
tity of goods produced in the system. Sellers consume goods less that the buyers
(φi < φj ). We choose φi = 0.1 and φj = 0.9.

We assume also that firms are not a self-employed. The working hours cannot
be conserved, therefore, at the end of the transition rule, each employee j resets its
working hours to a value δ. Here we consider that each iteration corresponds to a
working day, therefore, we choose δ = 8. The hours of labor available to firms is
always set to 0.

The dynamics consists of two main steps which are the labour dynamics and the
goods dynamics.

1. During the labour dynamics,

– Firstly each employee gives the totality of its working hours to its employers.
An employee split its daily δ hours among the employers it is connected to in
proportion to the hourly wage which is offered.

– Secondly, each firm pays its workers proportionally to the furnished labour, in-
vesting a fraction γ of its cash. The hourly wagewi(t+1) at the next time iter-
ation is the ratio between the cash and the quantity of hours transiting through
the edge (i, j)

wi(t + 1)= cij

wji
. (123.6)
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The topology of G' evolves according to the level of hourly wage proposed
by the firms. Employee j may cut its cooperation with the firm which has the
cheapest hourly wage.

– Thirdly, the employers transform its available labour to goods.
At the end of the labour dynamics (superscript ∗), the balance of hours, cash
and goods of each firm i are respectively h∗i = hin, where hin is the total
quantity of working hours received from the workers, c∗i = ci(t)− cout where
cout = γ ci(t) is the total cash to pay workers and g∗i = gi(t)+ πhin. πhin is
the production of the firm.
The balance of wealth of each employee j are h∗j = 0, c∗j = cj (t)+ cin where

cin is the total salary given by its employers and g∗j = gj (t).
2. The goods market dynamics is similar to that described in GT-Model but adding

after the last step the goods consumption phase.
Therefore, the balance of firm wealth becomes hi(t + 1) = 0, ci(t + 1) =
c∗i + c∗in, where c∗in is the total cash given by employers after selling goods,
gi(t +1)= (1−φi)(g∗i −g∗out

i ) where g∗out
i = μg∗i is the total quantity of goods

furnished to buyers.
The balance of employee wealth is hj (t + 1)= δ, cj (t + 1)= c∗j − c∗out

j where
c∗out
j = λc∗j the total cash that employee uses to buy goods and gj (t + 1) =
(1 − φj )(g∗j + g∗in

j ) where g∗in
j is the total quantity of goods obtained by the

employee after buying operation.

The values of γ , λ, μ are set to 0.9, values with which we obtain the following
interesting behaviors.

During a transient regime, the edges of G' and Gg may be cut. We observe that
the SCC of the whole marketG=G' ∪Gg emerge initially due to the edge dynam-
ics of labour and goods markets. The dynamics tend to create inside each SCC one
sub-market where the value of unit price of goods is homogeneous and the value
of hourly wage is homogeneous. This fact creates competition (competition of unit-
price and hourly wage) between the firms in the SCC. The level of competition is
measured by the difference of unit price and hourly wage between the firms inside
one SCC. One SCC is split to several little parts that we call sub-SCC if the level
of competition is higher than the threshold defined in the edge dynamics of labour
and goods markets (Fig. 123.3). Then, each sub-SCC tends to stationary state. Oth-
erwise, if the level of competition that cannot create sub-SCC, the behavior of SCC
becomes chaotic.

The distribution of cash inside one SCC at the stationary state (Fig. 123.4) shows
that a large number of individuals are poor and that they correspond to the employ-
ees. On the other hand, a few individuals are rich and they correspond to the firms.
The cash distribution tends to be proportional to the number of clients connected to
each firm (Fig. 123.5).

We estimate the linear approximation of this distribution and we find that [8]

ci =
(
ctot − nc̄e
m∗

)
k∗i + c̄e, (123.7)
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Fig. 123.3 (a): Initial topology of LGM-model with 11 firms (light grey nodes) and 12 employees
(black nodes). The light grey edges are the flows of cash for the labour market G' and the black
edges are the flows of cash for the goods market Gg . (b): The topology at t = 100 of the LGM–
model described in Fig. 123.3(a). The SCC of the initial topology emerge. Each SCC is then split
to little parts called sub-SCC when the competition between the firms/sellers tends to have uniform
wage and uniform price of goods in each SCC

Fig. 123.4 The distribution of cash at the stationary state of LGM-model with 1000 firms, 9000
employees which shows that a large number of individuals are poor and a few individuals are rich

where n= nf + ne is the total number of agents, m∗ is the size of the goods market
(Gg), k∗i is the number of clients of agent i (Gg) and c̄e is the mean value of cash
of employees at the stationary state. We have c̄e = ce

ne
, where ne is the number of

employees and ce =∑
j cj , the total cash of employees j .

Equation (123.7) gives us the rank of each agent which depends on its number
of customer in goods market. In particular, the employees do not have customers.
Consequently, they have the lowest rank.

At the stationary state, the hourly wages and the unit price of goods inside one
sub-SCC becomes homogeneous. Thus one can describe the cash distribution math-
ematically [8].
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Fig. 123.5 Dots are the cash
versus the number of
connected buyers. The line is
the mean distribution of cash
versus the number of clients
computed with Eq. (123.7)

123.4 Lend Redeem Model (LR-Model)

Lending process is really important in economy because it gives to firms the finan-
cial tools to prosper by borrowing cash, transforming it to production factors and
redeem the borrowed cash from the benefits. The time delay from accepting to re-
deeming the loan is fundamental in this process. If the duration of the loan is not
sufficient to get sufficient benefits, the reimbursement is not possible and the sys-
tem can crash. Our goal in this section is to play with this time duration and with
the topology of lending agreement to identify the factors that can bring down the
system.

Thus, we consider a system called Lend Redeem Model (LR-Model) in stan-
dalone. This model simulates the evolution of cash between agents which lend and
redeem the borrowed cash when the debt becomes mature. The structure of the lend-
ing agreements is defined as a directed graph GLA. The directed edge which con-
nects two agents means that the source agent lends cash to the target agent. Lending
agreement means that target agent should accept the amount of loan decided by
source agent. The duration of the loan is defined by the borrower. In exchange,
when the loan reaches the maturation date, the target agent should redeem the cor-
responding debt. According to the structure of GLA, an agent may be either a lender
or a borrower or both.

The wealth of each agent i at any time t is its cash ci(t). This quantity is a real
positive value and infinitely divisible. We denote τi > 0 the duration of the loans of
agent i. This quantity is constant during the simulation and is expressed in terms of
the number of iterations until maturity.

The dynamics consist of two sequential steps. The first one is the redeem step
and the second one is the lending step. The maturation dates of debts previously
agreed decrease systematically at each time iteration t .

1. During the redeem step, all matured debts (debts that maturation date reaches 0)
are redeemed to the corresponding lender. The remaining cash is computed as
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Fig. 123.6 LR topologies
used during the simulations.
(a): RING50, a ring with 50
agents and a unique value of
loan duration τ .
(b): B01H02F01 with one
bank b, two households h1
and h2 and one firm f .
(c): B01H02F01_RING with
the edge (f,h2) in addition to
B01H02F01. τb = 10 and
τf = 5

ci = ci(t)+ r in
i − rout

i where r in
i is the total amount of cash redeemed to i from

its borrowers and rout
i is the total amount of cash redeemed by i to its lender.

This balance may be negative.
2. During the lending step, each agent i lends a fraction λ of its cash to its borrowers
j proportionally to the solvability of the borrower. The solvability factor is given
by sj = cj

ctot
. More solvable agents obtain a higher amount of cash. The borrowers

should accept the loan and the duration is set as τj . The balance of cash at the
next time iteration is ci(t+1)= ci+'in

i −'out
i where 'in

i is the total debt accepted
by i and 'out

i = λci is the total loan given by i during the current iteration.

We start the simulations with arbitrary values of cash and arbitrary values of loan
duration. We choose λ= 0.6. The topologies depicted in Fig. 123.6 are used during
the simulations.

Figure 123.7 depicts the time evolution of cash on RING50 and B01H02F01_
RING topologies. We show that according to the value of τ or τh2 , the system con-
verges to equilibrium or to a chaotic state. In these topologies, only a loan duration
of 1 insures the stability of such systems. The instability is caused by the topology
of the lending agreement. A circuit in GLA tends to accumulate the debts of each
agent that belongs to this circuit. Figure 123.8 shows that from t = 0 to t = 50,
each agent of RING50 accumulates debt and from t = 50, the system starts to break
down due to the high level of debt previously accumulated (Fig. 123.7(b)).

As opposed to the previous case, the evolution of B01H02F01, that does not
contain circuit, tends to a stationary state (Fig. 123.9). From these observations, we
assume that the lend agreement topologies without circuit are more robust to the
change of loan duration.

123.5 Conclusion

This paper investigated the behaviors of artificial markets based on three main in-
gredients which are cash, working hours and goods.
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Fig. 123.8 Accumulation of debt with RING50 when τ = 50

Fig. 123.9 Evolution of cash of B01H02F01

We started our analysis with the dynamics of supply and demand of goods using
the Give and Take Model (GT-Model) where the state dynamics are built upon the
exchanges of cash against goods between agents in goods market (Gg) and the edge
dynamics depends on the mutual interests between agents. The beneficial relations
in terms of flow are conserved and the interactions with sellers that propose very
high unit price are cut. We found that the Strongly Connected Components (SCC)
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of Gg emerge. Each SCC becomes a sub-market where the unit price of goods is
homogeneous. It appears that all the circuits of Gg remain available during the sim-
ulation.

Secondly, we merge the goods market Gg with a new market G' called labour
market. The resulting Labour and Goods Market model (LGM) adds the transforma-
tion of working hours into goods. Here we focused on a particular topology where
there are only a few firms and a high number of employees. Firms are not employed
by other firms and employees are not employed by other employees. Employees buy
only goods to firms and not to other employees. Firms sell only goods to employees
and not to other firms. The SCC of G=G' ∪Gg emerge and are possibly split to
little parts called sub-SCC, depending on the competition between firms inside each
SCC.

Here we found that the edge dynamics of both GT and LGM models tends to
conserve the circuits of the topology of whole market. Circuit means stability. The
distribution of cash in both GT and LGM at the stationary state is proportional to
the number of clients connected to each agent. As the number of clients is equal to
the number of incoming edges, this property is similar to the so-called page rank. If
the structure of the market is a scale free graph, the distribution of cash follows Zipf
law. Consequently, the firms of LGM are richer than the employees.

Finally, we analyze independently the dynamics of lending-redeeming cash pro-
cess. This model simulates the exchanges of cash and the redeeming processes after
a certain duration. We found in contradiction with the results described with goods
and labour markets that in such model, the existence of circuit increases the risk of
crash. Circuit in this case means instability due to the accumulation of debt inside
the circuit. The only way that ensures the stability is to choose a very short-term
loan duration. In our case, it corresponds to one time step.

Acknowledgements We acknowledge financial support from the Swiss National Science Foun-
dation.
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Chapter 124
Multiple Levels in Self-adaptive Complex
Systems: A State-Based Approach

Luca Tesei, Emanuela Merelli, and Nicola Paoletti

Abstract This work introduces a general multi-level model for self-adaptive sys-
tems. A self-adaptive system is seen as composed by two levels: the lower level
describing the actual behaviour of the system and the upper level accounting for the
dynamically changing environmental constraints on the system. In order to keep our
description as general as possible, the lower level is modelled as a state machine and
the upper level as a second-order state machine whose states have associated formu-
las over observable variables of the lower level. Thus, each state of the second-order
machine identifies the set of lower-level states satisfying the constraints. Adapta-
tion is triggered when a second-order transition is performed; this means that the
current system no longer can satisfy the current high-level constraints and, thus, it
has to adapt its behaviour by reaching a state that meets the new constraints. The
semantics of the multi-level system is given by a flattened transition system that
can be statically checked in order to prove the correctness of the adaptation model.
To this aim we formalize two concepts of weak and strong adaptability providing
both a relational and a logical characterization. We report that this work gives a for-
mal computational characterization of multi-level self-adaptive systems, evidencing
the important role that (theoretical) computer science could play in the emerging
science of complex systems.
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124.1 Introduction

Self-adaptive systems are a particular kind of systems able to modify their own
behaviour according to their environment and to their current configuration. They
learn from the environment and develop new strategies in order to fulfil an objec-
tive, to better respond to problems, or more generally to maintain desired conditions.
Self-adaptiveness is an intrinsic property of the living matter. Complex biological
systems naturally exhibit auto-regulative mechanisms that continuously trigger in-
ternal changes according to external stimuli. Moreover, self-adaptation drives both
the evolution and the development of living organisms.

Recently there has been an increasing interest in self-adaptive properties of soft-
ware systems. In [19] the following definition is given: “Self-adaptive software eval-
uates its own behaviour and changes behaviour when the evaluation indicates that
it is not accomplishing what the software is intended to do, or when better function-
ality or performance is possible”.

As a matter of fact, software systems are increasingly resembling complex sys-
tems and they need to dynamically adapt in response to changes in their operational
environment and in their requirements/goals. Two different types of adaptation are
typically distinguished:

– Structural adaptation, which is related to architectural reconfiguration. Examples
are addition, migration and removal of components, as well as reconfiguration of
interaction and communication patterns.

– Behavioural adaptation, which is related to functional changes, e.g. changing the
program code or following different trajectories in the state space.

Several efforts have been made in the formal modelling of self-adaptive soft-
ware, with particular focus on verifying the correctness of the system after adapta-
tion. Zhang et al. give a general state-based model of self-adaptive programs, where
the adaptation process is seen as a transition between different non-adaptive regions
in the state space of the program [27]. In order to verify the correctness of adap-
tation they define a new logic called A-LTL (an adapt-operator extension to LTL)
and model-checking algorithms [28] for verifying adaptation requirements. In Pob-
SAM [15, 16] actors expressed in Rebeca are governed by managers that enforce
dynamic policies (described in an algebraic language) according to which actors
adapt their behaviour. Different adaptation modes allow to handle events occurring
during adaptation and ensuring that managers switch to a new configuration only
once the system reaches a safe state. Another example is the work by Bruni et al. [7]
where adaptation is defined as the run-time modification of the control data and the
approach is instantiated into a formal model based on labelled transition systems.
In [6], graph-rewriting techniques [20] are employed to describe different character-
izations of dynamical software architectures. Meseguer and Talcott [21] character-
ize adaptation in a model for distributed object reflection based on rewriting logic
and nesting of configurations. Theorem-proving techniques have also been used for
assessing the correctness of adaptation: in [18] a proof lattice called transitional in-
variant lattice is built to verify that an adaptive program satisfies global invariants
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before and after adaptation. In particular it is proved that if it is possible to build that
lattice, then adaptation is correct.

There are several other works worth mentioning, but here we do not aim at pre-
senting an exhaustive state-of-the-art in this widening research field. We address the
interested reader to the surveys [9, 24] for a general introduction to the essential
aspects and challenges in the modelling of self-adaptive software systems.

124.1.1 A Multi-level View of Self-adaptation

examples are Harel’s statecharts [13], a visual formalism for hierarchical state ma-
chines. In the field of concurrency and process-algebra, we can mention the action
refinement [1] and state refinement [26] techniques, as well as Cardelli’s mobile am-
bients [8]. In addition, membrane systems [22] are one of the leading hierarchical
models in the field of unconventional and biologically-inspired computing. Com-
plex systems can be regarded as multi-level systems, where two fundamental levels
can be distinguished: a behavioural level B accounting for the dynamical behaviour
of the system; and a higher structural level S accounting for the global and more
persistent features of the system. These two levels affect each other in two direc-
tions: bottom-up, e.g. when a collective global behaviour or new emergent patterns
are observed; and top-down, e.g. when constraints, rules and policies are superim-
posed on the behavioural level. These two fundamental levels and their relationships
are the base to scale-up to multi-level models. In a generic multi-level model, any
n-th level must resemble the behavioural level, the corresponding n + 1-level has
to match with the structural level and the relationships between them will have to
show the same characteristics. We discuss how this scale-up is implemented in our
setting in Sect. 124.5

Multiple levels arise also when software systems are concerned. For instance,
in [11] Corradini et al. identify and formally relate three different levels: the re-
quirement level, dealing with high-level properties and goals; the architectural level,
focusing on the component structure and interactions between components; and the
functional level, accounting for the behaviour of a single component. Furthermore,
Kramer and Magee [17] define a three-level architecture for self-managed systems
consisting of a component control level that implements the functional behaviour
of the system by means of interconnected components; a change management level
responsible for changing the lower component architecture according to the current
status and objectives; and a goal management level that modifies the lower change
management plans according to high-level goals. Hierarchical finite state machines
and Statecharts [13] have also been employed to describe the multiple architectural
levels in self-adaptive software systems [14, 25].

In this work we introduce S[B]-systems: a general state-based model for self-
adaptive systems where the lower behavioural level describes the actual dynamic
behaviour of the system and the upper structural level accounts for the dynamically
changing environmental constraints imposed on the lower system. The B-level is
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modelled as a state machine B . The upper level is also described as a state machine
where each state has associated a set of constraints (logical formulas) over variables
resulting from the observation of the lower-level states, so that each S-state iden-
tifies the set of B-states satisfying the constraints. Therefore, a set of dynamically
changing constraints underlies a second-order structure S whose states are sets of
B-states and, consequently, transitions relate sets of B-states.

We focus on behavioural and top-down adaptation: the B-level adapts itself ac-
cording to the higher-level rules. In other words the upper level affects and con-
strains the lower level. Adaptation is expressed by firing a higher-order transition,
meaning that the S-level switches to a different set of constraints and the B-level has
adapted its behaviour by reaching a state that meets the new constraints. Our idea is
broadly inspired by Zhang et al. [27], i.e. the state space of an adaptive program can
be separated into a number of regions exhibiting a different steady-state behaviour
(behaviour without reconfiguration). However, in our model the steady-state regions
are represented in a more declarative way using constraints associated to the states
of the S-level. Moreover, in S[B]-systems not only the behavioural level, but also
the adaptation model embedded in the structural level is dynamic. Adaptation of the
B-level is not necessarily instantaneous and during this phase the system is left un-
constrained but an invariant condition that is required to be met during adaptation.
Differently to [27], the invariants are specific for every adaptation transition making
this process controllable in a finer way. The semantics of the multi-level system is
given by a flattened transition system that can be statically checked in order to prove
the correctness of the adaptation model. To this aim we also formalize the notion of
adaptability, i.e. the ability of the behavioural level to adapt to a given structural
level. We distinguish between weak and strong adaptability, providing both a rela-
tional and a logical characterization for each of them.
S[B]-systems has been inspired by some of the authors’ recent work in the defi-

nition of a spatial bio-inspired process algebra called Shape Calculus [4, 5]. In that
case, a process S[B] is characterized by a reactive behaviour B and by a shape S that
imposes a set of geometrical constraints on the interactions and on the occupancy
of the process. This idea is shifted in a more general context in the S[B]-systems
where, instead, we consider sets of structural constraints on the state space of the
B-level. We want to underline that previous work and, mainly, this work have been
conceived as contributions not only in the area of adaptive software system, but also
in the area of modelling complex natural systems.

The notion of multiple levels that characterizes our approach for computational
adaptive systems is something well-established in the science of complex systems.
As pointed out by Baianu and Poli [3] “All adaptive systems seem to require at
least two layers of organization: the first layer of the rules governing the interac-
tions of the system with its environment and with other systems, and a higher-order
layer that can change such rules of interaction”. S[B]-systems are similarly built
on two levels: the B-level describes the state-based behaviour of the system and the
S-level regulates the dynamics of the lower level. In our settings, communication
and interactions are not explicitly taken into account. Indeed the behavioural finite
state machine can describe the semantics of a system made by several interacting
components.
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Another accepted fact is that higher levels in complex adaptive systems lead to
higher-order structures. Here the higher S-level is described by means of a sec-
ond order state machine (i.e. a state machine over the powerset of the B-states).
Similar notions have been formalized by Baas [2] with the hyperstructures frame-
work for multi-level and higher-order dynamical systems; and by Ehresmann and
Vanbremeersch with their memory evolutive systems [12], a model for hierarchical
autonomous systems based on category theory.

The paper is organized as follows. Section 124.2 introduces the formalism and
the syntax of S[B]-systems, together with an ecological example that will be
used also in the following. In Sect. 124.3 we give the operational semantics of a
S[B]-system by means of a flattened transition system. In Sect. 124.4 we formalize
the concepts of weak and strong adaptability both in a relational and in a logical
form. Finally, conclusions and possible future developments of the model are dis-
cussed in Sect. 124.5.

124.2 A Multi-level State-Based Model

An S[B]-system encapsulates the behavioural (B) and the structural/adaptive (S)
aspects of a system. The behavioural level is classically described as a finite state
machine of the form B = (Q,q0,−→B). In the following, the states q ∈Q will also
be referred to as B-states and the transitions as B-transitions.

The structural level is modelled as a finite state machine S = (R, r0,−→S,L)

(R set of states, r0 initial state, −→S transition relation and L state labelling func-
tion). In the following, the states r ∈ R will be also referred to as S-states and the
transitions as S-transitions. The function L labels each S-state with a set of for-
mulas (the constraints) over an observation of the B-states in the form of a set of
variables X. Therefore an S-state r uniquely identifies the set of B-states satisfying
L(r) and S gives rise to a second-order structure (R ⊆ 2Q, r0,−→S⊆ 2Q × 2Q,L).

In this way, behavioural adaptation is achieved by switching from an S-state
imposing a set of constraints to another S-state where a (possibly) different set of
constraints holds. During adaptation the behavioural level is no more regulated by
the structural level, except for a condition, called transition invariant, that must be
fulfilled by the system undergoing adaptation. We can think of this condition as a
minimum requirement to which the system must comply to when it is adapting and,
thus, it is not constrained by any S-state.

Note that an S[B]-system dynamically adapts and reconfigures its behaviour, thus
both the behavioural level and the structural level are dynamic.

Definition 124.1 (S[B]-System Behaviour) The behaviour of an S[B]-system S[B]
is a tuple B = (Q,q0,−→B), where

– Q is a finite set of states and q0 ∈Q is the initial state; and
– −→B⊆Q×Q is the transition relation.
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In general, we assume no reciprocal internal knowledge between the S- and the
B-level. In other words, they see each other as black-box systems. However, in or-
der to realize our notion of adaptiveness, there must be some information flowing
bottom-up from B to S and some information flowing top-down from S to B . In par-
ticular, the bottom-up flow is modelled here as a set of variables X = {x1, . . . , xn}
called observables of the S-level on the B-level. The values of these variables must
always be derivable from the information contained in the B-states, which can pos-
sibly hold more “hidden” information related to internal activity. This keeps our
approach black-box-oriented because the S-level has not the full knowledge of the
B-level, but only some derived (e.g. aggregated, selected or calculated) information.
Concerning the top-down flow, the B-system only knows whether its current state
satisfies the current constraint or not. If not, we can assume that the possible target
S-states and the relative invariants are outputted by the S-system and given in input
to the B-system.

Definition 124.2 (S[B]-System Structure) The structure of an S[B]-system S[B] is
a tuple S = (R, r0,−→S,L), where

– R is a finite set of states and r0 ∈R is the initial state;
– −→S⊆ R ×Φ(X)× R is a transition relation, labelled with a formula called in-

variant; and
– L : R −→ Φ(X) is a function labelling each state with a formula over a set of

observables X = {x1, . . . , xn}.

Thus, an S[B]-system has associated a finite set X = {x1, . . . , xn} of typed vari-
ables over finite domains {D1, . . . ,Dn} whose values must be completely deter-
mined in each state of Q. More formally,

Definition 124.3 (Observation Function) Given an S[B]-system S[B] with a set
X = {x1, . . . , xn} of observables, an observation function O : Q→∏n

i=1Di is a
total function that maps each B-state q to the tuple of variable values (v1, . . . , vn) ∈
D1 × · · · ×Dn observed at q .

Note that we do not require this function to be bijective. This means that some
different states can give the same values to the observables. In this case, the differ-
ence is not visible to S, but it is internal to B .

We indicate with Φ(X) the set of formulas over the variables in X. We assume
that constraints are specified with a first-order logic-like language.

Definition 124.4 (Satisfaction Relation) Let S[B] be a S[B]-system with a set
X = {x1, . . . , xn} of observables and with an observation function O. A state q ∈Q
satisfies a formula ϕ ∈Φ(X), written q |= ϕ, iff ϕ is satisfied applying the substitu-
tion {v1/x1, . . . , vn/xn}, where O(q) = (v1, . . . , vn), using the interpretation rules
of the logic language.

Let us also define an evaluation function �_� : Φ(X) −→ 2Q mapping a formula
ϕ ∈Φ(X) to the set of B-states Q′ = {q ∈Q | q |= ϕ}, i.e. those satisfying ϕ.
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Let us now give an intuition of the adaptation semantics. Let the active S-state

be ri and ri
ϕ−→S rj . Assume that the behaviour is in a steady state (i.e. not adapting)

qi and therefore qi |= L(ri). If there are no B-transitions qi −→B qj such that qj |=
L(ri) the system starts adapting to the target S-state rj . In this phase, the B-level is
no more constrained, but during adaptation the invariant ϕ must be met. Adaptation
ends when the behaviour reaches a state qk such that qk |= L(rj ).

The following definition determines when the structure S of a S[B]-system is
well formed, that is: it must no contain inconsistencies w.r.t. all possible variable
observations and the initial B-state must satisfy the initial S-state.

Definition 124.5 (Well-Formed Structure) Let S[B] be an S[B]-system. The struc-
tural level S is well-formed iff the following conditions hold:

– for all S-states r ∈ R, L(r) must be satisfiable, in the sense that there must be a
variable observation under which L(r) holds (∃q ∈Q. q |= L(r)) and

– the initialB-state must satisfy the constraints in the initial S-state, i.e. q0 |= L(r0).

In the remainder of the paper we assume to deal with well-formed structures
without explicitly mentioning it.

124.2.1 An Example from Ecology

In this part we introduce a case study in the field of ecology and population bi-
ology: the adaptive 1-predator 2-prey food web. This system describes a variant
of classical prey-predator dynamics where in normal conditions the predator con-
sumes its favourite prey p0. When the availability of p0 is no longer sufficient for
the survival of the predator, it has to adapt its diet to survive and it consequently
starts consuming another species p1. For the sake of showing the features of our
model, here we present an oversimplified version of this system that omits quanti-
tative aspects like predation rates and growth of prey. We assume that the predator
initially consumes the prey p0 (variable p = 0) and that prey may be available (vari-
able ai = 1, i = 0,1) or not (variable ai = 0, i = 0,1). The effect of consuming
an available prey is to make that prey unavailable, as expected. The predator may
also decide not to eat and change its diet (variable p = 1). A boolean variable tells
whether in the current state the predator has eaten some prey (variable eat). At each
step the predator can do one of the following:

– eat the currently favourite prey pi , if available (ai← ai − 1 and eat← true);
– do not eat and switch its favourite prey (p← |1− p| and eat← false); or
– do not eat.

Finally, if the predator does not feed itself for two consecutive times, it migrates
to a more suitable habitat (variable moved = true) and no further actions are pos-
sible. The attentive reader may notice that under these restrictions the system will
inevitably lead to a state where the predator moves to a different habitat. This is due
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Fig. 124.1 The behavioural state machine B for the adaptive 1-predator 2-prey food web exam-
ple. Each state is characterized by a different combination of the variables (p, a0, a1, eat,moved)
(favourite prey, availability of p0, availability of p1, has the predator eaten?, has the predator
migrated?). The initial state is (0,1,1, true, false). All the states where moved = true has been
grouped for simplicity to a single state (_,_,_,_true)

to the fact that prey growth is not modelled here and it is always the case that the
system eventually reaches a state where the predator cannot feed because of the un-
availability of both prey. Each state of the behavioural level (depicted in Fig. 124.1)
is described by a different evaluation of the involved variables:

(p, a0, a1, eat,moved) ∈ {0,1} × {0,1} × {0,1} × {false, true} × {false, true}.
In this example we consider two different S-levels (represented in Fig. 124.3):

S0 and S1, but with the same set of S-states. More specifically S0 is given by:

R = {r0, r1, r2},
−→S =

{
r0

¬moved−−−−→ r1, r0
¬eat−−→ r2, r1

¬moved−−−−→ r0, r1
¬eat−−→ r2

}

L(r) = {
p == 0∧ (¬eat =⇒ a0 > 0)∧¬moved

}
if r = r0

{
p == 1∧ (¬eat =⇒ a1 > 0)∧¬moved

}
if r = r1

{moved} if r = r2.
On the other hand, S1 differs from S0 only in the transition function, that is:

−→S=
{
r0

p==1−−−→ r1, r1
¬eat−−→ r2

}

The three different S-states model three different stable regions in the prey-
predator dynamics:

– r0: the predator consumes p0. More precisely, the constraints require that the
favourite prey must be p0 (p == 0); that the predator has not moved to another
habitat (¬moved); and that if the predator is not currently feeding, the prey p0
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Fig. 124.2 S-states determining stable regions in the adaptive 1-predator 2-prey system

must be available so that the predator can eat in the following step (¬eat =⇒
a0 > 0).

– r1: the predator consumes p1; the constraints are the same as r0, but referred to
prey p1.

– r2: the predator has migrated.

Figure 124.2 shows how the structural constraints identify different stable regions
in the behavioural level. The adaptation dynamics, regulated by the transitions in S0,
allow the predator to adapt from r0 to r1, under the invariant ¬moved indicating that
during adaptation the predator cannot migrate. The equivalent S-transition is defined
from r1 to r0, so that the predator is able to return to its initially favourite prey.
Both from r0 and r1 a S-transition to r2 is allowed under the invariant ¬eat. In this
way, the predator can adapt itself and migrate to a different habitat under starvation
conditions. On the other hand, the transition relation in S1 has been defined in a
simpler way, which makes the predator adapt deterministically from r0 to r1 and
finally to r2. In this case, the adaptation invariant from r0 to r1 requires that the
predator has changed its diet to prey p1.

The following section will show the operational rule for deriving the transitional
semantics of the S[B]-system as a whole and the semantics of S0[B] and S1[B] in
the adaptive 1-predator 2-prey system will be given as well.

124.3 Operational Semantics

In this part, we give the operational semantics of an S[B]-system as a transition
system resulting from the flattening of the behavioural and of the structural levels.



1042 L. Tesei et al.

Fig. 124.3 The two different
structural levels S0 and S1 in
the adaptive 1-predator 2-prey
food web example. In each
S-state ri the constraint
imposed to the behavioural
level are represented.
Transition labels indicate
adaptation invariants.
S0 allows the predator to
adapt its diet and migrate due
to starvation anytime. In S1
adaptation is guided from r0
(consume prey p0), to r1
(consume prey p1) and finally
to r2 (migration)

We obtain a Labelled Transition System (LTS) over states of the form (q, r, ρ),
where

– q ∈Q and r ∈R are the active B-state and S-state, respectively; and
– ρ keeps the target S-state that can be reached during adaptation and the invariant

that must be fulfilled during this phase. Therefore ρ is either empty (no adaptation
is occurring), or a singleton {(ϕ, r ′)}, with ϕ ∈ Φ(X) a formula and r ′ ∈ R an
S-state.

Definition 124.6 (Flat S[B]-System) Let S[B] be an S[B]-system. A flat S[B]-
system is a LTS F(S[B])= (F,f0,

r−→∪ r,ϕ,r ′−−−→) where

– F ⊆Q×R× 2Φ(X)×R is the set of states;
– f0 = (q0, r0,∅) is the initial state;
–

r−→⊆ F × F , with r ∈ R, is a family of transition relations between non-adapting
states satisfying L(r); and

–
r,ϕ,r ′−−−→⊆ F × F , with r, r ′ ∈ R and ϕ ∈ Φ(X), is a family of transition relations

between states during the adaptation determined by the S-transition r
ϕ−→S r

′. As

a consequence it holds that for all r, r ′, ϕ,
r−→∩ r,ϕ,r ′−−−→=∅.

Table 124.1 lists the set of rules characterizing the flattened transitional semantics
of an S[B]-system:

– Rule STEADY describes the steady (i.e. non-adapting) behaviour of the system.
If the system is not adapting and the B-state q can perform a transition to a q ′
that satisfies the current constraints L(r), then the flat system can perform a non-
adapting transition

r−→ of the form (q, r,∅) r−→ (q ′, r,∅).
– Rule ADAPTSTART regulates the starting of an adaptation phase. Adaptation oc-

curs when none of the next B-states satisfy the current specification (∀q ′′.(q −→B

q ′′ =⇒ q ′′ �|= L(r)), or more compactly (q, r,∅) � r−→). In this case, for each
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Table 124.1 Operational semantics of a S[B]-system

STEADY
q −→B q

′ q ′ |= L(r)
(q, r,∅) r−→ (q ′, r,∅)

ADAPTSTART
∀q ′′.(q −→B q

′′ =⇒ q ′′ �|=L(r)) q −→B q
′ r

ϕ−→S r
′ q ′ |= ϕ

(q, r,∅) r,ϕ,r
′

−−−→ (q ′, r, {(ϕ, r ′)})

ADAPT
q −→B q

′ q ′ |= ϕ q �|=L(r ′)
(q, r, {(ϕ, r ′)}) r,ϕ,r

′
−−−→ (q ′, r, {(ϕ, r ′)})

ADAPTEND
q |=L(r ′)

(q, r, {(ϕ, r ′)}) r,ϕ,r
′

−−−→ (q, r ′,∅)

S-transition r
ϕ−→S r

′ an adaptation towards the target state r ′ under the invari-

ant ϕ starts and the flat system performs an adapting transition
r,ϕ,r ′−−−→ of the form

(q, r,∅) r,ϕ,r
′

−−−→ (q ′, r, {(ϕ, r ′)}).
– Rule ADAPT describes the evolution during the actual adaptation, leading to tran-

sitions of the form (q, r, {(ϕ, r ′)}) r,ϕ,r
′

−−−→ (q ′, r, {(ϕ, r ′)}). During adaptation the
behaviour is not regulated by the specification and it must not satisfy the tar-
get constraints L(r ′) (q �|= L(r ′)). We also require that the invariant ϕ ∈ Φ(X)
must always hold during this phase. Note that the semantics does not immedi-
ately assure that a state where the target formula holds is eventually reached.
Formulations of the adaptability requirement are given in Sect. 124.4.

– Rule ADAPTEND describes the end of the adaptation phase, i.e. a transition
r,ϕ,r ′−−−→

from an adapting state (q, r, {(ϕ, r ′)}) where q satisfies the set of target con-
straints (q ′ |= L(r ′)), to the steady non-adapting state (q, r ′,∅).

Note that rules STEADY+ADAPTSTART ensure that there cannot exist a non-
adapting state with both an outgoing non-adapting transition

r−→ and an outgoing

adapting transition
r,ϕ,r ′−−−→. Conversely, rules ADAPT+ADAPTEND ensure that there

cannot exist an adapting state with both an outgoing non-adapting transition and an
adapting transition.

The flattened transitional semantics of the two systems S0[B] and S1[B] in the
adaptive 1-predator 2-prey food web example presented in Sect. 124.2.1 is depicted
in Fig. 124.4. First, we observe that the flat S0[B] system has a larger state space
than the flat S1[B], due to the higher number of S-transitions in S0. In both cases
two different adaptation phases can be noticed, the first starting from the flat state
((0,0,1, true, false), r0,∅) and the second starting from ((1,0,0, true, false), r1,∅).
While in S0[B] it is possible to adapt to the migration region also in the first phase,
in S1[B] this is possible only in the second phase, i.e. when both prey become un-
available. Moreover in S0[B], we notice that in each adaptation phase there always
exists an adaptation path leading to a target stable region, but some adaptation paths
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cannot proceed because they violate the invariant. Conversely, in S1[B] every adap-
tation path leads to a target S-state. Therefore the same behavioural level B pos-
sesses different adaptation capabilities, depending on the structure S it is embedded
in. These two different kinds of adaptability are formalized in Sect. 124.4.

Although, depending on the structure S, the flat semantics could possibly lead
to a model larger than the behavioural model B , the flat S[B]-system lends itself
quite naturally to on-the-fly representation techniques. Indeed, during non-adapting
phases it would be necessary to keep in memory just the subsystem restricted to the
set �L(r)� ⊆ B of B-states that satisfy the current constraints L(r). On the other

hand, as soon as an adaptation of the form (q, r,∅) r,ϕ,r
′

−−−→ (q ′, r, {(ϕ, r ′)}) takes
place, it would be sufficient to store those B-states q ′′ such that q ′′ |= ϕ ∧ q ′′ �|=
L(r ′), i.e. those state where the invariant is met, but the target constraints are not.

124.4 Adaptability Relations

The above described transitional semantics for S[B]-systems does not guarantee
that an adaptation process always leads to a state satisfying the target constraints, or
that the system can always start adapting when the current constraints are not met.
We characterize this requirements on the adaptability of an S[B]-system by means
of two binary relations over the set of B-states and the set of S-states, namely the
weak adaptability relation Rw and the strong adaptability relation Rs .

Informally, B is weak adaptable to S if any active B-state q satisfies the con-
straints imposed by the active S-state r , or it can start adapting and there exists
a finite path reaching a B-state q ′ satisfying the constraints dictated by a target
S-state r ′. On the other hand, B is strong adaptable to S if any active B-state q sat-
isfies the constraints imposed by the active S-state r , or it can start adapting towards
a target S-state r ′ and all paths reach a B-state q ′ satisfying the constraints L(r ′) in
a finite number of transitions.

In the following definitions the notation −→i with i ∈N indicates the exponentia-
tion of the transition relation−→, i.e.−→i= (−→)i =−→ (−→)i−1. We use this notation
to remark that adaptation paths must be of finite length.

Definition 124.7 (Weak Adaptability) Weak-adaptability is a binary relation Rw ⊆
Q× R defined as follows. Let q ∈Q be a B-state and r ∈ R be an S-state. Then,
qRwr iff

– q |= L(r) and
– for all q ′ ∈Q, whenever q −→B q

′, it holds that either

• q ′Rwr , or

• there exists q ′′ ∈ Q,ϕ ∈ Φ(X), r ′ ∈ R, i ∈ N, (q, r,∅) r,ϕ,r
′

−−−→ (q ′, r, {(ϕ, r ′)})
r,ϕ,r ′−−−→

i

(q ′′, r ′,∅) and q ′′Rwr ′.
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Let S[B] be an S[B]-system. Then B is weak adaptable to S if their initial states are
weak adaptable, i.e. q0Rwr0.

Definition 124.8 (Strong Adaptability) Strong-adaptability is a binary relation
Rs ⊆Q× R defined as follows. Let q ∈Q be a B-state and r ∈ R be an S-state.
Then, qRsr iff

– q |= L(r) and
– for all q ′ ∈Q, whenever q −→B q

′, it holds that either

• q ′Rs r , or

• (q, r,∅) r,ϕ,r ′−−−→ (q ′, r, {(ϕ, r ′)}) for some ϕ ∈ Φ(X), r ′ ∈ R and every path

starting from (q ′, r, {(ϕ, r ′)}) leads, in a finite number of consecutive
r,ϕ,r ′−−−→

transitions, to a state (q ′′, r ′,∅) such that q ′′Rsr ′.

Let S[B] be an S[B]-system. Then B is strong adaptable to S if their initial states
are strong adaptable, q0Rsr0.

In the remainder of the paper we will alternatively say that a system S[B] is
weak (strong) adaptable, in the sense that B is weak (strong) adaptable to S. It
is straightforward to see that strong adaptability implies weak adaptability, since
the strong version of the relation requires that every adaptation path reaches a target
S-state, while the weak version just requires that at least one adaptation path reaches
a target S-state. Now that a relational characterization of adaptability has been given,
a concept of equivalence between B-states that are adaptable to the same S-states
naturally arises. Therefore we define the weak adaptation equivalence and the strong
adaptation equivalence over the set of B-states as follows.

Definition 124.9 (Weak Adaptation Equivalence) Two B-states q1, q2 ∈Q are said
to be equivalent under weak adaptation, written q1 ≈w q2, iff for each S-state r ∈R,
q1Rwr ⇐⇒ q2Rwr .

Definition 124.10 (Strong Adaptation Equivalence) Two B-states q1, q2 ∈ Q are
said to be equivalent under strong adaptation, written q1 ≈s q2, iff for each S-state
r ∈R, q1Rsr ⇐⇒ q2Rwr .

As discussed in Sect. 124.3, the adaptive 1-predator 2-prey system possesses
different adaptation capabilities depending on the structural level S. In particular
we notice that the system S0[B] is weak adaptable, since in each adaptation phase
there always exists an adaptation path leading to a target S-state. Nevertheless, it is
not strong adaptable because there are adaptation paths that violate the invariant and
consequently cannot end adapting. On the other hand, S1[B] is strong adaptable,
because every adaptation path leads to a target S-state.



124 Multiple Levels in Self-adaptive Complex Systems 1047

124.4.1 A Logical Characterization for Adaptability

In this part we formulate the above introduced adaptability requirements in terms
of temporal formulae that can be statically checked on the flat S[B]-system. To this
purpose we describe such properties in the well known CTL (Computational Tree
Logic) [10], a branching-time logic whose semantics is defined in term of states.
The set of well-formed CTL formulas are given by the following grammar:

φ ::= false | true | p | ¬φ | φ ∧ φ | φ ∨ φ | AXφ | EXφ | AFφ | EFφ |
AGφ | EGφ | A[φUφ] | E[φUφ],

where p is an atomic proposition, logical operators are the usual ones (¬,∧,∨)
and temporal operators (X next, G globally, F finally, U until) are preceded by
the universal path quantifier A or the existential path quantifier E. Starting from a
state s, CTL operators are interpreted as follows. AXφ: for all paths, φ holds in the
next state; EXφ: there exists a path s.t. φ holds in the next state; AFφ: for all paths,
φ eventually holds; EFφ: there exists a path s.t. φ eventually holds; AGφ: for all
paths, φ always holds; EGφ: there exists a path s.t. φ always holds; A[φ1Uφ2]: for
all paths, φ1 holds until φ2 holds; and E[φ1Uφ2]: there exists a path s.t. φ1 holds
until φ2 holds).

In the following we provide the CTL formulas characterizing a weak adaptable
and a strong adaptable S[B]-system. Formulas are evaluated over the flat semantics
and we employ the proposition adapt to denote an adapting state. More formally,
given a flat S[B]-system F and a state s = (qs, rs, ρs), 〈F, s〉 |= adapt if and only if
ρs �= ∅. Additionally, the connective φ1 =⇒ φ2 has the usual meaning: ¬φ1 ∨ φ2.

– Weak adaptability: for all paths, it always holds that as soon as adaptation starts,
there exists at least one path for which the system eventually ends the adaptation
phase leading to a target S-state.

AG
(
(¬adapt ∧EXadapt) =⇒ EF¬adapt

)
(124.1)

– Strong adaptability: for all paths, it always holds that whenever the system is in
an adapting state, for all paths it eventually ends the adaptation phase leading to
a target S-state.

AG(adapt =⇒ AF¬adapt) (124.2)

Proposition 124.1 (Equivalent Formulations of Weak Adaptability) Let S[B] be
an S[B]-system. Then, S[B] is weak adaptable if and only if S[B] satisfies the
weak adaptability CTL formula (Eq. 124.1). Formally, q0Rsr0 ⇐⇒ 〈F,f0〉 |=
AG((¬adapt∧EX adapt) =⇒ EF¬adapt), where F is the flat semantics of S[B],
q0, r0 and f0 are the initial states of the behavioural level B , of the structural level
S and of the flattened system F , respectively.
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Proposition 124.2 (Equivalent Formulations of Strong Adaptability) Let S[B] be
an S[B]-system. Then, S[B] is strong adaptable if and only if S[B] satisfies the
strong adaptability CTL formula (Eq. 124.2). Formally, q0Rwr0 ⇐⇒ 〈F,f0〉 |=
AG(adapt =⇒ AF¬adapt), where F is the flat semantics of S[B], q0, r0 and f0
are the initial states of the behavioural level B , of the structural level S and of the
flattened system F , respectively.

Note that since we assume that the behavioural and the structural state machines
are finite state, then the CTL adaptability properties can be model checked. This
means that the defined notions of weak and strong adaptability are decidable.

124.5 Discussion and Conclusion

In this work we presented S[B]-systems, a general multi-level model for self-
adaptive systems, where the lower B-level is a state machine describing the be-
haviour of the system and the upper S-level is a second-order state machine account-
ing for the dynamical constraints with which the system has to comply. Higher-order
S-states identify stable regions that the B-level may reach by performing adapta-
tion paths. An intriguing (but here simplified) case study from ecology has been
provided to demonstrate the capabilities of S[B]-systems: the adaptive 1-predator
2-prey system. The semantics of the multi-level system is given by a flattened tran-
sition system and two different concepts of adaptability (namely, weak and strong
adaptability) have been formalized, both in a relational flavour and with CTL formu-
las that can be model checked. We report that this work gives a formal computational
characterization of self-adaptive systems, based on concepts like multiple levels and
higher-order structures that are well-established in the science of complex systems.

Note also that in this work we defined in details just two levels, namely the S-
level and the B-level. However, our approach can be easily extended in order to
consider multiple levels arising from the composition of multiple S[B]-systems. Let
{Sn[Bn]i | i ∈ I } be a set of S[B]-systems at a certain level n. Their parallel compo-
sition would be defined as ‖i∈I Sn[Bn]i . Then, if we let Bn+1 = ‖i∈I Sn[Bn]i be the
behavioural state machine at level n+ 1, an higher-level S[B]-system Sn+1[Bn+1]
can be built by defining a structure Sn+1 at level n+ 1, together with a set of ob-
servable variables Xn+1 and with an observation function On+1.

The present work is just an initial attempt and several extensions can be inte-
grated into the model in the next future. First, the definition of a higher-level alge-
braic language for specifying S[B]-systems would be useful in order to handle more
complex and larger models of adaptive systems. Additionally, we are currently in-
vestigating further adaptability relations and different models for the structural level,
where adaptation can occur not only when no possible future behaviours satisfy the
current constraints, but also when stability conditions are met. Then, another possi-
ble research direction would be embedding quantitative aspects into the two levels
of an S[B]-system. In this way, an S-transition would have associated a measure
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of its cost/propensity, for distinguishing the adaptation paths more likely to occur
(e.g. in the 1-predator 2-prey example, the predator adapting its diet), to those less
probable (e.g. the predator migrating even under prey availability conditions).

Finally we assume that the reciprocal knowledge between the two levels is lim-
ited: they see each other as black-box systems. However, this approach could be
extended in order that the structure S has a more comprehensive knowledge of the
behaviour B . Under the white-box assumption, the structure could act as a sort of
monitor that is able to statically check the behavioural model for properties of safe
adaptation. In this way, the system will know in advance if an adaptation path even-
tually leads to a target S-state and if not, it will avoid that path. In other words, run-
time model checking techniques allows the system to behave in an anticipatory way.
Anticipation is a crucial property in complex self-adaptive systems, since it makes
possible to adjust present behaviour in order to address future faults. A well-know
definition is given by Rosen [23]: “An anticipatory system is a system containing
a predictive model of itself and/or its environment, which allows it to change state
at an instant in accord with the model’s predictions pertaining to a later instant”.
In the settings of S[B]-systems, the predictive model of the system could be the
behavioural level itself, or a part of it if we assume that S does not have a complete
knowledge of B and is able to “look ahead” only at a limited number of future steps.
The verdict of runtime model checking would be what Rosen refers to as model’s
predictions.
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Chapter 125
Information Filtering and Learning:
From Heuristics to Social Eudaimonia

Pietro Liò, Luce Jacovella, Lucia Bianchi, and Viet Nguyen

Abstract Big data pose many question on how our mental structures are prepared to
analyse and use them to solve problems in the real world and to generate wellbeing
and prosperity for our society. There are decision-making practices and analytical
tools that we, as humans, have evolved to deal with simple problems of survival. can
they help to efficiently take decisions moving across the complexity of Big data?
Here we discuss how, following the intuitions of David Bohm and other authors, we
can think of new approaches relaying on intuition and collective awareness to ex-
tract collective solutions. From the ‘ghetto perspective’ based on a limited number
of data and simple heuristics to solve social demands problems, social media offer
the opportunity to move towards new perspectives to confront societal challenge,
promote sustainable development, social, economic and systemic change. Here we
present some suggestions for a new organization of data based on collective aware-
ness and introduces the concept of social eudaimonia. This new approach on data
based on a collective response might lead to converging and harmonized, though not
‘absolute’, responses that provide a dynamic and value-based relationship between
data and problem solving.

125.1 The Impact of Big Data in Our Evolution

Humans, because of their cognitive limitations, are often unable to perform rational
calculations and information processing and instead rely on error—prone heuristics;
moreover, even when people could optimise, that is to compute the best decision,
they often rely on heuristics to save efforts at the price of sacrificing some accuracy.
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These concepts are based on the principle of an accuracy—effort trade—off: the
less information, computation, or time one uses, the less accurate one’s judgments
will be. This trade—off is believed to be one of the few general laws of the mind
that Humans have evolved in the interaction with their environment to improve their
conditions and survive. Such heuristics are also at the basis of our risk perception.
However, as humans we struggle to grasp the value of information and data and
to pin down what value is or whether value is absolute value (true value), or its
value depends on other factors, such as its utility. We start from analyzing some
common heuristics used by Humans to show how they are short-term and contin-
gent and therefore inadequate to behave as adequate decision making tools to deal
with Big data. A memory based recognition of the world would already help to de-
velop value-based solution. However, we argue that Social media could provide a
social memory and elaboration tool, based on collective intelligence to lead to a new
organization of information, decision making and acting that we term “social eudai-
monia”. Big Data is definitely a new territory for our brains. We do very well in
spotting something moving in a fixed environmental background, but recent works
in physiology have shown that we do not do as well in crowded moving environ-
ment. There is a widespread belief that social media has increased the amount and
quality of information but also background rumors. Big data is built on a huge num-
ber of contributions that have different quality and context properties and history
and keeps changing. We need to keep track of the good quality bits and discard data
with poor value. In doing this operation we attribute value to information on the ba-
sis of a scale of parameters or categories of value and we operate a value judgment.
Discarding valuable information will result in decreasing the overall quality of the
data we got. To avoid this, we often build metadata such indexes, scales of values,
and other parameters to account for all changes and additions. Meta data, however,
occupies large memory and consume energy to process it. In order to analyse Big
data, it is fundamental therefore, to understand the process by which value can be
created. Gasping to get the complete picture we may be able to do small bites and
see small parts of the data in a detailed way and the bulk only with summary statis-
tics. Observers, i.e. users, i.e. small biters from different sides of the Big Data may
sample differently the Big data and have different views and arrive to very different
conclusions. This would happen despite the advances in computational power, given
that value judgment depends on the relationship between the evaluating subject and
the evaluated object. This subject-object relationship is unique and subjective . To-
day, multi-scale and complex social media data are gathered and analysed in a rather
simple way that completely misses the opportunity to uncover combinations of pre-
dictive profiles. Moreover, even if we could observe what happens at more or less
all scales, from the single data point to the whole network, putting things together
in order to obtain real understanding is much more difficult and much less devel-
oped in our evolutionary past. In using Big data, we need to keep in mind that we
are too keen to apply heuristics that we developed for a different environment. We
also need to carefully consider the history of additions and changes when we trade
quality and quantity and also give high consideration for the information diversity.
Finally, we need to have new statistics-based judgement, i.e. a sort of statistical
sense.
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125.2 The Heuristics We Acquired in Our Evolution

Through evolution we developed the capability of learning and using cognitive
heuristics that operate fast, frugal and adaptive filtering strategies, i.e. effective, sim-
ple rules, requiring little estimation time and working under incomplete knowledge
of the problem solution space. How do people make decisions when optimization is
out of reach? Examples of the “embedded heuristics toolbox” we use at individual
or social levels are: the Recognition heuristic, which states that if one of the two
alternatives is recognized, one will infer that it has the higher value on the criterion
(less-is-more effect is often detected); The 1/N equality heuristic, which allocates
resources equally to each ofN alternatives; Tit-for-Tat, in which one cooperates first
and then imitates her/his partner’s last behavior. Other widely used heuristics are the
imitation of the behavior of majority, and the imitation of the successful person. The
last two heuristics are recognized as a driving force in bonding and group identifica-
tion and therefore play an important role in our everyday choices. In 1950 Herbert
Simon first proposed that the people satisfice rather than maximise. Maximisation
means optimisation, the process of finding the best solution for a problem, whereas
satisficing (satisfying and sacrificing at the same time) means finding a good enough
solution. This corresponds to a well known heuristics: in order to select a good alter-
native (e.g. a house or a spouse) from a series of options encountered sequentially,
a person sets an aspiration level, chooses the first one that meets the aspiration and
then terminates the search. The aspiration level can be fixed or adjusted following
experience. Among these heuristics, Goldstein and Gigerenzer [1] have studied the
recognition heuristic. This heuristic has proved to be not only fast and frugal, but
it is also ecologically rational, in that it exploits structures of information coming
from the environment in order to work. How well our heuristics are doing with Big
Data such as social media. Is this a good or bad thing? Probably both. Because it
so hard to grasp a full understanding of complex phenomena and wisdom seems
to escaping from every day’s meanings, the heuristic decision-making is short-term.
Decisions are taken without their long term effects sufficiently elaborated in order to
safe energy and respond to immediate problems or threats. We often hold the belief
that a given analysis or decision holds a true value, until our ‘truth’ is challenged
by new facts and data or by changing circumstances. What bridges the gap between
the overload of data and the capacity of reading the data is often the purpose for
which such analysis has been carried out. Any value judgment is open to mistakes
and the attribution of value to data can change depending on what is under obser-
vation. Makiguchi for example, defines value as the quantitative expression of the
relationship between the evaluating subject and the evaluated object [3]. Because
value is the measure of the relationship between the object and the evaluating sub-
ject, it is essential that the subject base her judgment upon a correct scale of values.
Makiguchi pointed that: “Value arises from the relationship between the evaluating
subject and the object of evaluation”. If either changes relative to the other, it is only
obvious that the perceived value will change [3]. Any value judgment is only rela-
tive to circumstances and it is not absolute. Whatever the chosen criteria are, they
have to allow sufficient flexibility to adapt to changing circumstances and they have
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Fig. 125.1 From real world
to cognition memory (see
text)

to reflect their temporal viability. Moreover, the value cannot be separated from the
subject since the value judgment depends upon who is the judge. The value changes
with the changing of the subject, of the object and of their relationship. Makiguchi
was probably trying to expose the complexity of the value judgments to overcome
the simplistic dichotomies that are at the basis of heuristic thinking. He said: “In
comparison with the complexity of reality, the criterion of mere utility, therefore
the dichotomy yes/no, is no longer applicable”. The object of the value judgment,
knowledge, can become obsolete due to further developments in a given field or the
priorities of the subject can shift, altering the relationship and the subsequent value.
For this reasons, any viable value judgment has to reflect the complexity of the phe-
nomena or objects involved, as well as the shifting priorities of the valuing subject.
It is a constant challenge for meaning where individual and society dynamically
reflect upon each other in the pursuing of value creation.

125.3 Cognition Memory and the Bayesian Brain

An important step would be to model the heuristics into a cognitive memory and
behavioral model. A minimal cognition memory is constructed from two orthogonal
basis, and the real world observation could is characterised by a three-dimensional
space. As in Fig. 125.1 an observation about one object in real world, available as
feature vector x, could be mapped to the hidden memory space as lower-dimensional
representation vector z. The memory or mental space is defined by the mean m, and
orthogonal basis U , which set the main parameters for calculating the likelihood
function. The likelihood function of observation x, or the level of recognition given
the current memory construct, are assumed to be computable from such parameters
by addressing two components. The first component, which compare the position
of z to m in the memory space, could be seen as an internal distance function of
the mental space. The second component measures the distance of the same object
between two spaces: the real world description of an object (x), and the perceived
account of the same object into a personal mental space (z). This part could be seen
as the discrepancy or the level of subjectivity of that particular person. We use the
epsilon function to emphasise this.

Babies of about 24 month old are able starting to grasp the general structure of
the surrounding world. From our framework, this coincides with the accumulation
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Fig. 125.2 A hierarchical
Bayesian framework for
cognition memory
construction: here the
distinction is between object
and criterion space

threshold of reasonable amount of encounters i.e. It is now possible for the brain to
derive a reasonable representation of the outside world, and use that basis to accel-
erate learning. (e.g. Once a child know that new words (dogs, cats) often associate
with new shapes, not colours, the speed of learning new words start to steep up).
Then the model could be extended to a cognitive representation of the world as in
Fig. 125.2 with different levels of description and then including the five person-
ality traits: Openness (inventive/curious vs. consistent/cautious), Conscientiousness
(efficient/organized vs. easy-going/ careless) Extraversion (outgoing/energetic vs.
solitary/reserved), Agreeableness (friendly/ compassionate vs. cold/unkind), Neu-
roticism (sensitive/ nervous vs. secure/ confident). A further extension may provide
a representation of the parameter space of the cognitive behavior ranging from col-
laboration social value to competition/individual interest and distributed versus cen-
trally controlled which, at population level, would synthesise the collective aware-
ness and the social eudaimonia.

125.4 Social Eudaimonia Leads to Collective Intelligence
Awareness

This daimon, is an intrinsic quality of the human nature that requires a constant
dialectic exercise and the refusal of any dogma or pre-ordinate assumptions with
one’s self and with society. It is import to continue the journey of discovering based
on principles, intellect, rather than demonstrative knowledge. The development of
knowledge or the accumulation of data as a value per se, without any regard for
the wider implications, is one of the current wrong assumptions of modern society.
We assume that having a lot of data is per se a positive thing. Social media can
generate data, even an excess of data, but can also help developing collective in-
telligence tools and improve our problem solving approach. In other words, social
media produce a lot of noise, but can also expand the range of variables that we
can elaborate collectively and still save energy. Drawing from Bohm implicate or-
der [2], the solution to the dilemma is an inward order that manifests spontaneously
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in creativity. Social media order could develop from a multiscale order in which the
analysis, interpretation and use of user generated data that is done at level of net-
work or community level is replicated at larger scale, to an overarching collective
order. Bohm assimilates the generative order to the process of art creation. When
different levels are integrated by a general comprehensive order, we can produce a
masterpiece; otherwise, the result is just mediocre work. This suggests a new notion
of hierarchy, in which the more general principle, is immanent, that is, actively per-
vading and indwelling, not only in the less general, but ultimately in the reality as a
whole. Emerging in this fashion, hierarchies are no longer fixed and rigid structures,
involving domination of lower level by the higher. Rather they develop out of an
immanent generative principle, from the more general to the less general. This new
order arises or comes into play spontaneously as new organization of information.
An interesting aspect of Bohm’s analogy with a paint or work of art is the interpre-
tation of the viewer [2]. In the context of social media the user is at the same time
the generator of content and data and the viewer. This is unprecedented in modern
history and requires a different schema or paradigm that allows the interpretation
of data and the consequent decision-making process and action. When the schema
changes, until it is absorbed, it might receive a negative reaction by the viewer.
This fresh new order made of a hierarchy of parameters, or meta-order, requires the
viewer to respond to new forms that are unfamiliar and therefore, disturbing. This
represent the move from an implicate order to a super-implicate order that organizes
the implicate order. Noteworthy, Aristotle links eudaimonia to the social capacities
of human nature as contributing to the community is the highest fulfillment of hu-
man nature. Perhaps, we need to evolve new paradigms to be capable of living in a
world in which the appreciation of complexity and collective intelligence easy our
need for absolute certainty, a world without truths, but rich in understanding and
wisdom, in which we can live pursuing a collective, social eudaimonia.
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Chapter 126
Modelling the Genetic and Epigenetic Signals
in Colon Cancer Using a Bayesian Network

Irina A. Roznovăţ and Heather J. Ruskin

Abstract Cancer, the unregulated growth of cells, has been a major area of focus
of research for years due to its impact on human health. Cancer development can be
traced back to aberrant modifications in genetic and epigenetic mechanisms within
the body over time. Given time and cost implications of human genome experimen-
tation, computational modeling is increasingly being employed to improve under-
standing of mechanisms which determine cancer initiation and progression. Here,
we introduce a network-based model for genetic and epigenetic signals in colorectal
cancer, with the focus on the gene level and tumor pathways. The current frame-
work also considers the influence of ageing for micromolecular events in cancer
development.

Keywords Genetic and epigenetic events · Colon cancer · Bayesian network ·
Ageing

126.1 Introduction

During recent decades, a novel direction in cancer research has been the identifica-
tion and study of the epigenetic events that affect gene expression in tumor path-
ways. Defined as non-genetic hereditable modifications in chromatin structure [1],
epigenetic signals have been linked to cancer development due to their impact on
the function of both tumor suppressor genes and oncogenes. Detected in the earliest
stages of different neoplastic diseases [2], epigenetic events are considered markers
for cancer initiation. Additionally, they are already exploited in some cancer treat-
ments, due to their reversibility property. Different genetic and epigenetic events
have been reported as being progressive over time in cancer phenotype [3, 4]. For
example, the mutation rate within the body increases due to the defects in the DNA
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repair system, which accumulate as ageing takes place. Additionally, specific genes
(such as estrogen receptor (ER), insulin-like growth factor II (IGF2)) have been
identified to be more sensitive to age-related methylation [5].

It is well known that cancer development is linked to the micromolecular events
that affect the regulation of key cellular mechanisms. A network-based approach to
model these systems can be an important tool in understanding the tumor pathways.
In this paper, we describe in brief a computational model that is being developed to
study the relationships between genetic and epigenetic signals in disease conditions.
The focus here is on the influence of ageing over these micromolecular events during
colorectal cancer development.

126.2 Colon Cancer Model

The current model is being built using a Bayesian network approach for describing
gene relationships at different cancer stages. The external input of the framework
is based on statistical data for the interdependencies between the micromolecular
events (genetic and epigenetic) observed in colon cancer development. The model
to date integrates data from StatEpigen database [6], and will be extended further
to use information also from the other databases, such as PubMeth [7]. StatEpigen
is a specifically targeted to colon cancer, manually curated and annotated database,
developed at Sci-Sym, Dublin City University, Ireland and contains information on
gene relationships in different pathology phenotype levels.

Hyper and hypomethylation are epigenetic events associated with oncogene acti-
vation, tumor suppressor gene inactivation, and with chromosomal instability in can-
cer development. They have a direct influence on the DNA methylation1 (DNAm)
level of a gene. Based on this important role in tumor development, DNAm is the
main feature of the colon cancer model to date. The DNAm level is updated mainly
by means of the data extracted from StatEpigen, which includes gene mutations and
hyper and hypomethylation for different genes (known to have significant impact in
colon cancer). In addition, based on the recently established dependence between
the post-transcriptional histone2 modifications (HM) and DNAm patterns, informa-
tion about the core histone methylation and acetylation (the addition of acetyl group
to a chemical compound) is incorporated, in order to compute a new gene DNAm
level [8, 9]. These authors have reported that HM are more naturally unstable than
DNAm, and that the relationships between HM and DNAm therefore must be de-
scribed using different dynamics. The entire process of updating the DNAm level is
referred into the model as a methylation cycle.

Considered a major risk factor in cancer development, ageing is an integrated
factor for updating the DNAm level and HM in the current model. To analyze the

1The addition of a methyl group to cytosine ring.
2Histones are the proteins that pack DNA in nucleosomes. They are grouped into two categories:
the core histones (H2A, H2B, H3, H4) and the linker histones (H1 and H5).
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Fig. 126.1 Comparison between the gene methylation level for four patients (aged 14, 35, 50 and
65 respectively) accumulated over a 3× 104-methylation cycles period

relationship between ageing and DNA methylation level, a case study was utilized
including four patients of different ages (14, 35, 50 and 65 respectively). This exper-
iment was started using empirical data on gene relationships extracted from StatEpi-
gen and initially, tumors of all patients were considered to be at Stage 0 of cancer.
The gene network in each case was allowed to evolve over time and the methylation
level was recorded for all four, during ∼ 3× 104 methylation cycles, as illustrated
in Fig. 126.1.

At the end of the simulation, we need to know if the tumors of the patients were
in the same cancer stage or not. In order to study the tumor progression, we an-
alyzed two attributes for each network, namely the average methylation level and
the highly-methylated genes. The results highlighted that methylation level updates
follow different patterns for the four gene networks, with updating rate lower for
younger than for older patients. Consequently, at the end of this simulation, it was
observed that the tumor of the 50 and 65 year old patients had advanced to the next
cancer stage (Stage 1).

126.3 Conclusions and Future Work

In this paper, a computational model for colorectal cancer dynamics was described
in brief. Its focus is to study the impact of different molecular events on specific
genes during cancer development, in order to predict tumor initiation and progres-
sion. The gene framework also considers the influences of ageing on genetic and
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epigenetic signals in updating the gene DNAm level. The results showed that the
rate of update of the DNAm level was higher for older than for younger patients.
This implies that the tumor was more aggressive for the former than for the latter
and that ageing does influence the molecular events underlying cancer development.
A limitation of the model to date is the fact that the relationship between gender and
ageing has not yet been incorporated. For example, the analysis described in [10]
highlighted a 5-year difference between genders in respect of colon cancer initia-
tion. In addition to inclusion of this information in future development, a parallel
programing approach will be designed and implemented to better accommodate the
complexity of the molecular events in gene framework.
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Chapter 127
The Role of the Genome in the Evolution
of the Complexity of Metabolic Machines

Claudio Angione, Giovanni Carapezza, Jole Costanza, Pietro Lió,
and Giuseppe Nicosia

Abstract In this positional paper, we consider the metabolic network of a bacterium
as a living computer, and we are able to program it in order to obtain desired out-
puts. Furthermore, we discuss how the mutation-recombination-fixation events in
the genome could lead to an increased computational capability, as well as to an
increased complexity of the metabolic machine associated with the bacterium.

127.1 Introduction

Gene duplication events are important sources of novel biochemical and metabolic
functions. After gene duplication, mutations cause the gene copies to diverge. The
classical model predicts that these mutations will generally lead to the loss of func-
tion of one gene copy; rarely, new functions will be created and both duplicate genes
are conserved. Most known genes belong to large families with extensive DNA se-
quence similarities. New proteins evolve from existing proteins by mutation. The
neofunctionalisation model suggests that after a gene duplicates, since the two re-
sulting copies are functionally redundant, one can accumulate mutations leading to a
new function, while the other copy remains conserved [1]. The duplication, degener-
ation, complementation model proposes that if the ancestral gene possesses several
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Fig. 127.1 In (A), the tree describes the events of the duplication. Recent events are separated
by short distances in the tree. In (B), the duplicated genes conserve the reaction patterns in both
metabolic pathways

subfunctions, these could be alternatively distributed among its duplicate descen-
dants by neutral mutations. Although both models assume that the duplication itself
has no intrinsic advantage, clearly an increased gene dosage (i.e. increased concen-
trations of a protein) after duplication can be beneficial in itself and alter the ro-
bustness and sensitivity of the biosystem [2]. There is a clear relation between gene
duplication and metabolic complexity as shown in Fig. 127.1. Many, if not most, en-
zymes can promiscuously catalyze reactions, or act on substrates, other than those
for which they evolved. The process of gene duplication could lead to structural
changes resulting in the modification of the infidelity of molecular recognition.

Let us now turn into the relation between computation and metabolism inspired
by Turing [3], who proposed computational processes in the morphogenesis. Turing
states that an organism, most of the time, develops from one pattern into another.
Many years later, Bray [4] argued that a single protein is able to transform one or
multiple input signals into an output signal, thus it can be viewed as a computational
or information carrying element. Following this line of thought, we provide a frame-
work to show that bacteria could have computational capability and act as molecular
machines. This relationship is based on the mapping between the metabolism and
a RM (equivalent to a TM). Specifically, we think the reactions in the bacterium
as increment/decrement instructions of the RM, where the RM registers count the
number of molecules of each metabolite.

It is well known that a von Neumann architecture is composed of a processing
unit, a control unit, a memory to store both data and instructions, and input-output
mechanisms. We propose an effective formalism to map the von Neumann architec-
ture to an entire bacterial cell, which becomes a molecular machine. We model the
processing unit of the bacterium as the collection of all its chemical reactions, so as
to associate the chemical reaction network of bacteria with a TM [5]. Here we use
GDMO [6] to obtain Pareto fronts representing multi-objective optimisations in the
metabolism. Each point of the Pareto front provided by GDMO is a molecular ma-
chine to execute a particular task. Pareto optimality allows to obtain not only a wide
range of Pareto optimal solutions, but also the best trade-off design. In Fig. 127.2 we
show a Pareto front obtained with GDMO when optimising acetate and succinate.

Optimal genetic interventions in cells, framed as optimal programs to be run
in a molecular machine, can be exploited to extend and modify the behaviour of
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Fig. 127.2 Pareto fronts for the simultaneous maximisation of succinate and acetate production
obtained by GDMO in anaerobic and aerobic conditions (O2 = 10 mmol h−1 gDW−1), with glu-
cose feed equal to 10 mmol h−1 gDW−1

cells and cell aggregates. For instance, programs can instruct cells to make logic
decisions according to environmental factors, current cell state, or a specific user-
imposed aim, with reliable and reproducible results.

127.2 Computing with Bacteria

Inspired by Brent and Bruck [7], who studied similarities and differences be-
tween biological systems and von Neumann computers, in Fig. 127.3 we propose
a mapping between the von Neumann architecture and bacteria. Specifically, the
metabolism of a bacterium can be viewed as a Turing Machine (TM).

The bacterium takes as input the substrates required for its growth and, thanks to
its chemical reaction network, produces desired metabolites as output. The string
y acts as a program stored in the RAM [5]. Let us consider the multiset Y of
the bits of y. A partition Π of the multiset Y = {y1, y2, . . . , yL} is a collection
{b1, b2, . . . , bp} of submultisets of Y that are nonempty, disjoint, and whose union
equals Y . The elements {bs}s=1,...,p of a partition are called blocks. We denote by
P(Y ;p) the set of all partitions of Y with p blocks. P(Y ;p) has a cardinality equal
to the Stirling number, namely |P(Y ;p)| = SL,p .

In order to formalise the control unit behaviour, let us define the function:

gΦ : {0,1}L −→
⋃

y∈{0,1}L
P (Y ;p), ȳ ∈ {0,1}L $−→Π ∈ P(Ȳ ;p),
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Fig. 127.3 Comparison inspired by [7] among biological systems (a), von Neumann architec-
ture (b), and evolving bacteria (c)–(d). The string y is a program stored in the RAM. The function
g represents the control unit: it interprets the binary string y and turns gene sets off. The processing
unit is the metabolism of bacteria, composed of all the chemical reactions taking place in it. The
goal is to produce desired metabolites as output of the molecular machine. The evolution and the
growth of a bacterium is the consequence of duplication and mutation occurring in the genome,
which increases its length (d)

where the partitionΠ is uniquely determined by the pathway-based clustering of the
chemical reaction network. We can formalise this clustering as a p-blocks partition
Φ of the set of the bit indexes in the string y. In particular, if we denote by [L] the set
of the first L natural numbers, we have Φ ∈ P([L];p) [5]. The partition Φ allows
the control function gΦ to partition the multiset Y associated with the string y (see
Fig. 127.4).

The function gΦ turns syntax into semantics [5], i.e. it works as a control unit
that translates the binary string y and makes use of it to turn gene sets on and off,
according to the pathways in the metabolism. Each element of the partitionΠ is the
submultiset bs of all the gene sets related to reactions in the s-th pathway. The pro-
cessing unit of the bacterium could be modelled as the collection of all its chemical
reactions. Therefore, the chemical reaction network of bacteria can be associated
with a TM [8].
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Let us consider the Minsky’s register machine (RM), i.e. a finite state ma-
chine augmented with a finite number of registers. Formally, a Minsky machine
M = (D, i0, i1, ϕ) is composed of a finite set D of states, a finite set H = {Hr}r
of registers, and a multivalued mapping ϕ : D\{i0} −→ {(Hr, i), (Hr , j, k) | Hr ∈
H,j, k ∈D}. The set D has two distinguished elements i0, i1 ∈D representing the
initial state and the halting state respectively. Each register Hr of the RM stores
a non-negative integer. The instruction inc(i, r, j) increments register r by 1 and
causes the machine to move from state i to state j through the mapping ϕ(i) = j .
Conversely, the instruction dec(i, r, j, k), given that Hr > 0, decrements register r
by 1 and causes the machine to move from state i to state j (ϕ(i)= j ); if Hr = 0,
the machine moves from state i to state k (ϕ(i) = k). The Minsky’s RM has been
proven to be equivalent to the TM [9]. Indeed, a RM is a multitape TM with the
tapes restricted to act like simple registers (i.e. “counters”). A register is represented
by a left-handed tape that can hold only positive integers by writing stacks of marks
on the tape; a blank tape represents the count ‘0’.

The chemical reaction network of a bacterium can be mapped to the RM by defin-
ing [8]: (i) the set of state species {Di}, where each Di is associated with the state
i of the RM; (ii) the set of register species {Hr}, where each Hr is associated with
the register r of the RM, and therefore represents the molecular count of species r .
The instruction inc(i, r, j) represents the chemical reaction Di→Dj +Hr , while
the instruction dec(i, r, j, k) represents either Di +Hr→Dj or Di→Dk depend-
ing on whether Hr > 0 or Hr = 0 respectively. The molecular machine performs
the “test for zero” by executing the reaction Di→Dk only when Hr is over, since
the r-th register cannot be decreased and the reaction Di +Hr →Dj cannot take
place. In the FBA approach coupled with the metabolic machine, the variables are
the fluxes of the chemical reactions, therefore a high flux corresponds to both a high
rate of reaction and a high mass of products. Hence, given the increment reaction
inc(i, r, j), the value ofHr is positively correlated with the reaction flux; conversely,
in the decrement reaction dec(i, r, j, k), when Hr > 0 the value of Hr is negatively
correlated with the reaction flux. In a fixed volume V in which the reactions occur,
given two reactions inc and dec with fluxes v1 and v2 respectively, the metabolism
of the bacterium has a probability of error per step equal to ε = v2/(v1/V + v2).

Since the simulated TM can be universal, the correspondence between metabo-
lism and TM allows to perform any kind of computation through a set of species
and chemical reactions characterised by their flux. As a result, bacteria can carry
out at least any computation performed by a computer. A program embedded in
a bacterium, whose metabolism works like a TM, could be able to implement the
robust knockout strategy found by GDMO [6].

127.3 The Complexity of an Organism

Formally, let y be the array representing the sequence of the L genes of the or-
ganism. During the evolution process, a gene or a subsequence of genes (e.g. an
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Fig. 127.4 The multiset Y associated with y is partitioned by Π in p blocks. The ele-
ments of Π are submultisets of Y , since y is a string of bits, thus 0 and 1 may occur
more than once in the same subset. In this example, Π = {{y4}, {y1, y6, y2}, . . . , {y5, . . . , yL}},
Φ = {{4}, {1,6,2}, . . . , {5, . . . ,L}}

operon) can be duplicated and inserted in the sequence. Without loss of generality,
let us assume that the last k genes are duplicated:

y = (y1, . . . , yL)−→ y = (y1, . . . , yL, yL+1, . . . , yL+k).

This process is called gene amplification or gene duplication. Initially, the fol-
lowing condition of duplication holds: yl = yl−k,∀l = L + 1, . . . ,L + k. In fact,
since the duplication is a stochastic process, the condition of duplication is not al-
ways guaranteed. However, after the duplication, mutations occur on new and exist-
ing genes, thus we obtain the final string y = (y1, . . . , yL′), where L′ = L+ k. Let
us suppose that the gene yL was responsible for the reaction Di →Dj +Hr , and
therefore for the instruction inc(i, r, j) in the RM. After the duplication, both yL and
yL+k will code for the same reactionDi→Dj +Hr . Conversely, after the mutation,
yL+k will code for another reaction, sayDi′ →Dj ′ +Hr ′ . As a result, the complex-
ity of the metabolic machine has increased, since a new reaction inc(i′, r ′, j ′) is now
operating in the RM.

Starting from an ancestor, each duplication followed by a mutation shapes the
computational capability of the metabolic machines represented by its metabolism.
The mutation is a stochastic process that creates the possibility of a new instruction
of the metabolic machine, while the natural selection can keep or discard this new
instruction. Hence, the complexity of an organism evolves on the basis of stochastic
processes and natural selection. The genome amplification allows the organism to
increase the range of chemical reactions available, increasing also the range of in-
crement and decrement instruction in the RM associated with the metabolism. As a
result, the metabolic machine increases its computational power.
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Chapter 128
Can We Understand Parameter Values
in the Human Genome?

Wentian Li

Abstract We aim at compiling a list of human genome parameters with the fol-
lowing questions in mind: Are these parameters accurately estimated? How do the
values in human genome compare to those in other primates? Can we understand
the evolutionary origin or cause of these values?

128.1 Introduction

Mathematics has its set of unitless (dimensionless) constants, such as π , e, golden
ratio, Euler constant, etc. (http://en.wikipedia.org/wiki/Mathematical_constant).
Similarly, physics has its own set of fundamental constants that can be measured
in a physics experiment (http://physics.nist.gov/cuu/Constants/). Examples include
the speed of light, gravitational constant, electron charge, etc. Then why don’t we
see discussions on constants in the field of biology? It is because biology is essen-
tially about evolution, on how genotype and phenotype change with species, with
environment, and with time. Though some features remain constant for very long
time, such as the genetic code, or the number of gender in sexual species, these are
the exceptions instead of rules. However, if we limit to one species in a given period
of time, we may use a set of parameter values to define that species, for example, us
the homo sapient.

Collecting a set of human genome parameters can be useful for both theoretical
and practical investigations. We can have a better idea of where human stands in
the space of all parameter values. We can compare human genome parameters with
those from other closest primates’ genomes, such as chimpanzee [4] and gorilla
[35]. We will also carry out a back-of-envelop genomic estimation more easily.

We do not discuss human parameters that are not related to the genome; for ex-
ample, total number of cells in an adult (10–100× 1012), number of different cell
types (between 200 and 400), etc. Also not discussed are derived quantities, such as
the nearest-neighbor-base correlation, as a correlation can be measured in a variety
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Table 128.1 Some human genome parameters (∗: not discussed in [19])

Parameter name Range of values Unit References

Genome size 3× 109 base

% repeats (∗) 50 % (up to 69 %) % [6]

Chromosomes 23 pairs

Genes 20000–100000 num. [12, 34]

Exon length (∗) 100–150 base

Transcript length (∗) 2100–3000 base [20]

Transcription factor 2000 num. [41]

(G+C) content 40 % % [23]

(G+C)/gene-rich regions 120 num. [19]

SNP 3–30× 106 num. [30]

New deleterious mutations 0.5–2 num./generation [28]

Crossovers 50–100 (F), 30–70 (M) num. [3, 15, 37]

Crossover hotspots (∗) 15000–25000 number [24, 27]

of ways (observed-over-expected, observed-subtract-expected, etc.). For one human
genome parameter, we would like to know whether it is accurately measured, how
does its value compare to other primates; and whether there are any theoretical justi-
fications of its value. Some parameters are intrinsically linked to the issue of genome
complexity. Most of this presentation were already in [19]. Here some parameters
not discussed before are added.

128.2 A List of Human Genome Parameters

Some human genome parameters are listed in Table 128.1.

Genome Size The change of genome size from the common ancestor of primates
and human is thought to be mainly caused by transposable elements. In the cur-
rent human population, two individual’s genome sizes may not be identical due
to “structural variation” such as copy-number-variations (large-scale insertions and
deletions). If traced even early to fish, then whole genome duplication could be an
important factor [5, 25, 32]. Allowing size to increase is a key feature in modelling
dynamical systems with certain property [17, 18], and genome size increase may
well be a cause of large-scale correlation in genomes [22].

Proportion of Transposable Elements/Repetitive Sequences Closely related to
the genome size is the percentage of human genome that are transposable elements.
In a standard procedure, this information is obtained by running the RepeatMasker
program (http://www.repeatmasker.org/) which aligns the known list of transposable
elements with the genome. However, a recent article argues that ancestral trans-
posable elements may experience much more mutation, thus the “repeat-derived”

http://www.repeatmasker.org/
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sequences may not be detected by alignment [6]. Using an alternative approach
(“oligo cloud”), they have reached a value of 66–69 % as the proportion of repeti-
tive or repetitive-derived sequences.

Number of Chromosome Pairs The number of 23 pairs of chromosomes (22 au-
tosomal pairs plus either XX for female or XY for male) is a rather stable number
within the human species. Missing one copy of a chromosome in a pair (monosomy)
is fatal for an autosomal chromosome and leads to Turner syndrome for the sex chro-
mosome (XO). Possessing an extra copy of a chromosome (trisomy) leads to Down
syndrome (chr21), or Edwards syndrome (chr18), or Patau syndrome (chr13), but
fatal for other chromosomes except for the sex chromosome. Most other primates
have 24 pairs of chromosome, indicating a fusion event leading to homo sapient [8].

Number of Genes If the number refers to the protein-coding loci, it is around
20000. If the number refers to the gene-product, considering the possibility of alter-
native splicing, it can be as high as 105. There are two major collections of human
genes. One is the NCBI RefSeqGene [34] which is not human-specific. Another is
the GENCODE [12] that include protein-coding loci with all alternative transcribed
products as well as non-protein-coding loci with transcript evidence (e.g. long non-
coding RNA [7]) and pseudogenes. On the theoretical front, there were discussions
on a minimum number of genes needed to make a functional cell [16], though this
is more relevant to bacteria than to human. Another line of thought is that the more
genes, the higher the chance for an individual to experience a lethal mutation, thus
the maximum number of genes should be limited [14, 33].

Exon Lengths Using the RefSeqGene data, it can be shown that the histogram
of exon-length has a single peak (mode) in the range of 100–150 bp. The distri-
bution is very long-tailed, though can be made more symmetric if exon-length is
log-transformed. Since neither exon-lengths nor log-exon-lengths are normally dis-
tributed, mean and median are not expected to the same with the mode. Interestingly,
the value of mode is close to the 147 bp—the length of DNA that wraps around hi-
stone for form nucleosome. Somewhat related, a previous study points to a length
of 205 bp for the exon-intron pair [1], and there are other papers exploring the rela-
tionship between exon-intron pattern and chromatin structure [36, 40].

Transcript Lengths This is the length that adds up all exons in a gene, i.e., the
DNA sequence that is transcribed to mRNA. Very similar to that of exon distribu-
tion, the histogram of transcript length is more symmetric when the length is log-
transformed [20]. Since not all RNA sequences are translated (there are 5’ and 3’
untranslated regions (UTR)), the mode of transcript length may not match the mode
of protein sequence length (multiplied by 3).

Number of Transcription Factors (TF) The number of TFs is roughly 10 % of
the number of genes [41]. It is tempting to conclude that one TF has 10 targets
to regulate, but in fact, the number of targets follow a power-law distribution [19].
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Using ChIP-seq technology, TF binding sites can be systematically studied, which
have been done for 42 selected TFs [9]. An approximate alternative technology is to
combine the chromatin open sites, determined by the DNase I hypersensitive sites,
with the sequence motif prediction [39]. In the 2012 Nobel-Prize-winning work,
four TFs were shown to be sufficient to convert mouse fibroblasts cells to pluripotent
stem cells [38], highlighting the crucial role played by TF in cell differentiation. TFs
are hypothesized to be the fast evolving part of a genome, and may contribute the
most to the complexity of a genome.

Guanine-Cytosine Content (G+C-Content) (G+C)-content of human genome
(40 %) is higher than expected by a neutral biased mutation model (33 %) [19, 23].
In fact, human genome is not homogeneously high in (G+C)-content, but mainly
in regions with high gene contents and high recombination rates. There could be
many debates on the cause-effect arrow of these correlated quantities [10], but no
conclusive evidence in sight.

Number of (G+C)-Rich and Gene-Rich Regions A preliminary analysis indi-
cates there are 120 (G+C)-rich and gene-rich regions [19]. This number is compa-
rable to that of a recently proposed “super-structure” of human genome [2]

Number of Single-Nucleotide-Polymorphisms (SNPs) We calculate the num-
ber of neutral-mutation caused polymorphism [30, 31, 43]: Nsnp = 4NeM(0.577+
log(n)), where Ne is the ancestral population size at the bottleneck (3100 for Euro-
pean/Asian, 7500 for African), M is the number of newly generated mutation per
haploid-genome per generation (33), n is the current world population size in hap-
loid unit (2× 6.8× 109). The more people re-sequenced, the larger the number of
SNPs. It would be interesting to see whether the number predicted by this formula
is correct.

Number of New Deleterious Mutation per Generation We partition the muta-
tions first into unobserved (because these are lethal) and observed ones; then in the
observed group, partition them into neutral, deleterious, and advantageous ones. Us-
ing the estimation of mutation rate from [28], it can shown that the new non-lethal
deleterious mutation per generation is between 0.5 and 2. The interest in this number
is due to Müller [26], usually refer to as Müller’s ratchet—one-way decay towards
lower fitness caused by the accumulation of deleterious mutations [29, 42]. A recent
work claims that Müller’s ratchet can be halted by advantageous mutations [11].

Number of Crossovers During Meiosis There are two lines of evidences in mea-
suring the number of crossovers. One is through genetic analysis of pedigree data
[15]. Another is by an immunocytogenetic assay to mark the mismatch repair protein
MLH1 [3, 37]. While for male data, the two techniques lead to similar conclusion,
there are discrepancies for female data. The number of crossovers in a chromosome
is proportional to the chromosome length [21], and one may also estimate the num-
ber of crossovers from the genome size.
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Number of Crossover (Recombination) Hotspots Although 15000 [24] and
25000 [27] recombination hotpots in the human genome were claimed, there are
many questions remain. For example, why the locations of hotspots are not con-
served in chimpanzee [44]? Could it be an artifact of a population demographic
history [13]? It is not impossible that this number is unstable thus wouldn’t be con-
sidered as a parameter after all.
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Chapter 129
Kinetic Theory of Two-Species Coagulation

Carlos Escudero

Abstract We study the stochastic process of two-species coagulation. This process
consists in the aggregation dynamics taking place in a ring. Particles and clusters of
particles are set in this ring and they can move either clockwise or counterclockwise.
They have a probability to aggregate forming larger clusters when they collide with
another particle or cluster. We study the stochastic process both analytically and
numerically. Analytically, we derive a kinetic theory which approximately describes
the process dynamics and determine its asymptotic behavior. In particular we answer
the question of how the system gets ordered, with all particles and clusters moving
in the same direction, in the long time.

Keywords Stochastic processes · Coagulation dynamics · Kinetic equations

The theoretical study of coagulation and its kinetic description is of broad interest
because of its vast applicability in diverse topics such as aerosols [20], polymer-
ization [22, 27], Ostwald ripening [5, 15], galaxies and stars clustering [21], and
population biology [17] among many others. We propose a generalization of the
stochastic process of coagulation. We consider the coagulation process among two
different species: the aggregation takes place only when one element of one of the
species interacts with an element of the other species. In particular, we place parti-
cles and clusters of particles in a ring, where they move with constant speed, either
clockwise or counterclockwise. When two clusters (or two particles or one particle
and one cluster) meet they have the chance to aggregate and form a cluster contain-
ing all particles involved in the collision. The direction of motion of the newborn
cluster is chosen following certain probabilistic rules. We are interested in the prop-
erties of the realizations of such a stochastic process, and in particular in their long
time behavior. Our main theoretical technique is the use of kinetic equations, an ap-
proach we have outlined in [10]. This is of course just one possible extension of the
theory of coagulation. We have designed it getting inspiration from self-organizing
systems and in particular from collective organism behavior. Let us note that this
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is a field that has been studied using a broad range of different theoretical tech-
niques [2, 6, 7, 23, 25]. Another field which has inspired ourselves is the study of
the dynamics of opinion formation and spreading [3, 8, 24], which is represented
for instance by the classical voter model [4, 13, 16]. As a final influence, we men-
tion that clustering has been previously studied in population dynamics models [12]
including swarming systems [14], and coagulation equations have been used in both
swarming [18] and opinion formation models [19]. Despite of its simplicity, the
two-species coagulation model could be related to some of these systems.

A particular system that has influenced the current developments is the col-
lective motion of locusts. The experiment performed in [1] revealed that locusts
marching on a (quasi one dimensional) ring presented a coherent collective mo-
tion for high densities; low densities were characterized by a random behavior of
the individuals and intermediate densities showed coherent displacements alternat-
ing with sudden changes of direction. The models that have been introduced to
describe this experiment assume that the organisms behave like interacting parti-
cles [1, 11, 26]. Related interacting particle models have been used to describe the
collective behavior of many different organisms and analyzing the mathematical
properties of such models has been a very active research area [2, 6, 7]. The two-
species coagulation model could be thought of as a particular limit of some of these
models or as a simplified version of them which still retains some desirable fea-
tures.

The goal of our current work is not to describe the detailed behavior of any spe-
cific system. Instead, we explore the mathematical properties of a stochastic process
which has been designed by borrowing inspiration from different self-organizing
systems. Therefore the focus is on mathematical tractability. We determine under
which conditions consensus is reached and what form it adopts. We introduce the
kinetic theory that approximately describes the stochastic process and concentrate
on its mathematical analysis. We also study the system by means of direct numerical
simulations of the stochastic process. We use them to check the predictions of our
kinetic theory and explore the stochastic process beyond the kinetic level. Kinetic
approximations neglect many sources of fluctuations and thus numerical simula-
tions are required in order to describe many properties of the individual realizations
of the stochastic process which are not reflected at the kinetic level.

Our analysis is limited to the one-dimensional spatial situation with periodic
boundary conditions (the dynamics is taking place in a circumference). Our ap-
proach is based on coagulation equations. This kinetic description is in general in-
valid for one-dimensional systems because it is known that spatial correlations do
propagate in this dimensionality. So we assume a collision takes place when two
clusters meet with a very small probability. The probability should be so small that
all the particles travel the whole system several times before one collision happens
on average. This way the system becomes well-stirred, and so we can neglect spa-
tial correlations and treat the system as if it were zero dimensional, what allows
mathematical tractability. The content of this summary is based on the develop-
ments reported in a paper that is currently being considered for its possible publica-
tion [9].
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