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Preface

These are exciting times for attitude researchers, for recent years have seen notable ad-
vances in both topics and methods involved in studying attitudes. New measurement
approaches have emerged, new models for the structure and organization of attitudes have
been proposed, and new research findings about attitude formation, attitude change, and
attitude-behavior relationships have re-invigorated the field. The widespread availability
of desktop computing technology, the rise of the Internet, and increasingly sophisticated
approaches to sampling and polling have stimulated a new generation of attitude scholars.
Public opinion measures have become widely used by both public and private organiza-
tions, and new polls on a wide range of topics appear daily in the mass media.

Attitudes and opinions are crucial aspects of people’s lives, and they influence the
affairs of groups, organizations, and nations. They are the general area that has been
most studied by social psychologists over the years, and yet they often receive skimpy
coverage in psychology textbooks. Attitudes and opinions are also central to the concerns
of other academic disciplines, including sociologists, political scientists, communications
researchers, and many other social scientists. Methodologically, they have been studied
by descriptive researchers, measurement specialists, public opinion pollers, theorists, and
experimentalists.

The first main goal of this book is breadth of coverage, which includes the key contri-
butions and concerns of all these fields and approaches, and thus helps to bridge the gaps
between them. We have tried to avoid the one-sided emphasis of many texts, which may
concentrate solely on the area of attitude change, or attitude theories, or attitude measure-
ment. The book covers those topics in some depth, but it also includes major sections on the
structure and functions of attitudes, the nature of public opinion, public opinion polling,
attitude formation, communication of attitudes and opinions, attitude-behavior relation-
ships, and the content of public opinion on the most socially important topics. Among the
key themes of the volume are the usefulness of attitudes in our everyday lives, persuasion
processes that lead to attitude change, and the social impact and policy implications of
attitudes and opinions.

A second major aim of this book is relevance to people’s lives and key concerns. It
stresses principles and research findings on topics that are salient and recurrent to citizens
today. In particular, Part Two of the volume covers many important contemporary social
issues, including political attitudes and voting behavior, international attitudes and terror-
ism, racism and prejudice, sexism and gender roles, and attitudes about environmental
issues.

Throughout the text we have taken a broad and interdisciplinary perspective. Although
the book is intended primarily for upper-division or graduate-level psychology courses in
Attitudes, itis also appropriate for courses in Survey Research, Public Opinion, Persuasion,
or similar courses in political science, sociology, or communication departments. We have
tried to write a scholarly, yet engaging, text. To aid understanding, we have included
a number of learning aids, such as a clear organizational structure indicated by topic
headings, summaries at the end of each chapter, and important terms being highlighted in

xi
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bold face throughout. We have also aimed to meet the needs of advanced students for a
scholarly reference work by including a very large number of references to the research
literature (more than 2,000). Our goal was to be rigorous in approach, but also interesting
in both content and style.

In writing the third edition of this book, we have tried to capture some of the ex-
citement and energy of modern attitude research, while at the same time maintaining
scientific objectivity. We have sought to integrate many of the new, cutting-edge findings
with the tried-and-true methods and theories that have emerged from nearly 100 years
of psychological research. New ideas and approaches are taking attitude research in new
directions. As social science research attempts to build on the cognitive revolution, and to
link cognition and affect, the construct of attitude stands at the interface.

All the chapters in the book have been completely revised, and we have added two
entirely new chapters, covering implicit attitudes and environmental attitudes. All public
opinion poll data have been updated with the most recent findings, and time trends in
attitudes about many issues have been extended. We have expanded and updated the
section on international attitudes to reflect the terrorist attacks of September 11, 2001, and
the subsequent invasions of Afghanistan and Iraq.
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reviewers of this edition, and of previous editions, whose suggestions and criticisms helped
to make this a better book. They include: Icek Aizen, University of Massachusetts; Do-
lores Albarracin, University of Florida; Eugene Borgida, University of Minnesota; Blair
Johnson, University of Connecticut; and James Olson, University of Western Ontario. We
also thank Debra Riegert and her staff at Lawrence Erlbaum Associates for their direction
and coordination of the project.

And most importantly, we thank our wives and children, for inspiring us to write and
for enabling us to do so.

—Stuart Oskamp
Claremont, California
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_1_

Background: History
and Concepts

Attitude. If's the current buzzword. It's also one of the most important factors
of success, according to more than 1,000 top- and middle-level executives of 13
major American corporations. ... Your attitude can make or break your career.
—Allan Cox, 1983.

What are laws but the expressions of the opinion of some class, which has power
over the rest of the community? By what was the world ever governed but by
the opinion of some person or persons? By what else can it ever be governed?
—Thomas B. Macaulay, 1830.

As these quotations illustrate, attitudes and opinions are important. They can help
people, they can hurt people, they have influenced the course of history. Novelists and
poets describe them, historians weigh and assess them, average citizens explain people’s
behavior in terms of their attitudes, politicians attempt to understand and shape public
opinion. Consequently social psychologists, too, have long had a great interest in attitudes
and opinions and have devised many ways of studying them. This book describes these
research methods, summarizes the important findings on major aspects of attitudes and
opinions, and tries to clarify the many current theories and controversies in the field.

WHY STUDY ATTITUDES?

One long-standing controversy has been whether to study attitudes or behavior. This
debate goes back to the early years of social psychology, when it was just beginning to
be differentiated from other areas of psychology and sociology. For instance, the well-
known sociologist Read Bain (1928, p. 940) wrote, “The development of sociology as
a natural science has been hindered by . ..too much attention to subjective factors, such
as...attitudes.” Behaviorists, following the lead of psychologists such as B. F. Skinner
(1957), have generally tried to avoid use of “mentalistic concepts” like attitude, and to
study observable behavior instead.

However, the majority view among social psychologists was best expressed in a land-
mark handbook chapter by Gordon Allport, one of the founders of the field (see Box 1-1).
Writing in 1935, he stressed the central importance of attitudes:

The concept of attitude is probably the most distinctive and indispensable concept in contem-
porary American social psychology. . .. This useful, one might almost say peaceful, concept
has been so widely adopted that it has virtually established itself as the keystone in the edifice
of American social psychology. (p. 798)
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Photograph courtesy of
Harvard University News Office.
Reprinted by permission.

Box 1-1 GORDON ALLPORT, Champion of Attitudes

Gordon Allport (1897-1967) was one of the most famous and beloved social psycholo-
gists of his day. He received his B.A., M.A., and Ph.D. from Harvard and taught there
continuously from 1930 until his death. He served as chairman of Harvard's psychology
department, president of the American Psychological Association, editor of the major
Journal in social psychology for 12 years, and was a member of numerous national and
international committees.

Allport's interests within social psychology were broad. He wrote several major text-
books on personality, as well as The Psychology of Rumor, The Nature of Prejudice, The
Psychology of Radio, books on religion, expressive movement, and research methods, and
also over 200 articles. An authority on attitudes, he wrote classic chapters covering that
topic in three successive editions of the Handbook of Social Psychology (1935, 1954,
1968), and his final chapter was reprinted in the 1985 Handbook.

Although there have been some periods since then when research in other areas of social
psychology, such as small-group dynamics, has somewhat overshadowed the amount of
work on attitudes, by and large the study of attitudes and related topics has remained
dominant (McGuire, 1985). In their research review, Petty and Wegener (1998) declared,
“Although it has become cliche to say that the attitude construct is the most indispensable
construct in contemporary social psychology, this statement appears as true today as when
G. W. Allport (1935) initially wrote it” (p. 323). Other reviews of the field agree that the
high interest in attitude research seems likely to continue in the foreseeable future (Tesser
& Shaffer, 1990; Eagly & Chaiken, 1993, 1998; Olson & Zanna, 1993; Petty, Wegener, &
Fabrigar, 1997; Ajzen, 2001).

The word attitude is widely used in everyday speech to describe a person or explain
behavior; for instance, “She has a very good attitude toward her work.” People often speak
of someone’s attitude as the cause of his or her actions toward another person or an object;
for example, “Her hostile attitude was shown in everything she did.” Similarly, in his 1935
review, Allport concluded that the concept of attitudes was “bearing most of the descriptive
and explanatory burdens of social psychology” (p. 804).

Why is attitude such a popular and useful concept‘? We can point to several reasons:

1. “Attitude” is a shorthand term. A single attitude (e.g., love for one’s family) can
summarize many different behaviors (spending time with them, kissing them, comforting
them, agreeing with them, doing things for them).

2. Anattitude can be considered the cause of a person’s behavior toward another person
or an object.
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3. The concept of attitude helps to explain the consistency of a person’s behavior, for a
single attitude may underlie many different actions. (In turn, Allport said, the consistency
of individual behavior helps to explain the stability of society.)

4. Attitudes are important in their own right, regardless of their relation to a person’s
behavior. Your attitudes toward various individuals, institutions, and social issues (e.g., a
political party, the church, capital punishment, the President of the United States) reflect
the way you perceive the world around you, and they are worth studying for their own sake.

5. The concept of attitude is relatively neutral and acceptable to many theoretical
schools of thought. For instance, it bridges the controversy between heredity and envi-
ronment, for both instinct and learning can be involved in the formation of attitudes. It
is broad enough to include the operation of unconscious determinants and the dynamic
interplay of conflicting motives, which have been stressed by Freud and other psychoan-
alysts. At the same time it provides a topic of common interest to theorists as diverse as
phenomenologists, behaviorists, and cognitive psychologists.

6. Attitude is an interdisciplinary concept. Not just psychologists but also sociologists,
political scientists, communication researchers, and anthropologists all study attitudes. In
particular, the subarea of public opinion—the shared attitudes of many members of a
society—is of great interest to students of politics, public affairs, and communication.

Five Ways of Studying Attitudes

Given the usefulness of the term attitudes, it is not surprising that it has attracted a
great deal of research attention. Five different ways of studying attitudes and opinions
have typified most of the research studies in the area. Surprisingly, there has been very
little overlap or interaction between the adherents of these five approaches, so that in most
cases their work has been carried on with little cross-fertilization from the methods or
findings of the other groups of researchers. The five different approaches are as follows:

Description. Attitude describers typically study the views held by a single interest-
ing group of people (for instance, recent immigrants, or state legislators). Or they may
compare the opinions of two or more groups (for example, the attitudes of white-collar
workers versus those of blue-collar workers on the topic of labor unions). To some extent
they may overlap with the next two groups of researchers (the measurers and the pollers),
but the describers are usually less concerned with sophisticated quantification than are the
measurers and less concerned with representative sampling than are the pollers. They are
also less interested in understanding and explaining the underlying bases for attitudes than
are the theorists and experimenters.

Measurement. Attitude measurers have developed many highly sophisticated meth-
ods for quantifying and scaling attitudes. The best-known methods of building attitude
scales are discussed in Chapter 3. It is surprising, but true, that public opinion pollers
and attitude experimenters have made very little use of these sophisticated measurement
methods, and attitude describers have made only a little more use of them.

Polls. Public opinion pollers are generally concerned with the attitudes on important
social issues held by very large groups of people (for instance, the voting intentions
of all registered voters of a state, or the opinions about crime and punishment held by
adult citizens). The procedures and problems of public opinion polling are discussed in
Chapter 6. At their best, polls are careful to sample systematically or randomly (rather
than haphazardly) from the total population so that their results will be representative of
the opinions of the total population.
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Theories. Attitude theorists are primarily concerned with explaining the basic nature
of attitudes, how attitudes are formed, and how they can be changed. In most cases they
have not been concerned with the precise measurement of attitudes nor with their content,
socially important or not. However, because they need to demonstrate the correctness of
their theories through experimental evidence, there has been more overlap and interaction
between the theorists and the experimenters than between any of the other groups. Chapters
10 and 11 discuss both theories and research on attitude change.

Experiments. By definition, experiments involve manipulating a situation so as to
create two or more different levels of the independent variable (for instance, two different
kinds of persuasive message) and observing their effect on the dependent variable. Atti-
tude experimenters have concentrated on investigating the factors that can produce attitude
change and on testing the hypotheses of the attitude theorists. They have usually been rel-
atively unconcerned with sophisticated measurement methods, and they generally choose
to experiment on attitude topics of little importance or relevance to their subjects, for such
attitudes can more easily be changed in a short-term laboratory situation. However, there
have also been a number of experiments done on topics of greater social importance, such
as basic personal values, racial attitudes, or health-care practices.

Themes of This Book

There are a number of general themes that recur throughout this book and help to
organize the information in the various content areas. The major ones are these:

* Social cognitive processes. Social cognition refers to our thought processes about
people and social situations. It includes the ways we gather social information, orga-
nize it, and interpret it. Thus social cognition processes are important in determining
the way our attitudes and opinions are formed, strengthened, and changed over the
course of time.

+ Functions of attitudes and opinions. Our attitudes and opinions are useful to us. They
are convenient aids to our thinking, decision-making, and actions in innumerable
social situations. They summarize and organize our thoughts and reactions to other
people, situations, objects, and ideas.

¢ Attitude measurement and research methods. Many specialized ways of measuring
attitudes and opinions have been developed, and distinctive research methods have
also been established, particularly in the areas of survey research and attitude change.

« Different types of attitudes. Explicitly stated attitudes have been the type most of-
ten studied. However, in recent years, much research has been focused on implicit
attitudes, which can be inferred from individuals’ response times or physiological
responses when they are presented with crucial stimuli.

« Attitude formation and transmission. The processes by which attitudes and opinions
are formed are important topics in many sections of this volume, as are the ways that
attitudes and opinions are communicated, both through the mass media and through
personal communication.

¢ Persuasion and attitude change. This is one of the areas most heavily studied by social
psychologists, so portions of the immense research literature are discussed at many
points in the text.

¢ Attitude-behavior relationships. As mentioned earlier, the choice of attitudes versus
behavior as a major focus of study has long been a controversy in social psychology,
and the question of how closely people’s attitudes and behavior are related is a key
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issue in the field—one that is crucial in attempts to predict, understand, or change
people’s behavior.

« Social impact and policy implications of attitudes and opinions. This theme shows
up at many points, in discussions of the structure of public opinion and of how (if at
all) public opinion influences public policy or is influenced by it.

DEFINITIONS OF “ATTITUDE”

So far we have been using the term “attitude” without defining it. Because it is acommon
term in the English language, every reader will probably have a notion of its meaning.
Unfortunately, however, there may be relatively little overlap between your notion and that
of other readers. Indeed, there has sometimes been little overlap between the definitions
of attitude suggested by different social scientists.

At the outset, we must emphasize that scientific usage of the term attitude is different
from some current colloquial or slang meanings of the word. Social scientists would agree
that everyone has many attitudes, on many different topics. Therefore, they do not use the
phrase “having an attitude” with the current slang meaning of being pugnacious or sullenly
deviant. Nor do they use the term to refer to broader personality characteristics, such as
those implied in the colloquial phrase “a bad attitude” (Eagly & Chaiken, 1993, p. 9).

Originally the term “attitude” referred to a person’s bodily position or posture, and it is
still sometimes used in this way—for instance, “He sat slumped in an attitude of dejection.”
There is a marvelous example in Gilbert and Sullivan’s operetta H.M.S. Pinafore, in which
the proper stance for a British tar is described (Gilbert, 1932, p. 31—see Figure 1-1):

His foot should stamp and his throat should growl,
His hair should twirl and his face should scowl;
His eyes should flash and his breast protrude,

And this should be his customary attitude.

FIGURE 1-1 A British tar.
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Box 1-2 Sample Definitions of “Attitude”

COMPREHENSIVE—AnR attitude is a mental or neural state of readiness, organized
through experience, exerting a directive or dynamic influence upon the individual’s
response to all objects and situations with which it is related. (G. Allport, 1935, p. 810)

SIMPLE—Attitudes are likes and dislikes. (Bem, 1970, p. 14)

EMPHASIS ON EVALUATION—Attitude is a psychological tendency that is expressed by
evaluating a particular entity with some degree of favor or disfavor. (Eagly & Chaiken,
1993,p.1)

EMPHASIS ON LEARNING AND CONSISTENCY—An attitude is a learned predispo-
sition to respond in a consistently favorable or unfavorable manner with respect to a
given object. (Fishbein & Ajzen, 1975, p. 6)

In social science, however, the term has come to mean a “posture of the mind,” rather
than of the body. In his careful review, Allport (1935) cited many definitions with varying
emphases and concluded with a comprehensive definition of his own. The aspects stressed
in various early definitions include attitude as a mental set or disposition, attitude as a
readiness to respond, the physiological basis of attitudes, their permanence, their learned
nature, and their evaluative character. Since Allport’s time, most definitions have followed
his lead and have become rather similar in their main emphases, though differing in some
details. Box 1-2 presents Allport’s comprehensive definition together with a representa-
tive selection of more recent delineations of the concept of attitude. Although Allport’s
definition may seem unduly complex, careful thought will show that each of its phrases
makes a specific and important contribution to understanding the concept, as McGuire
(1969, pp. 142-149) explained in detail.

The central feature of most definitions of attitude, according to Allport, is the idea of
readiness for response. That is, an attitude is not behavior, not something that a person
does; rather it is a preparation for behavior, a predisposition to respond in a particular way
to the attitude object. The term attitude object is used to include things, people, places,
ideas, actions, or situations, either singular or plural. For instance, it could be a group of
people (e.g., teenagers), an inanimate object (e.g., the city park), an action (e.g., drinking
beer), an abstract concept (e.g., civil rights), or an idea linking several concepts (e.g., rights
of teenagers to drink beer in the city park).

Another point stressed by Allport is the motivating or driving force of attitudes. That
is, attitudes are not just a passive result of past experience. Instead they have two active
functions, described by Allport as “exerting a directive or dynamic influence.” “Dynamic”
indicates that they impel or motivate behavior—that is, they can be what behaviorists or
psychoanalysts call “drives.” “Directive” indicates that attitudes guide the form and manner
of behavior into particular channels, encouraging some actions and deterring others.

An important aspect of many attitudes is their relatively enduring nature, though that
does not hold true for all attitudes. This stability was illustrated by a study of attitudes
toward nuclear power following the 1986 nuclear reactor meltdown at Chernobyl in the
U.S.S.R. On five occasions, from 1986 to 1988, Midden and Verplanken (1990) measured
a variety of attitudes and beliefs about nuclear power in a sample of Dutch respondents.
Results across that 3-year period showed a modest level of stability in individual attitudes,
with general attitudes toward nuclear power showing more stability than beliefs about
specific issues. In other research, even over periods as long as 20 years, people’s values
and vocational interests have been shown to have a high degree of stability (Kelly, 1955).



BACKGROUND ]

However, other kinds of attitudes that are unimportant to people are apt to display greater
fluctuations, and newly formed attitudes may be quite changeable.

Inrecent years the evaluative aspect of attitudes has been increasingly stressed. That is,
an attitude is now generally seen as a disposition to respond in a favorable or unfavorable
manner to given objects. For example, Olson and Maio (2003) define attitudes as “tenden-
cies to evaluate objects favorably or unfavorably” (p. 299). In many studies the evaluative
dimension of Osgood’s Semantic Differential (Osgood, Suci, & Tannenbaum, 1957) is
used alone, without other dimensions, as the sole measure of attitudes. This emphasis is
clearly shown in Bem’s simple definition: “Attitudes are likes and dislikes” (1970, p. 14).
Although this statement is an oversimplification, it emphasizes the central importance of
the evaluative aspect of attitudes.

Most theorists agree that attitudes are represented in memory as a part of a person’s
knowledge structures. That is, they consist of associated networks of interconnected beliefs
and evaluations (Olson & Zanna, 1993). However, as we discuss in the next section, there
is an alternative viewpoint that attitudes are largely constructed at any given point in time,
based on other information (e.g., past experiences, current mood, surroundings) that is
currently salient and thus is easily called to mind.

The learned nature of attitudes is stressed in many definitions, as in that of Fishbein and
Ajzen in Box 1-2. However, Eagly and Chaiken (1993) have omitted that aspect because
they note that, at least occasionally, attitudes may originate in part from a biological or
genetic source (McGuire, 1985).

Summarizing the above considerations, we will use the following definition of attitude
in this book: An attitude is a predisposition to respond in a favorable or unfavorable
manner with respect to a given attitude object.

THEORETICAL VIEWS ABOUT ATTITUDES

Tri-Componential Viewpoint

There are several main theoretical viewpoints about the essential nature of attitudes
(cf. Olson & Maio, 2003). An older one, called the tri-componential viewpoint, holds
that an attitude is a single entity but that it has three aspects or components: affective,
behavioral, and cognitive—the ABCs of attitudes (see Figure 1-2). To illustrate, let’s
consider a person’s attitudes about riding a motorcycle.

A. An affective (emotional) component. This refers to the feelings and emotions one
has toward the object. For instance,
“Riding a motorcycle is fun.”
“Riding a motorcycle is exciting.”
B. A behavioral component, consisting of one’s action tendencies toward the object.
For example,
“I ride motorcycles every chance I get.”
“If I had the money, I would buy a motorcycle.”
C. A cognitive component, consisting of the ideas and beliefs that one has about the
attitude object. For example,
“Motorcycles are fast.”
“Riding a motorcycle instead of a car saves gas.”

This conceptual distinction among thoughts, feelings, and actions as separate but in-
terrelated parts of an attitude has a long history in philosophy. The term “attitude” was
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FIGURE 1-2 Two viewpoints on components of attitudes.

first used by Herbert Spencer in 1862 (Allport, 1985), but the thought-emotion—behavior
distinction is essentially identical with one made by Plato, who used the terminology of
cognition, affection, and conation.

However, honored as this tripartite division is in tradition, and clear as it seems concep-
tually, there is still an important question about its empirical validity and usefulness. The
view of attitudes as having separate cognitive, affective, and behavioral components raises
the question of consistency among these components. This view requires a relatively high
(but not perfect) degree of consistency. If there is little or no consistency among them,
there is no reason to consider the three components as aspects of the same concept (atti-
tude); instead they would have to be viewed as entirely independent entities. On the other
hand, if they are perfectly correlated, they cannot be separate components; in this case
they would merely be different names for the same thing.

McGuire (1969, p. 157) concluded, after surveying the literature, that the three compo-
nents have proved to be sohighly intercorrelated that “theorists who insist on distinguishing
them should bear the burden of proving that the distinction is worthwhile.” However, an
opposite conclusion was reached by Krech, Crutchfield, and Ballachey (1962), who fa-
vored the tripartite view. On the basis of their review of the literature, they stated that there
are only “moderately high” relationships among the three components (typically, correla-
tion coefficients of about 4-0.5); and they even cited evidence from one study showing a
relationship as low as r = 40.2 or 4+0.3 between the cognitive and the behavioral com-
ponents. Later studies have confirmed the view that there usually are moderately strong
relationships among the three components (Bagozzi, Tybout, Craig, & Sternthal, 1979;
Breckler, 1984; Eagly, Mladinic, & Otto, 1994; Huskinson & Haddock, 2004).

A final issue for the tri-componential viewpoint is the question of whether every attitude
must have all three components. Research findings suggest that some attitudes do not have
these three distinguishable aspects. For instance, some emotional reactions toward an
attitude object, such as spiders, may not have any cognitive knowledge base (Zajonc,
1980), whereas attitudes about a social issue like capital punishment may be entirely
cognitive (cf. Olson & Maio, 2003). Similarly, there are individual differences in attitude
structure: Some people hold attitudes with consistent affective and cognitive components,
whereas others tend to give more weight to either the cognitive or the affective elements
(Huskinson & Haddock, 2004). Therefore the tri-componential viewpoint, though it is
heuristically useful in pointing out common aspects of attitudes, seems too strong as a
formal model (Eagly & Chaiken, 1993).

Separate Entities Viewpoint

A newer theoretical view of attitudes is that the three components described above are
distinct, separate entities, which may or may not be related, depending on the particular
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situation (see Figure 1-2). This viewpoint has been strongly advocated by Fishbein and
Ajzen (1975). Intheir theory, the term attitude is reserved solely for the affective dimension,
indicating evaluation or favorability toward an object. The cognitive dimension they label
as beliefs, is defined as indicating a person’s subjective probability that an object has
a particular characteristic (for example, how sure the person feels that “This book is
interesting,” or that “Smoking marijuana is no more dangerous than drinking alcohol”).
The behavioral dimension they refer to as behavioral intentions is defined as indicating
a person’s subjective probability that he or she will perform a particular behavior toward
an object (e.g., “I intend to read this book,” or “I am going to write my congressperson
about legalization of marijuana”).

Fishbein and Ajzen point out that a person usually has various beliefs about the same
object and that these beliefs are not necessarily related. For instance, if someone believes
“This book is interesting,” that person may or may not also believe “This book is attractively
printed” or “This book is inexpensive.” The same situation also holds true for behavioral
intentions. “I intend to read this book™ does not imply “I am going to buy this book” nor
even “I am going to study this book carefully.” By contrast, these authors say, all measures
of a person’s affect toward a particular object should be highly related: “I like this book”
does imply “I enjoy reading it,” and such responses should be quite consistent with the
same person’s answers to an attitude scale evaluating the book.

A final point about the separate entities viewpoint is that there is no necessary con-
gruence among beliefs, attitudes, and behavioral intentions, which the tri-componential
viewpoint would consider all aspects of the same attitude. “I like this book” (attitude) does
not necessarily imply “This book is inexpensive” (belief), nor does it imply “I am going
to buy this book” (behavioral intention). Thus, these distinctions provide a justification
for treating the three concepts as entirely separate entities. This viewpoint can be seen as
having both theoretical and empirical advantages over the older tripartite view of attitude
components.

The conflicting findings mentioned above about the varying degrees of relationship
among the three supposed attitude “components” in different studies give support to the
separate entities viewpoint because this view does not require a necessary connection
among these concepts but does allow for a strong relationship under certain specified condi-
tions. Fishbein and Ajzen (1972) pointed out that most attitude scales are made up of several
items stating various beliefs or intentions about the attitude object. However, many beliefs
or intentions will not make satisfactory items for such a scale. Examples include beliefs
that are so widely agreed on that they are not held differentially by people with different at-
titudes (“President Bush is a Republican”); or statements whose evaluative significance is
ambiguous (e.g., “As a national leader, President Bush’s performance is about average”—
disagreement here might indicate either a high or a low evaluation of Bush). Thus it is only
when an “attitude scale” has been carefully constructed from several well-chosen belief
or intention items that we should expect it to correlate highly with other standard attitude
measures. In any case there will always be many possible items about particular beliefs
or behavioral intentions that will not correlate highly with such a scale (e.g., “I believe
President Bush is the Messiah,” or “T am going to write President Bush a letter”).

Latent Process Viewpoint

A third theoretical view of attitudes that emphasizes some different aspects has been
called a latent process viewpoint (DeFleur & Westie, 1963). This approach postulates a
hidden process occurring within the individual, which we call an attitude; and it uses this
attitude as an explanation of the relationship between stimulus events and the individual’s
responses.
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FIGURE 1-3 The latent process viewpoint.

In this conception, an attitude has the status of an intervening variable—a theoretical
construct that is not observable in itself, but which mediates or helps to explain the re-
lationship between certain observable stimulus events (the environmental situation) and
certain behavioral responses. For instance, the concept that a man has a prejudiced attitude
can help to explain the relationship between such an antecedent event as his being seated
next to a black person and such responses as an increase in his galvanic skin response
(GSR) measure, or his getting up and moving to a different chair. Similarly, a woman’s
political attitudes can help to explain why she would go to hear and cheer a speech by one
political candidate, but turn off the TV when a different candidate was on the air.

A diagram of this view of attitudes is shown in Figure 1-3. It indicates that stimulus
events can arouse a person’s cognitive, affective, and/or behavioral processes, many of
which are nonobservable. Together or separately, these processes can produce an attitude
toward objects involved in the stimulus situation, and this attitude is a nonobservable or
latent construct. However, the presence of an attitude will give rise to, and can be measured
in terms of, observable responses, which may be cognitive, affective, and/or behavioral
reactions to the attitude object. This model is basically similar to that advocated by Eagly
and Chaiken (1993).

This approach has some important advantages over the previous two viewpoints. Like
the tri-componential view, it avoids the possible oversimplicity of the separate entities
view, which equates attitude solely with affective or emotional responses, thus ruling out
cognitions or behaviors as part of the attitude concept. It is superior to the tri-componential
view in that it avoids the requirement that the three supposed “components” of an attitude
should show a moderately high degree of congruence. Instead, it clarifies that any given
attitude may arise from one, two, or all three of the types of processes (cognitive, affective,
or behavioral) set off by particular stimulus events (Zanna & Rempel, 1988), and similarly
it specifies that the attitude may be shown in one, two, or three of the corresponding types
of observable responses (Breckler, 1984).

Attitudes Are Inferred

A point on which almost all theorists are agreed is that attitudes are inferred constructs.
Although they may be defined as constituting a readiness for response, we stated that they
are not behavior per se. Thus it follows that they cannot be directly observed, as habits or
other responses can be. How then can we reach conclusions about them? Only through a
process of inference, based on the study of responses which are observable. Allport (1935)
phrased the situation clearly:
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How does one know that [attitudes] exist at all? Only by necessary inference. There must be
something to account for the consistency of conduct. It is the meaningful resemblances be-
tween activities and their congruence with one another that leads the psychologist inescapably
to postulate some such generalized forms of readiness as the term “attitude” denotes. (p. 836)

Attitudes May Be Constructed “On the Spot”

Attitude construction is the process by which a person comes to express an attitude.
Strongly held attitudes are usually quite stable across time, and they can easily be retrieved
from memory and stated. Weaker attitudes may include various partially inconsistent be-
liefs and feelings, and stating them may involve selecting which aspect to express, based on
the surrounding situation and which particular beliefs or feelings are called to mind. There
are also instances in which a person may not have an existing attitude about a particular
topic, but when asked can easily construct one (Nayakankuppam & Priester, 2003).

When individuals construct an attitude, they may draw from a large database of in-
formation, including their past behaviors, their mood, their surroundings, the context in
which the question was asked, and a range of beliefs about the attitude object (Wilson &
Hodges, 1992). Tesser (1978) has gone so far as to propose that all attitudes may involve
this process of construction:

An attitude at a particular point in time is the result of a constructive process. . .. there is not a
single attitude toward an object but, rather, any number of attitudes depending on the number
of schemas available for thinking about the object. (pp. 297-298)

RELATED CONCEPTS

Having defined “attitude,” we now need to present brief definitions of several other
terms that are related to the concept of attitude, or are sometimes even used synonymously
with it. You should keep in mind that each of these terms has been used and defined in
various ways and that there is never complete agreement with any given usage. However,
these definitions will help to clarify the distinctions between each of these terms and the
concept of attitude.

Belief

Many theorists would agree with Fishbein and Ajzen’s (1975) definition that beliefs
are statements indicating a person’s subjective probability that an object has a particular
characteristic. Other ways of putting this are that they assert the truth or falsity of propo-
sitions about the object, or that they state a relationship between the object and some
characteristic—for instance, “This book is informative,” “Einstein’s theory of relativity is
important,” “My boss is easygoing.” Within the separate entities viewpoint, this definition
is advantageous in that it distinguishes clearly between beliefs and attitudes: In that frame-
work, beliefs are cognitive—thoughts and ideas; whereas attitudes are affective—feelings
and emotions.

This approach raises a question, however, about how to treat an intermediate category,
which we may call evaluative beliefs—that is, beliefs that state a value judgment about
an object. Examples are “My boss is a nice guy,” or “Freedom of the press is a good
thing.” Clearly, evaluative beliefs are closely linked to attitudes of liking or disliking, and
sometimes they are almost indistinguishable from them. For instance, consider “My boss
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is a nice guy” (evaluative belief) and “I like my boss” (attitude). A good resolution of
this issue is to consider that a person’s attitude toward an object summarizes his or her
evaluative beliefs about the object.

This definitional issue does not arise within the latent process viewpoint as we have
described it. There, an attitude can be shown by cognitive responses that show evaluation,
such as evaluative belief statements, and equally as well by affective responses of liking
or disliking, or by behavioral responses (e.g., actions of approach or avoidance). Thus
an attitude might be conceptualized as a summary of all of a person’s evaluative beliefs
about, affective reactions toward, and behavioral responses to an attitude object.

Opinion

As the title of this book indicates, opinion is an important concept and one closely
related to the concept of attitude. Sometimes the two terms have been used synonymously,
leading McGuire (1969, p. 152) to characterize the situation as “names in search of a
distinction, rather than a distinction in search of a terminology.” However, more often,
distinctions have been made between attitudes and opinions, though there are many dif-
ferent views as to what the nature of the distinction should be.

The viewpoint that we prefer is that opinions are equivalent to beliefs—quite often,
they are evaluative beliefs. That is, they are usually narrower in content or scope than
attitudes, and they are often primarily cognitive. However, in many cases they are evalua-
tive, and thus they are specific parts of the general evaluative orientation which we call an
attitude. Another way of putting this is that opinions involve a person’s judgments about
the likelihood of events or relationships regarding some object, and they also may involve
evaluations of an event or object on specific dimensions. Thus, in this view, the statement
“My dog Rex is a faithful companion” is an opinion, whereas the broader declaration “I
love old Rex” is an attitude statement. Similarly, “Recycling used cans and bottles saves
natural resources” is an opinion, whereas “It’s a good thing to recycle used cans and
bottles” is an attitude.

McGuire (1985) warned about definitional distinctions such as the ones we have been
considering, emphasizing that in order to be useful they must have clear-cut empirical
consequences. He questioned the value of distinguishing between attitudes and opinions:

Distinctions deserve to be made only insofar as they make a difference such that the distin-
guished variables relate differently to third variables of interest. (p. 241)

In our conceptual view, opinions are beliefs. Because there are now extensive research find-
ings showing differential relationships of beliefs and attitudes to other concepts (e.g., Fish-
bein & Ajzen, 1975), it is important to make a distinction between attitudes and opinions.
Nevertheless, the term “opinion” continues to be used synonymously with “attitude,”
particularly in the area of survey research and polling. There the phrase public opinion is
the commonly accepted term to designate the shared attitudes and beliefs of large segments
of a society. We discuss public opinion further in the next major section of this chapter.

Value

There is more general agreement about the relationship of values to attitudes than about
the previous terms. The most common view is that a value is an important life-goal or
societal condition desired by a person (Rokeach, 1968; Schwartz, 1992; Rohan, 2000).
Values are usually broad abstract concepts, such as freedom, justice, beauty, happiness,
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or service to others, though sometimes they are more concrete, such as money or material
possessions. Values are ends rather than means—the goals people strive to reach rather
than the methods that they use to get there. A recent summary of theories and empirical
research on values has been presented by Seligman, Olson, and Zanna (1996).

Because values are a person’s goals or standards in life, it is clear that individuals will
have strong positive attitudes toward the values they hold. Thus values can be viewed
as very special attitude objects—they involve strong favorable attitudes being directed
toward abstract concepts concermned with one’s major goals for oneself or for the world.
In addition, values are very important and central in a person’s whole system of attitudes
and beliefs—that is, they are resistant to change, and they influence many other beliefs
and attitudes (Rokeach, 1979; Kahle, 1983; Tetlock, 1986). For instance, if you have a key
value of piety, it will influence your views about many religious concepts and issues, as
well as your attitudes toward national leaders, friends, activities, and so on. On the other
hand, if patriotism is your main value, you will favor different activities and leaders: You
will wave the flag, go to Fourth of July parades, and applaud patriotic speeches, rather
than spending your time in religious services, prayer, or listening to broadcast evangelists.

Habit

Habits can be easily distinguished from attitudes. They are frequently-repeated patterns
of behavior, whereas attitudes are not behavior per se, though they may be shown in
behavioral responses (Ajzen, 2002). Habits are usually quite automatic and standardized
in their manner of performance, but they require the presence of the appropriate stimulus
object in order to occur (e.g., saying “sir” to a superior officer in the armed forces). By
contrast, attitudes may be expressed in many different ways, and even in the absence of the
stimulus object (e.g., I like to watch snow falling even though, as a Southern Californian, I
haven’t seen any close up in several years). Like most attitudes, habits are learned through
experience; but, unlike them, they are frequently nonevaluative in nature. For instance, a
habit of scratching one’s head or of saying “you know” frequently in conversation does
not necessarily imply a favorable attitude toward these activities.

Trait

Personality traits are also quite distinct from attitudes. First, traits are not generally
evaluative, whereas all attitudes involve evaluation. Second, traits are broader behavioral
patterns, both on the stimulus side and on the response side (Eagly & Chaiken, 1993).
That is, personality traits are apt to entail many different behaviors and to be directed
toward many attitude objects, whereas each attitude has a single attitude object (though
it may be as broad as a group of people or things, or it may be an abstract concept). For
instance, a trait of helpfulness would be shown toward many different stimulus individuals
(family members, friends, even casual acquaintances) and in many different actions (e.g.,
supporting, advising, assisting them, etc.). By contrast, a pro-American attitude would be
demonstrated in a variety of favorable responses, but only ones that are directed toward
American institutions or groups.

WHAT IS PUBLIC OPINION?

You are undoubtedly familiar with public opinion polls such as those of George Gallup
and Louis Harris, and you know that they involve asking questions of large groups of



16 CHAPTER 1

Box 1-3 Differing Definitions of “Public Opinion”

Many varied definitions of the concept of “public opinion” have been suggested by different
authors over the years, emphasizing the following specific aspects:

RATIONALLY FORMED—Public opinion is the social judgment of a self-conscious
community on a question of general import after rational public discussion. (Young,
1923)

WELL-INFORMED (ELITE GROUP }—Public opinion may be said to be that sentiment
on any given subject which is entertained by the best informed, most intelligent, and
most moral persons in the community. (MacKinnon, 1828)

IMPORTANT TOPIC—The attitudes, feelings, or ideas of the large body of the people
about important public issues. (Minar, 1960)

EXTENT OF AGREEMENT—. . .a majority is not enough, and unanimity is not re-
quired, but the opinion must be such that while the majority may not share it, they
feel bound, by conviction, not by fear, to accept it. (Lowell, 1913)

INTENSITY—. . . public opinion is more than a matter of numbers. The intensity of
the opinions is quite as important. Public opinion is a composite of numbers and
intensity. (Munro, 1931)

EFFECTIVE INFLUENCE—Public opinion in this discussion may simply be taken to
mean those opinions held by private persons which governments find it prudent to
heed. (Key, 1961)

GENERAL DEFINITION—The study of public opinion is, therefore, the study of col-
lections of individual opinions wherever they may be found. (Childs, 1965)

Source: Extracts from pp. 13-24 of Public Opinion: Nature, Formation, and Role by H. L. Childs. © 1965 by
Litton Educational Publishing, Inc. Reprinted by permission of Wadsworth, Inc. Childs’ volume fully references
the sources of all these definition.

people. However, you might be surprised to learn that the term “public opinion” is one
that has led to just as many difficulties in definition as the term “attitude” (Bennett, 1980).

In general, public opinion refers to the shared opinions and attitudes of large groups
of people (sometimes called “publics’’) who have particular characteristics in common—
for example, all registered voters in Illinois, or all small-business owners in a particular
city. However, there are some aspects of more complete definitions that have provoked
debate for more than 200 years. Box 1-3 contains a sample of specific definitions of “public
opinion,” presented both for their great variety and for their historical interest. Harwood
Childs (1965) reviewed the definitional debates in detail and concluded that it is unwisely
restrictive to include many specifications in defining public opinion, such as the particular
public involved, the subject matter of the opinions, or the extent of consensus, and so
forth. Child’s general definition is recommended as the most useful one for our purposes
because of its breadth and lack of restrictions. A modern discussion of the complications
in defining public opinion has been offered by Kinder (1998).

Historically, the first mention of public opinion polls being used to get indications of the
strength of political candidates was in 1824. In that year newspapers reported two straw
votes, one in Delaware and one in North Carolina, where select groups of citizens were
asked whom they preferred for U.S. President. Interestingly enough, Andrew Jackson won
both of these “polls,” though it was not until 1828 that he gained wide enough support to
be elected president (Roll & Cantril, 1980).
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‘We will take up the characteristics of modern public opinion polls, as well as issues and
problems involved in such polling, at length in Chapter 6. Building on that background,
Chapter 7 describes the structure of public opinion, and Chapter 12 discusses the relation-
ship of public opinion to public policy.

APPROACHES TO ATTITUDE AND OPINION RESEARCH

Different disciplines have typically approached the study of attitudes and opinions
in rather different ways. The four major disciplines that treat attitudes and opinions as
part of their subject matter are sociology, communication research, political science, and
psychology. In each field there have been many scientists who have done excellent, highly
regarded work on attitudes and opinions, utilizing a variety of approaches. Although we
should avoid overgeneralizing, some of the five ways of studying attitudes mentioned early
in this chapter are more common in each field than are others.

In sociology, the most frequently used method of attitude research has been description
of various social groups. Quite often the choice of which groups to study has been based
on variables such as social class or position in an organization (e.g., blue-collar workers,
or supervisors). To a lesser extent, such research also usually involves some emphasis on
attitude measurement through written questionnaires or interviews.

In communication research, the typical approach has also involved description as well
as measurement, but the subject matter is usually written or spoken messages. Here the
method of study is generally content analysis, a careful systematic method of describing
the manifest and/or latent content of written or oral communications (cf. Neuendorf, 2002).

In political science, the most common approach has been polling, though again some
workers have used other methods, particularly description. A predominant interest in
political science has been the study of public opinion, and the most common way of
determining public opinion has been to use a face-to-face interview, asking many detailed
questions of a large sample of people from the relevant classification (e.g., voters, PTA
members, or business executives).

In psychology, the most common way of studying attitudes has been experimentation,
though each of the other approaches has had its adherents. Usually the focus of experi-
ments has been on attempts to change an attitude by manipulating one or more situational
factors, or on measuring individual differences (such as personality dimensions) which
are related to attitude change. Very often the attitude chosen for changing was one that
was unimportant or even completely new to the participants, so that it could be influ-
enced more easily; and generally only immediate or short-term attitude change has been
studied.

We will see many of these research features and the approaches typical of each discipline
illustrated in the ensuing chapters.

SUMMARY

The concept of attitude was a very important one in social psychology’s formative
years and still remains so today. Although many varied definitions have been offered,
in general an attitude can be defined as a predisposition to respond in a favorable or
unfavorable manner to a particular object or class of objects. Attitudes have been studied
with five relatively independent approaches: description, measurement, polls, theories,
and experiments.
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One traditional view of attitudes is that they have three interrelated components: cog-
nitive, affective, and behavioral. A later approach is to consider these three aspects as
separate and distinct entities, calling them beliefs, attitudes, and behavioral intentions.
A third viewpoint, called a latent process approach, is favored in this text. It considers
attitudes as unobservable intervening variables, which must be inferred from observable
responses. It holds that attitudes can arise from stimulus events through cognitive, affec-
tive, and/or behavioral processes, and that they can be demonstrated by any or all of these
three types of responses.

Beliefs, opinions, values, habits, and traits are concepts that are related to the concept
of attitude, but are not synonymous with it. Whereas an attitude is a general evaluative
orientation toward an object, a belief or an opinion is narrower in scope and generally
more cognitive in nature. “Public opinion” refers to the shared opinions and attitudes of
many members of a society. It is an important topic in many disciplines, being studied by
sociologists, communication researchers, political scientists, and psychologists. Because
attitudes and opinions are important in so many different fields of study, this text adopts
an interdisciplinary approach to its subject matter.
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Social Perception and
Social Cognition

The human understanding when it has once adopted an opinion draws all things
else to support and agree with it—Francis Bacon, 1620.

Thinking is the hardest work there is, which is the probable reason why so few engage
in it—Henry Ford.

Imagine meeting someone for the first time. When you first set eyes on her, you would
recognize her as being a person and a woman, and you would note certain facts about
her—perhaps her height, build, and hair color, or the type of clothes she is wearing. You
may also infer other facts about her—estimate her age and activities from her behavior, or
guess where she grew up from her accent. In addition, you will probably make other, more
subjective judgments about her—her personality, interests, attractiveness, intelligence,
friendliness, and so on. Some of your judgments may be influenced by stereotypes that
you already hold about different categories of people—about Southemers, overweight
people, athletic types, or socialites. Even though you have only just met her, you will
already have developed a set of expectations and opinions about her.

All of these types of perception and judgment fall in the realm of social cognition.
Social cognition refers to our thought processes about other people, ourselves, and social
situations—that is, how we understand and make sense of social stimuli. Social cognition
includes the ways in which people gather social information, organize it, and interpret
it (Kunda, 1999). It is intimately related to the topic of attitudes, for social perceptions,
beliefs, and attributions comprise the cognitive components on which attitudes are based.

As aresearch area, social cognition experienced an explosion of activity starting about
1975 (Higgins & Bargh, 1987; Wyer & Srull, 1994), including the publication of new
journals, handbooks, and influential textbooks; and by 1990 it had become the most
heavily studied area in social psychology (Hamilton, Devine, & Ostrom, 1994). In her
1998 review chapter, Taylor stated, “Although the numbers are waning now, at one time,
social cognition was believed to account for more than 85 percent of the submissions
[to the leading social psychology journal]” (p. 72).

CHARACTERISTICS OF PERCEPTION

The first stage of social cognition is perception, the reception and organization of sen-
sory information about people or social situations. Social perception, like our perception
of any object or situation, has a number of important characteristics (Schneider, Hastorf,
& Ellsworth, 1979). We can illustrate these characteristics by considering a concrete sit-
uation: You have just entered an office and you see another person seated behind a desk.

19
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1. Perception is immediate. As you first glance into the room, you are immediately
aware of the person there. There is no apparent delay in this process of awareness.

2. Perception is selective. Your attention focuses on only a few objects out of the
multitude that are within your sensory range. For instance, you may note the person and
the desk but ignore the walls, the floor covering, pictures, and other objects in the room,
even though they impinge on your sense organs just as much or even more than the person
or the desk. Thus perception is an active process, not just a passive receptive process.

3. Perception is structured. Although your eyes merely receive light waves of various
frequencies and degrees of brightness, you organize that complex stimulation into a pattern
of shapes, colors, and sizes. The separate groups of stimuli—hair, face, clothes, hands,
and so forth—are integrated into a structured whole: You perceive a person.

4. Perception is stable. This is best illustrated by our experience of constancies in
perception: The apparent size, shape, and color of objects remain constant even though
we view them from different distances and angles and in different amounts of light. For
example, as you approach the person and the desk, their images on your retina increase in
size, but you do not perceive these objects as growing taller or wider.

5. Perception is meaningful. In interpreting a pattern of stimuli as a person, you have
already imparted meaning to the sensory experience, but you don’t stop there. You imme-
diately integrate aspects of his or her facial features, body build, clothing, hairstyle, and
so on, and you perceive the person as male or female, young or old, tall or short, stout or
thin. Similarly, animals are perceived as being cats or dogs, birds or reptiles, and objects
are understood as boxes, bricks, or houses. Thus our perceptual experience is organized
into meaningful categories.

Social Perception

There are also some ways in which perception of people is unlike perception of objects
(Schneider et al., 1979). We perceive people (and sometimes animals, but not inanimate
objects) as causal agents. They do certain things, and they have various intentions and
personal traits, whereas objects are not perceived as having intrinsic causal efficacy, inten-
tions, or traits. (The issues of causality, intentions, and personal characteristics are central
to the topic of attribution, which is discussed later in this chapter.) Second, we perceive
personal interactions as being dynamic. That is, unlike objects, other people adjust their
behavior in response to us, and vice versa. Third, because we expect other people to have
basic human characteristics like our own, we typically perceive them as having specific
emotions and attitudes that are not directly observable.

Our perception of the world around us is usually quite accurate, or veridical. If it were
not, our lives and welfare would constantly be endangered by our mistakes in judging the
height of curbs, the speed of approaching cars, the heat of stoves, and so on. However, we
know that sometimes our senses can be fooled, as they are in the misleading perceptual
situations that we call illusions. Similarly, the visual cues that we all normally rely on can
sometimes mislead us. For instance, the clarity of outlines helps us determine the nearness
of objects; but when visibility is poor, as in foggy weather, the distance of objects is often
overestimated because their outlines are blurred, and as a result our chances of crashing
into the car ahead of us are increased. On the other hand, when visibility is unusually good,
the contours of objects are seen very sharply, and consequently the objects seem much
closer than they really are, like mountains in clear desert air (Tversky & Kahneman, 1974).

Although physical perception is occasionally mistaken, social perception is much more
likely to be inaccurate, for it suffers from numerous sources of subjectivity and unrelia-
bility. We turn now to a discussion of some of the main sources of potential error.



SOCIAL PERCEPTION AND SOCIAL COGNITION 21
COMMON THOUGHT PROCESSES

There are many thought processes that people use to simplify and give order to their
everyday decisions and interactions with others. These processes of social cognition have
been much studied by both cognitive psychologists (Tversky & Kahneman, 1974) and
social psychologists (Ross, 1977). We will discuss two aspects of such thought processes:
heuristics and biases.

Heuristics

The adjective heuristic means “helpful in discovering things.” As described by Tversky
and Kahneman (1974), heuristics are convenient, informal guides that people find helpful
and often follow in making decisions or predictions. Among the most important and
frequently used ones are the availability, adjustment, and representativeness heuristics.

The Availability Heuristic. This is the use of readily available (salient) information
about events, such as instances that are easily remembered or imagined. This heuristic is
often used in making estimates of the frequency or probability of events. For example, if
you were asked what percentage of people have serious automobile accidents each year,
an easy and convenient basis for making your estimate would be to think of how many
accidents you could remember among your friends or relatives. If you could easily recall
several serious crashes, you would probably give a higher estimate than if you could
remember no auto accidents occurring to these individuals (MacLeod & Campbell, 1992;
Garcia-Marques, Maddox, & Hamilton, 2002).

In general, use of the availability heuristic aids people in making accurate estimates
(Hogarth, 1981), for when examples of some kind of event (e.g., thunder showers) can
be remembered easily, that type of event may have been quite frequent. However, the
availability heuristic can and often does lead people to incorrect judgments as well. For
instance, hearing news reports of a violent crime—a dramatically available, salient bit of
information—leads people to increase their estimates of the frequency of such crimes, and
as a consequence they often substantially overestimate the occurrence of crimes (Doob,
1982; Wolfgang & Weiner, 1982). The selective emphasis of media coverage often con-
tributes to such erroneous estimates. Careful studies have shown that people underestimate
the frequency of fatal diseases, which are relatively rarely reported in U.S. newspapers,
and overestimate the frequency of accidents, fires, tornadoes, murders, and other violent
causes of death, which are much more often reported in the media. Thus, media coverage
of such events contributes to their salience in people’s awareness, and subjective judg-
ments of their frequency are correlated as much as 0.70 or more with the amount of media
coverage (Slovic, Fischhoff, & Lichtenstein, 1980).

Availability also enters into the estimation of risks involved in possible future courses
of action. Use of one’s imagination to construct scenarios of possible future events has
been termed the simulation heuristic (Kahneman & Tversky, 1982—see Box 2-1). A
typical example can be seen in the following analysis of the disastrous terrorist attack on
New York City’s World Trade Center in 2001.

The World Trade Center building itself had previously been attacked and damaged in
1993 by a truck packed with explosives, and similar attacks had killed U.S. personnel in
military barracks in Saudi Arabia and destroyed U.S. embassies in Kenya and Tanzania.
Consequently, planning to prevent such attacks had focused largely on deterring the use
of truck bombs. Extending their consideration of the type of vehicles that could be used,
government safety experts even analyzed the possibility of a small plane being flown into a



22 CHAPTER 2

Photograph courtesy
Photograph courtesy of of Amos Tversky.
Daniel Kahneman. Reprinted by
Reprinted by permission. permission.

Box2-1 DANIEL KAHNEMAN and AMOS TVERSKY, Analysts of Judgment and
Decision Making

Daniel Kahneman and Amos Tversky are unique in being the first team of unrelated
psychologists to be jointly honored with the American Psychological Association’s Dis-
tinguished Scientific Contribution Award. In their collaboration, they originated the
concept of heuristics as aids in people’s judgments about uncertain events, and they
developed “prospect theory” as an alternative to the classical rational theory of choice
among risky options. Their partnership began at the Hebrew University in Jerusalem in
1969 and continued in North America, resulting in two joint books and more than 25 joint
articles and chapters before Tversky died in 1996.

Both Kahneman and Tversky were born in Israel in the 1930s, attended Hebrew Uni-
versity, spent a period in military service, earned their Ph.D.s in the United States in the
1960s, and soon returned to teach at Hebrew University. Kahneman's doctorate was from
Berkeley, Tversky’s from the University of Michigan, but both specialized in mathematical
and statistical aspects of psychology. Both spent separate periods as fellows at Harvard's
Center for Cognitive Studies and a joint period at the Oregon Research Institute. In the
late 1970s, Tversky moved to Stanford, while Kahneman moved to the University of British
Columbia, later to Berkeley, and in 1993 to Princeton, where his work continues.

Each of them also maintained independent research programs and published numer-
ous other books and many articles—Kahneman on the topics of attention and perception,
Tversky on mathematical psychology and measurement. Although an early colleague pre-
dicted that their collaboration wouldn’t last long “because of differences in temperament
and style,” they found that they greatly enjoyed their tenacious arguments about the best
way to express their ideas, and they marveled at their good fortune in finding “that serious
work could be so much fun.” In 2002, Kahneman won the Nobel Prize in economics for
his collaborative work with Tversky in integrating psychological research into economics,
and he said “Certainly we would have gotten this {award] together”

skyscraper, concluding that its effects would be relatively limited. But they failed to imag-
ine the use of a commercial jet liner, fully loaded with fuel, which could ignite fires so hot
that they would melt the steel structure of the skyscraper and cause its top floors to cas-
cade down and crush all of the lower floors. Janis (1985) referred to this kind of cognitive
problem as the “unsqueaky wheel trap,” because the unsqueaky wheel gets little attention.

The Adjustment Heuristic. This approach involves making estimates or predic-
tions by starting with some salient initial value (an anchor) and “adjusting” it upward
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or downward. However, the adjustments that people make are usually too small, and the
result is an anchoring effect, in which the initial value overinfluences the subsequent pre-
dictions (e.g., Peake & Cervone, 1989; Mussweiler & Strack, 2000). A common situation
where this heuristic is displayed is in people’s predictions of the future range of some
index, such as the Dow-Jones stock market average’s range during the coming year. Most
people apparently start with the current level as their initial value, and they frequently
underadjust, thus predicting a range that is narrower than the values that actually occur.

Similarly, we frequently use our own norms or habits as the anchor when we are
estimating the behavior of other people. We may know intellectually that many other
people do not feel or act as we do, and yet we are still unlikely to adjust our estimates of
their behavior far enough away from the anchor provided by our own standards. In a clever
demonstration of this phenomenon, students were asked if they would be willing to walk
around their college campus for 30 minutes wearing a large advertising placard saying
“Eat at Joe’s.” Some students agreed to do so, whereas others were unwilling. Then they
were asked to estimate what percentage of their classmates would have made the same
decision they did. Those who had agreed to wear the sandwich board estimated that 62%
of other students would also agree, whereas those who refused estimated that only 33%
of students would agree to the task (Ross, Greene, & House, 1977).

Other experiments have established the important finding that anchoring effects can
positively or negatively influence estimates of one’s own abilities, and those estimates
in turn can affect one’s later behavioral persistence in a task, becoming “self-fulfilling
prophecies” (Cervone & Peake, 1986). Such effects may be one of the sources of “learned
helplessness”—clarifying, for instance, why children from deprived backgrounds become
discouraged from trying to go on to higher education.

The Representativeness Heuristic. This is a method of making judgments or
predictions about probability by relying on bits of information that you consider repre-
sentative (typical) features of a group or category. For instance, you might believe that
librarians are typically neat and tidy people. Then, if you were asked to guess whether
various individuals were librarians or not, you might look for evidence about whether they
were neat and tidy. While using these limited cues, people commonly ignore other useful
data such as the amount of evidence available, the reliability and/or validity of the evi-
dence, the likelihood of statistical regression effects, and base-rates of the behavior being
predicted (i.e., its probability in the population at large, or “prior probability”; Tversky &
Kahneman, 1974, 1982).

To take an example, suppose you were told that Joe Garrigo had been a star Little
League ballplayer, and you were then asked to predict whether he was now a professional
baseball player or a business executive. Because being a star athlete as a child is a common
or representative characteristic of later professional athletes, you might rely on that cue
and predict that Joe became a pro player. However, such a procedure would overlook the
scantiness of the single predictor cue, the fact that many star Little Leaguers do not go
on to big league sports, and the base-rate information that there are many more business
executives than professional baseball players. Thus being a star youth athlete is not a very
valid predictor of later professional status, and the base-rate probabilities strongly suggest
that many more youthful stars become business executives than become pro athletes.

Biases

Biases in people’s thought processes often result from or are combined with the pre-
ceding heuristics, and they can produce many errors in judgment. Among the important
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biases are the so-called fundamental attribution error, underestimation of role-related be-
havior, the false consensus bias, overlooking nonoccurrences, reliance on vivid or concrete
evidence, ignoring base-rates, making overly extreme predictions, and the persistence of
initial impressions (Ross, 1977; Nisbett & Ross, 1980). Note that we are dealing here with
purely cognitive sources of bias, not motivational ones such as the phenomenon of wishful
thinking—that is, increased belief in the likelihood of something desirable because we
want it to be true (Tversky & Kahneman, 1974).

The Fundamental Attribution Error. The so-called fundamental attribution error
is the widespread human tendency to overestimate the importance of personal character-
istics as the cause of other people’s behavior and to underestimate the importance of
situational influences. For instance, if you observe one person hurting another, you are
more likely to explain it in terms of the first person’s having a hostile or sadistic personality
than to attribute it to situational conditions that forced the first person’s actions. This was
demonstrated experimentally in Bierbrauer’s (1973) reenactment of the classic Milgram
(1963) study in which participants thought they were delivering strong shocks to a victim.
In the reenactment, even participants who had taken the role of the person giving the shock
overlooked the strength of the situational forces compelling that behavior and dramatically
underestimated the percentage of people who would yield to those situational forces.

Underestimation of Role-Related Aspects of Behavior. This is a common
tendency that is closely related to the fundamental attribution error. Holding a social role
such as teacher, boss, or member of the upper class confers considerable control over one’s
personal interactions, and thus it offers many opportunities to display one’s strengths and
conceal one’s weaknesses. The cognitive tendency to overlook the extent of role-related
behavior adds to our overestimation of the importance of personal characteristics. For
instance, a teacher can appear very knowledgeable by confining class discussions to topics
that he or she knows a lot about and avoiding other topics. An experimental demonstration
of this principle required one participant to think up questions on any esoteric informational
topic, which another person had to try to answer. In this situation, both the answerers
and uninvolved observers typically overestimated the difference in the two individuals’
knowledge, saying that the questioner was much more knowledgeable than the answerer.
Thus they overlooked the impact of the participants’ roles in the situation (Ross, Amabile,
& Steinmetz, 1977).

The False Consensus Bias. This is one result of the availability heuristic previ-
ously discussed. It is displayed in the fact that most people overestimate the frequency of
other people’s acting or thinking the same way as themselves (Fields & Schuman, 1976;
Ross, Greene, & House, 1977). For instance, if you have recently fed pigeons in the park,
learned to ski, gone to an art exhibit, or taken some other distinctive action, you will
usually remember having done so and consequently will tend to overestimate how often
other people do the same things. In addition to the availability of such memories, there are
several other cognitive tendencies that all tend to push people’s judgments in the direction
of the false consensus effect (Zuckerman, Mann, & Bernieri, 1982; Deutsch, 1989). For a
review of research in this area, see Marks and Miller (1987).

Overlooking Nonoccurrences. Also related to the availability heuristic is peo-
ple’s tendency to overlook nonoccurrences because they are less salient—Iless easily clas-
sified and remembered—than occurrences. For instance, you meet a new acquaintance
briefly and afterward you try to decide whether she liked you. The things she said and
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did may be easily remembered and interpreted, but the equally informative things she did
nor do and say are apt to be too little noticed to be weighted properly in your judgments.
Examples would include if she did not prolong the encounter, nor listen attentively to you,
nor smile at you frequently, and so on. This typical cognitive tendency was illustrated in
a Sherlock Holmes story by Dr. Watson’s comment that nothing unusual had happened
during the night. However, Holmes overcame this cognitive set, noticed the fact that a
particular dog did not bark at the nighttime intruder, and used this insight to help solve
one of his cases (Ross, 1977).

Reliance on Vivid or Concrete Information. Another common human charac-
teristic, which is also related to the availability heuristic, is too much reliance on vivid or
concrete information, such as that provided by a specific instance. For example, suppose
you are trying to decide what college courses to take or what kind of car to buy. If you
are like most people, you will tend to be strongly influenced by vivid bits of specific in-
formation from a friend or acquaintance—for instance, that they took a particular course
and thought it was terrific, or they bought a particular make of car and got a lemon. Peo-
ple typically pay much more attention to such information than to general, but abstract,
information such as the ratings of courses in university-wide student handbooks or the
repair records of cars published by Consumer Reports—which of course have much more
general validity (Borgida & Nisbett, 1977; Nisbett & Ross, 1980).

Ignoring Base-Rate Information. The reverse side of that cognitive bias is the
widespread pattern of ignoring base-rate information (relevant data on large groups of
cases), which is almost always presented in abstract or “pallid” form. However, summaries
of base-rate probabilities, such as frequency-of-repair records for thousands of cars, usually
provide the best predictor information available as to how any one car will perform.
Nevertheless, in their passion for vivid, concrete information, most people largely or
entirely disregard the much more useful base-rate information (Hamill, Wilson, & Nisbett,
1980).

Making Overly Extreme Predictions. Another important type of cognitive error
is making overly extreme predictions. For instance, suppose you were given individual
students’ mathematical aptitude test scores and were asked to predict the same students’
verbal aptitude test scores. There are two biases that operate here, both of which foster
overly extreme predictions. First, most people assume a stronger relation between the two
variables (in this case, math and verbal aptitude) than actually exists. Second, utilizing
the adjustment heuristic, most people make predictions on the dependent variable that are
nearly as extreme as the scores on the predictor variable (e.g., if Joe is at the 90th percentile
in math, they predict that he will be close to the 90th percentile in verbal aptitude). This
procedure is contradicted by the phenomenon of statistical regression—the fact that on
any imperfectly correlated dimensions, most people’s scores will be much closer to the
mean on the second variable than they are on the first one. However, even students and
professionals who are familiar with the concept of regression tend to ignore it and make
predictions that are too extreme. As a result, Ross (1977, p. 203) concluded,

It is difficult to resist the blunt summary that, when it comes to predictions, a little knowledge
(i.e., knowledge of a weakly related predictor variable) is a dangerous thing,

Persistence of Initial Impressions. This is the final cognitive bias that we dis-
cuss here. Even though initial impressions are subject to all of the sources of error we have
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discussed, nevertheless people tend to cling to them much too fervently. That is, when
presented with additional information that should change their initial judgments, people
tend to make grossly insufficient adjustments. Like the bias involved in making extreme
predictions, this is an example of the adjustment heuristic and the anchoring effect, for
our initial impression provides an anchor that prevents our later judgments from shifting
as far as the evidence warrants. This phenomenon has been shown in many types of social
psychological situations and tasks, going back as far as Asch’s (1946) classic study of
first impressions. It is apt to occur even in controlled experiments in which the initial
information is later completely discredited (Anderson, Lepper, & Ross, 1980). More-
over, ambiguous new information is often interpreted by recipients as credible support,
which strengthens their original beliefs (Lord, Ross, & Lepper, 1979). Thus this cognitive
tendency may help to explain the persistence of laypeople’s beliefs and also of scientists’
theories, even in the face of seemingly contradictory evidence.

Conclusion

The preceding discussion has illustrated the large number of heuristic methods and
cognitive biases that researchers have found to operate in people’s thinking and decision
making. These heuristics and biases in social perception are analogous to the perceptual
illusions that can occur in people’s observation of the physical world. However, just as
people’s physical perception is usually quite accurate despite the occasional occurrence
of illusions, research reviews have concluded that social perception is also usually “good
enough” for the needs of the perceiver. That is, in the light of their usual purposes and
contexts, as well as their goals in a given interaction, people tend to “construct the meaning
of their social environment well enough to enable effective action” (Fiske, 1993, p. 182).
A further hopeful conclusion concerns the performance of experts in a given area of
knowledge. Although they are also subject to the same heuristics and biases as laypeople,
knowledgeable decision makers who are performing realistic and familiar tasks within
their area of expertise are generally less influenced by these sources of error (e.g., Smith
& Kida, 1991).

STEREOTYPES AND SCHEMAS

Continuing our discussion of people’s use of convenient shortcuts in their thoughts
and decisions, we note that one of the most common of these shortcuts is the use of
stereotypes. This term originally referred to a metal printer’s plate, which could faithfully
print thousands of copies of a picture, all exactly alike. Later the word was borrowed by
Walter Lippmann (1922), the famous author and commentator on public affairs. He used
it to mean “pictures in our heads” about various racial, national, or social groups—that is,
perceptions of members of a given group as all being identical copies of each other, all
having the same characteristics and traits.

Although the term stereotype has become widely used, various social scientists have
defined it in somewhat different ways. We will define it simply as a mental image or
generalized set of beliefs that a person holds about most members of a particular social
group. Of necessity, such beliefs are highly simplified, and they may be strongly evaluative
and rigidly resistant to change (e.g., “most dogs are vicious,” “women are irrational”).

Note that this definition does not specify that stereotypes must be inaccurate, as some
authors do. The reason for this omission will become clear in the following paragraphs.
Note also that the definition does not specify that stereotypes must be shared beliefs—an
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individual can have his or her own idiosyncratic stereotype of another group of people
(e.g., “women are highly logical”), though when we speak of social stereotypes, we mean
ones that are shared by many individuals. People often develop stereotypes about their
own groups as well as about outgroups that they do not belong to (e.g., Prentice & Miller,
2002).

Stereotypes develop and persist because they are useful (Hilton & von Hippel, 1996).
They reduce the tremendous complexity of the world around us into a few simple guide-
lines, which we can use in our everyday thoughts and decisions. If we “know” that “all
politicians are crooked,” we can dismiss government scandals without having to think very
hard about what should be done to prevent or control them. Similarly, if we believe that
“women are irrational,” we won’t hire one to be our lawyer. Unfortunately, however, the
simpler and more convenient the stereotype, the more likely it is to be inaccurate, at least
in part.

The inaccuracy of stereotypes has been much emphasized, particularly in the field of
racial attitudes, where the terms “stereotype” and “prejudice” have taken on derogatory
connotations. In one classic study, the stereotype shared by citizens of Fresno, California,
about the local Armenian minority group was shown not only to be false, but to be opposite
to reality on many characteristics—e.g., Armenians were actually more law abiding than
average rather than less so (LaPiere, 1936). However, several authors have pointed out that
many stereotypes (though not necessarily all) have a kernel of truth in them (e.g., Triandis,
1977; Judd & Park, 1993). Campbell (1967) has convincingly presented the reasons for
a possible kernel of truth, stressing that the traits that are most important to a perceiving
group and the traits on which it differs most from another group will be likely to enter
into its stereotype of the other group. To take one example, because cleanliness is an
important characteristic to most Americans, and relatively unimportant to many primitive
societies, it is more apt to enter into Americans’ stereotypes of primitive societies than into
those societies’ stereotypes of Americans. Thus, paradoxically, a stereotype is determined
largely by the nature of the perceiving group, and relatively little by the nature of the group
that it ostensibly describes.

Although many stereotypes may contain a kernel of truth, a key feature of stereotypes
is that they are overgeneralized. That is, the characteristics attributed to the group (e.g.,
women are emotional) are believed to apply to all members of the group. When generalized
in this way, the stereotype is very likely to be inaccurate—clearly, not all women are
emotional.

Formation of Stereotypes

Much of the research on stereotypes treats them as a result of people’s normal cognitive
and motivational processes of learning and adapting to the world around them (Hamilton,
1981a; Hilton & von Hippel, 1996). It should be emphasized that, like other beliefs and
attitudes, a person’s stereotypes are often not the product of personal experience with
the group in question. They may also derive largely, or entirely, from one or more of the
following four sources:

1. Explicit teaching. Particularly when children are young, they are frequently given
explicit stereotypic information by their parents as they are taught about life (“kitties are
nice,” “damn politicians,” “dirty commies,” “honest cops,” or “police brutality”). Later
on, peers and teachers may also pass on stereotypes directly. However, this explicit trans-
mission of stereotypes is augmented by three other processes, which occur with much less
conscious awareness.
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2. Incidental learning, particularly from the mass media. This is typically a process
of associative learning, in which members of a social group are repeatedly paired with
particular personal characteristics. For instance, time after time, images in old movies have
shown blacks as lazy or stupid, American Indians as bloodthirsty or treacherous, women
as subservient housewives, and so on. Although more recent movies and TV shows have
included a wider range of behaviors for these groups, there are still subtle forms of racism in
their portrayal of African Americans and other ethnic minority groups. First, all minority
groups have been presented on television in far lower proportions than their share of
the national population. Second, when they are presented, minorities such as foreigners
and Latinos are especially likely to be depicted in lower-status occupations and criminal
activities (Rothman, Lichter, & Lichter, 1992; Gerbner, 1993). On children’s TV programs,
more than half of the villains have accents, typically German or Russian (Mendelson &
Young, 1972). The repeated portrayal of such characteristics as being typical of particular
social groups is a potent source of stereotypes among the mass media audience.

3. Illusory correlation. In contrast with the preceding two processes, in which stereo-
typic information is actually presented in different degrees of association with various
social groups, in the process of illusory correlation people come to perceive a correlation
of particular traits with a given social group, even in cases where they have not been
differentially associated. Experiments on social cognition have shown that this illogical
process often occurs in situations where subjects are presented with instances in which
two groups of different size (a numerical majority group and minority group) are paired
with two or more kinds of traits or behaviors having different frequencies (a common one
such as honesty and a rare one, such as being a criminal). In this situation, even when there
is no differential association of any trait with any group, subjects nevertheless typically
tend to see an association of the small group with the rare trait (Hamilton 1981b; Mullen
& Johnson, 1990), though there are some conditions where this effect is not found (e.g.,
Hamilton, Stroessner, & Mackie, 1993). In a real-life situation, this phenomenon would
mean that individuals would generally form a stereotype associating a minority group
(or any outgroup that was seldom contacted) with various uncommon traits or behaviors.
Some of these traits could be favorable ones, but because negative traits like criminality
are generally quite rare, stereotypes are usually composed mostly of negative traits.

Ilusory correlation can be seen as an example of the availability heuristic at work. The
rare, extreme behavior is apt to be more memorable than more common traits. When it is
paired with members of a majority group, the perceiver has plenty of contrary examples
to counteract the association, but when it is occasionally paired with a member of a rarely
encountered outgroup, the association of two rare categories is salient and its frequency
tends to be exaggerated by the perceiver. This process can be seen, not only in the formation
of stereotypes, but also in maintaining and strengthening them once they are formed. That
is, evenin sets of data where there is no differential association of an outgroup with one of its
established stereotypic traits, perceivers tend to see one as being present (Hamilton & Rose,
1980). And once such a perceived association is formed, people tend to maintain it and
strengthen it, even in the absence of any supporting evidence (Hilton & von Hippel, 1996).

Other studies show that stereotypes serve as hypotheses about new acquaintances, but
that people test them out in a biased manner by looking solely for confirmatory information,
and thus they rarely ever learn about instances in which the stereotypes are false (Darley &
Gross, 1983). In such cases, instead of “seeing is believing,” people’s behavior indicates
that “believing is seeing” (Hamilton, 1981b).

4, Self-fulfilling prophecies. A fourth way in which stereotypes may be formed and
strengthened is when people’s expectations about another person cause them to behave
in ways that elicit the behavior that they expected. As an example, in one illustrative
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experiment pairs of college students held phone conversations. When one of the students
was led to believe that his partner was physically attractive, his conversational approach
led her to exhibit more sociable behavior than occurred in the control condition where
students were not given that expectation (Snyder, Tanke, & Berscheid, 1977).

Social Schemas

In addition to stereotypes, social schemas are another type of shortcut device that people
use to help them operate efficiently in their social interactions. A schema is an abstract,
general expectation about how some part of the world operates, built up on the basis of
our own past experience with specific examples. Social schemas (also called schemata)
provide patterns of expectations that help us to function in social situations on the basis of
typical, expected interaction patterns without thinking in detail about the characteristics
of the particular individuals or occasions that we are dealing with. In using schemas,
perceivers actively create their own versions of reality, Research has shown that schemas
“influence the encoding of new information, memory for old information, and inferences
where information is missing” (Fiske & Taylor, 1991, p. 121).

There are five general types of social schemas, as follows. Role schemas describe the
norms and behavior expected of people in various social categories based on age, sex, race,
occupation, and so on (e.g., grandmothers, or missionaries). Stereotypes can be viewed as
a particularly important subcategory of role schemas. Person schemas summarize your
actual or vicarious experience concerning the characteristics of broad types of people or
of specific individuals (e.g., extroverts, or your roommate). Self-schemas are simplified
conceptions that people hold about their own key traits, goals, feelings, and behavior.
Different individuals’ self-schemas stress different dimensions (e.g., their weight or their
sense of humor) and omit many other dimensions.

Event schemas comprise knowledge about the normal sequence of events in familiar
social situations, such as baseball games, buying groceries, or asking for a date. Event
schemas are also called scripts and, like actors’ scripts in the theater, they include props,
roles, typical actions, and rules for the sequence of events (Abelson, 1981). Finally, pro-
cedural social schemas are relatively content-free rules for how pertinent information
is to be sought and linked together. The most-studied types are causal schemas (ways of
explaining the causes of events), which are discussed later in this chapter as an aspect of
attribution theory. The use of any of these types of schemas can make learning, memory,
and inference faster and easier, but it often also makes them less accurate.

Schema research has cast important light on the process of stereotyping. For instance,
studies have shown that role schemas can influence the earliest stages of perception, and
thus it is possible for someone’s very first impressions of an outgroup member to be
mistaken and to omit many of the person’s true characteristics (Klatzky, Martin, & Kane,
1982). In general, people perceive any outgroup (i.e., a group or classificatory category
to which they do not belong) as being more homogeneous and less variable than their own
membership groups (Mullen & Hu, 1989; Amidon & Boldry, 2002). This is called the
outgroup homogeneity effect, and it applies especially strongly to numerical minority
groups (Bartsch & Judd, 1993). People also consistently evaluate their own ingroups as
being better on many different dimensions (Hilton & von Hippel, 1996). This is true not
only for racial, occupational, and gender groups, but also for such trivial characteristics
as eye color or alphabetical position of one’s name, and even for arbitrary assignments to
groups such as children’s teams (Wilder & Cooper, 1981; Park & Rothbart, 1982). These
biases in making evaluative and variability judgments about outgroups are magnified when
there is competition between the groups (Weber, 1994).
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As a result of these tendencies, people are often willing to make rash inferences about
outgroups concerning whom they have very little knowledge—sometimes even on the
basis of a single item of information. Similarly, people who are busy with multiple tasks
tend to remember information about individuals better when it confirms their stereotype
of the group (Macrae, Hewstone, & Griffiths, 1993), and the same is true of prejudiced
people who have strong stereotypes (von Hippel, Sekaquaptewa, & Vargas, 1995).

Although schemas can change over time, there are several different cognitive and
motivational processes that contribute to their continuation (Hilton & von Hippel, 1996).
Thus, one of their main features is their perseverance—sometimes even when the evidence
that produced them is completely discredited (Anderson, Lepper, & Ross, 1980). When
discrepant information is encountered, a schema about an individual is more likely to
change than is a stereotype about a whole social group (Wyer & Gordon, 1982). One kind
of change that fairly often occurs in a group stereotype is the formation of a subtype to
contain the discrepant individual (e.g., a brilliant janitor), with no change in the schema
for the group as a whole (Kunda & Oleson, 1995).

Automatic Social Cognition

Recent research findings on many topics have demonstrated that “a surprising amount
of social cognition and perception happens automatically” (Fiske, 1993, p. 182). One
example is the topic of mistaken first impressions, mentioned earlier in this chapter. Other
examples come from research on priming effects and mood induction, in which an initial
stimulus word or phrase or a mood-inducing experience typically has an effect on a
person’s judgments or attitudinal responses, but without the individual’s being aware of
the effects (for a thorough review, see Wegner & Bargh, 1998). In these kinds of research,
people are generally aware of the stimulus but not of the resulting process, but in some
situations, such as subliminal perception, people are unaware of both the stimulus and
the resulting cognitive process (Bargh, 1989). An important example of these kinds of
automatic responses is discussed at length in Chapter 4, on implicit attitudes.

ATTRIBUTION PROCESSES

Our next topic, attribution processes, has been one of the most studied aspects of
social cognition in recent years. It was so prominent in the 1970s and 1980s that various
reviewers termed it “the single most pervasive influence upon social psychology in the past
decade” (Cialdini, Petty, & Cacioppo, 1981, p. 389) and “the leading theoretical concern
and dominant empirical topic of the field” (Fiske & Taylor, 1984, p. 20). The number of
scientific articles on attribution that were published each year tripled from 1974 to 1984
and continued to increase into the 1990s (Smith, 1994).

What do we mean by attribution? Essentially, it refers to our process of making infer-
ences about the unobservable characteristics of other people, objects, events, or ourselves.
By far the predominant aspect of attribution processes that has been studied is the topic of
perceived causality: that is, how we decide about the causes of behavior or events. Another
important aspect is the attribution of responsibility: that is, our judgments about whether
people are responsible for particular events, and how we assign praise or blame for their
actions. In addition to these central topics, attributional concepts and principles have been
applied to many different social psychological topics, such as perceptions of freedom,
physical attractiveness, success or failure in achievement, close relationships, mental and
physical health, and even issues in international foreign policy. Interested readers may
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want to consult one of the longer discussions of attribution theory and research (e.g.,
Jaspars, Fincham, & Hewstone, 1983; Weary, Stanley, & Harvey, 1989; Fiske & Taylor,
1991).

Heider’s Theory of Naive Psychology

There is not just one attribution theory, but several parallel and partly overlapping
approaches. In origin, they all stem from Fritz Heider’s (1944) early paper on phenomenal
causality, that is, on how people make inferences or attributions about the causes of
events. Later Heider (1958) expanded his attribution principles in his book on interpersonal
relations, which is also the source of many of the central principles of consistency theory
(see Box 2-2).

Heider proposed to build a theory of causal inference from studying people’s “naive
psychology”—that is, their everyday ways of thinking about events and making sense out of
the world. He felt that individuals necessarily developed some causal notions about events
and behavior because such notions were crucial in their attempts to understand, predict,
and control the world around them. In contrast to the previously discussed emphasis on
heuristics and biases, Heider and the other early attribution theorists tended to see people
as making their judgments and inferences in a relatively logical and rational manner—as
“intuitive scientists.”

Photograph courtesy of Fritz Heider.
Reprinted by permission.

Box 2-2 FRITZ HEIDER, Father of Attribution Theory

Fritz Heider’s career was greatly influenced by the school of Gestalt psychology. Born in
Vienna, Austria, in 1896, he took a Ph.D. in psychology at the University of Graz in 1920.
Later he attended lectures by Lewin, Kdhler, and Wertheimer at the University of Berlin,
translated one of Lewin’s books, and wrote about Gestalt theory and Lewinian theory.
After three years of teaching at the University of Hamburg, he came to America in 1930
to do research and teach with Koffka at Smith College. He remained there, doing much of
his research on problems of deafness, until moving to the University of Kansas in 1947,

Heider is famous for his development of both attribution theory and consistency theory.
His major work, The Psychology of Interpersonal Relations (1958), has much in common
with Lewin’s field theory, and the following year he was honored with the Lewin Memorial
Award by the Society for the Psychological Study of Social Issues. Among his other honors
is the American Psychological Association’s Distinguished Scientific Contribution Award
for his work on social perception. Retired in 1967, he lived in Lawrence, Kansas, until his
death in 1988.
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Heider was interested primarily in the conditions under which attributions about the sta-
ble dispositions of people (e.g., their friendliness, honesty, likes and dislikes, etc.) would be
made, based on information about their actions. This is a question that we all try to answer
for ourselves many times every day (e.g., “I wonder why she smiled at me”), so it has great
practical as well as scientific interest. Depending on the situation, attribution processes
may result in attitude formation, attitude change, or support for one’s existing attitudes.

Heider (1958) distinguished between internal attribution and external attribution. In-
ternal attribution concludes that the cause of an individual’s actions is a personal
disposition—for example, “she smiled because she is friendly.” External attribution
concludes that the cause of a person’s actions is a factor outside the person—for exam-
ple, “He succeeded because of good luck,” or “because the task was easy.” Thus we may
attribute the cause of a person’s actions to his or her own characteristics, to situational
factors, or to a combination of both. How do we arrive at this conclusion in any given
instance? Heider says that we consider three factors: the person’s ability, intention, and ex-
ertion. We evaluate ability in relation to the difficulty of the task, and we evaluate exertion
by observation of the person’s apparent effort. Intention is the hardest factor to evaluate
because many actions have both intended and unintended consequences; therefore, it is
difficult to determine the person’s intentions from observing the consequences of his or
her actions. Nevertheless, Heider concluded that only when we perceive the person as
intending the action’s consequences do we infer personal causality and make internal
attributions about the person’s dispositions or traits.

Heider also discussed the perception of people’s responsibility for social outcomes. This
is often the next question raised after the determination of causality—first, what caused
an event? and then, who was responsible? For instance, suppose your car hit a parked car;
who was responsible for the accident? Heider posited five different levels or aspects of
responsibility that are considered in a sequential fashion in order to determine a person’s
accountability for such an event. First, association is mere linkage in time and space. If
you were in the car, whether or not you were driving, you would be associated with the
accident, and at a primitive level you might be considered at least partially responsible.
Second, commission means that you carried out or caused the action. It would be present
if you were the driver. Third, foreseeability concerns whether or not you could foresee the
outcome. If you had just come over the crest of a hill and found the other car parked right
ahead of you in the middle of the road, foreseeability would be absent, and you would be
held less responsible. Fourth, intentionality may be present or absent even when you could
foresee the outcome. If a pothole in the pavement made you swerve and hit the other car,
the crash would be an unintentional one. Finally, justification may sometimes be present
even where the action was intentional. For instance, you would be justified (and therefore
less responsible legally or morally) if you intentionally chose to hit the car rather than to
run over a child who dashed out in front of you. As these examples suggest, not only do
people consider such factors in their personal judgments about responsibility, but they are
also built into our society’s moral codes and legal procedures—e.g., the various gradations
of homicide, from murder through negligent manslaughter to justified self-defense.

Jones and Davis’ Theory of Correspondent Inferences

Heider’s discussion of attribution principles has been extended in many directions by
several groups of theorists, of whom the most influential have been Jones and Davis (1965)
and Kelley (1967). Jones and Davis focused on the process of making internal attributions
about personal causality, whereas Kelley concentrated largely on external attributions
about impersonal situational causes.
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Jones and Davis (1965) hold that, when people act, the causal sequence is that their
dispositions (long-term, stable personal characteristics) lead to their intentions, which in
turn produce their actions. That is,

CAUSATION: dispositions — intentions —> actions.

However, in making inferences about personal causation, this process is reversed, as fol-
lows:

CAUSAL INFERENCE: observed actions — intentions — dispositions.

Thus, Jones and Davis propose that people first observe another person’s actions and
the effects of those actions, then use that information to infer the person’s intentions, and
finally make attributions about the person’s traits or dispositions on the basis of the inferred
intentions. This is called the theory of correspondent inferences because the perceiver
is trying to form an inference that the person’s behavior and intentions correspond to an
underlying, stable personality characteristic. This inference process is a tricky one because
the evidence is often unclear or incomplete, and the perceiver has to act like a detective
or a scientist in puzzling out the true causal factors behind events.

Jones and Davis’ theory suggests four factors that help to increase the correspondence
of inferences (that is, the strength and confidence of people’s causal attributions): lack of
social desirability, noncommon effects, hedonic relevance, and personalism.

1. The social desirability of another person’s actions decreases the strength of our
attributions about them, whereas socially undesirable actions give us more confidence in
our attributions (Skowronski & Carlston, 1989). This is true because most people follow
social norms and act in socially desirable ways most of the time, and thus it is unclear
whether such behavior reflects their real dispositions or merely their understanding of
what is expected of them. If a wife gives her husband a peck on the cheek in public, this
in-role behavior doesn’t tell us much about her true feelings, but if she hits him in public,
her behavior is much more informative.

2. The noncommon effects resulting from a chosen and an unchosen action are also
informative about the chooser’s motives and dispositions, whereas the effects that the two
actions have in common don’t help us make such attributions. Suppose a friend of yours
is trying to decide between two summer jobs. If both would require him to live in a city,
both involve desk work, and both are well paid, these common effects don’t help you to
understand his motives. However, if one is near his girlfriend’s home whereas the other
is far away, and he chooses the nearby job, that noncommon effect of the chosen and
unchosen alternatives strengthens the inference that being near his girlfriend is important
to him. If the two choices have more than one noncommon effect (for instance, one job
also requires mathematical skills and the other doesn’t), then your attribution about the
real reason for his choice will be less clear and less confident.

It is also possible to observe a person’s successive actions over a period of time and
make inferences about their underlying dispositions (Jones & McGillis, 1976). The flip
side of the noncommon effects principle is that, when a person has taken both of two
actions, their common effects are informative about the person’s motives, whereas their
noncommon effects are irrelevant. If your friend had held several very different jobs in
turn, and the only thing that they had in common was that they all paid very well, that
common effect would be a factor allowing you to make confident attributions about your
friend’s goals in life.
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3. The hedonic relevance of a person’s actions means the degree to which they are
beneficial or harmful to the perceiver. In general, greater hedonic relevance produces
stronger and more confident attributions. If I borrow your car and have an accident with
it, you will be more inclined to view me as a reckless scoundrel than if the accident had
occurred in someone else’s car.

4. The personalism of a person’s actions means the degree to which they are viewed
as being aimed specifically at the perceiver. Personalism is roughly equivalent to inten-
tionality, and it also increases the strength of attributions. If I not only had an accident
in your car, but in addition you believe that I wrecked it intentionally to harass you, your
conclusion about my wickedness will be even stronger.

Jones and his colleagues have suggested a few other factors that influence the attribu-
tion process. One key requirement for making correspondent inferences is the presence of
some freedom of choice in the actor’s behavior. In contrast, it is not safe to make disposi-
tional attributions if the person’s actions are situationally constrained in some way, such
as being required by law or performed under the shadow of threats. Another factor that
prevents confident attributions is behavior that is part of a social role. As previously sug-
gested regarding social desirability, in-role behavior is not a good basis for dispositional
attributions, but out-of-role behavior or role-inconsistent behavior is. Finally, our prior

Photograph courtesy of Edward E. Jones.
Reprinted by permission.

Box 2-3 EDWARD E. JONES, Researcher on Attribution and
Self-Presentation

Edward E. (Ned) Jones was born in Buffalo, New York, in 1926 and studied history at
Swarthmore and social psychology at Harvard, where he also earned his Ph.D. following
some postwar military service in Japan. In 1953 he took his first faculty position at Duke
University, where he spent 24 happy years and developed a strong social psychology
program. In 1977 he moved to Princeton to accept an endowed professorship and won the
American Psychology Association’s Award for Distinguished Scientific Contributions.
Jones was an early convert to the experimental side of social psychology, and his
dissertation was an experimental study of authoritarianism as a determinant of first-
impression formation. He was coauthor of a noted social psychology textbook and wrote a
prize-winning research monograph on ingratiation in self-presentation. His central con-
tributions to attribution theory included classic papers with Keith Davis on correspondent
inferences and with Richard Nisbett on actor—observer differences. In subsequent years
he coauthored or authored books on social stigma, minority-group mental health, and
interpersonal perception, remaining active in research until his death in 1993.
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expectations about a person are attributions that develop as a result of our past experiences
with that person, and later behavior that departs from them can give us a basis for refining
these dispositional attributions (Jones & McGillis, 1976). For instance, if your normally
unflappable roommate got very excited when running for a student office, you might con-
clude that the social approval involved in winning the election was one of her most highly
valued goals. However, if a person’s behavior departs too much from your expectations,
skepticism is likely to be aroused—if your roommate got too hyper, you might suspect
that she was really putting on an act.

In conclusion, it can be seen that Jones and Davis’ attribution theory presents a rational
cognitive model of how people make causal inferences about people and events around
them, and it largely ignores affective and motivational bases of the perceiver’s judgments.
It focuses mainly on the logical, rational processes that people should use in making
attributions, as Kelley’s parallel theory likewise does, and for this reason these theories
have been termed normative models or guidelines for how social cognition should proceed
(Fiske & Taylor, 1991). However, as we have seen earlier in this chapter, there are many
pervasive biases and sources of error that cause people’s inferences to depart in certain
ways from the normative models specified by these theories.

Kelley’s Theory of Covariation

Harold Kelley’s (1967) covariation theory of attribution is complementary to Jones and
Davis’ approach. Whereas Jones and Davis focused on internal attributions about personal
causality, Kelley’s theory dealt mainly with external attributions about objects and stimuli
in the environment; however, it can also be applied to self-perception and to internal causal
inferences about other people’s behavior. It concerns situations in which one has repeated
observations of behavior or events, whereas Jones and Davis’ original formulation was
limited to inferences about single actions.

Kelley (1967) proposed that people make causal inferences by using the principle of
covariation in much the same way that scientists use analysis of variance (ANOVA) to
determine which of several possible independent variables actually affects a set of repeated
observations. The covariation principle posits that an effect will be attributed to a causal
factor that is present when the effect is present and absent when the effect is absent. For
instance, if my wife rarely ever complains about my clothes, but protests every time I
wear my old threadbare jacket, there is a covariation between my wearing the jacket and
her complaints, and it is likely that something about the jacket causes the complaints. By
contrast, if her protests occur approximately equally whether I am wearing my old jacket
or my new one, it is unlikely that the old jacket is the cause of the complaints.

According to Kelley’s theory, there are three kinds of possible causes for such social
effects: persons, entities (environmental objects), and times (occasions or situations).
How can people know whether they have correctly attributed a given effect to a particular
cause? Kelley suggests that, in assessing covariation, they consider three key dimensions
of information about the possible causes—distinctiveness, consistency, and consensus
information. To see how this works, imagine that your friend Steve has told you he loved
the movie Vampire's Castle. This effect could be due to the movie’s excellence (an external
attribution) or to Steve’s poor taste regarding movies (an internal attribution). An external
attribution that the movie was a good one would be strengthened by information on these
three key dimensions:

1. Distinctiveness—Was Steve’s reaction to this movie distinctively different from his
feeling about other movies, or does he love almost any movie he sees?
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2. Consistency—Was Steve’s response to the movie similar when he saw it at other
times and under other conditions (e.g., with and without his girlfriend)?

3. Consensus——Did Steve’s reaction resemble the consensus of other people who saw
the movie?

If your analysis found high distinctiveness, high consistency, and high consensus, you
would be very confident in concluding that the movie was a good one (an external or en-
tity attribution). Another pattern that would be clearly interpretable is low distinctiveness,
high consistency, and low consensus, leading to a person attribution—that is, Steve enjoys
any old movie at any time, but others don’t agree with him, so he must be undiscrimi-
nating (McArthur, 1972). Other patterns of information can lead to an attribution of joint
responsibility for the effect (e.g., it’s a good movie, but Steve is a poor judge of movies),
or to ambiguous causal conclusions.

As you might expect from the section earlier in this chapter on ignoring base-rate
information, research has shown that people’s attributions often rely relatively little on
consensus information (Kassin, 1979; Borgida & Brekke, 1981); but cues of distinctiveness
and consistency are quite generally utilized (Kelley & Michela, 1980). However, people
frequently make attributions in situations where they have no time to collect repeated
observations, or when they want to understand a single event and thus they have no
evidence about distinctiveness, consistency, or consensus. For such situations, a later paper
by Kelley (1972a) described two attributional principles that are often used: discounting
and augmentation.

Discounting. The discounting principle posits that the importance of any given
cause in producing a particular effect will be discounted in a situation where there are other
plausible causes. For instance, if a college classmate gave you an unexpected compliment,
you would ordinarily be tempted to believe it; but you would be much more inclined
to discount its sincerity if you discovered that the classmate was hoping to get on your
good side and borrow your car for the weekend. The discounting principle is similar to
Jones and Davis’ notion of noncommon effects, for each noncommon effect between two
actions constitutes a plausible cause for the chosen action, and strength of inference is
greater whenever the number of plausible causes (and thus, noncommon effects) is small.
Research studies have generally supported both the discounting and noncommon effects
principles (Kelley & Michela, 1980).

Augmentation. In a situation where there are multiple plausible causes for a given
effect, some possible causes might facilitate the effect whereas others might inhibit it (make
it less likely). In such cases the augmentation principle, which is roughly opposite to the
discounting principle, may be applied. It holds that if an effect occurs in the presence of a
plausible inhibitory cause, people will attribute more strength to the facilitative cause thanif
it were operating in the absence of an inhibitory cause. In other words, the facilitative cause
is seen as having to be stronger in order to overcome the opposite effect of the inhibitory
cause. For example, if your friend buys tickets to a rock concert despite their very high
price, you would conclude that he really liked the musicians, whereas if he went to a low-
priced concert, you’d be less sure of his degree of enthusiasm for those performers. There
is also research support for this augmentation process (Ginzel, Jones, & Swann, 1987).

Causal Schemas

In another later paper, Kelley (1972b) departed from his earlier emphasis on people as
being logical and rational, proposing that much of our causal attribution is not done in
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Box 2-4 HAROLD H. KELLEY, Analyst of Attribution and
Personal Relationships

Harold Kelley began life in 1921 in Idaho, grew up in California’s central valley, and
earned a BA. and M A. in psychology at Berkeley. During World War Il he served in the
Aviation Psychology program, and following the war he earned his Ph.D. in Kurt Lewin’s
newly formed Research Center for Group Dynamics at MIT. When the Center moved to
the University of Michigan in 1948 following Lewin’s untimely death, Kelley took his first
Sfaculty position there. In 1950 he became an assistant professor at Yale, where he did
research in Carl Hovland's Attitude Change Program and was coauthor (with Hoviand
and Janis) of the classic volume Communication and Persuasion. In 1955 he moved to the
University of Minnesota and in 1961 to UCLA, where he remained active until his death
in 2003.

Kelley's early interest in social perception led to his dissertation on first impressions.
Later he worked closely with John Thibaut on small-group and interpersonal phenomena,
Jjointly authoring The Psychology of Groups (1959) and Interpersonal Relations: A The-
ory of Interdependence (1978). Coauthor of 10 books and over 100 articles, Kelley was
perhaps best known for his contributions to attribution theory, detailed in this chapter. Sub-
sequently he wrote several books analyzing the structure and processes of close personal
relationships. He was honored with the American Psychological Association’s Distin-
guished Scientific Contribution Award and elected a member of the National Academy of
Sciences and the American Academy of Arts and Sciences.

the careful, full-scale manner described in his covariation or ANOVA model. Oftentimes
there is not enough information available, or we do not have the time or interest to do
a complete causal analysis. In such situations we may use causal schemas as a shortcut
to make causal inferences. Kelley identified two main types of causal schemas: (1) The
multiple necessary causes schema applies to tasks that are very difficult, such as winning
an Olympic gold medal. Here many causes are necessary for success (ability, training,
effort, etc.), so success tells us that all of these causes were present, but failure would not
tell us which was missing. (2) The multiple sufficient causes schema applies to tasks that
are very easy, such as winning a game against a small child. Here any one of several causes
might be sufficient for success (ability, effort, and experience in the game), so failure tells
us that none of them were present; however, success would not tell us which one(s) was
(were) missing, and so we would tend to use the discounting principle in assessing them
(Fiske & Taylor, 1991). It is also sometimes possible to use the strength of effects (e.g.,
how close the contest was) to infer how strong some of the causal factors were (e.g., how
much ability or effort the winner displayed).
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Bem’s Self-Perception Theory

A fourth theorist who has made important contributions, particularly in the area of self-
attributions, is Daryl Bem (1967, 1972). Bem stated that his self-perception theory derived
from a radical behaviorist position, based on B. F. Skinner’s (1957) operant behavioral
analysis of human verbal behavior. He originally presented his ideas as a critique of and an
alternative to cognitive dissonance theory (a controversy that we discuss later in Chapter
11). However, because of his focus on the previously neglected area of how people make
inferences about their own intentions, goals, and traits, his work has been acknowledged
as an important addition to the field of attribution theory.

Bem holds that people are not nearly as aware of, nor as clear about, their own internal
feelings and beliefs as they think they are. Bem’s self-perception principle states that

Individuals come to “know” their own attitudes, emotions, and other internal states partially
by inferring them from observations of their own overt behavior and/or the circumstances in
which this behavior occurs. Thus, to the extent that internal cues are weak, ambiguous, or
uninterpretable, the individual is functionally in the same position as an outside observer, an
observer who must necessarily rely upon those same external cues to infer the individual’s
inner states. (1972, p. 2)

In the beginning, Bem says, every child learns about his or her external environment
through discrimination training by adults and other children around him or her. By verbal
labeling and corroboration or correction, children learn to distinguish between dogs and
cats, for instance, and between anger and happiness in other people. In the same way,
says Bem, through self-perception we also learn to label our own inner feelings of hunger,
anger, anxiety, or liking. To use his favorite example, we decide that we like brown bread
by observing the fact that we eat a lot of it. The other factor that is important in determining
our self-attributions is whether the external circumstances constrain our behavior. If we
realize that the only bread our mother serves us is brown bread, we will be less likely to
conclude that our eating it indicates great fondness for it.

In his first theoretical papers, Bem (1967) stated even more strongly the dramatic and
unorthodox claim that people do not really know their attitudes and beliefs until they act,
that they can infer these internal states only from their behavior, and that they even may
be unable to remember any internal states that are discrepant from their behavior (Bem
& McConnell, 1970). Later he retreated from this extreme position and claimed only that
individuals use partially the same external evidence as outside observers do, as previously
quoted. However, his theory does not tell us how to determine whether a person’s internal
cues are “weak, ambiguous, or uninterpretable” in a given situation (though he suggests
that that is very often true), so there is no clear way to determine how much the person
has to rely on external cues. Also, his theory does not contain any motivational principles
about why or when people will make attributions. Nevertheless, Bem’s focus on inferences
about the self and his emphasis on one’s own behavior as an important inferential cue have
stimulated much important attributional research.

Bem has also applied his theory to attitude change, positing that it occurs in reaction
to self-observed behaviors combined with observation of external cues, which indicate
whether or not the behavior is apt to be valid or truthful. For instance, if an actor in a TV
commercial says “I like Busy Bakers’ brown bread,” but we know that he was paid to make
the commercial, we may doubt whether that is his true attitude. In a contrary example, if a
person is subtly induced to say something opposed to his former opinion under conditions
that suggest truthfulness, he is apt to decide that he really believes the statement that he
has made.
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As a real-life instance of this process, Bem (1970) has asserted that police station
interrogation conditions constitute a truth-telling situation for most people, and that in
such situations certain wily interrogation procedures can induce prisoners to make and to
believe in false confessions about crimes, which they have not really committed. This is a
particularly surprising and dramatic example of attitude change, and Bem has backed up
his claims with clear-cut evidence from a laboratory experiment, which showed exactly
this process at work. However, it should be noted that other investigators have had difficulty
in replicating these results (Kiesler & Munson, 1975).

In comparison with Kelley’s or Jones and Davis’ attribution theories, Bem’s theory is
a very simple one, and it proposes that people normally do very little cognitive work in
making their attributions. In its emphasis on the simple, shortcut nature of social cognition,
Bem’s theory is consistent with the work on heuristics and biases described earlier in this
chapter. Thus it anticipated the subsequently developed cognitive miser view of social
cognition—the conclusion that people’s attributions generally do not follow the normative
models of rational inference processes, but rather take shortcuts that require as little time
and effort in information processing as possible (Fiske & Taylor, 1984).

A Later Conclusion. In more recent research, the pendulum has swung back to
a compromise between normative models of rational inference and the cognitive miser
view that emphasizes shortcuts and heuristic processes in attribution. Experimental find-
ings have suggested that the shortcut processing generally occurs in situations where the
consequences for the social perceiver are minimal, but that in more important situations
more time and information is often used in determining one’s attributions and attitudes
(Taylor, 1975). This balancing act was termed the motivated tactician approach by Fiske
and Taylor (1991), who noted that it reintroduced motivational and emotional factors into
models of social cognition. The motivated tactician is neither consistently stingy with
cognitive attention nor consistently thorough in making inferences (Taylor, 1998):

The motivated tactician is viewed as having multiple information processing strategies avail-
able, selecting among them on the basis of goals, motives, needs, and forces in the environ-
ment. (p. 75)

Actor—Observer Differences

In the vast research literature on attribution, one of the most important topics is actor—
observer differences. Here the term acfor means a participant who has taken part in
some social interaction, whereas an observer is an uninvolved individual who has merely
watched the interaction. Jones and Nisbett (1972) proposed that actors tend to attribute
their actions to situational factors, whereas observers of the same actions tend to attribute
them to stable personal dispositions of the actor, including abilities, traits, and attitudes
(the fundamental attribution error again). There is a large body of support for this principle,
though some exceptions have also been found (Watson, 1982). The difference has been
summed up provocatively in Triandis’ (1977) comment that actors seem to believe Skin-
nerian theory, whereas observers appear to prefer Allport’s trait theory.

What might be the reasons for this pervasive finding? One factor is the amount of knowl-
edge that each person has about the actor’s past behavior: The observer, who has seen the
actor in only one situation, may assume that his or her behavior in other situations is consis-
tent and so make a dispositional attribution, whereas the actor is aware of much variability
in his or her own past behavior, depending on the situation that he or she was in (see Fig-
ure 2-1). Research has confirmed this difference and shown that, as we know a person
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FIGURE 2-1

An example of actor-observer differences. Ob-
servers often attribute behavior to internal char-
acteristics of the actor, whereas the actor often
attributes it to situational pressures.

He surely
must Love
his studies.

longer, we tend to make fewer trait attributions and give more situational explanations for
his or her behavior (Goldberg, 1981; White & Younger, 1988).

Another factor is visual salience or focus of attention, which is due to the differing
visual perspectives of the actor and the observer. In the typical experimental situation the
observer is watching the actor’s behavior while the actor is attending to incoming sita-
ational stimuli related to his task. In an experiment that made a clever use of videotape
feedback, Storms (1973) showed that, when these visual perspectives were reversed, the
types of attributions made by the actor and observer were also reversed. When the actor
who had just completed a short conversation saw a replay of his behavior from the visual
perspective of the observer, his attributions became less situational; and when the observer
saw a replay of the discussion made from the actor’s visual perspective, his attributions be-
came more situational than the actor’s revised ones. Another study showed that observers’
attributions can also be made more situational by instructing the observers to empathize
with the actor (Regan & Totten, 1975).

Motivational factors may also enter into this phenomenon (Johnson et al., 1985). One
motivation that has been suggested for observers’ tendencies to use trait attributions is the
need for personal control: If they think that other people’s behavior is consistent (such
as a personal trait), they will have a better chance of predicting it and perhaps also of
influencing it in the future (Miller, Norman, & Wright, 1978).

Certain exceptions to the actor—observer pattern also seem to stem from motivational
factors. In line with a self-esteem or egotism hypothesis, it has been found that actors give
more internal attributions for their own positive behaviors and less internal explanations
for their negative behaviors, such as harmful actions or failures (Taylor & Koivumaki,
1976; Schlenker, Hallam, & McCown, 1983). Contrariwise, observers give more internal
attributions for actors’ harmful actions than for their beneficial ones. In competitive games
it has been found that winners tend to give dispositional explanations for their success,
but losers (who are also actors) attribute the outcome more to external factors, particularly
luck (Lau & Russell, 1980).

The general pattern of actor—observer differences in attribution is well-established,
and these latter findings show how research has turned toward investigating when and
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why it occurs and its resulting effects. This is a very important area of research, with
many practical implications for relationships between managers and workers, husbands
and wives, and parents and children (Weary, Stanley, & Harvey, 1989). For example,
extending the actor—observer relationship by analogy to ingroups and outgroups in the
area of intergroup prejudice, Aboud and Taylor (1971) found that people typically explain
the behavior of members of their ingroup by using role (external) attributions, whereas
they use (internal) ethnic personality traits to explain the behavior of outgroup members.
Furthermore, as in the egotistically motivated differential attribution patterns mentioned
in the preceding paragraph, people have been found to attribute their own ethnic group’s
desirable behavior to internal factors and its undesirable behavior to external causes,
whereas they do just the opposite in explaining outgroups’ desirable and undesirable
behavior (Taylor & Jaggi, 1974; Hewstone, 1989). Pettigrew (1979) named this pattern
the ultimate attribution error.

Self-Attributions, Self-Esteem, and Self-Presentation

In addition to the research previously described on actors’ attributions about their
own behavior, there has been considerable other work on self-attributions. Bem’s self-
perception theory, which was discussed earlier, was modified by Nisbett and Valins (1972)
to indicate that people infer their beliefs and attitudes from their behavior only if they
perceive the behavior to have resulted from their true feelings toward the attitude object,
but not if they perceive their behavior to have been constrained by some other aspect
of the situation (for instance, norms, roles, or instructions). Because the actor—observer
literature shows that people frequently see their own behavior as being determined by
some aspect of the situation, it follows that Bem’s self-perception theory will not apply in
those circumstances.

In this area of research, we deal with motivational aspects of attribution, as opposed
to strictly cognitive (informational) processes. That is, people’s motivation to maintain
or enhance their self-esteem can influence the attributions they make. In general, people
usually take more causal responsibility for their favorable outcomes than for their unfa-
vorable ones—that is, they make internal attributions for their own success and external
ones for their failure. This pattern of taking credit for one’s successes and denying blame
for one’s failures has been termed a self-serving bias or ego-defensive bias (Greenwald,
1980; Weary, 1980).

Self-serving attributive biases have been found to occur when subjects’ outcomes and
attributions are entirely private, so they cannot be due solely to attempts to impress others
(Riess et al., 1981; Greenberg, Pyszczynski, & Solomon, 1982). People usually display
self-serving biases on tasks that are stereotypically expected of their sex, but not on tasks
expected of the opposite sex (Mirels, 1980). Real-world demonstrations of self-serving
biases have been shown in coaches’ and athletes’ attributions for athletic performance
(Lau & Russell, 1980; Mullen & Riordan, 1988), in premed students’ attributions for
their admission or rejection by medical schools (Smith & Manard, 1980), and in corpora-
tion officers’ reports to their stockholders (Bettman & Weitz, 1983). Similar self-serving
effects have been found in a variety of cultures (Fletcher & Ward, 1988). Thus peo-
ple clearly do slant their attributions to make themselves feel good. However, further
research has shown that self-enhancing attributions for success are more common and
larger than self-protective attributions that deny responsibility for failure (Miller
& Ross, 1975). Also, people are less likely to make self-serving attributions on
dimensions where their own positions are objectively clear (e.g., income—Marks & Miller,
1988).
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A related form of attributional bias is aimed at making a favorable self-presentation
to others, not just to oneself. This is an aspect of impression-management theory
(Schlenker, 1980; Jones & Pittman, 1982). A typical research design in this area com-
pares attributions under relatively private conditions with those made under identical but
public conditions (e.g., Schlenker, Weigold, & Hallam, 1990). When college students
make attributions in front of student peers, they typically further embellish their private
self-serving attributions (Weary, 1980). However, individuals who are high in social anxi-
ety and those who expect their behavior to be reviewed by prestigious or expert evaluators
are likely to reverse the self-promotional approach and accept more responsibility for
failure than for success (Arkin, Appelman, & Burger, 1980; Weary et al., 1982; Miller &
Schlenker, 1985). This modesty effect, though it underplays one’s accomplishments, may
ultimately gain more approval from others than boastfulness would.

Evaluation of Attribution Theory

Attribution theory was first proposed in the 1950s, became the most prolific research
area in social psychology in the 1970s and 1980s, and still maintains its position as a
central topic in the heavily studied field of social cognition. A number of important attri-
butional theories have been proposed, which apply similar principles to various different
situations and phenomena. Many research areas have been identified and explored, and
attribution concepts have been applied to a host of social issues such as helping behav-
ior, romantic attraction, and treatment of various clinical problems (e.g., Weary et al.,
1989; Graham & Folkes, 1990). Yet there is still much that we don’t know about attribu-
tions.

One danger of the many fascinating offshoots of attribution theory is that concentration
onthem will distract researchers and prevent them from ever constructing a firm and unified
framework for the theory. Some of the important topics that need further study are how
attributions are used in building people’s self-identity concepts, the variety of individual
differences in attributional styles, the nature of linkages between attributions and behavior,
the consequences of attributions in close relationships, and extending attribution theory to
analyze the accounts and narrative explanations that people give for events in their lives
(Weary et al., 1989).

In some areas there have been encouraging linkups of attributional concepts with other
theoretical viewpoints, such as learned helplessness (Abramson & Martin, 1981) and sym-
bolic interactionism from sociology (Crittenden, 1983). Despite its problems and unfilled
gaps, attribution theory has clarified many cognitive processes as well as common biases
in thinking, helping us to understand how people interpret events and assign meanings to
their life situations.

SUMMARY

Social cognition is the process by which we understand people and social situations,
and it forms the cognitive basis of our attitudes. It begins with perception, which selects
stimuli and imparts meaning to them; but, particularly in the social realm, perception can
also introduce error into our thinking. In their usual thought processes, people often use
convenient, shortcut guides for making decisions or predictions, such as the availability,
adjustment, and representativeness heuristics. These heuristics often result in, or are com-
bined with, various cognitive biases, and the result is many errors of human judgment.
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Stereotypes are images or beliefs that a person holds about most members of a particular
social group. Although useful in simplifying our everyday thoughts and decisions, they
are overly simple, evaluative, and resistant to change. Also, they are very often inaccurate,
though they may contain a “kernel of truth.” We may form stereotypes from explicit
teaching, from incidental learning such as we gain from the mass media, by incorrectly
perceiving illusory correlations in events, or by inducing the behavior we expect from
another person through our own actions (a process termed self-fulfilling prophecy).

Attribution is the process of making inferences about the unobservable characteris-
tics of people, social objects, or events—especially the perception of causality in events
or behavior. Attribution theory was initiated by Fritz Heider, whose approach has been
extended by Jones and Davis’ theory of correspondent inferences, Kelley’s covariation
theory and causal schema concepts, Bem’s self-perception theory, and others—each being
a particular version of attribution theory with its own set of principles. Although there is
still no single, unified attribution theory, various attribution concepts have spurred exten-
sive research in many areas, and attribution ideas have been applied to a wide variety of
real-world social issues.
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Explicit Measures of
Attitudes

That guy Arnold sure is hot!

Auto dealers are just out to make a quick buck, and they'll rip off their customers
every time they get a chance.

School vouchers are a bad idea because they will take money away from public
schools.

These are all expressions of attitudes. They describe a person’s feelings toward another
person, a group, a situation, or an idea. Attitudes can be expressed in many ways—with
different words, different tonal inflections, and different degrees of intensity. Some of
the color and richness of the ways in which attitudes and opinions are often expressed is
captured in the quotations from actual public opinion interviews shown in Box 3-1.

How can statements like these be studied scientifically? To compare them in any system-
atic way, we have to classify them into two or more categories (€.g., pro or anti concerning
some group or idea) or, preferably, measure them on a quantitative scale (e.g., indicating
degree of favorability or unfavorability). Furthermore, the classification or measurement
must be reliable, that is, consistent. Reliability means (a) that two different raters agree
on their classification of the statements to a high degree, and also (b) that on two different
occasions the respondents’ statements are largely consistent. Reliability and validity of
measurement are discussed later in this chapter.

In this chapter, we examine ways of measuring explicit attitudes—evaluations that a
person is consciously aware of and can express. In the next chapter, we examine implicit
attitudes—evaluations that are automatic and function without a person’s awareness or
ability to control them (Greenwald & Banaji, 1995; Dovidio, Kawakami, & Gaertner,
2002).

TYPES OF ATTITUDE QUESTIONS

All measures of explicit attitudes rely on self-report. There are two basic types of ques-
tions that are used to obtain statements of attitudes and opinions. Some of the interview
questions quoted in Box 3-1 are open-ended questions—ones that give the respondent
a free choice of how to answer and what to mention (e.g., “What do you think was the
main cause of these disturbances?”). Other questions are closed-ended—that is, ones
that present two or more alternative answers for the respondent to choose between (e.g.,
“Have the disturbances helped or hurt the cause of Negro rights?”’). Often an interview
will use both types of questions because they have complementary advantages and disad-
vantages.

44
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Box 3—1 Examples of Opinion Interview Responses

The following responses are selected quotations from public opinion interviews conducted
in 1968 by the Survey Research Center at the University of Michigan on the subject of
white attitudes toward blacks, and particularly toward the urban riots of the preceding
year. Here are some quotes from one respondent:

o PO

R I e

. What do you think was the main cause of these disturbances?
. Nigger agitators. Martin Luther King and Rap Brown and that black bastard

Carmichael.

. Have the disturbances helped or hurt the cause of Negro rights?
. Hurt. Whites are starting to wise up what a danger these people can be. They are

going to be tough from now on. People are fed up with giving in and giving them
everything their little black hearts want.

What do you think the city government could do to keep a disturbance from breaking
out here?

Ship them all back to Africa. Lock up all the agitators and show them we mean
business.

. Would you go along with a program of spending more money for jobs, schooling,

and housing for Negroes . . . or would you oppose it?
I"d oppose it. They’re getting too much already. If they want something they can
damn well work for it. The government would just waste the money anyway. ...

. That finished the interview. Is there anything you would like to add to any of the

subjects we’ve discussed?

. I just want to say that I don’t have anything against Negroes as long as they don’t

get pushy and stay in their place. One of my best buddies is a nigger so I don’t have
anything against them.

By contrast, here are some answers from a second respondent:

Q.

A,
Q.
A.

What do you think was the main cause of these disturbances?

Dissatisfaction. They are dissatisfied with the way they live, the way they are treated
and their place in the social structure of America.

Have the disturbances helped or hurt the cause of Negro rights?

They have helped because they have forced white people to pay attention and have
brought the subject out into the open and you can’t ignore it anymore. They haven’t
helped yet but overall it will help .. ..

Q. Whatdo you think the city government could do to keep a disturbance from breaking

out here?

A. Not only promise but actually improve conditions, education, housing, jobs, and

social treatment. ..

Source: Campbell, A. (1971). White attitudes toward black people (pp. 2—4, 17). Ann Arbor: Institute for Social
Research, The University of Michigan, Copyright ©) August 1971.
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Open-ended questions have the advantages of eliciting the full range, depth, and com-
plexity of the respondent’s own views, with minimal distortion, in his or her own words.
They reduce the likelihood of overlooking important possible viewpoints which the in-
vestigator has not thought of or not included in the questionnaire. For these reasons they
are often used as introductory questions to open up a topic that will subsequently be
probed more deeply and intensively with closed-ended questions. (This is called a funnel
sequence of questioning.) The primary disadvantages of open-ended questions are the
difficulty and frequently the unreliability of scoring or coding them. That is, trying to
decide how the response should be classified or what quantitative point on a scale it best
represents can be difficult and time-consuming, and sometimes it cannot be done with
adequate agreement between raters. For instance, how would you score the second re-
spondent’s answer in Box 3-1 that the disturbances “have helped. . . . They haven’t helped
yet but overall it will help...”?

For these reasons closed-ended questions are likely to make up a large majority of
the items on most interviews and questionnaires. They have the advantages of being
easy to score and relatively objective. That is, independent observers or scorers can
reach a high percentage of agreement on which response was given or on what score
should be assigned to the response. Of course, unlike open-ended questions, they have
the possible disadvantage that they may force the respondent to use the concepts, terms,
and alternative answers preferred by the investigator, rather than expressing his or her
own ideas and preferences (Schuman & Presser, 1981b; Sudman & Bradburn, 1982;
J. Converse, 1984; Schwarz, Groves, & Schuman, 1998; Robinson, Shaver, & Wrightsman,
1999).

Closed-ended questions must be written very carefully so as not to produce biased
answers. Without such care in item construction, the results will be far less reliable,
and sometimes they may be so slanted that they are seriously misleading. For instance,
here are two biased items that were on questionnaires sent out by two political lobbying

groups:

Are you in favor of allowing construction union czars the power to shut down an entire
construction site because of a dispute with a single contractor, thus forcing even more workers
to knuckle under to union agencies? YES__ NO__ (Sudman & Bradburn, 1982, p. 2)

The Soviets and other Comumunist countries have a record of breaking one treaty after another.
They not only shoot down unarmed passenger planes but also lie about it afterwards. Do you
agree with those Congressmen who want a so-called political solution based on signing
agreements with Communist forces in Central America? YES__ NO__

Obviously, these questions are worded so as to encourage a “No” answer. Consequently,
the response percentages reported by their sponsoring agencies will markedly exaggerate
respondents’ real attitudes about these issues. The lesson of these examples is that one
should always look at the question’s wording before making or accepting an interpretation
of the meaning of survey response figures. For that reason, good practice requires that the
exact question wording be stated whenever the quantitative results of survey questions are
reported. For readers interested in constructing questionnaires and surveys, a multi-volume
series by Fink (2003) is an excellent resource.

The most common way of measuring attitudes is to combine several items on the same
topic to form a scale (e.g., a scale of political liberalism versus conservatism), and to
compute a single score for each respondent for the group of items. In the following section
we describe the major ways of constructing such attitude scales.
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ATTITUDE-SCALING METHODS

During the late 1920s and early 1930s a number of attitude-scaling methods were
developed that are still in common use today, and more recently a few additional methods
have been developed. Each of the major attitude-scaling techniques are discussed here
rather briefly, primarily to clarify their major characteristics and points of difference. This
will not prepare you to use these methods yourself to build an attitude scale, but it will
provide you with enough information to understand references to such methods later in
this book or in the research literature.

In 1925 Bogardus was one of the first to use quantitative measurement methods in
the field of social psychology. Thus, surprisingly, the quantitative study of attitudes is
only about 80 years old, even though quantitative research in psychology goes back over
125 years to the founding of Wundt’s laboratory in 1879, though the term attitude has
been used in the psychological sense for well over a century, and though cognition, affect,
and conation have been discussed by philosophers ever since the time of Plato. Given the
relatively short history of quantitative research on attitudes and opinions, it is no wonder
that many questions remain to be answered.

Bogardus’ Social Distance Scale

Bogardus (1925) proposed a scale of social distance that could be used to determine
attitudes toward various racial or nationality groups, many of which at that time were
relatively recent immigrants to the United States. Respondents gave their judgments,
following these instructions (p. 301):

According to my first feeling reactions, I would willingly admit members of each race (as
a class, and not the best I have known, nor the worst members) to one or more of the
classifications under which I have placed a cross.

To close kinship by marriage

To my club as personal chums

To my street as neighbors

To employment in my occupation in my country
To citizenship in my country

As visitors only to my country

Would exclude from my country

Nk W=

By use of this scale, people’s attitudes toward the English, Germans, Turks, and many
other groups could be compared.

As can be seen in the example, the scale points progress systematically from accep-
tance of members of the racial or national group into the most intimate family relation-
ships, down to complete exclusion of the group. The respondent’s attitude score toward
that group is taken as the closest degree of relationship that he or she is willing to ac-
cept. Some early findings showed that, to the average American, the English were the
most accepted national group and Turks were one of the least accepted groups (Bog-
ardus, 1928). A recent study compared the distance scores of 135 U.S. schoolteach-
ers with those reported by Bogardus (Kleg & Yamamoto, 1998). In it, social distance
scores were obtained for 39 ethnic and racial groups, and the scores of the teach-
ers were strikingly similar to those found by Bogardus in 1928-the rankings of the
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39 groups were highly correlated (r = 0.86). However, the distance ratings in the 1998
study were more homogenous, indicating less extreme positive and negative attitudes. As
with the findings reported by Bogardus, the English were rated highest and the Turks
lowest.

Other variations of this technique have allowed measurement of attitudes toward any
social group, not just ethnic or nationality groups, and have also broadened the range of
response options (e.g., Triandis, 1964, 1971).

Thurstone’s Method of Equal-Appearing Intervals

A few years after Bogardus’ work on social distance, Thurstone (1928) proposed the
next attitude-scaling method. In contrast to the Bogardus scale, in which the scale points
were not designed to be equidistant, Thurstone attempted to develop a method that would
indicate rather precisely the amount of difference between two respondents’ attitudes. The
method that he developed is rather complex.

First, the investigator collects or constructs a large number (100 or so0) of opinion state-
ments representing favorable, neutral, and unfavorable views about the topic of interest
(for instance, Thurstone studied attitudes toward the church, “Negroes,” capital punish-
ment, and birth control). Then the investigator obtains a large group of people to serve
as judges and rate each statement’s favorability or unfavorability toward the topic. Each
judge sorts the statements into 11 equally spaced categories, disregarding his or her own
attitude toward the topic, and considering only how favorable or unfavorable the statement
is toward the attitude object. If there are statements on which different judges show sub-
stantial disagreement, they are discarded as ambiguous; other items may be discarded as
irrelevant to the topic; and judges who make too few differentiations are omitted from later
computations. The remaining statements are assigned scale values based on the median
favorability rating of the judges. From these statements, a final scale of about 20 items (or
sometimes more) is selected according to two criteria. The aim is to choose items having
(a) scale values at approximately equal intervals along a 9-point or an 11-point scale
of favorability, and (b) high agreement among the judges’ ratings (that is, low spread or
variability of their ratings).

After the items for the final scale have been chosen, they are randomly arranged on the
questionnaire form without any indication of their scale values. Respondents check only
the items they agree with and leave the others blank. A person’s attitude toward the topic
can then be defined as the mean (or the median—both methods have been used) of the
scale values of the items that he or she has checked. An example of a Thurstone scale is
shown in Box 3-2.

Thurstone’s method makes the important assumption that the opinions of the judges do
not affect the scale values of the items obtained from their judgments. This assumption
has been shown to be reasonably correct when the judges do not have extreme views on
the topic. However, if many of the judges have extreme views or are highly involved in the
topic, the obtained scale values of the items will be affected (Hovland & Sherif, 1952).
Specifically, judges who are highly favorable to a topic rate only a few of the most extreme
statements as favorable, and they displace their ratings of most of the statements toward
the unfavorable end of the judgment scale. The opposite is true for judges who are highly
unfavorable toward a topic.

The other major drawback of Thurstone’s method is that it is time-consuming and
tedious to apply (Webb, 1955). For that reason it is used much less extensively than the
method described next.
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Box 3-2 A Thurstone Scale of Attitudes Toward Using Contraceptives

A selection of about half of the items from a Thurstone scale is shown below. Although the
items are arranged here in the order of their scale values, on the actual questionnaire they
would be arranged in a mixed-up order as indicated by their item numbers, and the scale
values would not be shown. Respondents are to check or circle the numbers of the items
with which they agree.

Scale Item
value no. Item

128 5 1 detest the very word birth control.

223 13 I am afraid to use birth control.

3.00 3 My feelings would be hurt if someone advised me to practice birth control.

417 6 I am sorry for those who practice birth control.

506 11 It frightens me to think that the overcrowding is going to force birth control on us

whether we want it or not.

738 10 It saddens me that so many persons are ignorant of the advantages of birth control.
837 9 I am happy about the positive effects of birth control.
937 12 1 am so glad people are beginning to accept birth control.

1077 1 It is a wonderful feeling to take advantage of birth control.

Source: Kothandapani, V. (1971a). A psychological approach to the prediction of contraceptive behavior (pp. 26,
69-70). Chapel Hill: University of North Carolina, Carolina Population Center.

Likert’s Method of Summated Ratings

Shortly after Thurstone’s work, Likert (1932) proposed a simpler method of attitude-
scale construction, which does not require the use of judges to rate the items’ favorability.
Better still, the reliability of Likert scales has been shown to be at least as high as that of
the more difficult-to-construct Thurstone scales (Poppleton & Pilkington, 1964).

Likert’s method was the first approach that measured the extent or intensity of the
respondent’s agreement with each item, rather than simply obtaining a “yes—no’ response.
In this method, again, a large number of opinion statements on a given topic are collected,
but each one is phrased in such a way that it can be answered on a 5-point rating scale. For
instance, here is an example from Likert’s original scale of internationalism (Likert, 1932,
p. 17)—it is interesting to note how many of these attitude items still have an up-to-date
ring:

We should be willing to fight for our country whether it is in the right or in the wrong.
Strongly approve

Approve

Undecided

Disapprove

Strongly disapprove

Respondents check one of the five choices, which are scored 1, 2, 3, 4, and 5 respectively.
(Of course, items on the opposite end of the continuum——ones expressing a favorable atti-
tude toward internationalism—would be scored in reverse: 5, 4, 3, 2, and 1, respectively.)
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Photograph courtesy of Rensis Likert.
Reprinted by permission.

Box 3-3 RENSIS LIKERT, Attitude Measurement Pioneer

Rensis Likert's distinguished career included pace-setting work in four major areas: atti-
tude measurement, survey research methodology, research on organizational management,
and applications of social science to important social problems. He earned his Ph.D. in
psychology at Columbia with dissertation research, published in 1932, which developed
the attitude measurement technique that bears his name. After teaching briefly at New York
University, he moved to full-time research on organizational management. In 1939 he be-
came the founding director of the Division of Program Surveys for the U.S. Department
of Agriculture, where he made major contributions to methods of survey interviewing,
probability sampling, and wartime public opinion research.

Following World War 11, Likert founded the University of Michigan’s Survey Research
Center and later the Institute for Social Research, which under his leadership became the
largest university-based social science research agency in the U.S. After retiring, he headed
a consultation and research firm on organizational management until his death in 1981.
Author of over 100 articles and six books, including New Patterns of Management and
The Human Organization, ke was elected president of the American Statistical Association,
and a director of the American Psychological Association, and he received the highest
research award of the American Association for Public Opinion Research.

This method uses only items that are clearly positive or negative toward the attitude object,
whereas Thurstone’s method also requires some relatively neutral items.

As the name “summated ratings” indicates, respondents’ attitude scores are determined
by adding their ratings for all of the items. This procedure is based on the assumption that
all of the items are measuring the same underlying attitude. As a consequence of this
assumption, it follows that all the items should be positively correlated, in contrast to the
Thurstone method, which does not impose this requirement. Although the correlations
among the items are not usually high, because each item is measuring its own unique
content as well as the general underlying attitude, the assumption can be, and should be,
checked. The usual way to do this is to correlate the score on each item with the total score
for the whole pool of items combined (these are called item—total correlations). Any item
with a correlation near zero is discarded because it is not measuring the common factor
shared by other items.

A great strength of the Likert method is its use of item analysis techniques to “purify”
the scale by keeping only the best items from the initial item pool. A common way
of accomplishing this is to compare the group of respondents scoring highest on the
total pool of items (say, the top 25%) with the group scoring lowest (the bottom 25%),
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thus eliminating the middle group, whose attitudes may be less clear, less consistent,
less strongly held, and less well-informed. If a particular item does not discriminate
significantly between these groups—that is, does not have significantly different mean
scores for the top and bottom groups—it is clear that it is measuring some other dimension
than the general attitude involved in the scale. For example, in a scale of internationalist
attitudes, a nondiscriminating item might be concemed with a hope for world peace,
because high scorers (internationalists) and low scorers (isolationists) might both share
this hope.

The Likert method of attitude scale construction quickly became and remains the most
popular method, and a number of variations of it have also gained wide usage. One variation
is to eliminate the “Undecided” or “Neutral” category, thus forcing respondents to choose
between favorable and unfavorable stances. For instance, an item from the California
F Scale, for measuring authoritarian or “fascist” attitudes, is scored as follows (Adorno
et al., 1950, p. 68):

An insult to our honor should always be punished.

+ 1: slight support, agreement — 1: slight opposition, disagreement
-+ 2: moderate support, agreement — 2: moderate opposition, disagreement
+ 3: strong support, agreement — 3: strong opposition, disagreement

A more serious, and unfortunate, departure from Likert’s procedure is the frequent
omission of an item analysis. When this occurs, there is no empirical evidence that the items
are all measuring the same underlying attitude, nor that they are useful, discriminating
items. This situation is often signaled by use of the term “Likert-type” scale, which is
apt to be an indication of hasty, slipshod research, quite out of keeping with Likert’s own
procedures.

Guttman’s Cumulative Scaling Method

One of the limitations of both the Thurstone and the Likert techniques is that the
respondent’s attitude score does not have a unique meaning. That is, any given score
can be obtained in many different ways. On a Likert scale, for instance, a respondent
can obtain a midrange score by giving mostly “Undecided” responses, or by giving many
“Strongly approve” responses offset by many “Strongly disapprove” responses, or by both
“Approve” and “Disapprove” responses. Using the summated ratings (or more commonly,
the average response to the items) does not tell us much about the pattern of responses or
the responses to individual items.

Guttman (1944) proposed a method in which scores would have unique meanings. This
was to be accomplished by ensuring that response patterns were cumulative, That is, in the
Guttman method, a respondent who is moderately favorable to the attitude object should
answer “yes” to all of the items accepted by a mildly favorable respondent plus one or
more additional items. Similarly, a strongly favorable respondent should endorse all the
items accepted by moderately favorable respondents plus additional one(s).

This reasoning can be clarified by some examples. Actually, the steps on the Bogardus
Social Distance Scale, previously discussed in this chapter, apparently meet these require-
ments. A respondent who was very unfavorable toward Cubans, for instance, might be
willing to accept them to citizenship in the country but not to the higher categories. Another
person might agree to citizenship and also to equal employment. A favorable respondent
might accept both of these items and also endorse accepting Cubans into his neighborhood
and his social club; and so on, up to respondents who agreed with all the items.
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Box 3-4 An Example of a Guttman Scale

Attitudes toward religious fundamentalism and its role in current American politics were
measured in a study of the 1980 U.S. election conducted by the Center for Political
Studies at the University of Michigan. Responses to interview questions were obtained
Jfrom a representative national sample of over 1,200 white adults.

The six-item Guttman scale, which was constructed from the survey responses, is shown
below. Items are listed here in rank order of the percentage of respondents agreeing with
them, but in the actual interview they were arranged in a mixed-up order. The index of
reproducibility of the scale was 925 (meaning only 71,% inconsistent responses). This
is a Guttman scale because of the decreasing percentages of pro-fundamentalist answers
on the successive questions (though it is unusual to have two items as close together in
percentage of agreement as questions 3 and 4 here), and because most respondents who
agreed with any given item also agreed with all of the lower-numbered items (as shown
by the index of reproducibility).

Some evidence of the scale’s validity is that, of 11 current political issues, its highest
correlations were with opposition to abortion and support for school prayers.

Items (in rank order, not in their order in the interview) % agreeing
1 Religion is an important part of one’s life. 73
2 The Bible is God's word and all it says is true. 44
3 I feel favorable toward evangelical groups like the Moral Majority. 30
4 Religion provides a great deal of everyday guidance. 28
S 1am born again. 21
6 [ feel close to evangelical groups active in politics such as the Moral Majority. 6

Source: Miller, A. H., & Wattenberg, M. P. (1984). Politics from the pulpit: Religiosity and the 1980 elections.
Public Opinion Quarterly, 48, 301-317. Copyright 1984 by The Trustees of Columbia University. Reprinted
by permission of the University of Chicago Press.

Guttman suggested that, if a scale displays the cumulative pattern just described, we can
be sure that it is unidimensional—that is, it is measuring just one underlying attitude. By
contrast, Thurstone and Likert scales may be measuring two or more underlying dimen-
sions. Guttman has proposed a quantitative index for determining the unidimensionality
of a scale, and scales that meet Guttman’s criteria are apt to be quite short (perhaps 4-10
items) and restricted to a narrow topic.

Box 3—4 presents an example of a Guttman scale constructed to measure attitudes to-
ward politicized religious fundamentalism or the “religious right” (the attitude object).
Notice that all six items are on a rather narrow topic, concerning various signs of re-
ligious fundamentalism, whereas many other aspects of religiosity are not represented.
Of course, if desired, these could be measured by other Guttman scales on such top-
ics as specific religious beliefs, frequency of religious activities, or degree of ethical
behavior.

To develop a unidimensional scale by Guttman’s procedure, an initial pool of items is
given to a large group of respondents, each item being stated in a “‘yes-no” or “agree—
disagree” format. Next, the items are arranged according to the number of respondents
agreeing with them. In this procedure, by definition, the item agreed to by the fewest re-
spondents is the item most favorable toward the attitude object (e.g., the “Moral Majority”
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in the scale shown in Box 3-4); that is, it is the most-difficult-to-accept item. Each re-
spondent’s score is then determined very simply: It is merely the rank number of the most
favorable item that he or she endorsed (answered in the scored direction). The answers
of each respondent are examined separately (usually by computer). This is done to dis-
cover all instances of inconsistent response patterns: that is, cases in which a respondent
endorses an item and fails to endorse one of the less-favorable items.

According to the theory of measurement underlying this scaling method, each such
instance is considered a response error, and no more than 10% of inconsistent responses
are allowed if a scale is to be considered unidimensional. (Guttman refers to this as an
index of reproducibility of 0.90 or higher.) Items that have many inconsistent responses
are probably measuring a different underlying dimension, and accordingly they are deleted
from the pool of items. After a number of rounds of computation and discarding of
items, a short scale may be developed that meets Guttman'’s criteria for unidimensionality.
However, critical analyses have demonstrated that even more procedural safeguards than
those recommended by Guttman are necessary to be sure that a truly unidimensional scale
has been developed (Dawes & Smith, 1985).

Osgood’s Semantic Differential

In contrast to the preceding methods of constructing attitude scales, Osgood’s Semantic
Differential is actually a scale in itself. However it is a scale of such a general sort that
it can be applied to any attitude object. This has the great advantage that researchers do
not have to construct and try out a new scale every time they want to study a new topic.
No doubt this convenience is a major reason for the sustained popularity of the Semantic
Differential since it was introduced (Osgood et al., 1957).

The reason for the name “Semantic Differential” is that the technique attempts to
measure the connotative meaning of the concept or object being rated: that is, its implied
meaning, or differential connotations to the respondent. In contrast to the other major
attitude-scaling methods, the Semantic Differential does not consist of opinion statements
about the attitude object. Instead it uses a series of 7-point scales with two opposing
adjectives at the ends of each scale (e.g., “good” and “bad”). Respondents check the point
on each scale that corresponds to their impressions of, or feelings about, the object or
concept being rated. An abbreviated example of the instructions and the rating form is
shown in Box 3-5.

Osgood and his colleagues (1957) reported a great deal of research on the application
of this Semantic Differential approach to the measurement of a wide variety of concepts,
including attitudes toward elderly people, gender groups, substance use, psychopathology,
menopause, and work. Notably, the method has been successfully applied in many different
cultures and subcultures.

Using the method of factor analysis, Osgood and his colleagues studied the underlying
dimensions in connotative meaning, and time after time they came up with generally sim-
ilar results. They concluded that there are three basic dimensions on which people make
semantic judgments, and these are applicable quite universally to varied concepts, varied
adjectival rating scales, and various cultures. The three dimensions are as follows: (a)
the evaluative dimension, involving adjectives such as good-bad, beautiful-ugly, kind—
cruel, pleasant—unpleasant, and fair-unfair; (b) the potency dimension, marked by adjec-
tives such as strong—weak, large—small, and heavy-light; and (c) the activity dimension,
identified by adjectives such as active—passive, hot—cold, and fast—slow.

Of these dimensions, the one most heavily weighted in people’s judgments is evaluation.
Osgood (1965) recommended using it as the prime indicator of attitude toward the object.
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Box 3-5 An Example of a Semantic Differential Rating Task

Both the instructions and the rating form are substantially shortened in this demonstration
example. Ordinarily many concepts to be rated would be presented to each respondent in
a stapled booklet, one concept on each page; and more adjective scales might also be
used for each concept. Note that the end of the scale representing the positive pole on the
dimension is systematically varied between left and right.

INSTRUCTIONS: The purpose of this study is to measure meanings of certain things to
various people by having them judge them against a series of descriptive scales. In taking
this test, please make your judgments on the basis of what these things mean to you.

Here is how you are to use these scale: [f you feel that the concept at the top of the page
is very closely related to one end of the scale (for instance, very fair), you should place
your check mark as follows:

fair X:__:__:_:__:_: _ unfair

If you feel that the concept is only slightly related to one or the other end of the scale (for
instance, slightly strong), you should place your check mark as follows:

weak ____1__ strong

The direction toward which you check, of course, depends on which of the two ends of the
scale seems most characteristic of the thing you're judging.

If you consider the concept to be neutral on the scale, both sides of the scale equally
associated with the concept, or if the scale is completely irrelevant, unrelated to the
concept, then you should place your check mark in the middle space.

Rate the concept on each of these scales in order, and do not omit any. Please do not
look back and forth through the items. Do not try to remember how you checked similar
items earlier in the test. Make each item a separate and independent judgment. Work at
fairly high speed throughout this test. Do not worry or puzzle over individual items. It
is your first impression, the immediate “feelings” about the items, that we want. On the
other hand, please do not be careless, because we want your true impressions.

SEPARATION OF CHURCH AND STATE (Dimension)*
good__:_: : : : : 'bad (evaluative)
weak @ @@t : _ strong (potency)

active ;1 @ 1 : . passive (activity)
large .. . . small (potency)
slow __:_: = . : : fast (activity)

unfair __:__:_: : : : fair (evaluative)

*Of course, the dimensions are not shown on the respondents’ forms.

Source: Adapted from Osgood, C. E., Suci, G. I., & Tannenbaum, P. H. (1957). The measurement of meaning
(pp. 36-38, 82-84). Urbana: University of Illinois Press.
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Clearly it is an affective dimension whereas the other two seem more cognitive in nature.
Normally each dimension can be measured reliably by the use of only three or four adjective
scales, so use of the Semantic Differential is simple and convenient for the investigator
and relatively easy for respondents as well.

Final Comments on Attitude Scales

The work by Osgood illustrates the possibility of multidimensional scaling of atti-
tudes. Although most attitude scales have concentrated on measuring the magnitude of
attitudes—that is, their degree of favorability or unfavorability (also sometimes called their
valence)—several other dimensions of attitudes have been suggested as worthy of study.
In particular, these dimensions include the complexity or elaboration of attitudes, their
centrality or importance to the person who holds them, and their accessibility (closeness
to awareness, or readiness for expression). The structure of attitudes is considered in more
detail in Chapter 5.

It should also be emphasized here, as was mentioned in Chapter 1, that carefully
constructed attitude scales have quite rarely been used by researchers and only occasionally
utilized by attitude pollers for practical assessment. Instead, the major contribution of these
elaborate measurement methods has been to provide theoretical understanding of specific
domains of attitudes.

Over the years, a number of other attitude-scaling methods have been proposed
(cf. Edwards & Kilpatrick, 1948; Coombs, 1950; Hambleton, 1989; Mitchell, 1990; Kenny
& Judd, 1996). In Chapter 4, we examine implicit measures of attitudes, which have been
developed in the past 10 years and provide a very different approach to measuring attitudes.
In addition to implicit measures, there is one other approach that deserves comment. Item
response theory (IRT) has become increasingly used by researchers as computer programs
became available to perform its required complex computations.

The five measurement approaches previously summarized (Bogardus, Thurstone,
Likert, Guttman, and Osgood) all produce scores that are useful in describing a specific
sample. However, when scores are based on parameters established with a prior sample (as
they are with the Guttman and the Thurstone scales), then the scores are group-dependent.
That is, they are difficult to compare across dissimilar groups. In addition, all of the scales
described above are rest-dependent, in that the meaning of the scores depends on the spe-
cific items used in the scale. It would not be appropriate to replace some of the items in
the scale for one sample and then to make comparisons of scores across samples.

Item Response Theory (IRT) has been used primarily in the development of achieve-
ment and aptitude tests, but it is also beginning to make its way into attitude measurement.
The goal of IRT is to obtain a measure that is applicable to groups and individuals with
widely varying ability levels. In attitude terms, this would mean groups with extremely
positive or negative attitudes. Items are included in the scale based on extensive testing,
and they are selected to range from very easy (i.e., almost everyone agrees with the item) to
very difficult (almost no one agrees with it). Different items are given to different samples,
but because each item’s favorability to the attitude object has been premeasured, compa-
rable scores can be derived for the various samples. In many ways, IRT is an extension of
the scale-value aspect of Thurstone scaling, but with a different mathematical approach
to obtaining the scale values for each item. Typically, in IRT models, researchers obtain
scores for each item in the scale as well as for each respondent. For an overview of IRT,
see Hambleton (1989) or Embretson & Reise (2000).

Item response theory has received considerable attention by researchers over the past
20 years, but its merits are still widely debated (Anastasi & Urbina, 1997). Although it
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has been used sporadically in attitude studies, the most common method used in attitude
research continues to be Likert measures. Fortunately, studies comparing the different
methods of attitude measurement that we have described have found them to be positively
correlated—Fishbein and Ajzen (1974) reported typical intercorrelations of around +.7,
though Tittle and Hill (1967) found lower figures averaging around +.5. Both studies
showed the Likert scale to be most highly correlated with the various other attitude
measures.

In addition to the limitations noted by IRT researchers, another limitation shared by all
explicit measures of attitudes is that the scales they produce are ordinal scales rather than
equal-interval or ratio scales. This means that respondents can successfully be placed in
their rank order on the attitude dimension, but we cannot be sure that the actual attitudinal
distance between two values on the scale is equal to the distance between two other
values. For instance, on a Likert scale, is the distance between “Undecided” and “Approve”
(3 and 4) the same as the distance between “Approve” and “Strongly approve” (4 and 5)?
The two distances are numerically equal, but they may not be psychologically equal. Even
though Thurstone’s method strives to achieve “equal-appearing intervals,” it is nevertheless
an ordinal scale rather than an interval scale.

Technically, ordinal scales should be treated with nonparametric, distribution-free sta-
tistical techniques involving measures such as the median. For this reason it is statistically
improper to add or multiply scores together, compute mean scores, use ¢ tests, analysis of
variance, or any of the other widely used parametric statistics. However, these restrictions
are almost universally disregarded, largely because statistical research has shown that in
most instances violations of the assumptions underlying the use of parametric techniques
do not lead to serious distortions of their results, Thus scores are customarily derived
through summation or averaging, and ¢ tests and F tests are used on attitude scale results.
It is well to keep in mind, however, that occasionally, when distributions are markedly
skewed or variances are grossly different, use of parametric techniques may produce mis-
leading conclusions (Dawes & Smith, 1985).

RELIABILITY AND VALIDITY OF MEASUREMENT

There are two essential characteristics for attitude scales, as for all other types of
measurement; reliability and validity. Reliability means consistency of measurement. A
measurement that is unreliable is like an elastic tape measure, which stretches a different
amount every time it is used. Two kinds of reliability are commonly reported: internal
consistency measures, showing the amount of agreement between different items intended
to assess the same concept; and stability measures, indicating the consistency of scores on
the same scale at two different points in time. Both kinds are generally reported in terms
of correlation coefficients. Internal consistency measures include split-half coefficients,
alternate-form agreement, and the alpha coefficient of internal homogeneity of items
(Cronbach, 1984). Stability is usually reported as test—retest correlations for the same
group of subjects taking the same test or other measurement at two points in time. For
verbal attitude or information measures, these two occasions need to be far enough apart
that subjects are unlikely to remember their previous answers and simply repeat them on
the second measurement occasion—usually a week or two at a minimum.

Unreliability of measurement in verbal scales can often be combated by several means.
Sometimes it results from very coarse measurement (e.g., simply “Agree” or “Disagree”),
in which case it can usually be reduced by increasing the number of response alternatives
(e.g., several degrees of agreement or disagreement). Thus, even if a person gives a slightly
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different response on another occasion, he or she will not have shifted from one end of
the dimension to the other. Another common source of unreliability in multi-item attitude
scales is that items are not “pure” measures of the characteristic that one is attempting to
measure, and thus they are often only weakly or moderately correlated with each other.
The customary way to solve this problem is to add more items of the same sort to the scale,
because statistical principles of measurement guarantee that, for any given level of item
intercorrelation, a longer scale will be more reliable than a shorter one. However, limits
to this approach are the availability of appropriate items and the feasible length of the
scale. Other ways of reaching sounder statistical conclusions by improving measurement
reliability are discussed by Cook and Campbell (1979), Cronbach (1984), and Thompson
(2002).

Validity means accuracy or correctness of measurement. Measuring instruments can
be reliable without being valid—for example, a bathroom scale that consistently gives
too heavy readings. However, they cannot be valid if they are not reliable—for instance,
the many different readings given by an elastic tape measure would almost all (or all) be
wrong, and thus the tape measure would not be a valid instrument.

The validity of a measuring instrument is often determined by comparing its results with
a criterion—an accepted, standardized measure of the same characteristic. For example,
butchers’ scales are calibrated and tested against a very accurate master instrument. In
psychological measurement, a criterion may be a well-established instrument, as in using
the Stanford-Binet intelligence test as a standard of comparison for the results of a newly
devised IQ test. However, in many cases there may be no well-established criterion in-
strument for the characteristic being measured, as when research begins on a new topic
that has not been measured before. This is frequently true in the area of attitudes, and it
necessitates an approach similar to pulling oneself up by one’s bootstraps. The typical
approach here is termed construct validation, which involves computing a network of
relationships between the new measure and other relevant characteristics and comparing
the obtained correlations with those expected on a theoretical basis. If there is generally
good correspondence, that constitutes support for the instrument’s validity.

Other aspects of validity are discussed in Chapter 5, and extensive elaborations of threats
to validity in reaching conclusions from psychological data and ways of counteracting
these threats may be found in Cook and Campbell (1979), Cronbach (1984), and Bickman
(2000).

PROBLEMS AFFECTING THE VALIDITY OF ATTITUDE SCALES

Pause for amoment, and think in detail about what respondents have to do in the process
of answering an attitude question:

Respondents first interpret the attitude question, determining what attitude the question is
about. They then retrieve relevant beliefs and feelings [from their memory]. Next they ap-
ply these beliefs and feelings in rendering the appropriate judgment. Finally, they use this
judgment to select a response. (Tourangeau & Rasinski, 1988, p. 299)

Problems can occur at each of these stages, which may reduce the validity of respondents’
answers. Also, as mentioned in Chapter 1, the fact that people sometimes construct attitude
responses on the spot without any prior consideration of the issue, rather than retrieving a
previously formed attitude from their memory, would sharply decrease both the reliability
and validity of such attitude statements.
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The wording of attitude questions is one of the main factors affecting the validity of
attitude scales. However, because principles regarding the wording of attitude questions
are also applicable to the wording of public opinion interviews, they are discussed in detail
in Chapter 6.

The major problem to be discussed here is the ways in which response sets can invalidate
attitude questionnaire answers. Response sets are systematic ways of answering that
are not directly related to the question content, but which represent typical behavioral
characteristics of the respondents. Several types of response sets are mentioned in the next
four subsections, and some possible solutions to them are discussed.

Carelessness

When respondents are unmotivated or careless, their answers will be variable and in-
consistent from moment to moment or from one testing session to another. Such a situation
will reduce the questionnaire’s reliability, and unreliable questionnaires are necessarily
low in validity.

Some carelessness and low motivation can be minimized by the researcher building
good rapport with the respondent, stressing the importance of the task, and engaging the
respondent’s interest in it. However, despite such precautions, some respondents may still
answer carelessly or fail to follow directions through misunderstanding or poor compre-
hension. Therefore the response sheets are usually scanned visually, and the data are either
discarded or analyzed separately for respondents who (a) omit answers to many items, (b)
answer almost all items in the same way, or (c) show systematic patterns of responding
(for example, a, b, ¢, d, a, b, c, d).

Social Desirability

The social desirability response set is the tendency to give the most socially acceptable
answer to a question, or to “fake good.” It operates both in attitude scales and in public
opinion interviews. For example, people will rarely describe themselves as dishonest, even
though almost everyone occasionally fudges on the truth or cheats a little bit (by glancing
at an opponent’s cards, etc.). In extensive studies on this topic, Edwards (1964) showed
that personality characteristics that are considered as desirable in our culture are also ones
that are claimed by most respondents as applying to themselves, and vice versa. In one
study of 140 characteristics, the correlation was +0.87, an almost perfect relationship.
Edwards (1964) developed a personality scale that indicates the degree of an individual’s
tendency to give socially desirable answers, and other authors have constructed similar
scales (Crowne & Marlowe, 1964; Schuessler, Hittle, & Cardascia, 1978).

These scales are useful for identifying respondents with a high tendency to provide
socially desirable answers, but removing social desirability from the results of a study is
more difficult. To control for social desirability responding, Edwards advocated the use of
forced-choice items. In this technique of scale construction two items of approximately
equal social desirability, but indicating, for instance, two different social needs, are paired
together. The respondent is asked to choose the one that is most true of himself or herself.
This was a creative proposal, but unfortunately the evidence of its success in solving the
problem of social desirability responding is disappointing (Barron, 1959; Scott, 1968).
Consequently, only a few scales have been built in this way, the best known of which is
Rotter’s (1966) scale of internal versus external locus of control.

Unfortunately, none of the available methods for combating social desirability re-
sponding is entirely satisfactory. The techniques that are most often used are as follows:
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(a) selecting innocuous items, for which social desirability does not appear to be an issue;
(b) providing anonymity for the respondents; (c) stating that there are no right or wrong an-
swers, because the items cover matters of opinion rather than fact; (d) urging respondents
to answer honestly and stressing that it is their own opinions that are desired; (¢) use of
the forced-choice technique of item construction, previously discussed; and (f) auxiliary
use of personality scales to identify respondents who are particularly high or low in so-
cial desirability responding, and either excluding these participants from the analyses or
statistically removing the variance stemming from their individual differences in social
desirability. In his review of techniques for controlling social desirability response bias,
Krosnick (1999a) suggested that researchers test for the presence of social desirability re-
sponding by having some respondents answer questions in an ordinary self-report fashion,
and having others answer in a way that attempts to reduce social desirability through one
or more of the approaches discussed above.

Extremity of Response

An extremity response set can occur only on items that have more than two alternative
answers. For example, on a Likert-type scale having responses scored from 43 to —3,
an extremity response set would be demonstrated by a respondent who picked mostly
+3 and/or —3 answers. Its opposite, a midrange response set, would be shown by a large
number of +1 and/or —1 answers. In one nationwide study of high school students, black
students were found to give many more extreme responses than whites (Bachman &
O’Malley, 1984). Other studies have found that Hispanic Americans give more extreme
responses than European Americans (Marin, Gamba, & Marin, 1992), and older, less
educated, and lower-income respondents give more extreme responses (Greenleaf, 1992).

There has been little study of the effects of extremity response sets or midrange response
sets on questionnaire validity. Their effects can be reduced if equal numbers of items on
a scale are keyed in the positive and negative directions, for then the +3 answers of an
extreme responder will tend to counterbalance his or her —3 answers (and similarly for
the +1 and —1 answers of a midrange responder). Another possible remedy is to eliminate
the extremity response set altogether by use of items with only two alternatives (Yes—No
or Agree—Disagree).

Acquiescence (Yea-Saying)

The most thoroughly studied aspect of acquiescence is the agreement response set, or
yea-saying, defined as a tendency to agree with any questionnaire item regardless of its
content. It has been studied extensively in the California F Scale measure of authoritari-
anism (Adorno et al., 1950), but it also is an issue in many other attitude and personality
scales, particularly in the Minnesota Multiphasic Personality Inventory (Bradbum & Sud-
man, 1979). An example of agreement responding is answering “Yes” to both of the
following items: “Jews are more willing than others to use shady practices to get ahead”
and “Jews are just as honest as other businessmen” (Jackman, 1973). Such patterns of
response have been found to be more common among people with lower education and
income (Ware, 1978), women, children (Poole & Lindsay, 2001), individuals diagnosed
as mentally retarded (Finlay & Lyons, 2002), and in more collectivistic cultures (Cheung
& Rensvold, 2000; see also Narayan & Krosnick, 1996). Acquiescence bias occurs most
often with difficult questions, or when respondents are fatigued from answering a large
number of questions, and during phone interviews more than during face-to-face inter-
views (Krosnick, Narayan, & Smith, 1996). In a major research review on the topic,
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Krosnick (1999a) concluded that “acquiescence occurs when people lack the skills and
motivation to answer thoughtfully and when a question demands difficult cognitive tasks
be executed in order for a person to answer precisely” (p. 41).

An example of a scale on which acquiescence is a problem is the California F Scale,
As the result of an unfortunate decision during the construction of the scale, all 28 items
were worded in such a way that agreement indicated authoritarianism and disagreement
indicated lack of authoritarianism—that is, all items were keyed in the positive direc-
tion. Before 1950, when the authoritarianism studies were being formulated, this was not
recognized as a major issue in scale construction, but it has since become so.

One approach for reducing agreement response bias effects during the construction of
a scale is to reverse the wording and the keying of half of the items from that of the other
half. For example, in addition to the item “I like to eat sushi,” we might also present the
item “I do not enjoy eating sushi.” Responses to the latter item would then be reverse-
coded, so that scores on the two items would be positively correlated. The result is called
a balanced scale—that is, one having half of the items on the scale scored if the answer
is “true,” and half scored if the answer is “false.” If the two groups of items are equally
good, are positively intercorrelated, and have an equal spread of responses, this procedure
will cause any agreement response effect to cancel out across the two groups of items.

However, this was not done on the California F Scale, and debates raged for years
about the resulting problems. One group of authors (e.g., Bass, 1955; Campbell et al.,
1960) claimed that the scale was more a measure of acquiescence than of authoritarian-
ism. Another group, using different statistical methods, concluded that there was little
relationship between authoritarianism and acquiescence (Couch & Keniston, 1960). A
third group (e.g., Christie, Havel, & Seidenberg, 1958) found that there was some mixture
of acquiescence in F Scale scores, but argued that there should be, because agreeing with
an authoritatively worded statement is really one aspect of being an authoritarian.

The use of reverse-coded items and balanced scales has become common practice in atti-
tude measurement, and as aresult it might appear that the problem of acquiescence bias has
been solved. However, it is not a simple matter to construct attitude measurement items that
are reverse-coded. It is often difficult to devise questions that avoid using the word “not”
or another similar negation; and questions containing “not” are apt to be cumbersome and
can increase a respondent’s fatigue (and thereby inadvertently increase acquiescence). In
addition, the increased cognitive resources needed to interpret and respond to these reverse-
coded items may lead to differential rates of acquiescence across respondents. For example,
when confronted with a longer or more confusing item, respondents who are less motivated
to think about the item might simply say “yes”—an acquiescent response. In the final anal-
ysis, reverse-coded questions are only a partial solution to acquiescence bias, and it is more
important to ask a few direct, carefully worded items, encourage respondents to answer
honestly, and implement steps to ensure confidentiality or anonymity (Krosnick, 1999a).

A nay-saying or disagreement response set—that is, a tendency to disagree with any
item regardless of its content—is the other end of the agreement dimension (cf. Knowles
& Condon, 1999). It is relatively rare and has been little investigated. One study found
the disagreement response set more common among Republicans than among Democrats
{Milbrath, 1962).

THE BOGUS PIPELINE

Because of the response sets discussed in the previous section, the validity of self-
report measures is always open to question. However, using them in conjunction with a
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related objective measure can sometimes increase their validity. For instance, in a study
of adolescents’ self-reports of smoking, the amount of smoking reported was significantly
higher when reports were taken after a demonstration that recent smoking could be detected
from the presence of carbon monoxide in their breath (Bauman & Dent, 1982).

This carbon monoxide measure was a true indicator of smoking, but the same effect of
increased validity should occur if respondents merely believe that there is a true measure
of their behavior or feelings available. This principle is the basis of the so-called bogus
pipeline, in which participants are falsely convinced that some elaborate electronic appa-
ratus can detect their true feelings. This technique typically results in their reporting higher
levels of various socially undesirable attitudes or behaviors such as racial prejudice, eating
disorders such as bulimia, smoking marijuana, and drunk driving (Jones & Sigall, 1971;
Quigley-Fernandez & Tedeschi, 1978; Roese & Jamieson, 1993; Tourangeau, Smith, &
Rasinski, 1997).

We should emphasize that using techniques such as the bogus pipeline raises several
ethical questions (Aguinis & Henle, 2001). Issues of privacy, informed consent, deception,
and debriefing must all be carefully considered. However, these are not clear-cut issues,
and researchers differ on how they should be resolved. On the one hand, minor decep-
tion is often socially acceptable (as in conventional politeness and “little white lies”),
and on the other hand, full debriefing of participants about the research they took part
in may sometimes do more harm than good. Dawes and Smith’s (1985) often-cited re-
view recommended following social norms about what is considered ethical outside of
the laboratory, and using deception only in cases where it seems so innocuous that no de-
briefing should be needed. A fuller discussion of ethical issues in research is presented in
Chapter 12.

Given the ethical issues associated with the bogus pipeline, an important question is
whether there are other ways to increase the validity of self-report measures that do not
require deception. Several studies have found that using techniques that ensure anonymity
can yield equally valid responses (Hill, Dill, & Davenport, 1988).

OTHER WAYS OF MEASURING EXPLICIT ATTITUDES

In the preceding sections, all of the methods that we have described for measuring
explicit attitudes have relied on language, either written or oral. But there are other ways
of assessing explicit attitudes that do not require linguistic skills.

Graphical Scales

Feeling Thermometer. One technique for measuring attitudes is through graphical
or pictorial rating scales. One example of such a scale is the feeling thermometer. It asks
respondents to indicate their attitude on a scale of degrees, typically ranging from 0°
(Very cold) to 100° (Very warm), with 50° representing “No feeling at all.” The feeling
thermometer has been used quite often in public opinion research (Berman & Stookey,
1980), and particularly to measure attitudes toward political candidates (e.g., Granberg &
Brent, 1980; Beasley & Joslyn, 2001).

For example, Fox and Smith (1998) used a feeling thermometer to examine how attitudes
toward political candidates were affected by the candidate’s gender. Students enrolled in
American government classes at two universities, in California and Wyoming, rated four
hypothetical candidates for the U.S. House of Representatives. The name of each candidate
(indicating gender) was followed by his or her positions on a number of issues. On half of



62 CHAPTER 3

the forms the candidate was female (e.g., Lisa Jennings), and on the other half the candidate
was male (e.g., Bill Jennings). Results for the California sample (which was selected to
be a liberal sample) showed no evidence of gender bias—ratings of the candidates did not
differ by their gender. For example, the average rating for Lisa Jennings was 68.3, and for
the similarly described Bill Jennings it was 69.4—a nonsignificant difference. However,
the more conservative Wyoming sample did show evidence of gender bias—Lisa Jennings’
mean was 59.4, whereas Bill Jennings’ mean was 65.1.

Body-Shape Preference. Another example of a graphical scale used to measure
attitudes comes from research on female body size and shape. Singh (1993) developed a
pictorial measure that assesses preference for female body size (thin, normal, overweight)
and shape (waist-to-hip ratio). The waist-to-hip ratio is determined by the smallest width
of the waist divided by the largest width of the hips. As shown in Figure 3-1, a waist-
to-hip ratio of 1.0 means equal waist and hip sizes, whereas a ratio of 0.7 indicates a
waist considerably smaller than the hips. Research with this scale has generally found a
preference for “normal” weight combined with a smaller waist-to-hip ratio of around 0.7
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FIGURE 3-1 Stimulus figures representing three body-weight categories:
underweight (I), normal weight (I}, and overweight (ill). Waist-to-hip ratios
(WHR) are shown under each figure in each weight category, along with a
letter and a number in parentheses that identify the body-weight category
and WHR.

Source: Singh, D. (1993). Adaptive significance of female physical attractiveness: Role

of waist-to-hip ratio (p. 298). Journal of Personality and Social Psychology, 65, 293~307.
Copyright © 1993 by the American Psychological Association. Reprinted with permission.
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(Markey et al., 2002), although several studies have indicated a tendency for European
American respondents to prefer thinner weight (Gordon, 2000). The preference for smaller
waist-to-hip ratios has been found among both men and women, across a wide range of ages
(sample ages ranged from 25 to 85), and across various ethnic groups (African American,
Asian American, Mexican American, and Caucasian).

Observations of Behavior

Compared with verbal self-report measures, behavioral measures of attitudes have been
seldom used and consequently are poorly developed and crude in their methodology. In
large part this is because they are difficult, time-consuming, and expensive to utilize.

The most straightforward type of behavioral observation is one made in a natural setting,
such as watching for aggressive episodes in a schoolyard. However, the time-consuming,
tedious nature of such observation has led to use of more standardized situations, which
are structured so as to elicit the behavior of interest more easily. Cook and Selltiz (1964)
described three different types of such standardized approaches: (a) apparently unstaged
standardized situations in which a person’s behavior can be observed, (b) staged role-
playing situations in which the person is asked either to respond as he or she would in real
life, or to take the part of a particular other person, and (c) use of sociometric choices which
the participant believes will have real-life consequences (e.g., choice of which members
of a group to work with on a joint task). In all three of these approaches, of course, the
situation chosen is one in which the attitude objects (e.g., children of a different racial
group) are presented in some way.

A key advantage of this approach is that participants can be convinced that there will
be real-life consequences flowing from their responses (e.g., they will actually get to work
with the classmates they choose). Alternatively, it is also possible to represent the attitude
objects only symbolically (i.e., in words or pictures) rather than having them physically
present. An example is Harter and Pikes’ (1984) pictorial scale that measures perceived
competence and social acceptance in young children (cf. Rainey & Rust, 1999). However,
this procedure tends to measure the respondents’ behavioral intentions (what they say they
would do) rather than their actual behavior toward the attitude object—thus it is a return
to a self-report form of measurement.

Because Fishbein and Ajzen (1972) have reported very high correlations between be-
havioral intentions and behavior, the use of behavioral-intention measures may be justi-
fiable here. Cook and Selltiz (1964) defended it on the grounds that it is less sensitive
than real-life behavior to a variety of extraneous influences (e.g., previous acquaintance
or lack of it with individuals being responded to). However, we should emphasize that it is
sometimes possible to observe actual behavior in situations where extraneous influences
are relatively inoperative. For instance, slight vertical or horizontal head movements are
good indicators of a person’s attitude toward a persuasive message (Wells & Petty, 1980).
Similarly, in a small-group discussion situation, choice of a seat next to someone in a
wheelchair, rather than one farther away, could indicate a person’s attitude toward people
with disabilities. Because Wicker (1969) and others have shown that there is often only
a low relationship between verbal self-report attitude measures and behavior, the use of
actual behavior measures may be preferable to behavioral-intention measures.

One famous example illustrates the types of behavioral-intention measures that have
been used. DeFleur and Westie (1958) developed a method in which white subjects, after
seeing some relevant interracial slides, were asked whether they would be willing to be
photographed with a black person of the opposite sex. The subjects were also requested to
sign a “standard photograph release agreement” indicating which of a variety of purposes
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they would be willing to have such a photograph used for—ranging from showings solely
to professional sociologists for research purposes to a nationwide publicity campaign in
favor of racial integration. The number of uses that they checked was taken as an indicator
of favorableness toward blacks.

Unobtrusive Measures

One of the most promising ways of supplementing attitude scale scores is the use of un-
obtrusive measures of behavior (observations made without attracting the attention of the
people being studied), as suggested in a fascinating paperback book by Webb et al. (1981).
Such measures may be direct observations of behavior, such as standing in a high lookout
and counting the number of students taking different paths across campus, or watching
children’s aggressive behavior in a schoolyard. However, several types of unobtrusive mea-
surement can also substitute for tedious long-term observation as indicators of attitudes:
(1) Direct measures of preference can be counted, such as candidate bumper stickers in a
parking lot (Wrightsman, 1969). (2) By-products or waste products can show people’s at-
titudes; for instance, counts of beer cans and liquor bottles in trash can gauge the amount of
drinking and the preferred beverages in an area (Rathje & Ritenbaugh, 1984). (3) Measures
of erosion; for instance, paths worn in the grass across campus, or the rate of emptying of
ice cream tubs, can indicate preferred routes or flavors. (4) Measures of accretion; peo-
ple’s interests can be estimated from the amount of dirt on pages of library books or the
number of fingerprints and nose smudges on glass cases in museums (Webb et al., 1981).

Another good example of unobtrusive measures used in research studies is the per-
centage size of tips left for a restaurant server (Lynn & Simons, 2000). Similarly, the
forwarding of letters in the lost letter technique, in which stamped and addressed letters
are dropped in shopping areas, can gauge community sentiment toward local organizations
or election issues (Simmons & Zumpf, 1983) or attitudes toward specific social groups
such as gay men or lesbians (Bridges & Rodriguez, 2000). Recently a newer version of the
lost letter technique has been developed for electronic mail—the “lost e-mail” (Stern &
Faber, 1997). Further use of such imaginative approaches could help to solve the problems
inherent in interpreting the results of attitude-scale and opinion-interview research.

Performance on Objective Tasks

This measurement approach has been used somewhat more widely than the previous
ones. Cook and Selltiz (1964) described it as follows:

Approaches in this category present the respondent with specific tasks to be performed; they
are presented as tests of information or ability, or simply as jobs that need to be done. The
assumption common to all of them is that performance may be influenced by attitude, and
that a systematic bias in performance reflects the influence of attitude. (p. 50)

Thus, in a sense, this approach is similar to observations of behavior. It differs in that
the task is structured for the subjects, and that the relevance of their performance to
measurement of their attitudes is usually quite thoroughly disguised.

Some examples may clarify how this can be done. Hammond (1948) devised an “in-
formation” test with alternative answers that were equally far on either side of the correct
response (which was not provided as an alternative). He showed that the respondents’
choices of erroneous responses were generally consistent with their own attitudes. For
instance, a pro-union person would generally choose an answer that overestimated labor
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Box 3-6 DONALD CAMPBELL, Methodologist and Attitude Researcher

Donald Campbell received nearly every major honor that psychology had to offer—
notably, election to the National Academy of Sciences and the American Academy of
Arts and Sciences, the presidency of the American Psychological Association, and its
Distinguished Scientific Contribution Award. He was honored as a methodologist and a
philosopher, a field researcher and a laboratory experimenter, and for work in anthropol-
ogy, political science, and sociology as well as psychology.

Born in 1916, Campbell worked on a turkey ranch before taking his B.A. at the Uni-
versity of California at Berkeley. Following wartime service in the Navy he returned to
Berkeley and completed a noteworthy dissertation on the consistency of racial attitudes.
After teaching briefly at Ohio State and the University of Chicago, he settled in 1953 at
Northwestern, remaining there until 1979, when he moved to Syracuse for three years and
then to Lehigh University, where he continued to write until his death in 1996.

Campbell was widely known as a coauthor of books on unobtrusive measures and on
experimental and quasi-experimental research methods. Among his 200-plus articles, one
on indirect methods of measurement is particularly relevant to the topic of this chapter.
Chapter 5 cites his research on attitude consistency, and in Chapter 12 his critique of
attitude—behavior pseudo-inconsistency is described, and his call for planned experimen-
tation on social and governmental programs is applauded.

unions’ membership size, rather than an answer that underestimated it, whereas the op-
posite would usually be true for an anti-union individual. Similarly, Brigham and Cook
(1970) had respondents judge the plausibility of pro-integration and anti-integration argu-
ments, and the judgments were treated as indicators of the person’s own attitudes toward
racial integration.

Two problems are present in interpreting measures of this sort. If a person shows a
consistent bias in performance, it seems safe to infer that the individual’s attitudes are
responsible. However, if a consistent bias is not shown, it may not be safe to infer that
the person’s attitude 1s a weak one, for we do not know how sensitive such measures are.
Second, a particular bias in response might reflect either wishes or fears—*a member of
the Communist party may overestimate the number of Communists in the United States,
but so may a member of {an anti-Communist group]” (Cook & Selltiz, 1964, p. 51). Thus,
additional information may be needed to determine the direction of the person’s attitude
from a biased performance.

In using any of the kinds of measures described in this chapter, it should be emphasized
that the researcher’s conclusions about people’s attitudes is an inference from the particular
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measures taken. This is true even when the measures used are individuals’ self-reports of
their own attitudes, for the researcher still has to decide whether the respondents truly are
aware of their own attitudes and are reporting them accurately.

SUMMARY

Attitudes and opinions may be expressed in many colorful ways, but for purposes of
scientific study, they must be classified into categories or measured on a quantitative scale.
The development of attitude-scaling methods in the 1920s and 1930s was the first major
application of quantitative measurement in the field of social psychology. In terms of the
frequency of their use, the five most widely used scaling methods are Bogardus’ scale
of social distance toward various ethnic groups, Thurstone’s method of equal-appearing
intervals, Likert’s method of summated ratings (the most popular of all), Guttman’s cu-
mulative scaling method of constructing a unidimensional scale, and Osgood’s scale of
connotative meaning, the Semantic Differential. All of these methods produce scales that
are ordinal in nature, and therefore some caution must be exercised if parametric statistics
are used in analyzing their results.

It is essential for attitude scales, like all measurement methods, to be both reliable
(consistent) and valid (accurate) in their results. Problems that affect the validity of at-
titude scales include the response sets of carelessness, social desirability, extremity, and
acquiescence (yea-saying). With due care in constructing and interpreting attitude scales,
all of these problems can be at least partially overcome.

In conjunction with attitude scales, it is recommended that other less-common methods
of studying attitudes also be more widely used in research, in order to provide a broader
multidimensional measurement approach. These supplementary techniques include meth-
ods of increasing the validity of self-report measures, graphical scales, observations of
behavior (particularly unobtrusive observations), and measures of performance on objec-
tive tasks in attitude-relevant situations. In addition, the following chapter discusses ways
of measuring implicit attitudes.
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Implicit and Indirect
Measures of Attitudes

The human mind must think with the aid of categories. ... Once formed, cate-
gories are the basis for normal prejudgment. We cannot possibly avoid this pro-
cess.—Gordon Allport, 1954.

There comes to mind the uncertainty of using an opinion [statement] as an index of
attitude. The man may be a liar. . . . Neither his opinions nor his overt acts constitute
in any sense an infallible guide to the subjective inclinations and preferences that
constitute his attitude—Louis Thurstone, 1928.

To what extent are we aware of our attitudes and opinions? Is it possible that some of
our preferences exist outside of our conscious awareness? Can such unconscious attitudes
be “activated” and influence us automatically, without thinking? Or can we control our
attitudes so that they don’t show? Suppose that you have a negative opinion of your friend’s
parents; can you control this opinion so that it isn’t obvious when you are talking with
them?

In the previous chapter, we examined the major approaches that utilize explicit measures
of attitudes. These approaches, particularly the use of Likert scales, have dominated attitude
measurement since it began around 1930. They have been used to measure attitudes about a
multitude of social issues (abortion, school vouchers, gun control, welfare), people (George
W. Bush, Bill Gates, Michael Jordan), groups (women, gay men, ethnic minorities), objects
(Coke, spotted owls, mass transit), and activities (bungee jumping, surfing, recycling), to
name only a few.

Explicit attitudes are deliberate evaluations that are open to introspection and are under
conscious control (Ottaway, Hayden, & Oakes, 2001). The traditional model guiding the
construction of explicit measures has been referred to as the file drawer model (Wilson
& Hodges, 1992; Tourangeau, Rips, & Rasinski, 2000). According to this model:

When people are asked how they feel about something, such as legalized abortion, their
Uncle Harry, or anchovies on a pizza, presumably they consult a mental file containing their
evaluations. They look for the file marked abortion, Uncle Harry, or anchovies, and report
the evaluation it contains. (Wilson & Hodges, 1992, p. 38)

This basic model characterizes much of the research utilizing explicit measures. It assumes
that the attitude exists within the person, that the person can retrieve it accurately from
memory, and that he or she is able and willing to express it truthfully in response to the
question.

Since the early 1990s, a sizable amount of research has begun to examine implicit
attitudes—automatic evaluations that occur without conscious reflection and are not nec-
essarily available for introspection or control (Fazio, 1990; Banaji & Bhaskar, 2000;
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Box 4-1 MAHZARIN BANAJI, Investigator of Implicit Attitudes

Mabhzarin Banaji is a professor of psychology at Harvard University, where she holds the
prestigious chair as professor of social ethics that was first held by Gordon Allport. She
earned her Ph.D. from Ohio State University in 1986 and taught at Yale until 2001, when
she moved to Harvard. She has been associate editor of Psychological Review and the
Journal of Experimental Social Psychology and serves on the editorial boards of several
other journals in social psychology.

Banaji’s research has focused on the unconscious or implicit processes involved in
attitudes, social perception, memory, and self-knowledge. In particular, she has studied
self-assessments and feelings and beliefs about other people that are based on their social
group membership, such as age, racelethnicity, gender, and class. She was cofounder of
an educational Web site that has accumulated over 2.5 million completed tasks measuring
automatic attitudes and beliefs involving self, other individuals, and social groups. Her
research uses both cognitivel/affective and behavioral measures and neuroimaging (mag-
netic resonance) techniques, and she explores the implications of her work for theories of
individual responsibility and social justice.

Ottaway et al., 2001). In this chapter, we begin with a brief discussion of unconscious
cognitive processes, then review types of indirect measures of attitudes, and finally de-
scribe several of the methodologies used to measure implicit attitudes: reaction time,
priming, and the Implicit Association Test.

Because the research utilizing implicit measures is so new, it is unclear whether they
are simply an alternative methodology for measuring a person’s attitude, or whether they
are measuring something qualitatively different (Fazio & Olson, 2003). Our approach is
to view implicit and explicit measures as alternative ways to measure the same under-
lying attitude. We will return to this issue at the end of the chapter. Let’s begin with an
examination of indirect measures of attitudes.

INDIRECT MEASURES OF ATTITUDES

As previously discussed, explicit measures of attitudes rely on self-report. Whether
obtained through a written questionnaire, an interview, or a telephone call, explicit mea-
sures are based on a respondent’s self-reports of his or her attitudes or opinions. But can
we measure attitudes more indirectly, in ways that do not require awareness or honest
responses? Indeed, the search for an attitude “pipeline” has been a recurrent theme in
attitude research (Karpinski & Hilton, 2001):
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[Tlhe desire to find a measure that taps attitudes in ways that are impervious to self-
presentation represents a kind of “Holy Grail” for attitude researchers. With such a measure,
we could explore confidently all the domains of private life. With such a measure, we could
explore attitudes that exist outside of conscious awareness. Also, with such a measure, we
might gain an important tool for educating the public about our less socially desirable atti-
tudes. Racial prejudice, for example, often fails to emerge on traditional attitude measures.
Yet discrimination clearly permeates American culture, and a valid attitude pipeline might
provide one way of revealing the unpleasant truth of prejudice. (p. 786)

Lack of Awareness—Studying Unconscious Processes

There is a long history in the science of psychology for the study of thoughts, feelings,
and behaviors that occur without conscious awareness. Indeed, systematic studies of un-
conscious processes date back at least 150 years. The notion of unconscious processes
was popularized by Sigmund Freud and the teachers and practitioners who followed his
psychodynamic approach. Freud (1949) argued that the bulk of mental activity occurs
outside of conscious awareness. Unacceptable thoughts about sexuality (eros) or aggres-
sion (thanatos) are pushed into the unconscious mind because thinking about sex and
aggression would cause too much anxiety. Although we are not aware of these repressed
thoughts and feelings, Freud held that they manifest themselves in our attitudes and ac-
tions. Not only do these unconscious feelings have influence, but their influence occurs
outside of volition, and we are often unable to control them. Although Freud’s theories
were provocative and highly influential among the general American public, the evidence
supporting them was mixed at best (Kihlstrom, 1987; Kihlstrom, Barnhardt, & Tartaryn,
1992; Cramer, 2000). Yet, more recent empirical research has substantiated claims that
our attitudes can exist outside of awareness and can exert an unconscious influence on our
thoughts and actions.

But what do we mean by “unconscious”? Indeed, researchers on this topic use a range
of terms to describe seemingly related concepts. Some examples include “implicit,” “auto-
matic,” “unconscious,” and “nonconscious.” Intuitively, unconscious refers to thoughts or
behaviors that occur outside of awareness, or those that are automatic. Posner and Snyder
(1975) suggested that a mental event (and we would consider an attitude to be a mental
event) can be either conscious or automatic. Conscious mental processes have four central
qualities, according to Bargh (1994):

They are intentional,

occur within our awareness,
use cognitive resources,

are controllable.

PR

If a mental process has these qualities, then it is conscious. If not, then it is automatic.
Although this description is overly simplistic, the opposites of these four qualities are
useful for understanding the central features of an unconscious mental process. See Wyer
(1997) for a broad set of discussions about automaticity.

We begin our exploration of implicit attitudes by examining two types of indirect
measures of attitudes: projective techniques and physiological reactions.

Reactions to Partially Structured Stimuli

One of the first approaches to assessing unconscious thoughts and feelings involved
projective techniques. In a projective test, stimuli are presented that are not clearly
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structured, and consequently they do not provide sufficient information from which to
draw a conclusion. Therefore respondents must draw on their own needs and dispositions
in interpreting or describing the characteristics of the attitude object. For instance, a picture
of the head of a Middle Eastern girl may be presented, and the respondent may be asked to
describe her characteristics or to make up a story about her. The task is usually presented
as a test of imagination or social sensitivity or some similar concept, rather than as a
measure of the respondent’s attitudes.

Obviously this approach uses the respondent’s verbal self-report, and so it has sim-
ilarities to that measurement approach. The primary differences are the use of a some-
what ambiguous stimulus instead of an explicitly named attitude object, and the dis-
guised goal of the measurement (e.g., as a test of ability to judge people’s characteristics
rather than an attitude measure). It is assumed that these aspects of the technique de-
crease the likelihood of respondents distorting their true feelings in an attempt to present
themselves in a favorable light to the investigator. However, the literature on projective
techniques is full of critiques questioning the validity of their results (e.g., Holt, 1999;
Hansemark, 2000; Wood et al., 2003). It is clear that projective responses may reflect
an individual’s attitude; but they may also merely indicate a person’s awareness of the
common cultural patterns of response, such as unequal treatment of various minority
groups.

As a result of these limitations, systematic use of projective techniques in the study
of attitudes and opinions has been rare. One area where they have been utilized is with
children, who in many instances may not have the cognitive skills to understand or express
attitudes about abstract concepts. For example, Tamm and Prellwitz (2001) measured the
attitudes of preschool children toward children with physical disabilities. The task involved
drawing a picture of a child in a wheelchair (or selecting a ready-drawn picture). A series of
probing questions were then asked about the picture: for example, “Why is the child sitting
in the wheelchair?” and “Which games would you play if the person in the wheelchair was
your friend?” The responses to these questions were then coded and the attitudes inferred.
For example, from these data, Tamm and Prellwitz (2001) concluded:

Our general impression from this study was that most children had a favourable attitude
towards the child in a wheelchair. They were willing to include the child with disability in
their games and recreational activities, and they considered that the disabled children would
have many friends and high self-esteem. (p. 234)

One of the major limitations with projective techniques, like the one just described,
is that they typically do not generate numerical attitude scores. This makes the measures
difficult to compare between groups or across time periods, and it limits the extent to
which they can be validated with other measures.

This limitation has been addressed in measurement techniques that combine partially
structured stimuli with numeric ratings. For instance, Vargas, van Hippel, and Petty (2004)
reported a series of studies in which participants provided numeric responses to partially
structured stimuli, which were several written vignettes describing social situations. Here
is one example:

Mary didn’t go to church once the whole time she was in college but she claimed that she
was still a very religious person. She said that she prayed occasionally and that she believed
in Christian ideals. Sometimes she watched religious programs on TV like the 700 club or
the Billy Graham Crusade. (Vargas et al., 2004, p. 197).
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Following each vignette, participants provided numeric responses, using 11-point scales,
to a series of questions such as, “How religious was the behavior Mary performed?” and
“How religious do you think Mary is, in general?” In addition to these partially structured
items, the study also included an established explicit measure of religious attitudes and a
45-item self-report index of religious behaviors. The results showed that the mean score
on the partially structured items correlated with both the explicit religious attitudes scale
(r = 0.33) and self-reported religious behavior (r = 0.60). Interestingly, additional anal-
yses showed that the measure of partially structured attitudes explained unique variance
in behavior, beyond that explained by explicit measures. Similar results were found for
attitudes about cheating and political conservatism. These findings suggest that partially
structured stimuli offer a useful alternative to traditional explicit measures, and that they
measure something conceptually different.

Physiological Reactions

Another approach to measuring attitudes indirectly is through the use of physiological
responses. This approach is based on the principle that people have different physiological
responses to stimuli that they like (or agree with) than to stimuli that they don’t like (or
don’t agree with). A fairly wide variety of physiological reactions have been used in the
study of attitudes: galvanic skin response (GSR), blood vessel constriction, heart rate,
dilation of the pupil of the eye, and even the conditioned response of salivation in humans.
One classic study involving physiological measures of attitudes was done by Westie and
DeFleur (1959). These researchers showed participants pictures of whites and blacks in
social situations and found relationships among GSR, blood vessel constriction, and a
self-report measure of attitudes.

In these techniques it is assumed that the amount of the physiological reaction indi-
cates the extent of participants’ arousal—the intensity of their feelings—and hence the
extremity of their attitudes. Often researchers will utilize multiple measures of physio-
logical arousal, such as skin conductance, heart rate, blood pressure, and muscle tension.
However, most physiological measures are nondirectional in nature; that is, they do not
indicate whether the person is favorable or unfavorable toward the attitude object. Thus
additional information is usually necessary to interpret them adequately.

There are two physiological approaches used to study attitudes which offer the possibil-
ity of assessing both directionality and strength of the attitude. The first method involves
measures of tiny movements in facial muscles by use of electromyography (EMG). A
sizable amount of research has demonstrated that exposure to liked and disliked stimuli
often induces small expressive facial actions, many of which are not socially perceptible
(Ekman, 1971, 1999; Ekman, Friesen, & Ancoli, 1980). Cacioppo and his colleagues re-
ported several studies in which facial EMG measures were used to assess positive and
negative affective evaluations of pictorial images (Cacioppo, Petty, & Marshall-Goodal
1984; Cacioppo, Petty, & Losch, 1986). In one study, they assessed evaluations of images
that were consistently rated as positive (e.g., a mountain cliff, an ocean beach) or negative
(a polluted highway, a bruised torso). They presented these images in randomized order
and measured facial EMG for each. The results showed that the facial measures were able
to distinguish positive and negative evaluations (see also Cacioppo, Bush, & Tassinary,
1992). The authors reached this conclusion (Cacioppo et al., 1986):

The present results challenge the conventional wisdom in social psychology that physiological
measures are sensitive only to changes in general arousal and therefore cannot be used to
distinguish positive and negative affect. (pp. 264-265)
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Box 4-2 JOHN CACIOPPO, Attitude Researcher and Social Neuroscientist

John Cacioppo is best known for his pioneering work in physiological measurement of
attitudes, reflected in his volumes on Social Psychophysiology and Foundations in Social
Neuroscience. He is also the coauthor with Richard Petty of the Elaboration Likelihood
Model of attitude change, discussed in Chapter 11. Cacioppo earned his Ph.D. at Ohio
State University in 1977 and held faculty positions at Notre Dame, the University of
Iowa, and Ohio State University before moving in 1999 to the University of Chicago as
a Distinguished Service Professor. There he directs the Social Psychology Program and
codirects the Institute for Mind and Biology.

Cacioppo has contributed to the field as editor of Psychophysiology, served on the
editorial boards of 16 other journals, and been elected president of two divisions of the
American Psychological Association. As of 2004, his vita listed more than 300 research
publications, including 10 books. His numerous research awards include ones from the
National Academy of Sciences, the Society for Personality and Social Psychology, and the
American Psychological Association’s Award for Distinguished Scientific Contributions
to Psychology.

Similar results have been reported by other researchers. For example, Jinke (1994) found
that presenting participants with slides having a positive valence spontaneously produced
muscle activity in the cheek area, whereas pictures with a negative valence produced an
increase in muscle activity in the brow region of the face.

However, Cacioppo et al. (1986) cautioned that EMG facial measures may not be useful
for measuring many types of attitudes. First, they are subject to control: “at the simplest
level, people are capable of suppressing, falsifying, and distorting their true feelings toward
a stimulus using measures of facial actions” (p. 266). Second, facial measures are subject to
minor temporary fluctuations in emotions, whereas attitudes are considered to be relatively
enduring. For example, individuals may hold a genuinely favorable attitude toward their
children, despite experiencing moments of anger or displeasure with them. Given the
limitations with EMG measures, Cacioppo and his colleagues have more recently pursued
an alternative, brain-based approach to measuring attitudes.

This second physiological approach makes use of event-related potentials (ERPs),
which show electrical activity in the brain. ERP measures use electrodes placed on the
scalp to measure neural (brain-wave) activity involved in processing information. The
ERP reflects brain-activity levels at a specified period of time (in milliseconds) following
the presentation of a stimulus, and different time periods have been found to be related to
different cognitive activities. That is, the ERP measures the brain activity at different areas
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of the scalp at specific times (say, 100 or 300 ms) after a stimulus is presented. Cacioppo
and colleagues (1993; Cacioppo, Crites, & Gardner, 1996) have developed a technique for
measuring attitudes that makes use of a specific ERP (the P300).

A larger-amplitude P300 along the midline centroparietal region of the scalp is evoked by
categorically inconsistent stimuli, such as a high tone preceded by a sequence of low tones,
than by categorically consistent stimuli, such as a high tone preceded by a sequence of high
tones. (1996, p. 1206)

Utilizing this finding from the P300 ERP measure, Cacioppo and his colleagues devel-
oped a paradigm for measuring “evaluative categorizations” (i.e., attitudes). In this oddball
paradigm, participants are presented with a short series of liked or disliked stimuli (words
or pictures) and are asked to indicate which are pleasant and which are unpleasant. The
extent to which the stimulus of interest is evaluated favorably or unfavorably can be deter-
mined by examining the P300 measures in different contexts: a positive context (in which
the attitude object is preceded by positive stimuli) or a negative context (in which it is
preceded by negative stimuli).

For example, if we were interested in measuring your attitude about people with dis-
abilities, we could assess it in the context of a series of positive images. We might present
eight positive images (e.g., a person smiling, two people holding hands, etc.) and, as the
ninth image, show a person in a wheelchair. The extent to which you evaluated this attitude
object as negative would be reflected in a higher P300 measure. Results have shown that
ERPs generated in this “oddball paradigm” can distinguish between favorable and unfa-
vorable attitudes (Cacioppo et al., 1993, 1994, 1996). Moreover, it appears that these ERPs
distinguish favorable and unfavorable attitudes even when participants are instructed to
lie (Crites et al., 1995). Thus, although people can control their words by expressing an
opinion that is untrue, they cannot control the brain activity that results from exposure to
a stimulus. This feature of physiological measures makes them especially useful for the
detection of deception.

Lie Detectors. Sensitive electronic recordings of various physiological reactions
are also used in the most familiar physiological indicator of emotional reactions, the poly-
graph machine or “lie detector.”” The use of lie detector tests has been increasing rapidly
in industry, government, and law enforcement—for instance, to screen job applicants for
honesty, or to identify guilty criminals (Kleiner, 2002). The polygraph makes use of several
physiological measures that typically accompany stress, like heart rate, blood pressure,
and galvanic skin response (GSR). In the most common form of testing for guilt, physio-
logical reactions to control questions that are arousing but not related to the issue at hand
are compared with reactions to test questions that are of interest (Saxe, 1994; Fiedler,
Schmid, & Stahl, 2002). For example, reactions to the question “Between the ages of 18
and 34, did you ever deceive someone?” (which is arousing, but not of interest to the
tester) would be compared with “Did you take the money from the safe?” If the person
had stolen the money, they would be likely to show more elevated arousal levels to that
question in comparison with the arousing-but-irrelevant question.

Research on the validity of polygraph tests has yielded mixed results (Fiedler et al.,
2002). The accuracy of a polygraph test has been found to be related to several variables,
including the type of questions asked, the person being questioned, the experience of the
questioner, and the context in which the interview takes place, to name a few. A review
of the research on polygraph tests found that, when they were conducted in carefully
controlled settings by experienced interviewers, 89% of guilty individuals were correctly
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detected, and 83% of innocent individuals were detected (Elaad, 1990). Other reviews,
based only on “conclusive” determinations of guilt or innocence (that is, disregarding cases
that were determined to be inconclusive) reported even higher accuracy scores (98% for
guilty determinations, and 82% for innocent determinations—Raskin, Honts, & Kircher,
1997; Fiedler et al., 2002). As a general rule, Ekman (2001) has suggested that for any
given casec a polygraph is about 85% accurate. This means, of course, that in about 15%
of cases they would call an innocent person “guilty,” or vice versa.

As a result of this considerably less-than-perfect accuracy rate, polygraphs have typ-
ically been ruled as “inadmissible” evidence in criminal courts. However, recent rulings
have established clear criteria for the level of accuracy needed in order to be considered
legally admissible, and some researchers are optimistic that revised versions of the proce-
dure can increase its validity to a level acceptable in the courts (Ben-Shakhar, Bar-Hillel,
& Kremnitzer, 2002). A more recent extension of polygraph measurement principles is
aimed at detecting terrorists or other evil-intentioned people at airports. For instance, one
recent study reported the results from a thermal-imaging technique for detecting anxi-
ety (and possibly deception) at security screening locations in public places (Pavlidis,
Eberhardt, & Levine, 2002). However, the limitations of physiological responses and
of projective techniques have led researchers to search for other indirect techniques for
assessing attitudes.

IMPLICIT MEASURES OF ATTITUDES

Research on implicit attitudes is based largely on cognitive psychology, especially on
studies examining the ways in which the human mind structures and stores information.
The concepts of associative networks or “neural networks” (Rumelhart, Hinton, & Mc-
Clelland, 1986; Martindale, 1991) view human memory as a network of interconnected
nodes of information. Nodes are basic processing units, and can include a person or object,
feature, concept, idea, or evaluation. Nodes can vary in their state of activation, and they
are connected to each other through links. The activation of one node can spread through
the associative network to other related nodes. The principles of nodes, associations, and
activation are central parts of the theory, and have been applied quite broadly to under-
standing human cognition, including social cognition. As we stated in Chapter 2, the term
social cognition refers to the ways in which people think about themselves, other people,
and social situations.

Attitudes as Object-Evaluation Associations

Recall from Chapter 1 that a key aspect of an attitude is its evaluative nature. Attitude
objects are judged along a continuum of favorability—for example, a person is in favor
of gun control, but is opposed to drug legalization. One way to conceptualize an attitude
is that it consists of an association between the attitude object and an evaluation. That is,
if evaluations (good or bad, positive or negative, like or dislike) are organized as nodes
within an associative network, then an attitude can be viewed as an association between
two nodes: the attitude object and an evaluation.

Figure 4-1 shows a simplistic example of an associative network concerning dogs,
which in turn would be a portion of an associative network regarding pets. The model is
hierarchical, such that, linked with the concept PETS, are BIRDS, DOGS, and CATS. At
the next level, linked with each type of pet, can be specific types—POODLE, LAB, PUG,
and so on. Associated with each of these concepts are some attributes. For example, birds
fly, have wings, are colorful, and sing. This is the basic idea of an associative network.
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SING + LOYAL + AFFECTIONATE +
T~ __DROOL -
FLY BA __—SOFT +
BIRDS RK -
WINGS _TBITE- PLAYFUL +
COLORFUL +
POODLE LABRADOR

FIGURE 4-1 Sample of an associative network.

However, when the model is applied to attitudes, an additional piece is added: the valence of
the attribute. For example, dogs are loyal (a positive attribute), but they also bark (negative),
drool (negative), and bite (negative). A person with a favorable attitude toward dogs will
have many positive attributes strongly associated with the concept (for example, loyal,
lovable, companion, playful, protective), whereas a person with a negative attitude toward
dogs will have many negative attributes (e.g., bark, drool, bite, annoying, beg, disobedient).

Early advocates of this approach were Fazio and his colleagues (1982), who proposed
that the associative-network model and its principles of nodes, associations, and activation
could be applied to attitudes. In the 20 years since this original proposal that attitudes can
be viewed as object-evaluation associations, Fazio and his colleagues have conducted
many relevant experiments (for a review, see Fazio, 2001). In their view, attitudes can be
activated when related nodes are primed. For example, seeing a homeless family on a street
corner may activate your attitude toward homelessness, or toward social welfare policies.
Attitudes that are activated “effortlessly and inescapably” are referred to as automatic
(Fazio, 1995). Such an attitude association exists within a person’s associative network,
but is made active without the need for conscious reflection. Indeed, it is even possible for
individuals not to know that they have a negative attitude toward homeless people; and,
on reflection, they may not want to have such an attitude.

Not all associations are equally strong, and therefore some attitudes are easier to activate
than others. Accessibility refers to the strength of the attitude-evaluation association. An
accessible attitude is one that can be activated from memory automatically when relevant
stimuli are encountered, whereas less accessible attitudes are not as easily activated. As
Fazio and Williams (1986) stated:

[A]ttitudes are characterized as object-evaluation associations, and the strength of the associ-
ation acts as a determinant of the accessibility of the attitude. The stronger the association, the
greater the likelihood that the evaluation will be activated spontaneously upon the individual’s
encountering the attitude object. (p. 505)

Studies of attitude accessibility (and implicit attitudes in general) have relied primarily
on the measure of response latency. Response latency is the speed, typically measured in
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milliseconds (ms), with which a judgment is made. Accessible attitudes are those with a
small response latency—that is, accessible attitudes can be called to mind very quickly.
A number of studies have been conducted to demonstrate that accessible attitudes are
easier and faster to recall. In the basic paradigm, participants are asked to engage in
an activity that activates the relevant attitude—for example, copying attitudinal ratings
from one sheet to another (i.e., rehearsal) or answering a series of semantic differential
questions about the attitude object (recall from Chapter 3 that the semantic differential
asks for a variety of ratings such as good-bad, or strong—weak). The goal of these activities
is to activate the association between the attitude object and the evaluation. Following this
manipulation, participants are asked to indicate their attitude about various attitude objects,
and the response latencies are recorded. The findings from these studies consistently show
that attitudes that are made accessible are expressed more quickly than attitudes that are not
made accessible by the manipulation (Fazio et al., 1982; Roskos-Ewoldsen & Fazio, 1992).

Determinants of Attitude Accessibility

Given that the strength of an attitude can be measured using response latency, what
determines how accessible an attitude is? Fazio (1995) listed two determinants:

1. Attitude rehearsal. As we saw in the preceding example, rehearsing an attitude by
expressing it repeatedly can strengthen the object-evaluation association. In general, the
more often a person states his or her attitude, the stronger it becomes. More generally, Fazio
suggested that any activity that brings the attitude to mind can strengthen the association,
even if the attitude is not stated explicitly.

2. Diagnosticity. The principle of diagnosticity refers to the source of information on
which an attitude is based, which influences the strength of our belief in the accuracy of
our attitude. Fazio (1995) suggested that attitudes tend to be more accessible if they are
based on direct experience, are emotionally based, and are freely chosen.

Consequences of Accessible Attitudes

By far the most frequent question about attitude accessibility is: What are its conse-
quences? Research conducted on this issue has used both correlational and experimental
methodologies. In the experimental paradigm, attitudes are made accessible through a
manipulation (like rehearsal), and then the consequences of increased accessibility are
assessed. In the correlational studies, the accessibility of existing attitudes is measured
without experimental manipulation, and the relationship between accessibility and an
outcome is assessed. The consistency of the findings across both experimental and corre-
lational findings lends support to the following three conclusions:

1. Behavior. Accessible attitudes are more predictive of behavior (Fazio, 1990, 1995).
This result has been found in both experimental and correlational studies, and it will be
discussed more in Chapter 12.

2. Information processing. Accessible attitudes also influence the ways in which people
process information. For example, a sizable amount of research indicates that people tend
to search for information that is consistent with their existing views or attitudes (this is the
confirmation bias, discussed in Chapter 2). Fazio and Williams (1986) found that, when
watching a presidential debate, most viewers believed that their candidate performed better.
However, people with more accessible attitudes were more prone to this confirmation bias
than were people with less accessible attitudes.
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Photograph courtesy of Russell Fazio.
Reprinted by permission.

Box 4-3 RUSSELL FAZIO, Associationistic Attitude Researcher

Russell Fazio was an early advocate for the study of attitudes as object-evaluation associ-
ations. His research over the past 25 years has focused on social cognition, including the
topics of attitude formation, change, and accessibility, the functional value of attitudes,
and especially the relationship between attitudes and behavior.

Fazio received his Ph.D. from Princeton University in 1978, and he currently holds
an endowed professorial chair at Ohio State University. Before moving there in 2001, he
spent 23 years on the psychology faculty at Indiana University. From 1980 to 2005, he
had 26 continuous years of research support from the National Institute of Mental Health
(NIMH) and the National Science Foundation, and he has won awards for distinguished
research from NIMH and the American Psychological Association. In addition to his
prolific research publications, Fazio was the editor of the Journal of Experimental Social
Psychology and has served on the editorial board of six other journals in social psychology.

3. Attitude stability over time. Point 2 regarding confirmation bias in information
processing also suggests that accessible attitudes should be more stable across time. If
accessible attitudes are associated with a greater tendency to search for confirming infor-
mation, then they should be less subject to change. As expected, the research findings do
show that accessible attitudes are more stable across time (Fazio & Williams, 1986), and
also they are more resistant to counterargument (Bassili & Fletcher, 1991).

CONTROL AND AUTOMATICITY: PRIMING

Much research described in the previous section experimentally manipulated the ac-
cessibility of an attitude—for example, through rehearsal. However, it is also possible to
assess existing attitudes by presenting participants with a stimulus (for example, a picture
of a snake or of an attractive woman) and assessing the degree to which the stimulus
activates positive or negative reactions. This procedure is known as affective priming. As
Dovidio et al. (2002, p. 62) point out, implicit attitudes are “automatically activated by
the mere presence of the attitude object and commonly function without a person’s full
awareness or control.”

In priming studies, stimuli (most often words, but pictures have also been used) are
flashed briefly on a computer screen. The duration of the prime can be as short as a few
milliseconds or as long as a few seconds. Primes that are presented below 50 ms often
are undetected by participants—that is, they are subliminal. Primes that are longer than
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50 ms are usually detected, but there are individual differences in how easily the primes
are perceived. Following exposure to the prime, participants complete a simple task, such
as indicating whether a string of letters comprises a word or not, or indicating whether a
word is positive or negative. These tasks are usually quite easy and involve a dichotomous
response (e.g., “yes” or “no”’), which s indicated by pressing a key on a computer keyboard.

The basic idea in priming is that the primes activate a part of a person’s cognitive net-
work, making concepts associated with the prime easier to recall. For example, Meyer and
Schvaneveldt (1971) found that response times to words like NURSE were significantly
faster when they were preceded by a related word like DOCTOR (the prime). The expla-
nation is that the words DOCTOR and NURSE are connected in a person’s associative
network, and the activation produced by processing one of the words facilitates a person’s
reading and deciding about the related word (Neely, 1991; Rosch, 1978). The type of
procedure wherein participants make decisions about whether or not a string of letters
comprises a word is called a lexical decision-making task.

The notion of priming can be extended to the measurement of attitudes. For example,
if the attitude object snake is evaluated negatively, then priming the person with the word
SNAKE or a picture of snake should automatically activate negative associations (for
example, disgusting). However, if the person does not have a negative attitude toward
snakes, then the priming effect should not occur. Alternatively, if the attitude is favorable,
then we would expect to see facilitation for positive words (for example, fun or interesting).
Indeed, research has found just such automatic activation effects (Bargh et al., 1992; Fazio,
1993; Hermans, De Houwer, & Eelen, 1994; Fazio et al., 1995).

Let’s consider a research example of the automatic activation of attitudes. Fazio
et al. (1995) reported the results from four studies in which priming was used to study
the automatic activation of attitudes—in this case, racial attitudes (see Chapter 16 for
more extensive discussion of racial attitudes). In their study 1, the researchers primed
participants by using color photographs of black, white, or other (Hispanic or Asian)
faces. The participant’s task was to press a key labeled good or a key labeled bad as
quickly as possible for 24 words: 12 were positive (e.g., attractive, likable, and wonderful)
and 12 were negative (e.g., annoying, disgusting, offensive). After a series of baseline
trials, the priming trials were presented. In them, a face was flashed on the computer
screen for 315 ms, followed by a short delay of 135 ms, and then the target adjective.
The average response latencies for the primed words were subtracted from the average
baseline response latencies (obtained without the prime) to produce a facilitation score.
Thus this score indicates the extent to which the prime sped up a person’s responses to
positive or negative words.

The results from study 1 by Fazio et al. (1995) showed that white participants had less-
favorable attitudes toward blacks than did black participants. That is, when primed with
black faces, white participants showed greater facilitation for negative adjectives than did-
black participants. Study 2 replicated this basic effect and also found a positive correlation
(r = 0.26) between the facilitation scores for negative adjectives and an explicit measure
of racial attitudes (the Modern Racism Scale—McConahay, 1986). Further results from
studies 3 and 4 suggested that, unlike explicit measures of attitudes, the facilitation measure
was automatic. For example, when tested individually with an explicit measure, partici-
pants expressed considerably more-favorable attitudes toward black Americans when the
researcher was black than they did when the researcher was white or when the test was
mass-administered. The results for the facilitation scores on the implicit measure indicated
considerably less reactivity to these conditions (especially for those participants who were
motivated to control their attitudes and thus showed high reactivity on the explicit mea-
sure). These findings led Fazio et al. (1995) to refer to the priming procedure as a “bona
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fide pipeline” (in contrast to the “bogus pipeline” procedure that was discussed in the
previous chapter).

The research on affective priming has found its effects to be quite robust. Facilitation
effects have been found for arange of target stimuli, many different priming stimuli (words,
pictures, line drawings), and several decision tasks. Importantly, studies have found that
even subliminal primes (those presented so quickly that they go undetected) facilitate
response times (Greenwald, Klinger, & Liu, 1989; Wittenbrink, Judd, & Park, 1997).
Finally, the effect appears to be limited to a very short predecision period. Studies that
allow a long duration between the prime and the decision task, such as 1000 ms (1 second),
fail to find priming effects, whereas studies that utilize a shorter duration (e.g., 300 ms)
between the prime and the decision task usually find priming effects (e.g., De Houwer,
Hermans, & Eelen, 1998). This suggests that the spread of activation produced by the
prime either dissipates very quickly, or alternatively, it may be actively inhibited by the
individual. We return to the issue of inhibition in a later section of this chapter.

AUTOMATIC STEREOTYPING

The findings obtained with the priming paradigm discussed in the previous section
suggest that facilitation scores generated through a priming procedure can provide a mea-
sure of a person’s attitude. This approach has been extended more broadly to the study of
stereotypes. In Chapter 2, we defined a stereotype as a generalized set of beliefs that a
person holds about most members of a particular group. By their very nature, these beliefs
are highly simplified.

Measuring stereotypes adequately can be difficult, because respondents are often un-
willing to acknowledge (perhaps even to themselves) that they hold such simplistic beliefs.
Stereotypes exist about almost all social groups, including ones based on gender, race,
social class, age, political affiliation, athletic roles, and so on. In later chapters of this
book, we will examine stereotypes about gender and race in relation to the attitudes that
are often associated with them. Here we discuss research on the automatic activation of
stereotypes.

In the priming paradigm, when the priming word is the label of a stereotyped group,
it follows that adjectives associated with the stereotype may also be activated. This basic
effect has been termed automatic stereotyping. The argument is that if, for instance,
the racial category of black and the stereotypic adjective athletic are linked in a person’s
semantic network, then activating the category—for example, by presenting a black face or
the word BLACK—should facilitate a person’s response to the related adjective. Evidence
for the activation of stereotypes has been found for several social categories:

» gender groups (Deaux et al., 1985; Banaji & Greenwald, 1995),

¢ clderly people (Hense, Penner, & Nelson, 1995; Kawakami, Young, & Dovidio,
2002),

¢ black Americans (Dovidio et al., 1997; Lepore & Brown, 1997, 1999; Wittenbrink,
Judd, & Park, 2001).

Several studies on stereotypes about black Americans demonstrate that the activa-
tion of stereotypes occurs automatically, without awareness. For example, Gaertner and
McLaughlin (1983) found that priming white participants with the word WHITE produced
facilitated response times to positive words, compared with conditions in which the same
positive words were primed by the word BLACK or NEGRO. In this study no difference
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was found between WHITE and BLACK primes for negative words. Even stronger evi-
dence was provided by Wittenbrink et al. (1997), in a study where the primes (BLACK or
WHITE) were presented without the participants being consciously aware of them (primes
presented for 15 ms). Results showed that the WHITE prime produced faster response
times for positive than for negative words, whereas the BLACK prime produced faster
response times for negative than for positive words. In addition, the size of this implicit
prejudice effect was positively correlated (r = 0.41) with an explicit measure of prejudice
(the Modern Racism Scale—McConahay, 1986).

The fact that researchers have been successful in demonstrating priming effects for a
wide range of stereotypes suggests that stereotypes are quite ubiquitous, and that most
individuals within a given culture share these stereotypic beliefs. Indeed, there is evidence
that knowledge of a cultural stereotype about groups like African Americans, women,
Chicanos, or elderly people is similar in members of the stereotyped group and in non-
members. In addition, knowledge of the stereotype about different minority racial groups
has been found to be similar among high- and low-prejudice white participants (Devine,
1989; Lepore & Brown, 1997).

These findings raise an important question: Given that the content of a stereotype can be
activated, can it then be inhibited? Indeed, this question gets to the heart of the issue about
automaticity and control. Neely (1977) has demonstrated that priming of related words is
automatic if the target immediately follows the prime, but that priming can be inhibited if
there is a longer delay such as several seconds. The issue of automatic versus controlled
processes in social cognition has sparked considerable debate (Montieth, Sherman, &
Devine, 1998; Bargh, 1999; Lepore & Brown, 1999). Devine (1989) suggested that it
might be possible for some individuals to suppress stereotype activation. That is, if they
had sufficient motivation, time, and cognitive resources, some people should be able to
control their cognitions. Specifically, Devine argued that, although most people in the U.S.
might share the stereotype content regarding black Americans, people low in prejudice
would show a greater tendency to inhibit the activation—if they were given enough time
to do so.

Dual-Process Models of Attitudes and Stereotypes

The dual-process notion is that both automatic and controlled processing of stereotype
information occurs. Although this viewpoint has received considerable attention, the em-
pirical data are inconsistent. The original supporting data reported by Devine (1989) have
been criticized on several levels. One of the criticisms concerns the primes used to activate
stereotypes. Lepore and Brown (1997) distinguished between category primes and stereo-
type primes. Their results showed that high- and low-prejudice whites did not differ in their
reaction times to stereotype-related words when primed by words that were directly re-
lated to the stereotype (e.g., LAZY). But, when primed by category labels (e.g., WHITE or
BLACK), high-prejudice participants responded faster than low-prejudice participants to
stereotype-related words. Because Devine’s (1989) study made use of stereotype primes,
the procedure may have been measuring the association between traits, and not the asso-
ciation between traits and the social group.

More recently, Kawakami, Dion, and Dovidio (1998) used a word-naming task with
white participants to examine the relationships among personal endorsement of the stereo-
type of blacks, prejudiced attitudes, and stereotype activation. In addition, they manipu-
lated the time interval between the onset of the prime and the onset of the target stimulus
word. Following Devine (1989), they hypothesized that, when tested with short intervals,
low-prejudice individuals would not have time to inhibit the stereotype and would show the
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same facilitated responses to negative words primed by BLACK and positive words primed
by WHITE that are observed in high-prejudice individuals. In contrast, with long inter-
vals, low-prejudice participants (but not high-prejudice participants) would not show this
effect because they would have time to inhibit their responses. However, the actual results
showed that high-prejudice participants had facilitated reaction times to stereotype-related
words with both long and short intervals, whereas low-prejudice participants showed no
facilitation with either long or short intervals.

This pattern of results contradicted Devine’s (1989) hypothesis that all individuals share
the same stereotype. Instead, it suggested that low-prejudice whites differ from high-
prejudice whites in having a lower level of personal endorsement of the common negative
stereotype about black Americans. Another, different argument against the controllability
of stereotype activation has been presented by Bargh (1999). Thus, although evidence
shows that negative attitudes associated with stereotypes can be automatically activated,
there is little evidence that these negative attitudes, once activated, can be suppressed or
controlled.

IMPLICIT ASSOCIATIONS

Following up the research that we have described on attitude accessibility and automatic
versus controlled processes, Greenwald and his colleagues (1995, 1998) wrote influential
papers and conducted a series of studies on “implicit social cognition.” A product of their
work was the development of the Implicit Association Test (IAT), which is a procedure for
assessing the degree of association of concepts (e.g., dogs versus cats) with an evaluative
dimension (like versus dislike). In many ways, the work was a continuation of the basic
associative-network model discussed earlier in this chapter. Within this framework, an
attitude can be defined as “the association of a social object or social group concept with
a valence attribute concept” (Greenwald et al., 2002, p. 5).

The IAT makes use of reaction times to measure the strength of association between
category concepts and valence concepts. Greenwald, McGhee, and Schwartz (1998) pre-
sented the first set of data utilizing this approach. To illustrate their approach, consider
your attitudes toward insects and toward flowers. If you're like most people, you have a
generally unfavorable attitude toward insects but a more favorable attitude toward flowers.
The IAT assesses the speed with which a person pairs words from the categories (in this
case, insects or flowers) with a valence attribute (i.e., an evaluation like “pleasant” or
“unpleasant”).

The procedure asks participants to classify words into categories. The words are selected
from the categories, typically with 10 or so words from each category. For example, flower
words might include DAISY or ROSE, insect words might include FLY or MOSQUITO,
pleasant words might include JOY or RAINBOW, and unpleasant words might include
DISASTER or GRIEF. The test is presented on a computer screen, and the time (in mil-
liseconds) taken to classify the word into a category is measured. Categories are presented
in the corner of the screen and the target words are presented in the center. Participants are
instructed to press the “D” key with their left forefinger if the word matches the category
on the left of the screen, or the “K” key with their right forefinger if the word belongs to
the category on the right. Examples of the procedure are shown in Figure 4-2.

In the typical procedure, participants begin with some easy choices, in which they
classify a word into one of two categories—for example, INSECT or FLOWER. Later
they are presented with a word and two pairs of categories. In some cases the categories
have the same valence (e.g., INSECT and BAD, versus FLOWER and GOOD); these
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IAT Instructions
This task involves matching words with categories. Examine the words on the
screen. This will tell you what words go with each category. When you are
finished, click “Continue.” Category names will appear on the left- and right-hand
sides of the screen. A word will then appear in the center of the screen that falls
into one of the categories. If the word falls into one of the categories on the left-
hand side of the screen, press the "D" key. If the word falls into one of the categories
on the right-hand side of the screen, press the "K" key.

« Keep your index fingers on the "D" and "K" keys to enable rapid response.
* Two labels at the top will tell you which words or faces go with each key.

* Each word or face has a correct classification. Most of these are easy.

* The test gives no results if you go slow—please try to go fast.

* Expect to make a few mistakes because of going fast. That's OK.

FLOWER INSECT PLEASANT UNPLEASANT
Daisy Girief
Sample IAT Screen— Sample IAT Screen—
Practice Trials Practice Trials
FLOWER INSECT FLOWER INSECT
or or or or
PLEASANT UNPLEASANT UNPLEASANT PLEASANT
Moth Rose

Sample IAT Screen—Compatible Sample IAT Screen—Incompatible
Trials Trials

FIGURE 4-2 Example of instructions for the Implicit Association Test.

are called compatible pairings, and they are easy classifications to make. In other cases
the categories have opposite valences (e.g., INSECT and GOOD, versus FLOWER and
BAD); these are called incompatible pairings, and they are difficult classifications to
make, which slows down the participants’ responses. The reaction-time data are averaged
across many trials, and the average reaction time for compatible categories is subtracted
from the average for incompatible categories. This difference shows the ease with which
the participant was able to associate words with the categories and valence attributes.
In the INSECT-FLOWER example, Greenwald et al. (1998) reported an IAT effect of
176 ms. That is, participants were on average 176 ms (about 1/6 of a second) faster in
their decisions for the compatible than for the incompatible associations.

Using this basic procedure, a researcher can assess relative attitudes toward any pair
of objects. One of the first uses of this procedure was to assess racial attitudes. As you
might guess, the categories were WHITE or BLACK, and the valence categories used
were PLEASANT or UNPLEASANT. Categories were represented by African American
names (e.g., Jerome, Tyrone, Darnell) or Caucasian names (e.g., Alfred, Barry, Chip).
Ottaway et al. (2001) reported an IAT effect of 108 ms, indicating that participants were
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faster for WHITE-PLEASANT and BLACK-UNPLEASANT trials than for the opposite
pairings, and similar results have been reported by other authors.

Methodological Issues

The IAT has become widely used as an alternative measure of attitudes. In the years
since the initial publication, it has weathered a number of criticisms, and there is now
considerable evidence for its validity and reliability (Greenwald, 2004). Here we briefly
review some of the criticisms that have been leveled at the IAT and some of the evidence
for its validity.

One of the first criticisms was that the order of trials could influence the ease of
associations. For example, a participant who completes the compatible trials (FLOWER—
PLEASANT) first may have a more difficult time when the concepts are reversed than
would a participant who began with the incompatible trials. Such a finding would be
consistent with prior research on mental sets (cf. Schultz & Searleman, 2002). However,
subsequent research has shown that, although order is important, it does not explain
the IAT effect. Most studies counterbalance the order of presentation, so that half of
the participants receive compatible pairings first, and the other half receive incompatible
pairings first. The findings have tended to show a larger IAT effect when compatible
trials were first, but even when compatible trials were second, a smaller but nevertheless
significant IAT effect still occurred.

A second criticism of the IAT procedure is that it may confound the familiarity of the
words used with the category concept. Consider the IAT procedure for measuring racial
attitudes. It is possible that the IAT effect (showing a greater tendency to associate “good”
with “white” and “bad” with “black”) could have resulted from a greater familiarity with
the name words used. That is, white participants would be more familiar with white names
and consequently have a bias favoring them, and black participants would be more familiar
with black names. However, the study by Ottaway et al. (2001) demonstrated that, although
familiarity did play a role in the IAT procedure, it did not explain the overall effect. Their
results showed that people were faster in responding to more familiar names than to less
familiar names. However, when the IAT effect was tested separately for high- and low-
familiar names, white participants still showed an implicit preference for white names on
both the high- and low-familiar words, with the effect being stronger for more familiar
words. These results showed that familiarity with the concepts can influence a person’s
responses on the IAT procedure, but that this does not entirely explain the IAT effect.

Some IAT Resliits

In addition to the basic verbal IAT procedure described in the previous subsection,
versions that use pictures have also been created. For example, Banse et al. (2001) created
an IAT measure for attitudes toward homosexuality. The homosexual and the heterosexual
categories were represented with color pictures of either same-gender or mixed-gender
couples. The evaluative concepts were “good” and “bad.” Results showed that heterosexual
participants had more negative attitudes toward homosexuals (with male heterosexual
participants being more negative than females), whereas homosexual respondents showed
more positive attitudes toward homosexuals (with the positivity being stronger for lesbians
than for gay men). Similar results were reported by Jellison, McConnell, and Gabriel
(2004).

Following the 1998 publication of the IAT procedure, an on-line version was posted
on the Internet. At the time of this writing, the site was still functioning and available
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at http://implicit.harvard.edu/. Between 1998 and 2000, 600,000 people completed the
on-line JAT (Nosek, Banaji, & Greenwald, 2002b). Although this sample is huge, there
are important limitations to consider in using these data. First, the results from this on-line
test are based on a convenience sample, and, as discussed in more detail in Chapter 5, there
are many problems with self-selected samples. In addition, it is likely that many of the
participants completed the items more than once (this author did so). Nevertheless, with
these caveats in mind, the findings from such a large sample are interesting to examine.
The on-line IAT versions available included a race task (black—white) with names (Tyrone,
Jamal-Brad, Walter) and faces (visual images of black and white faces), age (young—old)
with words and faces, self-esteem (seli—other), gender, and political candidates (Gore-
Bush). The findings based on these data are similar to those reported in more controlled
lab settings (Nosek et al., 2002b). They include a more favorable attitude toward white
than black individuals (which was weaker but also present for black respondents), clear
gender stereotypes, and a preference for youth (equally strong for both young and old
respondents). We will return to the topics of racial and gender attitudes in Chapters 16
and 17, respectively.

The Relationship Between IAT Measures and Explicit Measures

Although the IAT procedure is relatively new, it has attracted a large amount of research
attention. Implicit measures have been developed to assess attitudes about racial groups,
gender classifications, sexual preferences, high-fat foods, environmental issues, and po-
litical candidates, to name only a few. A very important question is the degree of overlap
between implicit and explicit attitude measures, and the results from across these studies
have typically found only a small correlation between IAT scores and explicit measures
of attitudes (cf. Boniecki & Jacks, 2002). For example, Ottaway et al. (2001) reported a
correlation coefficient of r = 0.21 between an IAT measure of racial attitudes (using male
names) and a feeling-thermometer measure of racial attitudes. They reported a similar
correlation between IAT racial attitudes (using male names) and a semantic differential
measure. In the Internet study previously mentioned (the one with 600,000 participants),
the average correlation between implicit and explicit measures was r = 0.24.

The low correlation between IAT measures and explicit attitude measures is an im-
portant theoretical issue. Throughout this chapter (and indeed, even in the chapter title),
we have been suggesting that implicit measures simply offer another way to assess an
attitude. That is, if a particular sort of attitude exists within the person, implicit and ex-
plicit measures are thought to provide converging approaches to measuring the attitude.
But how then can we explain their low correlation? A possible explanation for the low
correlation, and one consistent with the argument that implicit and explicit measures tap
the same underlying construct, is that the low relationship is due to the measurement
error inherent in reaction-time data (Cunningham, Preacher, & Banaji, 2001). The IAT
relies on the average of a series of responses to paired concepts. These reaction times
are measured in milliseconds (and they often average less than one second). This means
that any distraction in the respondent’s concentration will disrupt the reaction time. Any
cough, blink, sneeze, twitch, and so on will be included as measurement error in the IAT
scores.

Cunningham et al. (2001) tested this measurement-error possibility by presenting par-
ticipants with a series of IAT procedures measuring attitudes toward blacks and whites
on four separate occasions, each separated by two weeks. As found in previous research,
the IAT scores were only modestly correlated with each other (correlations for the IAT
across occasions ranged from 0.16 to 0.50, with a median r = 0.32). However, when they
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were statistically controlled for measurement error, the results showed a high degree of
stability (r = 0.68), and the combined IAT scores correlated 0.30 with an explicit measure
of racial attitudes (the Modern Racism Scale—McConahay, 1986). These data suggest that
the implicit and explicit measures are tapping similar constructs, which raises the possi-
bility that they may be two ways of getting at the same underlying construct, prejudice
toward blacks.

However, a different possible explanation for the low correlations is that implicit and
explicit attitude measures are really separate constructs (cf. Rudman, 2004). From this
perspective, even when IAT scores were corrected for measurement error, the relationship
between the IAT and explicit attitudes was only 0.30—not an impressively high rela-
tionship. This was the viewpoint espoused by Karpinski and Hilton (2001). Across three
studies, their results consistently showed small and nonsignificant relationships between
IAT scores and explicit measures of attitudes (a feeling thermometer, semantic differential
measures, and Likert scales). These authors concluded that the IAT and explicit measures
of attitudes are independent constructs. They further suggested that the IAT measurements
can be explained by an environmental association model. According to this model, the
IAT measures “the association a person has been exposed to in his or her environment,
not that individual’s level of endorsement regarding the attitude object” (p. 786). That is,
most people in the United States show a preference for flowers, youth, white Americans,
and so on because those are the stereotypic norms that they are exposed to on a daily
basis. Their greater frequency of exposure to particular people or evaluations facilitates
the associations (Karpinski & Hilton, 2001):

IAT scores may reveal little about a person’s beliefs and much about his or her environment
or culture. By this interpretation, showing a White bias on a Black/White IAT does not
necessarily indicate that a person holds deep-rooted prejudices against Blacks or that the
person discriminates against Blacks. A more appropriate interpretation would be that the IAT
reflects the fact that an individual lives in an environment or culture in which Blacks are
devalued relative to Whites. (p. 786)

More recent research has moved beyond the question of if implicit and explicit measures
are correlated, and instead examined when they are correlated. The search for modera-
tors of the relationship has uncovered several possibilities. Drawing on data obtained
through the IAT website, Nosek (2004) examined the relationship between implicit and
explicit attitudes for 57 attitude objects across a wide range of topics (e.g., vegetables vs.
meat, nerds vs. jocks, Democrats vs. Republicans, books vs. television, creationism vs.
evolution, and many others). Across the 57 attitude objects, the average correlation was
r = 0.36, consistent with previous findings. However, there was considerable variability
in the strength of the relationships across attitude objects, from a low of —0.05 (females—
males) to a high of r = 0.70 (prochoice—prolife). Additional analyses revealed that about
50% of the variability in the strength of the relationship could be explained by four possible
moderators:

* Self-presentation—the relationship tends to be stronger when the person is not
motivated to present him(her)self in a favorable manner.

» Attitude strength—attitudes that are more important, stable, and elaborated tend to
yield stronger implicit—explicit correlations.

* Self versus culture discrepancies—implicit and explicit measures tend to be more
strongly correlated for attitudes that are believed to differ from those of the average
person.
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» Attitude polarity—the relationship tends to be stronger for attitudes that are concep-
tually one-dimensional (that is, liking one object implies disliking the other object).

Before concluding this chapter, we need to examine one final issue pertaining to im-
plicit measures. Although there has been considerable research and clarification of if and
when implicit attitude measures correlate with explicit measures, there has been less re-
search on the relationship between different implicit measures. For instance, do scores on
an affective priming task correlate with IAT scores? This issue gets at the heart of the
validity of implicit measures. Initial research findings on this topic revealed little corre-
spondence between the two implicit measurement approaches. Olson and Fazio (2003)
reported correlations ranging from 4-0.05 to —0.13 from four samples with more than 300
participants. More recent research has shown that the low correlations were due in large
part to the nature of the measures: The IAT measures attitudes about general categories
(e.g., white or black), whereas the affective priming technique measures attitudes toward
specific exemplars but not the category itself. If the affective priming task is modified
to focus participants’ attention on the category rather than on the specific exemplar, it
yields correlations with the IAT that are much stronger and more consistent across attitude
objects (Olson & Fazio, 2003, Fazio, 2004). These findings indicate that the IAT measures
category—valence associations (for example, insect—bad), whereas the traditional affective
priming task measures associations between specific items and valence (e.g., mosquito—
bad). This is an important contribution, which lends additional evidence to the growing
body of research on the validity and usefulness of implicit measures.

SUMMARY

A fast-growing topic in the 1990s was research on implicit measures of attitudes.
Unlike explicit measures, implicit measures assess evaluations of an object that occur
without conscious reflection and are not necessarily available for introspection or control.

One such alternative to measuring explicit attitudes utilizes indirect measures. For
instance, in projective tasks, respondents are presented with an ambiguous image and
asked to elaborate on what they see, and the task is presented as a measure of imagination
or social sensitivity rather than of their attitude. Because the scoring of the resulting
responses is often subjective, there are serious issues with their validity and reliability.

A second type of indirect measure that is useful for measuring attitudes utilizes physi-
ological reactions. In these tasks, respondents are exposed to a stimulus about which they
may have an attitude, and measures are obtained of arousal (heart rate, blood pressure),
tiny muscle movements in the face (EMG), or electrical activity in the brain (ERP). Much
of the early research utilizing physiological measures found that stronger attitudes were
positively correlated with physiological measures of arousal, but that these physiological
measures were unable to determine the positive or negative direction of a person’s atti-
tude. However, more recent studies using EMG measures of facial movements and ERPs
in a series of exposures to different objects have been able to discern both direction and
strength of an attitude.

One set of approaches to measuring implicit attitudes is based on reaction times to
stimuli. These implicit measures are largely an extension of associative-network models
developed by cognitive psychologists. Fazio’s object-evaluation model suggests that at-
titudes can be understood as associations between an evaluation (e.g., good-bad) and an
attitude object (e.g., a particular person). The extent to which this association is accessible
determines its strength. Priming studies attempt to activate the association by presenting
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stimuli on a computer and measuring the effects of a preceding prime on the respondent’s
reaction time to related concepts. A widely used measure, which is based on associative
network principles, is the IAT. It requires respondents to make many quick associations
between evaluative dimensions (e.g., good-bad) and attitude categories (e.g., George W.
Bush—Al Gore). The difference in average reaction time for incompatible versus compat-
ible pairings is used to indicate the direction and strength of the attitude.

Research has shown that implicit and explicit attitude measures correlate only moder-
ately. A still-unresolved question is whether implicit and explicit measures are alternative
and potentially converging ways of assessing an attitude or whether they tap different
underlying concepts.
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Structure and Functions
of Attitudes and Beliefs

My attitude is my greatest asset. As long as a person has a positive attitude, he can
always make it—Glenn Turner, millionaire supersalesman.

If @ man would register all his opinions upon love, politics, religion, and learning,
what a bundle of inconsistencies and contradictions would appear at last —Jonathan
Swift.

Belief in the general credibility of our senses is the most central belief of all;
nearly all of our other beliefs rest upon it, and to lose our faith in it is to lose our
sanity—Daryl J. Bem.

What do attitudes and opinions do for the person who holds them? Some people feel
that their favorite football team is the best in the country; others are so negative toward
racial minorities that much of their identity is based on their prejudiced attitudes. Do
the attitudes that you hold help you to live your daily life, to fulfill your psychological
needs, and to get along effectively in your world? Social scientists have traditionally
answered these questions with a resounding “Yes.” Your attitudes and opinions may not
make you wealthy, as the above quotation from a supersalesman suggests, but they probably
do help to make you healthy and wise. Let us take a closer look at the functions of
attitudes.

FUNCTIONS OF ATTITUDES

One of the first theorists to propose a functional view of attitudes was Daniel Katz
(1960), and more recent theorists have largely agreed with his classification of types of
attitude functions (cf. Eagly & Chaiken, 1998). Katz suggested that there are four major
functions that attitudes perform:

1. Understanding. Many attitudes help us to understand our world and to make sense
of occurrences around us. They provide consistency and clarity in our explanation and
interpretation of events. This has also been called the object appraisal or the knowledge
function of attitudes, but the latter term does not imply that attitudes provide a factually
truthful picture of the world—merely one that is meaningful and understandable to the
particular individual who holds them. That is, attitudes provide a frame of reference for
understanding incoming information or new events. For one person, scandals publicized
during the last U.S. presidential administration might be understood in reference to an
attitude that “politicians are no damn good.” Another person might relate the same facts
to the belief that “Power tends to corrupt.” In each case the person’s beliefs or attitudes
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provide a context for the new information, aiding in its interpretation and assimilation into
the person’s belief system.

2. Need Satisfaction. Many attitudes are formed as a result of our past rewards and
punishments for saying or doing particular things. Once formed, these attitudes usually
continue to be useful in helping us to satisfy our needs or to reach our goals. These attitudes
have also been termed adjustive in the sense of helping us to adjust to life situations, or
utilitarian in the sense that they are useful in reaching our goals. Examples would include
the attitudes of a worker who favors a political party because he believes it will “do more
for the working man,” or the pupil who comes to like foreign-language classes because
she has done well in them in the past and has been rewarded by the teacher’s praise and
her own feeling of competence.

3. Ego Defense. Attitudes can also help to enhance our self-esteem and to defend us
against the thousand “slings and arrows” of life. All people use defense mechanisms to
some extent, but they are used much more by individuals who are insecure or feel inferior
or who have deep internal conflicts. Prejudiced attitudes against another ethnic group are
often used as a crutch to bolster the self-esteem of the holder, a phenomenon that has been
called the “scapegoat view of prejudice.” Similarly, the employee who shrugs off criticism
from the boss by saying “The boss is always bad-tempered” may be using an unrealistic
ego-defensive attitude to avoid thinking about his or her own failings.

4. Value Expression. A value-expressive attitude is one that helps to establish a per-
son’s self-identity—that is, it portrays the sort of person he or she is, and says, in effect,
“This is the way I am.” This has also been termed the social identity function of atti-
tudes (e.g., Shavitt & Nelson, 2000). Examples include the motorcyclist’s liking for his
black leather jacket and the teenage girl’s preference for her favorite color in all of her
wardrobe. More important attitudes often express an individual’s basic values, as with the
conscientious objector’s aversion to all aspects of warfare and violence.

These four types of needs that attitudes can serve for a person are useful in classifying
and understanding attitudes. But they also have other uses. As Katz (1960) pointed out,
they can also help to explain the types of situation in which different attitudes will be
aroused and the types of influences that will be effective in changing different attitudes.

Attitude Activation

Each of us has hundreds of attitudes toward hundreds of different attitude objects,
but they are not all active at the same time. Most of the time most of our attitudes are
lying dormant while only a few are in the focus of our conscious attention or are directly
influencing our behavior. It requires the onset of a particular psychological need or a
relevant environmental cue to arouse into an active state a particular attitude that we hold
(Fazio, 2000). And, importantly, the question of what type of internal need or external cue
will activate a particular attitude is largely determined by the function which that attitude
serves for the individual concemned.

To illustrate this relationship, consider a common attitude, that of racial prejudice,
which involves negative feelings toward people of color. This attitude could serve any of
the functions previously mentioned, but Katz has emphasized that the conditions necessary
to activate the attitude would be different for the different functions. Attitudes serving the
understanding function are apt to be aroused by a cognitive problem whereas attitudes
serving the adjustment function may be prompted by a social need. Ego-defensive attitudes
can be aroused by threats to the holder’s security or by appeals to hate feelings, whereas
value-expressive attitudes may be aroused by appeals to a person’s ideals or self-image.



90 CHAPTER 5

Photograph courtesy of Daniel Katz.
Reprinted by permission.

Box 5—-1 DANIEL KATZ, Attitude Theorist and Researcher

Widely respected and honored as a social psychologist, Daniel Katz retired as Professor
Emeritus at the University of Michigan in the 1960s but continued to be active in the field
almost until his death at age 94 in 1998. He earned his B.A. at the University of Buffalo
and his MA. and Ph.D. at Syracuse. Before moving to Michigan in 1947, he taught
at Princeton, was chairman of the psychology department at Brookiyn College, and did
wartime government research on home-front morale and on the effects of strategic bombing
in Germany. He wrote many books, including pace-setting texts in social psychology,
organizational psychology, and research methods.

In this chapter, Katz's theory of the functions of attitudes is prominently mentioned.
He was also influential as a researcher in many different attitude areas and as editor of the
premier journal in social psychology from 1962 to 1967. He was elected president of three
different divisions of the American Psychological Association, served on its Board of
Directors, and was named to membership in the American Academy of Arts and Sciences.
His influential early research on racial stereotypes is mentioned in Chapter 15, and he
also did seminal research on nationalism, including cross-national studies in Norway,
Denmark, Greece, and Yugoslavia.

Many attitudes serve more than one of the types of functions previously discussed, and
consequently they can be aroused in several different ways. For instance, one attitude may
serve both an understanding and a need-satisfaction function for a person, and so it could
be aroused by either a cognitive problem or a need for approval. Despite this potential
overlap, it is valuable to know which functions the attitude is serving for the individual in
order to know what external cues or internal needs will arouse the attitude into an active
state. Ultimately, it would be desirable to be able to measure the degree of importance of
the various functions in influencing any given attitude (Eagly & Chaiken, 1998).

Attitude Change

As with attitude activation, it takes different forces and pressures to change attitudes
that are serving different functions (Petty, Wheeler, & Bizer, 2000). For example, the
conditions that might lead to changing a person’s understanding-oriented attitude may be
quite different than the conditions necessary for changing an ego-defensive attitude.

Understanding-oriented attitudes are most likely to change in situations that have
become ambiguous for the attitude-holder because of new information or a changed
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environment. For example, prejudiced individuals may learn about the achievements of
black doctors, scientists, statesmen, or authors. If the prejudiced attitudes had been serving
the understanding function, they would probably then be changed in order to establish a
more consistent, complete, and logical cognitive structure.

Need-oriented attitudes, on the other hand, are likely to change only if the holder’s goals
or needs have changed, or if the person’s needs are no longer being satisfied by the attitude
in question. An example would be the prejudiced merchant who realizes that the hiring of
black employees and the serving of black customers can increase profits. If the merchant’s
attitudes toward blacks were utilitarian in nature, they would be very likely to change.

Ego-defensive attitudes are unlikely to be changed by the procedures that work with
other types of attitudes, such as providing new information or offering positive incen-
tives for change. Because ego defenses are erected to protect the person from threats
and conflicts, it is necessary first to remove the threat or conflict before attitude change
can occur. This can sometimes be done by establishing a supportive atmosphere, as in
a long-term therapy situation. Or individuals may gradually outgrow the emotional con-
flicts that underlie their prejudices, or they may acquire insight into their defense mecha-
nisms.

Value-expressive attitudes are also usually difficult to change because people’s val-
ues are apt to be very important and central parts of their cognitive structure. White
supremacists whose prejudiced attitudes express some of their most strongly held val-
ues are unlikely to change those attitudes. However, change could occur if they were to
become seriously dissatisfied with their self-concept or former values, as for instance if
they underwent a religious conversion. A more common way in which value-expressive
attitudes may change is by the holders becoming aware that the attitudes do not really
fit with their values. For example, Rokeach (1971) found that experimental participants’
prejudiced attitudes and behaviors were changed following a dramatic demonstration that
they were really inconsistent with one of their basic values, the idea of equality for all.

Evaluation of Functional Viewpoints

Functional theories have contributed much to our understanding of why people hold
certain attitudes, but they also have limitations. On one hand, the theoretical stance seems
very plausible and consistent with the ideas of many authors. On the other hand, for about
25 years after the early statements about attitude functions, very little research was done
specifically to test their theoretical hypotheses. As psychological theories, the four func-
tions of attitudes that we have described have a number of serious problems (Kiesler,
Collins, & Miller, 1969). To begin with, they are an eclectic compendium of ideas from
many past thinkers and researchers (for instance, the ego-defensive function comes di-
rectly from psychoanalytic theory), but as a result many of their concepts are ill-defined
and therefore their hypotheses are not clearly testable. Even more important is the question
of how the underlying functions of attitudes are to be measured. In Chapter 3, we discussed
the many approaches that have been developed to measure attitudes, but it is possible for
two people to hold the same attitude (e.g., racial prejudice) for different reasons. Fortu-
nately, more recent research has developed reliable and valid measurement approaches for
measuring the functions of attitudes, and studies using them have demonstrated that atti-
tude functions do relate in predictable ways to relevant cognitive and behavioral variables
(cf. Maio & Olson, 2000b).

Since the 1980s there has been a resurgence of interest in the functions of attitudes,
and a number of researchers have taken different approaches to studying variables related
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to the various attitude functions. Fazio (1989, 2000) has emphasized the understanding
or “object appraisal” function as primary because it is applicable to all attitudes, whereas
the other functions apply to some attitudes but not to all. Other well-known researchers
have agreed with that point (Eagly & Chaiken, 1998). In the field of persuasion, theo-
rists have proposed that, under various circumstances, people’s responses to persuasive
messages may be influenced by motivations toward accuracy (the understanding func-
tion), or making a good social impression (the adjustive or utilitarian function), or by ego
defensiveness (Chaiken, Giner-Sorolla, & Chen, 1996). The ego-defensive function of at-
titudes has been particularly emphasized in “terror management theory,” which focuses on
people’s methods for reducing anxiety that stems from awareness of their own mortality
(Solomon, Greenberg, & Pyszczynski, 1991; Greenberg et al., 2001). The utilitarian func-
tion of attitudes is consistent with many analyses that build on learning theory’s emphasis
on reinforcement as the major factor in strengthening responses. The value-expressive
function of attitudes has been analyzed by Maio and Olson (2000a), and it is highlighted
in the research on political ideologies that is discussed in Chapter 7.

Notable advances in operationalizing aspects of functional theories have been made by
Herek (1986, 1987, 2000), Snyder and DeBono (1987), Shavitt (1989), and Clary et al.
(1994). Herek developed a new instrument, the Attitude Function Inventory, to measure
a somewhat revised set of attitude functions. He postulated three types of expressive
functions, two of which are similar to Katz’s concepts: defensive, value-expressive, and
social-expressive attitudes. The latter term refers to attitude expression that is motivated
by a need for acceptance by other people in one’s social environment. Three other func-
tions, which are all based on the utility of the attitude object (or person) to the attitude
holder, Herek refers to as evaluative attitudes; as a group, they are similar to Katz’s need-
satisfaction function.

New measures such as those just mentioned have been used in studies that demonstrate
the results of holding attitudes that serve different functions. For instance, attitude-change
studies have shown stronger persuasion effects in conditions where the basis of persuasive
appeals matched the function served by recipients’ attitudes, such as value expression or
utilitarian social adjustment (e.g., Lavine & Snyder, 1996; Petty et al., 2000). Similarly,
in research that manipulated the momentary strength of attitude functions, Maio and
Olson (1995) showed research participants posters that emphasized either value-expressive
or utilitarian reasons for donating money to cancer research. This priming procedure
led participants in the value-expressive condition to align both their attitudes and their
intentions to donate money more closely with their values.

THE STRUCTURE OF BELIEFS

We turn now from the topic of function to that of structure—from the question of how
attitudes work to how they are built. In doing this, we consider first the structure of beliefs
and belief systems, drawing on the thinking of Rokeach (1968) and of Jones and Gerard
(1967). To begin, recall that a belief states a relationship between an object and some
characteristic (e.g., “my roommate is fun to be with”).

Centrality and Intensity of Beliefs

What factors determine how important a belief is to the person who holds it? The concept
of a belief system may help to answer this question. A system is a set of interconnected
parts that function in relationship to each other. Just so, beliefs and attitudes do not exist
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in isolated separateness, but they are connected with many other beliefs in an organized
system.

The centrality of a belief, that is, its importance in the person’s belief system, may
be defined in terms of its degree of connectedness with other beliefs—the number of
“implications and consequences it has for other beliefs” (Rokeach, 1968, p. 5). Rokeach
has suggested four principles that spell out the concept of centrality in more detail:

1. Beliefs about one’s self, one’s existence and identity, are much more central than
other beliefs.

2. Shared beliefs about one’s existence and self-identity are more central than unshared
beliefs (ones held only by oneself).

3. Beliefs that are derived from other beliefs (rather than from contact with the object
of belief) are less central than underived beliefs.

4. Beliefs concerning matters of taste are /ess central than other beliefs. They are
usually seen by the holder to be arbitrary in nature, and thus they are relatively
inconsequential in their impact on other beliefs.

The intensity of a belief refers to how strongly the belief is held, or how sure the person
is about it. Central beliefs are usually intensely held, but the opposite does not follow:
Beliefs concerning matters of taste may be intensely held even though they are not central.
I may like pistachio ice cream with a passion (intensely), but that fact probably does not
affect my attitude toward people who prefer vanilla or my beliefs about the nutritive value
of pistachio nuts. My belief in the tastiness of pistachio ice cream is not central to my
belief system because it does not influence other beliefs, and if it were to change, there
would be few consequences for my other beliefs.

Primitive Beliefs

Rokeach (1968, p. 6) suggested the term primitive beliefs for ones that are very central
and that “have an axiomatic, taken-for-granted character.” They are generally formed
through direct contact with the object of belief (that is, they are not derived beliefs), and
they are “psychologically incontrovertible because they are rarely, if ever, experienced
as subjects of controversy.” Such beliefs are the person’s “basic truths” about the world,
about other people, and about himself or herself. Examples would be “My name is ?
and “Water is wet.” However, they do not have to be shared beliefs. They can be based
solely on one’s own experience, and thus they can include pathological beliefs such as
phobias, delusions, and hallucinations. Examples of unshared primitive beliefs would be
“No matter what others may believe, I know that my mother doesn’t really love me” and
“I believe 1 am Jesus Christ returned to earth.”

The importance of primitive beliefs to the individual holding them can be demonstrated
by challenging them and observing the person’s response. An effective challenge may pro-
duce astonishment, disbelief in the challenge, anger, intense anxiety, or even pathological
symptoms of withdrawal and confusion if continued long enough. The humor in the tele-
vision show Candid Camera often came from seeing the astonishment of persons whose
primitive beliefs were being challenged—for instance by seeing water apparently running
uphill or an inanimate object apparently talking or moving under its own power. Rokeach
(1968) observed that when a parent unexpectedly calls a young child by a name that isn’t
its own, the child will first enjoy it as a new game; but if the parent continues, the child
will soon ask for reassurance that it really is a game, and before long intense anxiety will
result, with tears, panic, and desperate attempts to get the parent to stop.
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Daryl Bem (1970) has described primitive beliefs in an entertaining selection, which
is reprinted in Box 5-2.

Box 5-2 Types of Primitive Beliefs

Many beliefs are the product of direct experience. If you ask your friends why they believe
oranges are round, they will most likely reply that they have seen oranges, felt oranges,
and that oranges are, indeed, round. And that would seem to end the matter. You could of
course, ask them why they trust their senses, but that would be impolite.

Consider a more complicated belief. If you ask your friends why they believe the as-
teroids are round (that is, spherical), the more sophisticated among them might be able
to show how such a conclusion is derived from physical principles and astronomical ob-
servations. You could press them further by asking them to justify their belief in physical
principles and astronomical observations: Whence comes their knowledge of such things?
When they answer that question—perhaps by citing the New York Times—you can con-
tinue to probe: Why do they believe everything they read in the Times? If they then refer to
previous experience with the accuracy of the Times or recall that their teachers always had
kind words for its journalistic integrity, challenge the validity of their previous experience
or the credibility of their teachers.

What you will discover by such questioning—besides a noticeable decline in the number
of your friends—is that every belief can be pushed back until it is seen to rest ultimately
upon a basic belief in the credibility of one’s own sensory experience or upon a basic belief
in the credibility of some external authority. Other beliefs may derive from these basic
beliefs, but the basic beliefs themselves are accepted as givens. Accordingly, we shall call
them “primitive beliefs.”

Source: From Beliefs, Attitudes, and Human Affairs, by Daryl J. Bem, page 5. Copyright (€) 1970 by Wadsworth
Publishing Co., Inc. Reprinted by permission of the publisher, Brooks/Cole Publishing Co., Monterey, CA.

Bem divided primitive beliefs into two categories. Zero-order beliefs are so taken for
granted that they are normally out of our awareness—"‘the nonconscious axioms upon
which our other beliefs are built” (p. 6). They are mostly beliefs about the trustworthiness
of our senses, the size and shape constancy of objects, and the validity of particular
authoritative sources of knowledge such as the Bible or the dictionary. First-order beliefs
are ones based directly on our sensory experience or on an unquestioned authority. They
are normally in our awareness, and we can imagine alternatives to them, but they require
no justification other than a citation of our experience or of the relevant authority (e.g.,
oranges are round, not square). Bem (1970) concluded:

We all hold primitive beliefs. It is an epistemological and psychological necessity, not a flaw
of intellect or a surplus of naivete. We all share the fundamental zero-order beliefs about
our senses, and most of us hold similar sorts of first-order beliefs. For example, we rarely
question beliefs such as “This woman is my mother” and “I am a human being.” Most of us
even treat arbitrary social-linguistic conventions like “This is my left hand” and “Today is
Tuesday” as if they were physical bits of knowledge handed down by some authority who
“really knows.” Finally, most religious and quasi-religious beliefs are first-order beliefs based
upon an unquestioned zero-order faith in some internal or external source of knowledge. The
child who sings “Jesus loves me—this I know, / For the Bible tells me so” is actually being
less evasive about the metaphysical—and hence nonconfirmable—nature of his belief than
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our founding fathers were when they presumed to interpret reality for King George III: “We
hold these truths to be self-evident.” (p. 7)

Empirical evidence that there really is a difference between the various types of be-
liefs discussed above has been presented by Rokeach (1968). He showed that primitive
beliefs that are shared with other individuals were most resistant to change, followed by
primitive beliefs that are not widely shared. Next in resistance to change came beliefs
about authority, such as “The Pope is infallible in matters of faith and morals” or “The
philosophy of Karl Marx is basically a sound one, and I am all for it.” Next came derived
beliefs, such as “Birth control is morally wrong” or “The Russians were justified in putting
down the Hungarian revolt in 1956.” Finally, easiest to change were inconsequential be-
liefs concerning matters of taste, like “I think summertime is a much more enjoyable time
of the year than winter” or “There is no doubt in my mind that Elizabeth Taylor is more
beautiful than Dinah Shore.”

Syllogistic Structure of Beliefs

We have seen that nonprimitive beliefs such as the ones just quoted can be derived
from other beliefs that we hold. Beliefs exist in interconnected networks, and a useful
way of thinking about their connections is to use the syllogistic model proposed by
McGuire (1960) and Jones and Gerard (1967)—also termed the probabilogical model
by McGuire (1985). As you may remember from studying logic, a syllogism is a set of
three statements, two of which (the first and second premises) lead logically to the third
(the conclusion). Take this example:

Ist Premise:  Using birth control protects a woman from getting pregnant.
2nd Premise: I want to be protected from getting pregnant.
Conclusion:  Therefore, I should use birth control.

The conclusion is a derived belief, and in this case both premises are also derived from
other beliefs. Let us trace a possible chain of derivations for this conclusion back to a
primitive belief. The next step back toward the source might be this:

* My doctor says that using birth control protects a woman from getting pregnant.
* My doctor is an authority on medical matters.
*» Therefore, using birth control protects a woman from getting pregnant.

Here the second premise is a belief about authority, and for many people this step in
reasoning might end the matter. They trust their doctor as a reliable source of facts about
medical matters, though of course they wouldn’t necessarily accept the doctor as an
authority in other fields such as car repair or politics. If this is the end of a person’s chain
of reasoning, then we have arrived at one of her primitive beliefs, an idea so self-evident
to her that she takes it for granted: “My doctor knows about medical matters.”

The Vertical Structure of Beliefs. Another person, however, might have a longer,
more elaborate chain of reasoning, one with more links between the ultimate conclusion
and the underlying primitive belief. This characteristic of the belief system has been called
its vertical structure. The conclusion of each syllogism can be used as a premise in the
next syllogism. Thus, starting from a different primitive belief, another person’s chain of
syllogisms might include beliefs about the doctor’s source of information and about his
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candor as bases for what he says:

» The journal Science has reported scientific studies showing that using birth control
protects a woman from getting pregnant.

» Science is an anthoritative source of accurate scientific information.

» Therefore it is true that scientific studies show that using birth control protects a
woman from getting pregnant.

¢ Scientific studies show that using birth control protects a woman from getting preg-
nant.

* My doctor believes scientific studies.

» Therefore my doctor believes that using birth control protects a woman from getting
pregnant.

* My doctor believes that using birth control protects a woman from getting pregnant.
» My doctor says what he really believes.
e Therefore my doctor says that using birth control protects a woman from getting

pregnant.

Again, this chain of reasoning is based on a primitive belief about authority as the initial
underlying premise. No matter how wise or well-informed we are, many of our beliefs ul-
timately rest on our faith in some authority: the Bible, the New York Times, Time magazine,
the encyclopedia, the Surgeon General, or some other source of information that we trust.

The Horizontal Structure of Beliefs. Fortunately, most of our beliefs do not rest
on just one line of reasoning or stem from just one authority. There are usually several
different routes to the same conclusion. The breadth of support for a given belief has
been called its horizontal structure. For instance, there may be several other chains of
reasoning leading to the same conclusion about personal use of birth control. One such
chain, starting from its most central end, might be this:

¢ My ecology textbook tells me that world overpopulation leads to famine.
¢ My ecology textbook is an authoritative source of information.
¢ Therefore world overpopulation leads to famine.

» World overpopulation leads to famine.
¢ Famine is bad.
¢ Therefore world overpopulation is bad.

* World overpopulation is bad.
 Birth control programs can reduce world overpopulation.
¢ Therefore birth control programs are good for the world.

* Birth control programs are good for the world.
¢ I should take part in programs that are good for the world.
s Therefore I should use birth control.

Another part of the horizontal structure might be this:
¢ Using birth control produces a more enjoyable sex life.

* ] want an enjoyable sex life.
» Therefore 1 should use birth control.
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Of course, these supporting chains of beliefs are not necessarily in the person’s aware-
ness at any given time, and the person may not even be able to verbalize them without
extensive self-searching and introspection. Also, a person’s beliefs are rarely all consistent
in leading to the same conclusions. There are usually some contradictory beliefs also
present, such as these:

» Using birth control has some medical hazards.
e T don’t like to run the risk of medical hazards.
o Therefore I shouldn’t use birth control.

The question of the amount and importance of consistency in a person’s belief systems is
one that has been widely debated by attitude theorists, as we will see in Chapter 11 and,
briefly, in the following subsection.

“Psycho-Logic” in Belief Systems. It is important to realize that, though we
have used logical syllogisms to indicate the structure of belief systems, a person’s beliefs
are not completely logical or rational. In fact, some of the syllogisms stated above would
not meet the rigorous specifications of a logician. The following reasoning is no more
illogical than the first syllogism supporting birth control presented in this section of the
chapter, but it would probably be much less acceptable to most women:

» Never associating with men can prevent a woman from getting pregnant.
* I don’t want to get pregnant.
» Therefore I should never associate with men.

Not only might the basic reasoning process be faulty, but even if the reasoning is
correct, false premises may lead to incorrect conclusions. Also, even if the premises and the
reasoning within each chain are correct, different lines of thought can lead to contradictory
conclusions, so a person’s higher-order beliefs are often inconsistent with each other.
Furthermore, one’s evaluative beliefs about an object or a person, based on cognitive
reactions, may often be different from evaluations that are based on one’s emotional
feelings or behavioral reactions (Eagly & Chaiken, 1998).

Thus the typical state of people’s belief systems is a kind of rough, partial consis-
tency rather than complete logical rationality. If we look closely, there are usually many
gaps, overlaps, and conflicts among the beliefs that we hold. Abelson and Rosenberg
(1958) coined the term psycho-logic to describe the way in which people’s beliefs are
based on ideas and concepts that seem to “go together” comfortably from their subjec-
tive viewpoints rather than being derived by strict deductive logic. If there are incon-
sistencies or contradictions, a person can often avoid them by denial, or by redefining
concepts, or by other cognitive mechanisms, or simply by refusing to think about the
conflict.

Finally, there is evidence that people often choose their beliefs in order to support their
feelings about a topic. McGuire (1960) called this process “wishful thinking” in his ex-
tensive experimental study, which clearly demonstrated the prevalence of such nonlogical
thinking side by side with more logical reasoning processes. Other studies have suggested
that people may selectively search for information supporting their feelings or selectively
avoid contrary information, rather than rationally considering all the evidence. This com-
mon phenomenon of beliefs supporting feelings leads us to our next topic, the question
of the relationships among the cognitive (thinking), emotional (feeling), and behavioral
aspects of attitudes.
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THE STRUCTURE OF ATTITUDES

We move now from discussion of the structure of beliefs to the structure of attitudes, a
topic which has had a resurgence of attention in recent years (cf. Eagly & Chaiken, 1998).
To begin, we need to distinguish between two important dimensions: the valence and the
complexity of attitudes.

Valence and Complexity of Attitudes

Attitudes are, by most definitions, intrinsically evaluative; that is, they involve positive
and/or negative feelings toward the attitude object. The valence of an attitude is the degree
of favorability or unfavorability of the person’s feelings toward the object. (As in chemistry,
the valence is a combination of the attitude’s direction—pro or con—and its extremity—
how much pro or con.) An example of valence would be how favorable or unfavorable
one feels toward the Democratic Party. It is this evaluative dimension of attitudes that is
usually measured by the type of scales that we discussed in Chapter 3.

Another, less-commonly-measured characteristic of attitudes is their complexity—that
is, the number of elements that they contain. Each of the three aspects or components of
an attitude can range from being very simple to very complex. For instance, in the area
of political attitudes, the cognitive component for active members of a political party is
likely to be highly differentiated (complex)—that is, composed of many different beliefs.
In the United States a party member is apt to have information and beliefs about several
potential candidates for president, about many issues important to the party’s platform,
about anumber of senators, representatives, and other party leaders, about important events
in the party’s history, and so on. By contrast, many Americans probably have very simple
belief systems regarding Britain’s Labour Party, perhaps even just a single dim impression
that its leader is Tony Blair.

Similarly, the affective component of attitudes can range from simple liking or disliking
for a distant acquaintance to a very complex set of feelings toward someone we know well.
Close associates of a political leader such as a U.S. presidential candidate might hold a
complex mixture of feelings toward him, possibly including admiration, supportiveness,
envy, resentment, amusement, and occasional anger. Likewise, the third component of
attitudes, behavioral tendencies toward such a public figure, might range from simply
intending to vote for him, to the complex end of the scale, where one might be ready
to carry out a varied set of actions such as advising him, helping to write his speeches,
soliciting public support from his colleagues, running errands, and even taking the blame
for his political mistakes.

A number of researchers have devised various measures of cognitive or attitudinal com-
plexity. One psychologist who has studied complexity extensively is Philip Tetlock (1985,
1986, Tetlock, Peterson, & Lemner, 1996), who has developed a system for coding what he
calls “integrative complexity” from written materials such as diplomatic communications,
speeches by U.S. presidents, or Supreme Court decisions. A particularly interesting appli-
cation of this system studied official American and Soviet foreign-policy statements from
1945 to 1983 (Tetlock, 1985). The study predicted and found that higher integrative com-
plexity accompanied periods of coordinative policy initiatives by the two governments,
whereas lower integrative complexity was associated with competitive national actions
such as military or political interventions in other countries.

Another use of this system studied the complexity of people’s ideas about political
issues involving conflicting values (e.g., opening public park lands to mining). Findings
showed that people display more complex reasoning and attitudes in situations where



STRUCTURE AND FUNCTIONS OF ATTITUDES AND BELIEFS 99

they see two approximately equally important values in conflict with each other (Tetlock,
1986). Consequently Tetlock (1989) found that politicians in both the U.S. and Great
Britain who were relatively middle-of-the-road in their viewpoints were more integratively
complex in their political reasoning than were political extremists on either the left or the
right wing. Another way of stating this relationship is that complex beliefs are generally
accompanied by relatively moderate, rather than extreme, evaluative attitudes (Linville,
1982).

Strength and Ambivalence of Attitudes

Another important dimension of attitudes is their strength. It has been measured in
various different ways, the most common of which are the intensity of the attitude holder’s
feelings about the attitude object, the certainty or confidence with which he or she reports
holding the attitude, and the importance he or she assigns to it (Schwarz et al., 1998).
Comparative studies have found that these three ways of measuring attitude strength (as
well as others) are positively correlated with each other, but some of the correlations are
low enough that it appears that attitude strength is actually a multidimensional concept
(Krosnick & Abelson, 1992; Krosnick et al., 1993). Nevertheless, reviews of published
research have established that strongly held attitudes, however measured, are more stable
over time, less influenced by persuasion attempts, and better predictors of behavior than
are weak attitudes (Krosnick & Abelson, 1992; Petty & Krosnick, 1995).

A theoretical view of attitude strength conceptualizes it in terms of the extensiveness
and evaluative coherence of associations (cognitive, affective, or behavioral) with the
attitude object in the holder’s mind (Eagly & Chaiken, 1998). That is, an attitude is strong
if it has many associated beliefs, feelings, and behavioral tendencies, and if most of these
associations have a similar evaluative valence. This view of attitude strength is closely
related to Rokeach’s (1968) concept of the centrality or connectedness of a belief in a
person’s belief system. Attitude strength has also been linked to having vested interests
related to the attitude object (Crano, 1995) and to the attitude’s relevance to a value that
is important to the holder (Johnson & Eagly, 1989).

In keeping with these associative-network concepts, Fazio (1995) has defined attitude
strength as the strength of the association between an attitude object and an evaluation.
As we saw in Chapter 4, several approaches have been developed within this tradition to
measure the strength of these associations. One example is Fazio’s (1995) measurement
of accessibility as the time (in milliseconds) needed to retrieve an evaluation from mem-
ory. More accessible attitudes can be recalled quicker. Another approach is Greenwald’s
measure of the ease with which an attitude object can be paired with a positive or negative
valence (cf. Greenwald et al., 2002). Congruent associations are paired more easily and
quickly than are incongruent associations.

Ambivalence of attitudes is another key concept that has attracted much recent research
attention. It is inversely related to attitude strength, for it is usually defined as a person’s
having both positive and negative evaluations of the same attitude object, in roughly equal
amounts. These evaluations can be measured by use of two unipolar scales, assessing
positive characteristics of the attitude object and negative characteristics, respectively
(Kaplan, 1972). Another way of measuring ambivalence is by slower response times to
attitude questions—that is, weaker accessibility of the attitude (e.g., Bargh et al., 1992;
Cacioppo, Gardner, & Bemntson, 1997). People with this ambivalent pattern of evaluations
of an object or concept (e.g., abortion) usually respond near the midpoint of the typical
bipolar attitude scales concerning the object. However, other midscale responders may be
individuals who are nonambivalently neutral or indifferent, or ones who have never given
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the object much thought (the latter group are often referred to as expressing nonattitudes—
a topic that is discussed further in Chapters 7 and 13).

Research has found that ambivalent attitudes are less stable over time and less closely
related to relevant behaviors than are nonambivalent attitudes (e.g., Erber, Hodges, &
Wilson, 1995). People with ambivalent attitudes are also more likely than nonambivalent
persons to process persuasive messages in a systematic manner (that is, with more careful
attention to the messages’ arguments—see Chapter 11 for a discussion of systematic versus
heuristic processing) (Maio, Bell, & Esses, 1996).

Relationship of Various Attitude Components

The foregoing discussion of attitude complexity has illustrated some issues in a key
topic concerning attitude structure: the relationship of the various components of attitudes.
Of these, by far the most heavily studied has been the cognitive—affective relationship.

Research Methods. Three major types of research methods are often used in the
attitude area. The first is correlational studies, defined as ones that measure the naturally
occurring covariation in two or more variables. (The term correlational is not limited solely
to studies that use correlation coefficients as their statistical procedure.) The second type
is experimental studies—ones that manipulate one or more independent variables and
observe their effects on one or more dependent variables. For instance, they may influence
one attitude component by an experimental procedure and observe the resulting effects on
adifferent attitude component. The third research method is quasi-experimental research,
defined as studies in which the investigator does not have full control over the independent
variable and therefore cannot assign subjects randomly to conditions, but does have control
over how and when the dependent variable is measured, and usually also over what groups
of subjects are measured (Campbell & Stanley, 1966; Cook, Campbell, & Peracchio, 1990).
The most common forms of quasi-experiments are nonequivalent control group studies
(in which the research groups are not equated by randomized assignment to conditions)
and time-series studies (in which a group is measured at several successive points in time,
and thus it can serve as its own control). Donald Campbell, who pioneered the concept
of quasi-experiments, has stressed that, by a careful choice of measurement procedures
and additional comparison groups, one can construct research designs that are almost as
powerful and rigorous as true experimental designs.

Early Research. Empirical study of the relationship of attitude components has
been going on since the beginnings of attitude measurement in the 1930s, and there have
been several successive waves of such research. The first wave was part of the great burst
of empirical research in social psychology that followed World War I, and it was typified
by correlational studies. A good example is a study by Campbell (1947), who investigated
attitudes toward five different ethnic minority groups (Negroes, Jews, Japanese, etc.)
among non-minority-group college students and high school students. He measured the
behavioral component of attitudes with a social distance scale, which indicated tendencies
to avoid contact with members of each minority group. The affective component was
measured by feelings of liking or disliking for each group, and the cognitive component
was measured by three scales indicating beliefs in each group’s competence, morality, and
degree of blame for social problems. In general, the several dimensions for each group
were found to correlate around +0.5, showing a substantial positive relationship, but not
a complete identity.
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Experimental and Quasi-Experimental Research. The second wave of re-
search on attitude components, which peaked in the 1960s, was more experimental in
character and typically studied attitude change as a dependent variable. One of its hall-
mark volumes was produced by the Yale University research group headed by Carl Hov-
land (Rosenberg et al., 1960) and contained several studies showing the influence of one
attitude component on other components. In it, Rosenberg (1960) demonstrated that hyp-
notically induced changes in the affective component (i.c., feelings about a social issue)
could create continuing parallel changes in the cognitive components of value importance
and perceived instrumentality.

Another study in this same volume (McGuire, 1960) began by assessing subjects’ beliefs
in many different propositions, which included dispersed subgroups of statements having
a clear-cut, syllogistic logical relationship to each other. McGuire found a high degree of
consistency in beliefs about these cognitive elements, but the consistency was far from
perfect because of tendencies toward “wishful thinking” and toward cognitive isolation of
inconsistent opinions in “logic-tight compartments.” One part of the study demonstrated
a so-called Socratic effect, showing that the Socratic method of inquiry (merely asking
subjects to think about and state their beliefs) was sufficient to produce greater cognitive
consistency on a retest one week later. Another portion of the study provided evidence for
both wishful thinking (a conclusion’s desirability influencing belief in its probability) and,
on the other hand, for rationalization (a conclusion’s probability influencing belief in its
desirability).

Later Analytical Research. A third wave of research on attitude components
accompanied the upsurge of interest in social cognition in the 1980s and 1990s. These
studies have gone into great analytical detail concerning the conditions that influence
various components and their interrelationships. Some examples of such research were
mentioned in the earlier section on attitude complexity.

Another example of analytical research is studies investigating conditions under which
the inconsistency-reducing Socratic effect occurs. In general, it is a robust phenomenon,
found under most conditions and methods of study (Tesser, 1978; McGuire, 1985), but
it is strongest when related belief statements are initially presented in nonsyllogistic or-
der (conclusions mixed with premises) and interspersed with unrelated statements, and
when the interval between the original presentation and the retest is short (O’Malley &
Thistlethwaite, 1980). Studies using improved measurement methods have indicated that
early research may have overestimated the extent of people’s “wishful thinking” about
such belief statements (C. Miller, 1980). Other research on attitude components has con-
cluded that cognitive-affective consistency is a good indicator of well-defined attitudes,
which tend to be resistant to outside attempts to change them (Chaiken & Baldwin, 1981).
In Chapters 10 and 11 we will go into more detail on theories and findings concerning
attitude change.

From findings such as those stated in the preceding sections, McGuire (1985, p. 245)
derived several postulates of nonlogical thinking that amplify the “psycho-logic” viewpoint
discussed earlier in this chapter:

1. A person’s attitude on one issue is affected by his or her attitudes on other related
issues only insofar as they are momentarily salient (e.g., the Socratic effect).

2. Loose linkages in belief chains cause persuasive impacts to be progressively smaller
on more remote related issues (McGuire calls this “spatial inertia”).

3. Persuasive impacts on unmentioned related issues filter down gradually over time
(“temporal inertia”).
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4. Because of the loose linkages in belief chains, persuasive effects on a target attitude
must exceed some threshold amount before change will be induced in remote related
attitudes.

5. There is a tendency for one’s beliefs and one’s desires on any given issue to converge
(“hedonic consistency”).

Prediction of Behavioral Intentions

Another key question about attitude structure is how closely the behavioral component,
often called “behavioral intentions,” is tied to the other components. Here we discuss
some of the many systems that have been proposed to try to predict behavioral intentions
from beliefs, attitudes, and other factors. In turn, behavioral intentions have been used as
predictors of actual behavior, but we will save that important topic for extended discussion
in Chapter 12.

Fishbein and Ajzen’s Theory of Reasoned Action. The most widely cited approach
in this area is a theory that has been developed and tested over the past 30 years by
Fishbein and Ajzen (1975; Ajzen & Fishbein, 1980, 2000). Their name for it, the “theory
of reasoned action,” emphasizes the principle that people act on the basis of their beliefs

Photograph courtesy of Martin Fishbein.
Reprinted by permission.

Box 5-3 MARTIN FISHBEIN, Founder of Reasoned Action Theory

Martin Fishbein has been doing research on the relationship of attitudes to beliefs, inten-
tions, and behavior for over 40 years, and his theory of reasoned action is the best-known
one in this area. After earning his bachelor’s degree at Reed College, he took his Ph.D.
at UCLA in 1961 and served on the psychology faculty of the University of Illinois for
more than 30 years. In the 1990s, he directed a multi-city research program of AIDS-risk-
related behavior change interventions for the Centers for Disease Control, and in 1997
he accepted an endowed chair in the area of health communication at the University of
Pennsylvania’s Annenberg School for Communication, where he remains.

Fishbein is the author or editor of six books and over 200 journal articles and book
chapters. He has been president of both the Society for Consumer Psychology and the
Interamerican Psychological Society. Among many other consulting positions, he has
given advice on attitude and behavior change to the Congressional Office of Technology
Assessment, the Center for Disease Control’'s Office on Smoking and Health, and the
NIMH AIDS Policy Subcommittee. As mentioned in this chapter, he has had a long and
Jruitful collaboration with Icek Ajzen, which has resulted in their joint authorship of two
books and over two dozen articles and book chapters.
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and available information, though it does not imply the use of strictly logical reasoning.
The theory holds that a person’s behavioral intention is normally the best predictor of how
he or she actually will behave, and that behavioral intentions in turn can be predicted by
knowing the person’s relevant attitudes and beliefs. Specifically, the behavioral intention to
perform a certain behavior (for instance, to take a particular college course) is a weighted
additive function of two factors: the person’s own attitude toward the behavior (Ap) and
his or her subjective norm (SN) about what relevant other people think he or she should do.

I =(Agp)w + (SN)w,

Each of these two factors is computed with an expectancy X value model—that is,
each is a compound involving a series of salient beliefs, with the individual’s perceived
probability (or expectancy) of each belief statement being multiplied by an evaluative term
(the perceived value of that outcome to the individual). Thus, a person’s attitude toward
the behavior (Ap) is composed of behavioral beliefs (b), which are beliefs about the conse-
quences of performing the behavior, each of which is multiplied by the person’s evaluation
of that consequence (e). The attitude toward the behavior is the sum of these products:

AB = Eb,-e,-

Similarly, the subjective norm is made up of normative beliefs (#), which are beliefs about
what each “significant other” thinks the person should do, each of which is multiplied by
the person’s motivation to comply with that other (). Again the products are summed
to yield the subjective norm:

SN = Z‘nim,-

Finally, the theory of reasoned action holds that all of these components of the model have
their effects on behavior solely by acting through behavioral intentions—that is, none of
them have independent, direct effects on behavior over and above the effect of intentions.

Triandis’ Model of Interpersonal Behavior. Triandis (1977) proposed a model
closely related to that of Fishbein and Ajzen, but with some added variables. Triandis
agreed that intentions are important in predicting behavior, but he introduced two addi-
tional major independent factors: habits and facilitating conditions. Various studies have
shown the value of habit as a variable in predicting behavior, in situations ranging from
donating blood, to attending college classes, to wearing automobile seatbelts (Bagozzi,
1981; Fredricks & Dossett, 1983; Wittenbraker, Gibbs, & Kahle, 1983; Ouellette & Wood,
1998). One reason that Fishbein and Ajzen do not include these two factors as predictors
may be that their system is designed to predict behavior that is under “volitional control,”
rather than being automatic (e.g., taking the same route to work each morning) or being
required or prevented by outside forces (e.g., driving to work being necessitated by lack
of a public transit system). Within these extremes, however, there are various degrees
of voluntary behavior, some of which could well be influenced by learned habits or by
facilitating conditions.

Furthermore, in predicting intentions, Triandis (1977) included a separate term directly
measuring affect toward the behavior, whereas Fishbein and Ajzen subsumed affect under
the attitude term. Triandis also proposed using as predictors several additional social
factors, which may add to the predictive power of his model. On the other hand, Fishbein
and Ajzen have emphasized the superior parsimony of their system, claiming that it can
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predict just as well with fewer variables. Of course, the predictive power of these models
is an empirical question, and we summarize some of the quantitative findings in a later
section.

Ajzen’s Theory of Planned Behavior. In this theory, Ajzen (1988) modified the
theory of reasoned action by adding another variable to cover situations in which the actor
feels varying degrees of volitional control. He called that variable perceived behavioral
control, defining it as the person’s perception of whether he or she can perform the behavior
if he or she wishes to do so. Adding this variable has been shown to give better prediction
of less controllable behaviors, such as attempted weight loss (Schifter & Ajzen, 1985),
getting an A in a college course (Ajzen & Madden, 1986), and avoiding problem drinking
(Schiegel et al., 1992). Madden, Ellen, and Ajzen (1992) investigated students’ reports of
10 different behaviors and showed that the added variable of perceived control in Ajzen’s
system substantially improved prediction of intentions to perform most of the 10 behaviors
and also improved prediction of actually performing several of the behaviors, particularly
ones that were low in perceived control. Ajzen (1988) specified that, in some situations,
perceived behavioral control can have independent effects on behavior as well as acting
through its effect on intentions.

Other Approaches in Predicting Intentions. One feature that the theories of
Fishbein and Ajzen, Triandis, and Ajzen all have in common is that they add relevant beliefs
in an expectancy—value format to obtain an attitude measure. An alternative approach—
averaging weighted scores of the relevant beliefs—has been advocated by Anderson
(1981). Although the two approaches produce similar results in many situations, the av-
eraging method has wider applicability in research because of its flexibility (Eagly &
Chaiken, 1998).

Other researchers have suggested using several other variables in predicting intentions.
Some studies have shown that a variable of personal moral obligation adds to predictability
of intentions in morally relevant situations (e.g., returning an undeserved tax refund, or
using contraception; Gorsuch & Ortberg, 1983; Pagel & Davidson, 1984). In the same vein,
personal values and ideologies have been suggested as an important basis of attitudes and
intentions (Lavine, Thomsen, & Gonzales, 1997). As a related finding, Budd and Spencer
(1984) demonstrated that the centrality and the certainty of people’s attitudes contributed
to the predictability of their intentions.

Sheth (1974), like Triandis, proposed a related prediction system, primarily for use
in predicting consumer buying intentions and actual purchasing behavior. His system is
complex; it includes measures of habits, evaluative beliefs, the general social environment,
the anticipated situation, and unexpected events, in addition to affect, behavioral intentions,
and behavior. Using this model to predict purchases of anewly introduced instant breakfast
product by a sample of 954 housewives, Sheth (1974) found quite high relationships—
multiple correlations of almost 4+-0.70 with behavioral intentions and almost +0.50 with
purchase behavior.

Quantitative Prediction of Intentions. Sheth’s level of success in predicting
behavioral intentions is quite impressive, and the other systems have reported comparable
levels of predictive power. Fishbein and Ajzen (1975, p. 310) summarized the findings of
13 studies, involving a wide variety of intentions, ranging from engaging in premarital
intercourse to buying eight consumer products. In these studies the average multiple
correlation for predicting intentions was a very high figure of 4-0.75, and in 10 later studies
the average multiple correlation was +0.80 (Ajzen, 1988, p. 119). A meta-analysis of
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research with the theory of reasoned action confirmed that its level of prediction was
generally very high (Sheppard, Hartwick, & Warshaw, 1988), and similar results have been
reported for the theory of planned behavior (Madden et al., 1992; Armitage & Conner,
2001). Triandis (1977, p. 208) has also reported average multiple correlations, using his
system, in the 0.70s.

Thus, it is clear that high levels of prediction of intentions can be attained, and the
several systems mentioned here seem to be roughly equivalent in their predictive ability.
In more precise comparative studies, no system has been demonstrated to be consistently
better, but there is clear evidence that additional predictor variables can add significantly
to predictability in some situations. Whether this potential improvement outweighs the
decrease in parsimony is a matter of personal judgment.

A final interesting point concerns the relative weights (w) of the attitude component ver-
sus the subjective norm component in predicting intentions. Fishbein and Ajzen'’s theory
specifies that these weights should vary with the behavior involved, with the surround-
ing social situation, and for different people. A few findings will illustrate how these
weights can provide meaningful interpretive information. In a study concerning inten-
tions to engage in premarital sexual intercourse during a college semester, the subjective
norm component (what other people expect) carried all of the predictive power for men,
whereas the attitudinal component (summarizing likely consequences) was the major pre-
dictor of intentions for women (Fishbein & Ajzen, 1975, p. 311). In cooperative types of
interpersonal situations, the normative component is typically the main predictor of be-
havioral intentions, whereas in competitive situations the attitudinal component is much
more important (Ajzen & Fishbein, 1970).

Overview

From this review of research on the components of attitudes, it should be clear that,
though there is some general consistency of the three components, nevertheless many
situations have been found in which there are meaningful distinctions and differences
among them (e.g., Bentler & Speckart, 1981).

Finally, consistent with the preceding discussion, several recent theorists have empha-
sized that some attitudes may have mostly or entirely cognitive elements, others primarily
affective elements, and others primarily behavioral elements (Eagly & Chaiken, 1998).
This viewpoint can be linked to the question of attitude functions with which this chapter
began, for understanding-oriented attitudes might be more likely to be largely cogni-
tive, whereas value-expressive attitudes might be largely behavioral. Furthermore, ego-
defensive attitudes seem most likely to have components that are not consistent, whereas
other types of attitudes are more likely to have consistent components.

A DIFFERENT APPROACH—ATTITUDE LATITUDES

A rather different approach to the structure of attitudes has been taken by Muzafer
Sherif and his colleagues (Sherif & Hovland, 1961; Sherif, Sherif, & Nebergall, 1965).
Sherif has called his viewpoint a social judgment approach, emphasizing that the process
by which a person makes judgments about social objects (other people, objects, events,
issues, etc.) is both affective and cognitive at the same time. That is, it involves both
evaluation of the objects and categorization of them as similar to or different from other
objects. Thus he stressed that the “cognitive” and “affective” aspects of attitudes are
inextricably intertwined.
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Photograph courtesy of Muzafer Sherif.
Reprinted by permission.

Box 54 MUZAFER SHERIF, Proponent of Attitude Latitudes

Born in Turkey in 1906, Muzafer Sherif did graduate work at the University of Istanbul,
Harvard, the University of Berlin, and received his Ph.D. from Columbia in 1935. His
dissertation research, published as The Psychology of Social Norms, achieved fame as
a pioneering experimental study in social psychology. Returning to Turkey, he taught
at Ankara University, conducted research on social judgment and on adolescence, and
transiated many American psychological works into Turkish.

Following World War 11, Sherif held research fellowships with Hadley Cantril at Prince-
ton and Carl Hovland at Yale. Each of these collaborations resulted in a well-known book.
From 1949 to 1966 he was Professor of Psychology at the University of Oklahoma, and
subsequently Professor of Sociology at Pennsylvania State University. His 100 publica-
tions include over 24 books that he wrote, coauthored, or edited; and in 1968 he received
the American Psychological Association’s highest honor, the Distinguished Scientific Con-
tribution Award. Retired in 1972, he continued to contribute to social psychology until his
death in 1988, focusing on intergroup conflict and cooperation, and on processes of social
perception and judgment. His social judgment theory of attitude change is discussed in
Chapter 11, and his contributions to attitude measurement are described in this chapter.

Sherif’s major contribution to attitude theory and measurement is the concept of
latitude—that is, a range of attitudinal positions that a person may accept or reject con-
ceming a given issue. Sherif stressed that a single score cannot give us sufficient infor-
mation about a person’s attitude. Because most attitude-measurement techniques yield a
single score for each respondent, Sherif felt that they are inadequate to the job of fully
understanding attitudes. Although they may be

... useful for locating individuals who take a stand on one or the other side of a controversial
issue, [they] tell us very little about the person who adopts a moderate or neutral position.
They tell us little about the subject’s possible susceptibility to change, the direction in which
change is most likely, how tolerant the individual is of other positions, or how committed he
is to his own stand. (Sherif et al., 1965, p. 21)

How did Sherif propose to determine all this? First, by measuring the individual’s
latitudes of acceptance, rejection, and noncommitment, and second, by developing an
indicator of ego-involvement—that is, one’s personal commitment to one’s own stand
on the issue. The latitude of acceptance is the set of positions on an issue (or toward
a person or object) that a person finds acceptable. The latitude of rejection is the set
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FIGURE 51 Responses of a hypothetical respondent, showing computa-
tion of attitude latitudes.

of positions that the person finds objectionable. The latitude of noncommitment is any
other positions on the issue, which the person neither accepts nor rejects. Research findings
led Sherif to the conclusion that the best measure of ego-involvement is the breadth of
the person’s latitude of rejection. (Highly ego-involved people reject more positions as
personally unacceptable than do uninvolved individuals.) In short, Sherif held that these
three latitudes comprise a set of categories that an individual uses in evaluating attitude
objects.

The procedure for measuring the three latitudes requires participants to make judgments
about the acceptability and then the unacceptability of a fairly large number of attitude
positions. In a typical study concerning a presidential election, Sherif et al. (1965) used
nine positions ranging from strongly pro-Republican positions, through milder ones, to
neutrality, and on to strongly pro-Democratic positions. As examples, here are positions
numbered 1, 3, and 5 in the sequence of 9;

1. Theelection of the Republican presidential and vice-presidential candidates in Novem-
ber is absolutely essential from all angles in the country’s interests.

3. It seems that the country’s interests would be better served if the presidential and
vice-presidential candidates of the Republican Party were elected this November.

5. From the point of view of the country’s interests, it is hard to decide whether it is
preferable to vote for presidential and vice-presidential candidates of the Republican
party or the Democratic party in November.

A typical participant might check position number 2 as most acceptable and numbers 3 and
4 as also acceptable, check positions 6, 7, 8, and 9 as unacceptable, and leave positions 1 and
5 unchecked. Thus, according to Sherif’s definitions, this person would have a latitude
of acceptance of three positions, a latitude of rejection of four positions, and a latitude
of noncommitment of two positions (see Figure 5-1). This measurement technique has
also been used with many other attitude issues, such as family size preferences, drinking
alcoholic beverages, abortion, and mandatory AIDS testing (Granberg, 1982; Budd &
Spencer, 1984; Sarup, Suchner, & Gaylord, 1991; Johnson et al., 1995).

Research Findings on Attitude Latitudes

What would you guess about the relative size of the three latitudes? Would you expect
people to accept more positions than they reject, or vice versa? And what kind of people
reject the most positions? Results from extensive studies using the latitude concept, sum-
marized by Sherif et al. (1965), are intriguing. They found, first of all, that no matter what
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the person’s own position on the issue was, the average size of the latitude of acceptance
was about the same (approximately three positions). Second, the latitude of rejection was
the largest of the three latitudes and, as predicted, its size was greater for participants hold-
ing extreme positions than for more moderate or neutral participants. Third, as predicted,
the latitude of noncommitment was largest for individuals holding a neutral viewpoint and
considerably smaller for ones with extreme positions. Thus extreme Republicans and ex-
treme Democrats were found to be nearly identical in their attitude structure (the number of
positions which they accepted, rejected, and were noncommittal about) despite their oppo-
sition in attitude content. Also, the extreme party supporters on both sides were markedly
different in attitude structure from the more moderate supporters of the same party.

These interesting results are graphically displayed in Figure 5-2. Very similar results
have been found for some other issues such as right-to-work legislation and federal farm
policy questions.

These findings suggest that moderates on any issue typically accept about the same
number of positions that they reject. However, people with extreme viewpoints (“far out” on
either fringe) typically reject substantially more positions than the number that they accept.
There are also usually a few individuals with roughly neutral positions who nevertheless
hold to their positions very strongly; for instance, in the political arena such individuals
would be dedicated independents. Unlike other neutral or “undecided” respondents, they
typically reject nearly as many positions as do the extreme partisans. Sherif et al. (1965,
p- 59) concluded that “attitude research has concentrated too exclusively on the subject’s
agreements or acceptances and far too little on what he rejects.”

Assimilation and Contrast

Two additional concepts that are vital to Sherif’s theory of social judgment are the
principles of assimilation and contrast (Sherif & Hovland, 1961). These principles derive
from research findings in the area of psychophysics, which studies human perception
and judgment of physical stimuli like weights, colors, sounds, and so forth. Just as these
physical stimuli can be judged on scales of heaviness, brightness, or loudness, so can
social stimuli like people or political viewpoints be judged and ranked on attitude scales.
For instance, political candidates can be ranked (with some disagreement between judges,
of course) on a scale of liberalism—conservatism, or they could be ranked on other more
specific scales concerning their stands on civil rights, military spending, welfare programs,
and so on, Research findings show that the rater’s own attitude on the particular issue serves
as an important anchor, or reference point for judgment, in making such scale rankings.
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The principle of assimilation states that social stimuli, such as political candidates or
persuasive messages, which are within a person’s latitude of acceptance will be assimilated.
This means that they (a) will be seen as closer to the person’s own attitude than they
actually are, (b) will be favorably evaluated, and (c) will produce some change in the
person’s attitude in the direction advocated by the message. The principle of contrast
states that when social stimuli are within a person’s latitude of rejection, contrast will
result. That means (a) they will be seen as farther from the person’s own attitude than
they actually are, (b) they will be unfavorably evaluated, and (c) they will produce either
no attitude change or, in some cases, attitude change opposite to the direction advocated
(a “boomerang effect”). Stated in other words, when an attitude object is close to our own
attitude, we tend to see it as more similar to our attitude than it really is (assimilation),
and when it is quite far from our own attitude, we tend to see it as even farther away than
it really is (contrast).

A clear example of assimilation and contrast effects is shown in Figure 5-3, based on
a representative national sample of voting-age Americans in the 1972 election between
Nixon and McGovern (King, 1977-1978). The figure shows findings for just one of the
many issues investigated—attitudes toward busing to achieve school integration—and for
only the respondents who actually voted for McGovern. Thus, for these voters, McGov-
emn was clearly in their latitude of acceptance, and Nixon was probably in their latitude
of rejection. The seven pairs of data points on the graph represent seven subgroups of
McGovern voters whose own attitude toward busing ranged from highly favorable (on
the left) to highly unfavorable (on the right). If all voters, regardless of their own attitude
toward busing, had perceived a candidate’s position on the issue similarly, the plot of
data points on the graph would have been horizontal, like the two hypothetical light lines.
On the other hand, if there was complete assimilation of the candidate’s position to the
respondent’s own attitude, the plot for McGovern would have been a 45° ascending line;
and if there was complete contrast, the plot for Nixon would have been a 45° descending
line. What the results actually showed was that these McGovern voters substantially as-
similated McGovern’s perceived position on busing toward their own attitude (indicated
by the areas with dotted shading), and they also contrasted Nixon’s position away from
their own attitude (the areas with diagonal striping).

w7 FIGURE 5-3
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Although both assimilation and contrast effects were clearly displayed on this issue
for these McGovern voters, assimilation was a much stronger and more pervasive finding
across all the issues studied and for both Nixon and McGovern voters in this research
(King, 1977-1978). The greater prevalence and strength of assimilation has been a typical
finding in most other studies as well, some of which have even failed to find any evidence
for contrast effects (Brent & Granberg, 1982; Granberg, 1984). However, other studies
have found substantial contrast effects (e.g., Granberg & Robertson, 1982); and Judd,
Kenny, and Krosnick (1983) have argued that common methodological inadequacies have
led to underestimation of the strength of contrast effects. Thus both assimilation and
contrast seem to be customary ways in which we deal with our social world, leading to
greater consistency and comfort in our perceptions of people and of issues with which we
have contact (Manis, Nelson, & Shedler, 1988). Extending these questions to research on
social comparison processes, Mussweiler (2001) has shown that the assumptions we make
about the similarity or dissimilarity of another person determine whether assimilation or
contrast occurs: Comparisons with others we consider similar to us result in assimilation,
whereas comparisons with others we consider dissimilar yield contrast effects.

We will return to Sherif’s social judgment theory in Chapter 10 and examine its per-
formance in the area of attitude change research.

SUMMARY

In this chapter we have seen that attitudes and beliefs can perform several different
functions for the person who holds them. They aid in the understanding of situations
and events; they provide satisfaction of needs by helping their holder to adjust to his or
her environment; they form a bulwark of ego defense against threats to the person’s self-
esteem; and they provide a channel for expression of values that are important to him or
her. A particular attitude may serve one or several of these functions, and different forces
and pressures are necessary in order to change attitudes that serve different functions.

The centrality of a belief is its importance in the person’s belief system, whereas a
belief’s intensity is how strongly it is held. Primitive beliefs are, by definition, very central
in the person’s belief system, and they are so much taken for granted that the holder
hardly ever has reason to question them. Primitive beliefs are formed either through direct
contact with the object of belief or through accepting the statement of an unquestioned
external authority such as Mommy or the Bible. Derived beliefs, on the other hand, can
be built up from basic underlying beliefs in a syllogistic type of structure. Despite their
syllogistic structure, beliefs are not usually completely logical or rational. They are built
up of elements that “go together” comfortably in the person’s belief system, in accordance
with a principle of “psycho-logic” or rough consistency, rather than following the rules of
strict deductive logic.

The valence of an attitude is its degree of favorability or unfavorability toward the
attitude object, and its complexity is the number of elements it contains. The strength of
an attitude has been measured in several different ways but, however measured, strong
attitudes generally are more stable, more resistant to persuasion, and more predictive of
behavior than are weak attitudes. Ambivalent attitudes are ones that contain roughly equal
proportions of positive and negative evaluations toward the same object. Ambivalence
is inversely related to attitude strength, and it generally results in midrange responses
on typical bipolar attitude scales. Research on the relationship between the cognitive,
affective, and behavioral components of attitudes has shown that there is very often a
general consistency between them, but there are also many situations in which they differin
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meaningful ways. Various theories have been developed to predict the behavioral intention
component, of which Fishbein and Ajzen’s theory of reasoned action is the best-known.

A different viewpoint on the structure of attitudes rejects the notion that a person’s
attitude can be adequately represented by a single point on a scale. Sherif and his colleagues
have emphasized the concept of latitude: the range of positions that a person accepts or
rejects on a given issue. Research has shown that the width of the latitude of rejection
on an issue is a good measure of a person’s ego-involvement in the issue. Extremists
typically reject more positions than they accept. In judging social stimuli within their
latitude of acceptance, people commonly assimilate them toward their own attitudinal
position, whereas stimuli within their latitude of rejection are often contrasted (perceived
as farther from the person’s own attitude than they really are).
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Public Opinion Polling

I never paid attention to the polls myself—Harry S Truman.

Carter, Reagan, Bush, and Clinton all designated survey experts to be paid by their
respective parties to conduct private research for the White House . . . . these survey
researchers have had direct access to the president and served as close political
advisors—Shoon K. Murray & Peter Howard.

Public opinion polls have come to have a pervasive and often dangerous im-
pact in America, an impact which has gone largely unrecognized and uncor-
rected —Michael Wheeler.

Polls can help make government more efficient and responsive, . ..they can make
this a truer democracy—George H. Gallup.

In this chapter and the following one we turn to a consideration of public opinion
polling—first its procedures and problems, and then its findings about the structure of
public opinion.

Public opinion polling is certainly the aspect of psychological measurement with which
the general public is most familiar. The major commercial polls, such as Gallup’s, appear
every week or so in hundreds of newspapers throughout the country. Particularly at national
election times, there are almost daily reports about the voting intentions of some part of
the public, and aspiring politicians generally hire private polling firms to help determine
their “name recognition” and support by voters.

Other groups of pollers are located in academic research institutions, of which the
pioneers were the Survey Research Center (SRC) at the University of Michigan and
the National Opinion Research Center (NORC) at the University of Chicago. They
usually do large-scale and carefully designed research studies that have less-pressing
deadlines than those under which the commercial polling firms must operate. For a his-
tory of U.S. public opinion research, see J. Converse (1987) or Bradburn and Sudman
(1988).

How valid are the results of public opinion polls? The answer to this question depends
on several factors, which are discussed in the following sections. Certainly some politicians
have concluded that they are not valid. For instance, in 1960, vice-presidential candidate
Henry Cabot Lodge said in a campaign speech, “people are going to look back on these
polls as one of the hallucinations which the American people have been subjected to....]
don’t think the polls are here to stay” (Hennessy, 1975, p. 56). On the other hand, President
Lyndon Johnson often pulled the latest poll out of his pocket to show visitors his popularity
rating, when it was favorable (Altschuler, 1986). It appears that most politicians, whether
they complain about the polls or praise them, nevertheless still pay close attention to poll
results (Barone, 1997; Murray & Howard, 2002).

Despite the wide circulation of opinion-poll information, there are still many widespread
misconceptions about the methods, results, and uses of polls. There have even been
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attempts by legislators to ban opinion polls as being undemocratic! (Los Angeles Times,
1973).

HISTORICAL HIGHLIGHTS OF POLLING

The history of polling in the U.S. began in the hotly contested election of 1824, when
a few newspapers started reporting the presidential preferences of groups of interested
local citizens or political convention delegates (T. Smith, 1990a). These were straw polls,
named for the common rural practice of tossing up a straw to see which way the wind was
blowing. Their samples were haphazard, and the main reason for reporting them was to
sell more newspapers. Many papers adopted this practice and, by 1904, an ambitious poll
by a New York newspaper sampled as many as 30,000 registered voters. Two other forms
of polling—market research and questionnaire surveys of magazine readers—were first
tried out in 1911, and house-to-house interviewing began soon thereafter (Crespi, 1980;
Beniger, 1983).

In 1886 a magazine called Public Opinion was founded, which addressed major public
issues of the day by abstracting and reprinting newspaper editorials from around the
nation, influential political speeches, and quotes from public figures, all arranged under
broad subject-matter headings. In 1906 it was taken over by the Literary Digest, which
later became the largest mass-circulation magazine of its era (Sheatsley, 1977).

In 1916 the Literary Digest conducted the first of its citizen polls, sending postcards
to its subscribers in five key states, asking their preferences for president, and publicizing
the results. In each succeeding election, the magazine sent out presidential preference
ballots to lists of citizens obtained from telephone books and automobile registration
records, increasing the number sent to 20 million by 1932. This was largely a circulation
boosting tactic, for each postcard included a subscription blank. Although the ballots
that were returned always correctly picked the election winner—until 1936—they usually
overestimated the Republican vote by a large margin (Cahalan, 1989). The polling events
of 1936 are discussed in the subsequent section on sampling procedures.

In the 1930s the development of large-scale statistical sampling theory set the stage
for more scientific polling, first with the quota method that was used in the 1936 election
polls of Gallup, Crossley, and Roper, and later with probability sampling (Rossi, Wright,
& Anderson, 1983). In 1937 the influential scientific journal Public Opinion Quarterly
began publication. In 1939 the first private polling was done for potential presidential
candidates, and President Roosevelt asked the help of academic pollers in gauging the
public’s acceptance of his preparations for possible U.S. involvement in World War II
(Gallup, 1976). Later in this chapter we discuss several famous polling failures that have
occurred since World War II.

CHARACTERISTICS OF OPINION POLLS

In today’s society, opinion polls and market research interviews are everywhere. A
national study in the U.S. found that 36% of people said they had been interviewed by a
poller in the last year, and 73% said that they had been interviewed at some time in their life
(Walker Research, 1988). Such polls may be taken on street corners or in shopping malls,
but most often they occur over the telephone or sometimes in face-to-face interviews held
in the respondent’s home. The interview usually contains many questions and may take
as long as an hour or more to complete, depending on the topic and type of interview.
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Commercial pollers usually use shorter interviews than do academic researchers, but both
groups find that most respondents are glad to spend time talking about their opinions,
once any initial resistance or suspicion that they may have is dispelled. However, in
recent years, the number of potential respondents who refuse to be interviewed has been
increasing (Brehm, 1993), and this poses a problem in knowing how much confidence to
put in the obtained poll results.

The content of interviews may be highly varied. There are usually questions about atti-
tudes and opinions on important public issues, of course, and questions about demographic
characteristics such as the respondent’s age, occupation, and voter registration status. Other
kinds of information that may be sought include respondents’ extent of knowledge on a
given topic, typical behavior patterns, personal experiences, and life circumstances. Thus,
many factors may be examined together as possible causes or effects of the respondents’
attitudes and opinions. Rather than being merely descriptive, in-depth surveys usually
study a variety of possibly causal factors by means of correlation techniques or by cross-
tabulation of one factor against another. Examples of typical opinion interview questions
have already been given in Box 3-1.

The population (or public) is the whole group of people in which the poller is
interested—usually a very large one. It might be the registered voters of a given state,
or all citizens over age 18, or a particular subgroup of citizens, such as medical doctors.
When such a large population is concerned, it is usually neither necessary nor desirable to
contact every member (the national census is the only major exception). Instead, a sample
of respondents is chosen, whose interview responses will be used as an estimate of the
views of the whole population. Therefore, the essential characteristic of any sample is
representativeness, that is, the degree to which it is similar to the whole population.

A sample does not have to be extremely large in order to be representative, but it does
have to be very carefully chosen. Of course, there is always some degree of error in any es-
timate, and the use of a sample necessarily entails some sampling error in estimating the
population’s views. However, in a careful probability sample, the degree of error of the es-
timate can be computed beforehand by means of a statistical formula, and the size and pro-
cedure of the sample can be chosen in such a way as to yield any desired degree of precision.

Contrary to some people’s impressions, the factor determining the degree of precision
is the size of the sample—not the size of the population. This means that just as large a
sample is needed to represent a small population as a large population. Thus, a sample of
1,000 respondents will estimate the views of the whole nation just about as accurately as
it will estimate the views of a single city’s residents. How successfully? Well, a randomly
chosen probability sample of 1,100 cases should not miss the true population value by
more than 3% in either direction (based on a 95% confidence level). For example, if 55%
of such a sample say they favor abolishing the death penalty in the U.S., the true percentage
in the overall population is almost surely between 52% and 58%.

A sample size of about 1,000 cases is typical for most of the U.S. national polls. The
decision about sample size is necessarily a compromise between the cost (in time, effort,
and money) and the degree of precision desired in the final data. More important usually
than the size of the sample is the care with which it is chosen, and this is a place where
many surveys go astray. Some of the major considerations in choosing the sample are
discussed next.

Sampling Procedures

There are many different types of sampling procedures. We distinguish four main cate-
gories here: haphazard sampling, systematically biased sampling, quota sampling, and
probability sampling.
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1. Haphazard sampling is an unsystematic, capricious choice of respondents, selected
according to the interviewer’s whim, or according to who happens to be available. It is
the approach customarily used by “inquiring reporters,” who often post themselves on
a street corner and ask questions of convenient passersby. It is, most emphatically, not
identical with random sampling, though “haphazard” and “random” are sometimes used
as synonyms in everyday speech. Because of its unsystematic nature, haphazard sampling
is not representative of any population, and it therefore has no scientific value.

2. Systematically biased sampling is also an approach to be avoided. As the name
implies, it involves systematic errors in a sample that was probably intended to be repre-
sentative. Some examples of biased samples are ones that include too many old people,
too many college graduates, too few minority group members, and so forth. The classic
example of this kind of error was made in the 1936 presidential election poll conducted
by the Literary Digest. The magazine sent 10 million postcard ballots to citizens all over
the country, and it received nearly 2,400,000 replies. Because 59% of the replies favored
the Republican candidate, Alfred Landon, the magazine predicted his election. Instead,
however, Franklin D. Roosevelt won reelection in a landslide, carrying all but two states,
and Landon got only 37.5% of the votes.

So what went wrong? Why didn’t a sample of over 2 million provide a close estimate
of the population? The source of bias in the sample was that the respondents’ names were
taken from automobile registration lists and telephone books; and in the Depression year
of 1936, people who could afford to own cars or even have telephones were systematically
different in their presidential voting preferences from their poorer neighbors. Interestingly,
this bias had been much weaker in 1932 and previous elections, when similar sampling
methods had correctly predicted the winners (Cahalan, 1989). However, ironically, the
magazine could have corrected for the sampling bias because it had been pointed out
in scientific articles, and George Gallup even predicted the extent and direction of the
magazine’s error four months before the election (Roshco & Crespi, 1996). After the 1936
fiasco, confidence in the Literary Digest was so badly shaken that the magazine died two
years later. One clear lesson from this affair is that a large sample is not necessarily a
valid sample!

3. Quota sampling is the basic method used by many commercial polls. It achieved
sudden prominence in the 1936 election, when several young pollers (George Gallup,
Archibald Crossley, and Elmo Roper) all used it to predict Roosevelt’s re-election, in
dramatic contrast to the Literary Digest poll’s failure. Many refinements have been added
since 1936, but the basic principle is unchanged. This approach tries to achieve a repre-
sentative sample by choosing respondents whose characteristics correspond to those of
the national population on several important dimensions. For instance, the dimensions
chosen might be geographic region of the country, urban versus rural residence, sex, age,
and race. Then an interviewer in Chicago (Midwestern region, urban location) might be
assigned a quota of respondents with the following characteristics: 10 respondents, all
local residents, 5 women and 5 men, 2 of the women and 3 of the men to be black and
the other 5 respondents white, 1 woman and 1 man to be in each age decade between 20
and 70.

In quota sampling, the interviewer may be given a free hand as to how and where she
finds these respondents, or in some cases there may be further restrictions on where she
goes and whom she chooses to interview. (The word “she” is used here because a very
large proportion of poll interviewers are women, employed only part-time. This imbalance
in the sex of interviewers may, however, sometimes be a source of bias in their results.)

The quota method of sampling avoids the most obvious sources of systematic bias
in the sample, and therefore it is much more likely to yield accurate results than either
haphazard sampling or systematically biased sampling. However, its major limitation is
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Photograph courtesy of George Gallup.
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Box 6-1 GEORGE GALLUP Public Opinion Poller

The best-known figure in public opinion polling during the 1900s, George Gallup was born
in lowa in 1901 and took his B.A. and Ph.D. at the University of lowa. Before entering the
polling field, he taught journalism and psychology at lowa, Northwestern, and Columbia.
He then began doing commercial research on reader interest in newspapers and magazines
and audience interest in radio and motion pictures.

In 1935, Gallup founded the American Institute of Public Opinion to measure public
attitudes on social, political, and economic issues. Using the quota system of sampling,
he and several other early pollers became famous by predicting President Roosevelt’s
surprising landslide in the 1936 election, and he also correctly predicted how far wrong the
prestigious Literary Digest poll would be. Subsequently he pioneered many new trends and
improvements in survey research, including use of some aspects of probability sampling;
and regular research by the Gallup Poll has spread to dozens of foreign countries.

Gallup published many articles and 10 books on public opinion. Among his many
honorary degrees and awards were election as president of the American Association
for Public Opinion Research and receipt of its award for distinguished achievement. He
remained actively involved in polling until his death in 1984.

that it cannot avoid more subtle forms of systematic bias, which may be inherent in
the interviewer’s choice of respondents within the limitations of her assigned quota. For
instance, it is common and understandable that interviewers avoid the “seedy” areas of
town, choose to interview only at certain times of the day, and bypass individuals whose
looks or behavior they find offensive. Unfortunately, however, by doing so they also
may be systematically excluding as respondents poor people, night-shift workers, young
“skinheads,” or other classes of citizens. As a result, the accuracy of the poll’s results is
diminished.

4. Probability sampling avoids all of these problems. By definition, it requires that
every individual in the population must have a known probability (which may or may not
be an equal probability) of being chosen as a respondent. This in turn requires that there
be a complete list of the population or a breakdown of the total population by cities and
counties such as is provided in the national census. With this breakdown as the starting
point, the investigator can choose a sample in such a way that all segments of the population
are included proportionally to their size (e.g., different sections of the country, different
sizes of cities, various racial groups, etc.).

There are several ways of obtaining a probability sample. The simplest is systematic
sampling, choosing every nth name from a list, such as a college student directory. Next
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easiest is random sampling, drawing from a container whose contents have been thor-
oughly mixed (as in a properly run Bingo game), or from a table of random numbers. Both
of these methods require a complete list of the members of the population, which is not
feasible for any population larger than a small city.

For polls of a larger city, a state, or the whole nation, the probability method usually
used is area sampling (which is one type of stratified random sampling). In this method
the total population is broken down into small homogeneous units, such as counties, and
a relatively few counties are chosen randomly to be in the sample. In this way the sample
includes a group of counties that are typical of the whole country in characteristics such
as income and educational level, racial makeup, degree of urbanization, and so forth.
The chosen counties are then broken down into smaller units such as precincts or census
tracts (the second level of sampling), and again a few tracts from each chosen county are
randomly selected to be in the sample. A similar random procedure may be used to select
a few blocks or other geographic areas from each chosen tract.

For each of these final areas chosen to be in the sample, a field worker called an enu-
merator is sent out to list every dwelling unit in the area (including apartments over
stores, cottages behind main houses, and all divided-up residences). With this list in hand,
the sampling staff randomly chooses a few dwelling units from each sample area, and
interviewers are sent to those specific dwellings (and they are not allowed to substitute
another dwelling if the chosen one is vacant or no one is home). This method is also referred
to as cluster sampling because a geographically-close “cluster” of a few dwelling units
is chosen at this level of sampling.

As the final stage of this process, in each selected dwelling unit the interviewer is
instructed to interview a specific person, who is determined by a final random procedure.
If the designated person is not at home, interviewers are instructed to come back, several
times if necessary, in order to complete the interview. Thus, a stratified random sample
uses random selection procedures within each level of the sampling process.

This description suggests how difficult, time-consuming, and expensive a probability
sample is. As a result, this method in its entirety is not used by commercial polls, and it is
only sometimes used by academic survey researchers. The great advantage of probability
sampling methods is that the expected amount of sampling error in the results can be stated
exactly; it is an inverse function of the size of the sample (more precisely, of the square
root of the sample size). As mentioned in the previous section, the expected error for a
sample of 1,100 cases would be no more than plus or minus 3%. By comparison, for a
sample of 600 cases, the expected error would be plus or minus 4%; for a sample of 400
cases it would be plus or minus 5%; and obtaining an expected error of plus or minus 2%
would require a sample size of 2,500 cases.

Probability sampling has the smallest amount of sampling error of any sampling method.
Moreover, it is the only method for which the expected amount of sampling error can be
specified. With the sampling methods used by commercial pollsters such as Gallup, Roper,
and Harris, one can only guess at the likely amount of error in their results. Thus, though
complete probability sampling is expensive and slow, it is the only way to ensure that a
sample is really representative of a large population.

Following the 1948 presidential election, when all of the major commercial polling firms
made incorrect predictions about the outcome, several of them adopted some aspects of
probability sampling in their procedures for selecting areas within which to interview
(Perry, 1960, 1979). These changes have undoubtedly improved the representativeness of
their samples and the accuracy of their results, but they still allow the interviewer some
discretion in choosing respondents, as in the quota method of sampling. Interestingly, how-
ever, in England, where most election polls still continue to use quota sampling methods,
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studies have found their election predictions were usually just as accurate as those using
probability sampling (Worcester, 1980).

Telephone Polling

A method of polling that has had rapid growth since the 1970s is interviewing by
telephone. It has great advantages in terms of interviewer convenience, reduced costs,
increased speed, and closer supervision. In the 1960s, pollers thought that telephone
interviews could not be as long as face-to-face ones nor address sensitive subjects with
equal validity. However, most of the doubts about the quality of the data they obtain have
been allayed by careful research (Groves & Kahn, 1979; Cannell et al., 1987), though they
often yield underreporting of illicit behavior such as drug use (e.g., Aquilino, 1994). They
typically have somewhat lower response rates and may obtain less complete answers than
do in-person interviews, but on the other hand, they sometimes yield higher response rates
in large urban areas (Schwarz et al., 1998).

In the U.S., 94% of people now have phones in their home, and some of the rest have
access to a telephone nearby. Thus less than 5% of people-are unreachable by phone,
though these individuals are systematically poorer and more transient than the rest of the
population (Thornberry & Massey, 1988; Keeter, 1995). People without phones are also
disproportionately nonwhite, young, less educated, rural, and southern (Roll & Cantril,
1980). A potentially more serious threat to representativeness of surveys is the number
of unlisted phones, which has reached 30% nationwide and exceeds 50% in many large
cities (Dillman, 2000, p. 8). However, this problem can be completely overcome by a
technique called random digit dialing (RDD), which uses random methods to determine
the numbers to be called. This technique has many variations, but they all have the effect of
making all telephone numbers accessible, including those that are unlisted. Thus telephone
surveys can use excellent probability sampling procedures.

A problem that cannot be completely overcome is the recent increase in use of telephone
answering machines and caller-ID services that can screen incoming phone calls and
potentially reduce response rates further. However, a 1999 study by Link and Oldendick
found this to be a very minor problem; less than 1% of the numbers they called were
consistently screening calls and failing to answer.

An innovation that has become widespread in conjunction with telephone surveys
is computer-assisted telephone interviewing (CATI). In this system, telephone in-
terviewers read the questions from a computer-controlled video display terminal and
punch the responses directly into a computer data file. This makes interviewing easier
and more accurate, and it also completely eliminates the steps of coding and cleaning
the data, thus greatly speeding up data analysis (Groves & Mathiowetz, 1984). This
computerization also decreases the amount of missing data, but research shows that
other improvements in data quality are usually quite small (Nicholls, Baker, & Martin,
1997).

A further step toward automation that is now becoming common in commercial market
research is a form of self-administered data collection, sometimes called touchtone data
entry (TDE), which eliminates the need for a live interviewer. In this telephone procedure,
a computer plays a recording of questions to the respondent, who answers by pressing
keys on the handset (or, in some systems, by speaking answers, which are interpreted
by voice recognition software). In 1999, the Gallup Organization alone conducted more
than one million interviews using this procedure. The major advantages of this system are
reduced costs and more honest responding (because of reduced social desirability effects
in this impersonal situation), but research has shown that it also produces a lower response
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rate and many more incomplete interviews than does a CATT procedure, especially if the
questionnaire is a lengthy one (Tourangeau, Steiger, & Wilson, 2002).

On-Line Polling

The widespread availability of computers in the U.S. has recently made possible another
technological innovation, called on-line polling or Web surveys, in which the respon-
dents answer questions by using an interactive computer system in their homes or offices
(Dillman, 2000). Because of the absence of an interviewer to motivate respondents, the
clarity and facilitative design of the survey instrument are crucial in obtaining valid an-
swers and avoiding respondent dropouts (Couper, Traugott, & Lamias, 2001). Most Web
surveys have been used in marketing research; they typically are restricted to the subset
of the population that already has access to a computer, use haphazard, nonprobability
samples of that subset, and suffer from low response rates (Couper, 2000).

However, a few companies have developed true probability panels based on specified
population groups, such as college students or Internet users—a procedure that allows
computation of the representativeness of each sample of respondents. Scientifically, the
best of these systems achieve coverage of the whole national population by contacting a
representative and huge group (e.g., 100,000 people) and offering them a free computer
and Internet access in return for members of the household completing regular (up to
weekly) surveys on the web. Then, for any given study, a representative sample of a few
thousand respondents is drawn from this total panel; and panel members are replaced
after a year or so, so that their continuing experience as respondents does not make them
atypical of the population (Couper, 2000). In the U.S., the pioneering company using this
careful approach is Knowledge Networks.

PROBLEMS IN PUBLIC OPINION POLLING

Despite its widespread use, public opinion polling is subject to many potential sources
of error. In the following sections we describe some famous polling failures and review the
kind of problems that can arise in sampling respondents. Following that, we summarize
issues of question wording and context and discuss the other main factors that can influence
respondents’ answers.

Famous Polling Failures

In 1948 President Truman was running for re-election against Governor Dewey of New
York, and all the major polls reported Dewey as the probable winner. Partly for that reason,
most people in the country seemed to expect Truman to lose, and the Chicago Tribune
even hit the streets with a postelection headline proclaiming “Dewey Defeats Truman.”
Yet when the votes were all counted, Truman won. Whereas the Gallup poll, for instance,
had predicted that Truman would receive only 44.5% of the vote, he actually won 49.5%
of the vote in a four-party race.

Similarly, in the 1970 British elections the Labour Party led by Prime Minister Harold
Wilson was widely expected to win. All except one of the major British polling orga-
nizations predicted a Labour win with a vote margin of anywhere from 2% to 9%. Yet
on election day the Conservative Party, led by Edward Heath, scored a smashing upset,
winning by a margin of nearly 5%. A similar British polling failure occurred in 1992,
when almost all of the national polling firms incorrectly predicted a Labour victory, but
the Conservative Party again won with a vote margin of over 7% (Jowell et al., 1993).
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These three instances represent the most-dramatic failures of scientific polling methods
in English-speaking countries since the prescientific era of 1936 when the Literary Digest
poll failed so ignominiously. Although you may have heard the 1980 U.S. presidential
election described as a polling error, it actually was not. Many of the major national polls
were reporting the 1980 race as “too close to call” through the end of October, but all of
them picked Reagan as the expected winner in their final pre-election report, though they
underestimated the margin of his victory over Carter. Careful research has shown that there
was a large closing surge in Reagan’s voter support, due to three factors: an especially
large number of undecided voters in that multiparty election; concurrent developments
concerning the American hostages who were being held in Iran; and public reaction to the
final candidate debate, held just one week before the election (LLadd & Ferree, 1981). Thus,
all the major national polls were on the right track in 1980. Similarly, in the cliff-hanging
election of 2000 between George W. Bush and Al Gore, most of the final national polls
declared the outcome “too close to call” (Traugott, 2001).

How can the actual failures of 1948, 1970, and 1992 be explained? These three elections
have resulted in much scrutiny of the polls, and some of the lessons that have been learned
are reported later in this chapter. Before trying to explain these failures, we will discuss
some of the basic factors that produce problems in constructing polls and in obtaining valid
results. The most important of these factors are: sampling, question wording, respondents’
lapses of memory and motivated inaccuracy in reporting, failure to obtain data from some
of the designated sample, nonanonymity of responses, interviewer effects on responses,
and other practical problems.

Sampling Problems

Many of the problems in quota sampling procedures have been mentioned in the pre-
vious section. The most important result of these problems is that the commercial polls,
because of their sampling methods, cannot specify the expected amount of sampling error
in their data.

In really close elections, such as the 1968 race between Nixon and Humphrey and the
2000 contest between Bush and Gore, the margin between the two candidates’ popular
vote totals is clearly less than the expected sampling error of the polls, and consequently
the pollsters have to admit that their data are not precise enough to be sure of picking the
winner. That is a lesson that they learned from their fiasco in 1948 when, to their sorrow,
they failed to exercise an equal degree of caution.

Also, it should be kept in mind that the commercial polls indicate the expected per-
centage of people voting for a presidential candidate nationwide (the popular vote). By
contrast, the electoral college vote, which determines the winner, is based on the popular
vote winner in each state separately. (In 2000, for instance, the final vote margin of about
500 votes in Florida determined the nationwide winner in the electoral college). Thus it is
conceivable in a close election that the polls could correctly predict the popular vote totals
but fail to pick the winning candidate, who was elected by carrying states with a majority
of electoral votes.

Despite the few famous polling failures described in the preceding section, the over-
all record of the national commercial polls in predicting election results has been very
good. For instance, in the 1950-1996 periods, the Gallup Poll’s average error in pre-
dicting 23 congressional and presidential elections was only 1.6% (Gallup Poll Monthly,
1996, No. 374). In analyzing the accuracy of poll results, however, it is important to
keep in mind the differences in careful sampling procedures and in objectivity between
the major national and statewide polls, the often less-sophisticated newspaper polls, and
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the privately sponsored partisan polls, which sometimes “leak” or distort their resuits to
achieve a political advantage. In other words, not all polls are equally believable. Findings
in the 1970s showed that careful statewide polls had a good prediction record, even in
volatile, multiple-candidate presidential primary contests, and that polls taken just before
the elections spotted last-minute trends quite well (Felson & Sudman, 1975). However, in
some 1980s statewide elections, there were major prediction errors even by some of the
most respected commercial and newspaper polls (Roper, 1983; Goldhaber, 1984). These
were probably due in part to a trend toward greater volatility in American voting patterns.

Exit Polls. Also in the 1980s, a new polling technique was widely used on election
day because of the TV networks’ insatiable desires to be first with their reports of the
election victor. So-called exit polls are ones that select a representative group of polling
places and interview a relatively crude sample of voters as they leave after voting. Re-
spondents are asked to fill out a brief anonymous ballot indicating whom they actually
voted for and their views on the main campaign issues. The sample is crude because voters
may leave by different exits or in bunches, making systematic selection very difficult, and
because different demographic groups tend to vote at different times of day (Busch &
Lieske, 1985). Also, some voters refuse to be polled because they are in a rush or do not
want to divulge their vote, even anonymously; some who do respond apparently falsify
their answers; and absentee voters, who cannot be included in exit polls, are becoming a
much larger part of the electorate in many states. Every few hours each interviewer phones
the obtained ballot totals in to the central computer room, where they are collated. Thus,
by early afternoon the networks may begin to report these results, and they may predict
expected winners in statewide or congressional races that seem to be lopsided (Levy, 1983;
Mitofsky & Edelman, 1995).

Two major issues have been raised about exit polls. One, the effect of the broadcast
reports on citizens who have not yet voted, is discussed later in this chapter. The other
issue is the accuracy of exit polls, especially in view of their questionable sampling
methods. Some of them have displayed acceptable accuracy (Levy, 1983). However, it is
clear that early instances of exit polls contributed substantially to the networks’ errors in
election-night projections in a number of races, in both England and the U.S., though other
more-careful polls were also wrong in some of these races (Worcester, 1980; Roper, 1983).
Partly in response to these earlier errors, the U.S. TV networks in 1990 set up a joint exit-
poll procedure, which demonstrated outstanding accuracy. In the following four national
elections during the whole decade of the 1990s, the joint poll covered about 500 races and
made only one incorrect projection (in a 1996 Senate race in New Hampshire—Mitofsky,
1998).

However, by 1996 all the TV networks were again competing to be the first to “call”
the results of election races on the basis of exit polls and early returns. In the presidential
election of 2000, all of the networks made a highly embarrassing double error, using
exit-poll data to project Gore as the winner in the crucial state of Florida but later in the
evening changing to project a Bush victory, whereas the actual vote outcome in Florida
was still being recounted and disputed a month after the election (Mitofsky, 2001). In the
subsequent 2002 congressional election, another kind of failure occurred when the joint
exit-poll organization was unable to project the winners of any races during the whole
evening of election day because of computer malfunctions (Calvo, Jensen, & Simon, 2002;
Plissner, 2003).

Call-In Polls. Another apparently modern polling technique is really a throwback
to the old, unscientific straw polls. Call-in polls are ones in which respondents phone
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Box 6-2 HOWARD SCHUMAN, Survey Research Authority

Howard Schuman taught since 1964 at the University of Michigan, where he is Professor
Emeritus of Sociology and continues to conduct research since his retirement in 1996. He
earned an A.B. at Antioch College, an M A. at Trinity University, and a Ph.D. at Harvard,
and then briefly directed field research in Pakistan and India. At Michigan he became
widely known for his research on survey research methods and on racial attitudes, which
is cited in this chapter and in Chapter 16.

Schuman has coauthored eight books, including Questions and Answers in Attitude
Surveys, Black Racial Attitudes: Trends and Complexities, and Racial Attitudes in Amer-
ica: Trends and Interpretations. In addition to these topics, his 100-plus articles include
notable contributions concerning the attitude—behavior relationship; religious attitudes;
authoritarianism; attitudes toward the Vietnam War, gun control, and abortion; and tech-
nical issues of question wording and context effects in surveys. He has served as editor
of the journals Sociometry and Public Opinion Quarterly and has been elected president
of the American Association of Public Opinion Research and a member of the American
Academy of Arts and Sciences.

their opinions to a special telephone number after a newsworthy event like a presiden-
tial candidate debate or a social-issue television documentary. The problem with such
audience-response techniques is that there are absolutely no scientific controls on the
sample that is obtained. Respondents are self-selected, and a vociferous minority can eas-
ily stack the results, as frequently happens in the similar voting for All-Star major-league
baseball players. Despite the large response totals and the flashy gimmicks of immediate
computer feedback of results, such polls are just as unscientific and invalid as the old
Literary Digest reports (Cantril & Cantril, 1991).

With the recent proliferation of many different kinds of “polls,” it is particularly impor-
tant for the poll consumer to attend to the sampling methods used and to distinguish the
relatively trustworthy, scientific polls from crude, pseudo, or “phony” polls (Orton, 1982;
Brady & Orren, 1992). Readers and listeners beware!

Question Wording and Context

Planning and constructing a public opinion interview is a very large and complex
task, about which whole books have been written. As early as 1932, Wang presented a
comprehensive list of recommendations on the construction and wording of attitude and
opinion questionnaires. Because of space limitations, our presentation here can only briefly
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list the most prominent considerations in wording interview questions. Fuller treatments of
a practical sort can be found in excellent volumes by Payne (1951), Sudman and Bradburn
(1982), Babbie (1990), and Dillman (2000). In addition, the results of extensive research
on question wording and question order are summarized by Schuman and Presser (1996)
and Sudman, Bradburn, and Schwarz (1996).

1. Rapport. The interview usually should begin with an explanation of its purpose and
sponsorship and then some comments intended to put the respondent at ease as much as
possible. The first questions are usually rather simple and factual ones that will be easy
for respondents to answer and that will not threaten them in any way.

2. Format of Questions. They may be either multiple-choice, or open-ended ones,
which respondents answer in their own words. Both kinds have important and legitimate
uses, and many surveys use some of each. Providing a set of response categories, such as
a list of possible illnesses, can lead respondents to give answers that they wouldn’t have
thought of or remembered otherwise. For reviews of research on the format of questions,
see Schwarz and Hippler (1991), Schuman and Presser (1996), or Schwarz (1999).

3. Order of Questions. Considerable thought must be given to having the questions
in a logical order and to avoiding any influence of earlier questions (i.e., context) on later
answers, which can sometimes produce differences in response as great as 20% (Turner
& Martin, 1981; Tourangeau & Rasinski, 1988; Moore, 2002¢). A common method,
which aims toward these goals, is the funnel sequence of questions: asking broad, open-
ended questions first, followed by somewhat more limited ones, and finally focusing very
specifically on narrow aspects of the topic. However, even when the funnel sequence is
used, responses to prior questions sometimes may affect later responses.

The effects of different question orders (or different question wording) are often studied
by conducting a split-sample experiment, in which one sample is given one question order
and another comparable sample is given a different question order (cf. Bishop & Smith,
1991). An example of the kind of question-order effects that sometimes occur can be seen
in a 1996 survey experiment that asked a national sample whether they were worried or
not worried that, in the next few years, (a) “you or your (husband/wife) will lose a job,”
and (b) “that you will not be able to maintain your standard of living.” When the standard-
of-living question was asked first, 58% of respondents said they were worried about it,
whereas when it was asked after the job-loss question, only 48% said they were worried.
In contrast, answers to the job-loss question did not change depending on its position: 36%
or 37% expressed that worry in the two orders. The order effect on the standard-of-living
question seems to have been due to a carryover of the relatively lower level of worry about
job-loss when people were asked about their job-loss worries first (Gallup Poll Monthly,
1996, No. 365, pp. 23-24). Note that asking the broader standard-of-living question first
is an example of the funnel sequence of questioning.

4. Vocabulary Used. When interviewing a representative sample of citizens, it must
be remembered that many respondents will have little education, limited vocabularies,
and rather poor understanding of technical terms. In addition to wording the questions
carefully, it is essential to pretest them with a preliminary sample in order to determine
how they are interpreted by typical respondents (Fowler, 1992). An amusing example of
this is provided by an item from a widely used standard scale which asked whether “the lot
of the average man” was getting worse or better. Pretesting of this item conducted before
a major study showed that this usage of “lot” was not familiar to many respondents. “The
question was variously interpreted to refer to a lot of average men, to the size of housing
lots, and even in one case to cemetery lots!” (Schuman & Kalton, 1985, p. 643), so it had
to be reworded.
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5. Clarity. Ambiguity can be avoided in the following ways:

a. Keep the questions simple, clear, and direct.

b. Normally keep the questions short, but add repetition or paraphrasing if it will
increase understanding.

c. Make the questions as specific as possible (e.g., asking about behavior in a particular
time period, such as the last month).

d. Avoid the use of negatives and especially of double negatives.

e. Avoid use of the passive voice.

f. Avoid questions that may be interpreted in more than one way.

g. Avoid “double-barreled” questions, which express two ideas (e.g., Do you favor
stronger efforts to eliminate smog and water pollution?—The respondent may have
different views on the two topics.)

h. Avoid having so many alternative answers that the question is confusing.

i. Avoid having so few alternative answers that the list is incomplete.

6. Biased Questions. The questions should be as neutral as possible. To avoid acqui-
escence effects (respondents agreeing with the position stated or implied in the question),
survey questions should normally present both sides of an issue rather than just one side
(Bishop, Oldendick, & Tuchfarber, 1982)—for instance: “Do you favor or oppose in-
creases in the defense budget?” To see why this is important, note the discrepancy in
responses to the following two questions (Schuman & Presser, 1996, p. 221):

a. Do you agree or disagree with this statement: Most men are better suited emotionally
for politics than are most women.—47% agreed.

b. Would you say that most men are better suited emotionally for politics than are most
women, that men and women are equally suited, or that women are better suited
than men in this area?—33% said men are better.

Another example of how small changes in question wording can produce major differ-

ences in responses is seen in the following two items (Schuman & Presser, 1996, p. 277):

a. Do you think the United States should forbid public speeches against democracy?
—21% said yes (forbid).

b. Do you think the United States should allow public speeches against democracy?
—48% said no (not allow).

This difference is due to the tone of the verbs, for the verb “forbid” seems to have greater
specificity than “not allow” (Holleman, 2000). This effect is actually the opposite of an
acquiescence effect, for fewer people said yes to either item than would be expected from
responses to the other version (Hippler & Schwarz, 1986). Fortunately, this is one of the
largest effects ever found as a result of apparently nonsubstantive wording differences, and
most experiments with the “forbid—allow” terms have yielded much smaller response dis-
crepancies. For instance, questions about the government forbidding or allowing the show-
ing of X-rated movies produced only a 5% discrepancy (Schuman & Presser, 1996, p. 282).

Most response effects that are due to wording differences stem from more substantive
differences in question wording or context. Anunderstandable example is seen in responses
to a question that asked half of a U.S. national sample “What do you think is the ideal
number of children for a family to have?” In 1997, 36% of respondents gave answers of
three or higher. However, when the other half of the same sample was asked a similar
question, beginning with the added phrase, “If money were no object,” then 53% said
three or more (Gallup Poll Monthly, 1997, No. 377, p. 24). Apparently, thinking about the
question in terms of realistic financial constraints lessened the percentage of respondents
favoring larger families by 17%.

Question-biasing techniques that should be carefully avoided include the use of emo-
tionally laden words or phrases (e.g., “foreign terrorists,” “police brutality”’) and the
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use of prestige names or symbols in the question. For instance, if an idea is attributed
to a well-known and respected person (e.g., “President Bush’s policy”), more people will
generally agree with the idea than if the prestige name is omitted from the question.

7. Incomplete Specification. It has been said that people will answer what they think
you mean rather than what you actually say. In large part, this is a problem of interviewer
and respondent having different frames of reference, and it can often be counteracted by
asking supplementary questions. (The question “Why?” is often particularly valuable in
determining the frames of reference or reasons behind a respondent’s attitudes.)

A classic example of the frame of reference problem was provided by Bancroft and
Welch (1946) from results of Bureau of the Census interviews designed to determine the
number of employed persons in the U.S. The original question used was, “Did you do
any work for pay or profit last week?”’, and it consistently underestimated the employed
population. Apparently this occurred because many people such as housewives or students
answered it in terms of their main occupation, overlooking the explicit term “any work.”
The solution adopted was to ask two questions: the first about the respondent’s major
activity, and a second one (for persons giving “nonworker” responses) as to whether they
did any work for pay in addition to their major activity. As a result of this simple change,
the official estimate of employment was raised by more than a million persons.

In summary, problems related to question wording and/or context are apt to be the largest
source of error in survey results—often much larger than sampling errors, as indicated in
this quotation:

It is far more important in assessing the accuracy of a survey to know the wording of the
questions asked than the magnitude of the statistical sampling error. (Roper, 1984, p. 24)

Ignoring the possibility of question-wording and context effects may be viewed as an
instance of Ross’ (1977) “fundamental attribution error,” which was discussed in Chap-
ter 2. That is, it is an overestimation of personal, dispositional factors in the respondent’s
behavior and an underestimation of situational influences (Schuman & Kalton, 1985).

Memory Errors

We know that human memory is fallible, and many studies have been done to investigate
the degree of interviewing errors due to faulty memory. In general they show that less-
important facts are forgotten more quickly than more-important facts, and that memory
becomes less accurate as the time interval from the event becomes longer. As one example,
a survey of known crime victims found that 69% of the crime incidents occurring 1 to 3
months previously were reported to interviewers, whereas only 30% of incidents occurring
10 to 12 months previously were reported (Turner, 1972). Even important past information
is apt to be distorted by later events; for instance, reports of past years’ income are often
distorted in the direction of the respondent’s current income. There is also a common
phenomenon known as forward telescoping, in which past events are recalled as happening
more recently than they actually did (Neter & Waksberg, 1964).

A number of means can be used to increase respondents’ motivation to remember events
accurately and to assist them in their efforts. One common method is to use questions that
tap recognition memory rather than unaided recall-—for instance, by giving respondents
a list to respond to (e.g., illnesses they might have suffered). Other methods include
alerting them to the problem of bias in memory so that they can intentionally combat it in
their answers, providing contextual information in the question that will help respondents
locate an event in time or space, and asking them to consult or keep relevant records
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(income tax forms, diaries of TV viewing, etc.). Cannell, Miller, and Oksenberg (1981)
also recommended giving special instructions about the need for complete and accurate
answers, using longer questions which help to symbolize the importance of the topic,
asking respondents to sign a pledge of thoroughness, and rewarding their complete answers
with verbal approval.

Social Desirability Needs of Respondents

Interview questions are often worded with the implied assumption that the respondent
knows something about the topic: “How do you feel about the government’s farm policy?”
Wanting to be obliging, and not wanting to show their ignorance, many respondents
are inclined to fake a knowledge and interest that is not real: “I think it’s pretty good.”
Such uninformed responses have been termed “nonattitudes” by Converse (1974). Often
as many as one-third of the respondents will state such uninformed opinions, and this
may seriously distort the survey findings (Bishop, Tuchfarber, & Oldendick, 1986). One
desirable safeguard is to use filter questions to learn the degree of respondents’ interest in
or knowledge about a topic before asking them detailed questions about it (e.g., Sterngold,
Warland, & Herrmann, 1994).

However, social desirability bias is more pervasive than just the nuisance of over-
obliging respondents. On any topic where society’s norms point to one answer as more
socially desirable than another, we can expect an overreporting of the “good” behaviors
and an underreporting of the “bad” ones. This tendency is stronger for respondents who
are young and/or of lower socioeconomic status (Cahalan, 1968), and it seems to show up
most strongly and consistently in questions about voting and voter registration, especially
among highly educated respondents who firmly believe in voting (Silver, Anderson, &
Abramson, 1986). Some examples of social desirability bias in interview responses are
shown in Box 6--3.

Biased responses are particularly likely on sensitive topics—ones that may be embar-
rassing, threatening, or incriminating to respondents—as illustrated by the large underre-
porting of drunk driving charges and bankruptcies in Box 6-3. However, a recent review of
research on reporting accuracy found surprisingly little intentional denial of undesirable
behaviors and attributed much overreporting of voting to the fading of memory (Krosnick,
1999b). Sometimes, on the other hand, motives to shock or impress interviewers, or con-
form to subcultural norms, can lead to overreporting of apparently undesirable behavior.
For instance, in research interviews with ex-heroin addicts, many of whom had substantial
criminal records, roughly equal percentages overstated and understated their number of
past arrests (Wyner, 1980).

Many standard survey techniques help to combat social desirability response bias.
First, in wording questions, one can use neutral (unbiased) wording, present two or more
opposing alternatives for the respondent to choose between, state that the question is a
matter of opinion with no right or wrong answer, and so on (cf. Sudman & Bradburm,
1982). Also, the interviewer should establish good rapport, reassuring the respondent by a
supportive manner that any type of response will be perfectly acceptable in the interviewing
situation. Detailed probes (additional questions following up on a more general one) may
often turn up inconsistencies and avoid some overreporting.

Nonresponse Rate

Surveys always fail to obtain data from some of the designated sample members, and
the size of this nonresponse rate affects the validity of the findings. Nonresponse would
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Box 6-3 Examples of Social Desirability Bias in Interview Responses

1. Voter registration—I2% overreported (falsely said they were registered), 3% under-
reported (falsely said they were not registered). Based on 1976 National Election
Study of 2,865 respondents (Katosh & Traugott, 1981).

2. Voting in presidential election (1 month previous)—I12% overreported, 1% under-
reported. Same study as number 1.

3. Voting for the winner—I14% net overreporting after 4 years. Based on 1964 national
survey; 64% of respondents said they had voted for Kennedy 4 years before in 1960,
but he only received 50% of the vote (Mueller, 1973).

4. Voting in last primary election (8 months previous)—35% overreported, 0% under-
reported. Based on probability sample of 157 Chicago adults, half interviewed by
phone and half face-to-face (Bradburn & Sudman, 1979).

5. Possession of library card—20% overreported, 0% underreported. Same study and
interview methods as number 4, different probability sample of 190 adults.

6. Donations to community chest—34% overreported, 0% underreported. Based on
survey of 920 Denver adults (Parry & Crossley, 1950).

7. Possession of driver's license—I10% overreported, 2% underreported. Same study
as number 6.

8. Recent declaration of bankruptcy—30% underreported. Same study and interview
methods as number 4, different sample of 79 known recent bankruptcies.

9. Recent drunk driving charge—46% underreported. Same study and interview meth-
ods as number 4, different sample of 98 respondents all charged with drunk driving
6-12 months previously.

Of course, in all such checks of official records, it must be realized that sometimes the
records may be incorrect, or unavailable because of misfiling, etc. (Marquis, 1978).

not matter if the omitted respondents were just like those who answered, but that is
never a safe assumption because they usually are systematically different—e.g., poorer,
more transient, busier, less cooperative, or less often at home. Thus their loss reduces the
representativeness of the obtained sample.

The group of nonrespondents is usually composed of about two-thirds refusals, about
one-third not-at-homes who cannot be contacted, even after several attempts, and a variable
number of cases lost because of health problems or language difficulties, depending on the
geographic area being surveyed (Schuman & Kalton, 1985). Refusals have been rising in
recent years, especially in central city areas, and nonresponse rates for national face-to-face
surveys with callbacks are apt to be 30% or more (Brehm, 1993). Telephone surveys using
random digit dialing (RDD) are likely to have nonresponse rates of 40% or higher, partly
because of their unique problem that an unknown percentage of the persistent unanswered
calls may be nonworking numbers not currently assigned to anyone (Groves & Kahn,
1979). Fortunately, a careful study of telephone interviews that used RDD found that even
one with a relatively low response rate (36%) obtained mean scores on most variables that
were almost identical to those from a rigorous study with a much higher response rate
(61%) (Keeter et al., 2000).

To reduce the nonresponse rate, it is important not only to call back persistently, but
also to explain the survey as clearly and nonthreateningly as possible. Helpful techniques
include sending letters in advance explaining the research, and having well-known and
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prestigious sponsoring organizations for the survey (Fox, Crask, & Kim, 1988). A wide
variety of incentives and special questioning techniques have also been tried in efforts
to obtain high response rates (e.g., Willimack et al., 1995), Wherever possible, the de-
mographic characteristics of nonresponders (e.g., their census tract or quality of housing)
should be obtained for comparison with those of respondents, as an estimate of the amount
of bias that is due to nonresponse. Very often, differential statistical weights are applied
in the data analysis phase as a way of compensating for nonresponses.

Lack of Anonymity of Responses

Another problem that can distort survey findings, especially on sensitive or threatening
topics, is lack of anonymity of responses. Although most respondents apparently do answer
honestly under normal conditions, some studies have indicated that anonymity of responses
will somewhat increase the accuracy of survey findings (e.g., Bishop & Fisher, 1995).
Consequently, a number of the major polling organizations have adopted a “secret ballot”
format for obtaining respondents’ voting intentions (Perry, 1979).

However, several studies suggest that anonymity may seldom be necessary in order
to obtain honest responses, even on sensitive topics. For instance, without anonymity,
adolescents and young adults will usually give full reports of socially undesirable behavior
such as delinquent acts or drug use (Malvin & Moskowitz, 1983).

When anonymity seems crucial, a relatively new method for ensuring it is the random-
ized response technique (RRT). In it, the respondent is given two yes—no questions, one
threatening (e.g., Have you ever had a venereal disease?) and one innocuous (e.g., Is your
birthday in May?). The respondent determines which question to answer by means of a
private, random technique such as a coin flip or a choice of different colored beads from a
box. Thus, the respondent’s anonymity is ensured because neither the interviewer nor the
researcher can know which question is being answered. However, the innocuous question
has a known probability of “yes” answers (about 1/12 in the case of birth month), so a
simple mathematical calculation will reveal what percentage of a group of respondents
have said “yes” to the threatening question. However, as this description indicates, RRT
can provide meaningful data only for a group of respondents and not for any given indi-
vidual, so its use sacrifices any individual-level analysis of the threatening items. More
information about RRT is given by Fox and Tracy (1986) and Antonak and Livneh (1995).

Validation studies have shown that RRT does indeed increase the reporting of socially
undesirable behavior such as academic cheating, cigarette smoking, and alcohol use among
high school students, and college students’ rape-supportive attitudes and actions (Scheers
& Dayton, 1987; Fisher, Kupferman, & Lesser, 1992; Jarman, 1997), though it does not
eliminate all underreporting (e.g., Bradburn & Sudman, 1979). However, its complexity
makes it hard for interviewers to explain, and quite a few respondents remain unconvinced
that the randomizing technique will really keep them anonymous (Edgell, Himmelfarb,
& Duchan, 1982). In view of these limitations of the RRT method, it is encouraging to
remember that many studies have shown relatively little denial of undesirable behaviors
or attitudes (Marquis et al., 1981). One reason for this may be the false consensus effect,
discussed in Chapter 2——many respondents assume that their own attitudes and behavior
are shared by most other people, and so they are not hesitant to express them.

Interviewer Effects on Responses

A vast body of scientific studies shows that the interviewer’s behavior and personal
characteristics can affect a respondent’s answers, though these effects are quite small in
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most sitnations (Schwarz et al., 1998). Some of the most interesting and most pervasive
factors producing interviewer effects are listed briefly here.

1. Lack of Personal Sensitivity and lack of ability to build rapport with respondents.
There is unanimous agreement that such interviewer characteristics can lead to invalid
responses (in fact, often to no responses at all).

2. Inadequate Training. Great improvement in interviewing performance can be pro-
duced by careful training in field research methods (e.g., Billiet & Loosveldt, 1988).

3. Variations in Putting Questions. Even carefully trained intervi