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Preface

The thermal use of the shallow subsurface is increasingly promoted and
implemented as one of many promising measures for saving energy. The
energy extracted from such systems is referred to as shallow geothermal
energy or low-enthalpy energy. Open and closed systems are distinguished
usually consisting of boreholes combined with heat pumps. A series of
questions arises with respect to the design, the management of under-
ground and groundwater heat extraction systems, such as the sharing of
the thermal resource, the long-term sustainability of the thermal use, and
the assessment of its long-term potential. For the proper design of thermal
systems, it is necessary to assess their impact on underground and ground-
water temperatures.

The theoretical basis of heat transport in soil and groundwater systems is
therefore introduced, and the essential thermal properties are discussed. In
the planning and design of geothermal systems, hydrogeological and ther-
mal site investigations have to be combined with modeling. Therefore, a
series of mathematical tools and simulation models based on analytical and
numerical solutions of the heat transport equation are presented. Finally,
some case studies are introduced for illustration.

The book is directed toward MSc students in civil or environmental engi-
neering, engineering geology, and hydrogeology and junior professionals.
It provides a platform of principles and outlines the essential models and
parameters to assess and design technical systems for the thermal use of the
shallow underground.

Xi
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MATLAB®is a registered trademark of The MathWorks, Inc. For prod-
uct information, please contact:

The MathWorks, Inc.

3 Apple Hill Drive

Natick, MA 01760-2098 USA
Tel: 508-647-7000

Fax: 508-647-7001

E-mail: info@mathworks.com
Web: www.mathworks.com
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Chapter |

Introduction

The thermal use of shallow subsurface systems is increasingly discussed,
promoted, and implemented as one of many promising measures to reduce
fossil fuel use. The energy extracted from such systems is referred to as shal-
low geothermal energy or low-enthalpy energy. These systems may con-
sist of groundwater abstraction by pumping wells, energy generation, or
abstraction with the support of heat pumps such as groundwater heat pump
(GWHP) systems, and the reinjection of the cooled or warmed water into
the aquifer (open system, Figure 1.1b). On the other hand, thermal use may
also include pumping of groundwater for cooling purposes and reinjection of
warm water. Both systems may even be seasonally combined. A related topic
is heat storage (Dinger and Rosen 2011). Since temperature in undisturbed
shallow aquifers is around annual mean air temperature at a given location
outside the range of influence of infiltrating rivers or lakes, energy produc-
tion by ground-source heat pumps and GWHPs is attractive also at low air
temperatures in winter. Thermal use of shallow underground (saturated or
unsaturated zone) can also be accomplished by low-enthalpy geothermal
heat exchanger systems combined again with heat pumps (closed systems
or ground source heat pump systems [GSHP], Figure 1.1a). With respect
to the thermal management of underground and groundwater systems, a
series of questions arise in this context. What is the tolerable temperature
increase or reduction of groundwater? What is the long-term usable energy
potential of an aquifer? What is the long-term sustainability of the thermal
use of groundwater? What are management problems with respect to ther-
mal use? What are the geotechnical risks related with the thermal use of the
underground? What harm comes from the thermal use of groundwater? Is
groundwater quality and/or groundwater ecology affected? Is there a com-
petition between drinking water production and thermal use? How much
does a city heat up shallow groundwater? How can the temperature devel-
opment be assessed? How is the heat balance affected? In order to answer
these questions and to design thermal systems, it is necessary to provide
methods to compute their effects on the development of temperature in the

© 2010 Taylor & Francis Group, LLC



2 Thermal use of shallow groundwater

f%'f\\lv()d

(a) Closed system (b) Open system

Figure 1. (a) Scheme of closed-loop (GSHP system) and (b) open-loop (GWHP system)
shallow geothermal systems.

underground and, in particular, the groundwater. Accordingly, the theoreti-
cal fundamentals of heat transport in groundwater systems are recalled, and
the essential thermal properties and parameters are reviewed and discussed.
Hydrogeological-thermal investigations have to be combined with model-
ing. Therefore, a series of mathematical tools and simulation models based
on analytical and numerical solutions are presented and discussed. Case
studies are shown for locations in Austria, Germany, and Switzerland. They
concern the urban thermal energy use as well as heat storage and cooling.

1. MOTIVATION FOR THE THERMAL USE OF
UNDERGROUND OR GROUNDWATER SYSTEMS

The prime motivation for the thermal use of shallow underground systems
has clearly been the partial substitution of fossil fuel energy by increasing
the overall efficiency of thermal power plants. It was seen as an efficient way
to transform electricity from nuclear power stations into energy for space
heating and thus save a multiple of that amount in fossil fuel. One of the
main drivers is, no doubt, the price for energy production. An example is
the oil crises between 1973 and about 1982, which led to increased energy
prices in this period and triggered, among others, various activities toward
thermal use of underground space and groundwater worldwide (e.g., Balke
1974, 1977). The expected long-term exhaustion of fuel reservoirs has been
another concern in this context. Therefore, energy safety and independence
are important motivations. Recent developments are mainly motivated by
the global warming and the debate and discussion about a reduction of the

© 2010 Taylor & Francis Group, LLC



Introduction 3

carbon dioxide (greenhouse gases) concentration of the atmosphere (e.g.,
Blum et al. 2010; Bayer et al. 2012). For example, in 2008, the use of around
879,000 ground-source heat pump (GSHP) systems in nineteen European
countries saved 3.7 x 10¢ t CO, (eq.) in comparison to conventional heating
practice (Bayer et al. 2012). Hence, the thermal use of underground systems
has been considered and discussed as an alternative source of energy.

The thermal use of shallow underground systems comprises the utiliza-
tion of the underground (rock, dry, or unsaturated as well as saturated
soil) or pumped groundwater as heat source (for heating purposes) or
heat sink (for cooling purposes). In principle, it is possible to directly use
soil air or groundwater together with heat exchangers for heating or cool-
ing depending on the prevailing temperatures. However, thermal systems
combining heat exchangers and heat pumps are in the focus of current
activities.

The extraction of heating or cooling energy or the extraction of ground-
water and reinfiltration of cooled or warmed water produces thermal anom-
alies, which propagate in the subsurface environment. One aspect consists
of thermal exploitation of the resource, which represents thermal mining.
In this context, the possible thermal overexploitation is of concern, that is,
excessive cooling or even freezing and warming of the underground. The
other aspect consists of the induction of thermal fluxes, which are caused
by the thermal anomaly. Main fluxes in shallow groundwater systems are
thermal fluxes from the soil surface to the aquifer or from the infiltration
of rainwater through the surface and the infiltration of surface water as
well as the geothermal flux. In the long run, a stable thermal yield can be
expected, however, at the cost of long-term shift (increase or decrease) of
the temperature in the soil and groundwater system. Care has to be taken
that this equilibrium is not reached at a temperature at the extraction point,
which is so low that the heat pump system ceases to function.

A well-known phenomenon of urban environments above shallow ground-
water systems is the so-called urban heat island effect (e.g., Landsberg 1956;
Balke 1974; Ferguson and Woodbury 2007; Zhu et al. 2010). As a result of
land use change and urban infrastructure, air temperature has increased, typi-
cally by 2 to 5 K or even more, compared to rural areas (e.g., Oke 1973). In
Ankara, for example, mean soil temperatures in 5-50 cm depths were found
to be 1.8-2.1 K higher in the city area than at rural stations (Turkoglu 2010).
As a consequence, the temperatures of soil surface, soil, and groundwater
have been raised as well (e.g., Balke 1974; Changnon 1999; Ferguson and
Woodbury 2007; Taniguchi et al. 2007). Moreover, constructions like build-
ings (including heated basements) or sewer systems can heat underground and
groundwater significantly, mainly due to heat conduction. All these effects
lead to thermal anomalies. Menberg et al. (2013) introduced an indicator, the
10%-90% quantile range of the urban heat island intensity (UHII,,_o,), to
quantify and compare different UHI intensities in the groundwater. For the

© 2010 Taylor & Francis Group, LLC



4 Thermal use of shallow groundwater

six German cities investigated, the UHII,,_,, ranged between 1.9 and 2.4 K.
The effect of urbanization on shallow groundwater temperatures was inves-
tigated by Taylor and Stefan (2009). Their analysis showed that groundwater
temperature in fully urbanized regions is up to 3 K higher than in agricultural
areas. According to Taylor and Stefan (2009), pavements (e.g., asphalt strips)
are a main cause for the excess temperature. Ferguson and Woodbury (2004)
conjectured, for an urban field site in Canada, that temperature changes could
be largely attributed to heat loss from buildings.

The heating effect of buildings on the subsurface depends on a series
of factors. It depends on the structure of the building, the foundation, the
depth of the foundation, the existence of cellars (basements), the number
of underground levels, the building materials, the existence of insulation of
walls and floor plates or ceilings, the efficiency of the insulation, the heating
of the underground floors (by heating elements or by ventilation), etc. Of
course, the physical properties of the underground material and the depth
to groundwater are of importance as well. Even in unheated basements, the
annual mean temperature is typically higher than the annual mean soil sur-
face temperature.

Within the concept of thermal use of underground systems, this surplus
energy offers an additional potential for energy abstraction. Allen et al.
(2003) emphasized that using a hydrogeothermal source for space heating
has high development potential in urban heat islands with high yielding
aquifers. They estimated that a well that yields 20 L s of 13°C ground-
water from an Irish urban aquifer can generate 856 kW of heat, which can
satisfy the heating demand of a 12,000 m? building with a peak heating
intensity of 70 W m-2. On the other hand, the phenomenon may limit pos-
sibilities for seasonal heat storage and the use of groundwater for cooling.
In the city of Frankfurt, for example, where cooling is of primary interest,
the elevated groundwater temperatures (by several degrees, locally up to
>30°C in the down-gradient vicinity of a coal-burning power plant) are
unfavorable for cooling purposes (Menberg et al. 2013).

1.2 IMPORTANCE OF THE LOCAL CONDITIONS

1.2.1 Thermal regime

A principal consideration for the use of shallow geothermal or low-enthalpy
energy, besides the identification of the various physical processes involved,
is the thermal regime. As shallow underground, we define the first few
decameters below ground surface. Such systems are highly influenced by
the local meteorological conditions. Approximately, the temperature of
shallow underground systems at a considered location is close to the mean
annual soil temperature. Key information is the vertical above and below
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ground temperature profile (Figure 1.2). The annual mean air temperature
at a location is usually measured at an elevation of 1-2 m above ground
surface. It ranges from about 0°C in polar zones to about 24°C in tropi-
cal regions. In the temperate climate zone, it is around 8°C to 10°C. This
reference air temperature is typically lower than the mean annual ground
surface temperature (GST). With increasing depth, the temperature nor-
mally increases due to the local geothermal heat flux, which typically
ranges between 0.05 and 0.11 W m-=2 depending on the local geological
setting (Pollack et al. 1993). The related vertical temperature gradient is
around 0.03 K m'. Moreover, cryologists observed a thermal offset within
the active zone of frozen ground close to soil surface (Williams and Smith
1989). In general, soil temperature depends mainly on latitude, elevation
above sea level, exposition of the site, groundwater flow, and the local geo-
thermal heat flow. Seasonal temperature fluctuations are usually percep-
tible only to a depth of about 10 m below ground surface. Below this depth,
the thermal regime is highly damped or even stable. An example of the
thermal profile measured close to soil surface at a meteorological station in

A ‘
z-coordinate

' Mean annual air temperature at prescribed level
1

Air
Mean annual air temperature profile
Mean annual surface temperature
Ground »
surface 3 P - >
e Temperature 7(z) [*C]
K4 “Maximum ground temperature
‘Minimum ground temperature

Ground

Mean annual ground temperature profile

Figure 1.2 Schematic below and above GST profile.
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6 Thermal use of shallow groundwater

Zurich-Affoltern (Switzerland) is presented in Figure 1.3. It shows that the
annual mean temperature at soil surface is about 2 K higher than air tem-
perature in this case, with a long-term mean air temperature of 8.5°C and
a long-term mean soil surface temperature of about 10.5°C. The monthly
average temperature of air (2 m above ground level) and soil (5 cm below
ground level) at the meteorological station Zurich-Affoltern (Switzerland)
over the period 2000-2010 is depicted in Figure 1.4. Accordingly, a tempera-
ture difference of 2 K persists over the year except for the months March and
April at this station (mean difference of 1.5 K over the period of 2000-2010).

A similar difference between mean air and soil surface temperature was
found by Wu and Nofziger (1999) in their investigations of bare soil in
northern China. The three-year annual mean surface soil temperature was
about 2.0 K higher than that of the air temperature. Similar results for bare
soils were already reported by Fluker (1958). While the average annual air
temperature was 20.8°C, it was 24.1°C at a soil depth of 5 cm. Moreover,
the corresponding maximum average temperatures were 30.0°C and 35.2°C,
respectively, and the minimum temperatures were 10.5°C and 11.1°C,
respectively. This observation implies corresponding temperature ampli-
tudes of 9.8 and 12.1 K. Measurements of the soil temperature regime in
the United States (USDA 1999) showed a typical difference of 1 K between
annual air and soil surface temperature. For 14 stations within the United
States, this difference ranged between 0.7 and 2.9 K. Putnam and Chapman
(1996) inspected a one-year record of ground surface and air temperature
measurements in northwest Utah (United States). Mean GSTs were seen
to be higher for bare granite (11.3°C) than for partially shaded neolith
(9.5°C), and both were above the mean annual air temperature at a height

2
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LI ——2000
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Eos5l ——2002
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Temperature T (°C)

Figure 1.3 Above and below ground temperature profiles at the meteorological station
Zurich-Affoltern (Switzerland); data MeteoSwiss.
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Figure 1.4 Monthly average temperature of air (2 m above ground surface) and soil
(in 5 cm depth) at the meteorological station Zurich-Affoltern (Switzerland);
period 2000-2010; data MeteoSwiss.

of 2 m above ground (8.8°C). For a soil covered by crops, the temperatures
in the profile are expected to be lower than those under a bare surface due
to shading and evaporation. Influence of precipitation and snow cover is
negligible in the arid environment of this field site.

Lee (2006) found for urban environments (City of Seoul, South Korea)
that mean annual ground temperatures (13.7°C-13.8°C) were slightly higher
than the mean air temperature (12.9°C).

Based on hourly satellite-derived land surface temperature (LST) and
measured air temperature (T,) data at 14 stations of the US Climate Network,
Gallo et al. (2011) investigated the relationship between air and LST. Vegeta-
tion at each station is specified as grass or low vegetation ground cover. LST
was greater than T, for both the clear and cloudy conditions; however, the
differences between LST and T, were significantly less for the cloudy-sky
conditions. Mean differences of less than 2 K were observed under cloudy
conditions for the stations, as compared with a minimum difference of
greater than 2 K (and as great as 7 K) for the clear-sky conditions. The
results suggest that the relationship between LST and T,, even under cloudy
conditions, can vary with location. There is a cyclic increase and decrease
in the clear-sky hourly difference between LST and T,, which generally
follows the daily and seasonal cycle of solar radiation. Under cloudy con-
ditions, the difference is fairly stable throughout the day. Smerdon et al.
(2006) concluded that the main differences between GST and surface air
temperature are caused by summer evapotranspiration and winter cryo-
genic effects (snow, ice).

The temperature at soil surface of a particular site, that is, just within the
soil, mainly depends on the net radiation flux and the heat transfer fluxes
between soil surface and the air layer above it, as well as energy fluxes into
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8 Thermal use of shallow groundwater

or from the ground. Net radiation is commonly expressed by the heat bal-
ance at the soil surface (Figure 1.5) as follows (e.g., Williams and Smith
1989; Kollet et al. 2009):

]11et7radiation = ]sensiblefheat + ]latentfheat + ]groundfheat (11)

Note that Equation 1.1 holds for both short- as well as long-term evalu-
ations. The net radiation (], .giation) 1S the incoming shortwave and long-
wave (IR) radiation minus the outgoing longwave radiation. Soil surface
temperature is also influenced by the heat transfer between soil surface and
air layer, which is composed of the sensible heat flux (J .nibie near) due to the
movement of air, the latent heat flux ([} cene peae) due to evapotranspiration
and condensation, as well as the ground heat flux (/,,und_near)- Energy fluxes
from the surface into the ground (referred to as ground heat flux including
negative fluxes from the ground to the surface) comprise heat conduction
in solids, soil air and soil water, advective heat flux in soil air (including
vapor), and flowing soil water (from rainwater). Ground heat flux shows
a distinct diurnal and seasonal variability with inflowing and outflowing
components, while in the long run, the average ground heat flux is basically
identical to the geothermal heat flux.

The thermal use of shallow underground systems will certainly also play
a role in the energy balance at soil surface by affecting the soil surface tem-
perature. Taking the resulting seasonal soil surface temperature, based on
measurement, as reference and thermal boundary condition leads to a prag-
matic, simplified formulation of the complex situation.

The unperturbed temperature of shallow groundwater systems, with
depth to groundwater as well as saturated thickness of up to tens of meters,
is often close to the mean annual soil surface temperature. The influence
of the geothermal heat flux is usually weak in shallow systems. However,
the thermal regime of shallow groundwater systems can be, more or less,

Net radiation flux Atmosphere

Latent heat flux

Sensible heat flux

Soil heat flux Soil surface

Figure 1.5 Energy fluxes toward soil surface.
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strongly influenced by infiltrating surface water from rivers, streams, and
lakes. This influence manifests itself by additional temperature fluctuations.
Sufficiently far away from infiltrating surface water (order of a few 100 m
horizontally), the fluctuations vanish. Moreover, groundwater systems very
close to the soil surface exhibit an influence of the seasonal temperature
fluctuation at the soil surface.

The fact that temperatures close to the mean annual soil temperature, at
a depth of about 10 m or more, are relatively stable provides an important
prerequisite for the thermal use of underground systems by heat exchanger
systems with the help of heat pumps. This concerns both heating and cool-
ing systems for air conditioning and space heating (Figure 1.6a) as well as
cooling. Moreover, direct heat injection from buildings (geo-cooling) with-
out heat pump (Figure 1.6b) is also possible.

1.2.2 Hydrological and hydrogeological conditions

In principle, any underground space may be used thermally. However, the
choice of a specific technical system, that is, the installation of borehole heat
exchangers (BHEs) or pumping and reinjection of groundwater with heat
extraction, strongly depends on the local hydrological and hydrogeological
conditions.

For closed systems, low hydraulic conductivity formations are preferred.
The main reason is to prevent groundwater pollution caused or enabled by
leakage of working fluids of the installation. In this context, highly conductive
karst and fractured rock formations are less suited. A prominent example for
inappropriate installation due to another reason is the closed system planned

(a) Heat flux to heat (b) Heat flux frqm
use (heating) heat use (cooling)

Heat pum Heat
/) /P exchanger

|

Heat flux from Heat flux to heat
heat source (soil, sink (soil,
groundwater) groundwater)

Figure 1.6 Schematic heat flux for (a) space heating with heat pump; (b) space cooling
with heat exchanger only.
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10 Thermal use of shallow groundwater

for the town of Staufen in the Upper Rhine Graben in southwest Germany.
Down to a depth of 140 m, seven boreholes were drilled in 2007 into gypsum
and anhydrite-bearing Keuper formations (Goldscheider and Bechtel 2009).
The boreholes established hydraulic contact between confined groundwater
and anhydride, and the consequence was substantial volume increase from
gypsum swelling. Within a couple of weeks, uplift of the ground in the range
of 1 cm month! caused severe damage to the buildings of the town.

Pumping and reinjection of groundwater in open systems requires that
the hydraulic conductivity of the aquifer is sufficiently large in order to
be efficient. Further important parameters are the geologic structure, the
porosity, the water content, and the mineral composition of the aquifer
material. Important hydrological conditions are the local flow direction,
the recharge conditions, the location of surface water bodies, the depth to
groundwater, and the fluctuation of the groundwater table. Hydrothermal
conditions comprise the soil and water temperature, their fluctuation, and
the extent and temperature condition of constructions (buildings, tunnels,
sewers, etc.). The relevant hydrothermal properties of soils are their ther-
mal conductivity and thermal capacity. The former can be determined by
a thermal response test. While water exhibits an extremely high thermal
capacity, soils are neither good insulators nor highly conductive materials.
Properties depend to a high degree on the water content. Hydrogeological
and hydrothermal investigations required to furnish the relevant param-
eters are further discussed in chapter 6.

1.3 TECHNICAL SYSTEMS

1.3.1 Heat pumps

A heat pump is a technical device that can transfer thermal energy from a
“cold” reservoir (a fluid, e.g., air or water mass) at a lower temperature level
to a “hot” reservoir with a higher one (again, e.g., air or water) by using an
amount of external energy (electrical or fuel energy, waste heat). An over-
view on ground-source heat pumps is given in Lund et al. (2004). The two
main types are the vapor compression and the absorption cycle heat pumps.

A vapor compression heat pump (Figure 1.7) consists of a compressor,
an expansion valve, and two heat exchangers referred to as an evaporator
(heat source) and a condenser (heat sink). The most common type of heat
pump is the vapor compression heat pump powered by electricity. Energy is
used to mechanically compress the working fluid (vapor). There exist also
vapor compression heat pumps, which can be driven by a combustion engine
using natural gas or biogas or by directly using solar energy or geothermal
energy (Brenn et al. 2010). Absorption cycle heat pumps, on the other hand,
are thermally driven. Absorption systems utilize the property of liquids or
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Compressor

High pressure, high
temperature vapor
(73°C, 13 bar)

Low pressure, low
temperature vapor
(3°C, 1.7 bar)

Condenser
——

Heat output (heating
energy production)

Evaporator

Heat input (e.g.,
ground heat source)

High pressure, high
temperature liquid
(48°C, 13 bar)

Low pressure, low
temperature liquid
(-2°C, 1.7 bar)

Expansion valve

Figure 1.7 Compressor heat pump cycle (schematic).

salts to absorb vapor of the working fluid thus generating heat. Compression
of the working fluid is achieved thermally in a solution circuit, which con-
sists of an absorber, a solution pump, a generator, and an expansion valve.
Some additional electricity is needed to run a pump. There exist also vari-
ous hybrid systems. Common to both types is that they use closed cycles
with a working fluid. Heat transfer from heat sources and to heat sinks is
usually accomplished with the help of heat exchangers. Information can be
obtained, for example, at the [EA OECD Heat Pump Centre.

The total heat flux of a heat pump is, in principle, the sum of the heat
flux extracted from the heat source and the heat flux needed to drive the
cycle. The performance of a heat pump is represented by the coefficient
of performance (COP). It is defined as the ratio of useful energy delivered
and the total external energy consumed by the heat pump. For an electrical
compression heat pump, the COP equals the heat output of the condenser
versus the electrical input to the compressor. It can be confronted with the
ideal performance of a Carnot cycle:

€camot = v v
Camet Thot - Tcold (1 ‘2)

which is defined as the ratio of heat delivered by the heat pump and
the energy used by the compressor. It can be considered as a maximum
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12 Thermal use of shallow groundwater

performance, which cannot be exceeded. Typically, a fraction of about
50% of the theoretical €,,,., can be achieved by a heat pump in practice.
The performance is dependent on the heat pump itself (efficiency of heat
exchangers, losses in compressor, etc.) and on the temperature difference
between the low-temperature medium and the high-temperature medium
side. Nevertheless, it becomes clear from Equation 1.2 that a high tempera-
ture of the low-temperature medium is more effective. Therefore, ground-
source heat pumps and GWHPs usually have a higher COP than air-source
heat pumps. This result was demonstrated by, for example, Urchueguia et
al. (2008) in their field study in Spain.

Another definition is the primary energy ratio (PER), which relates the
heat delivered by the heat pump to the primary energy used to generate the
external energy supplied. Basically, it is COP times the corresponding effi-
ciency factor. Since COP is often determined for specific operating condi-
tions, the long-term average value in practice is usually smaller. Therefore,
a relevant number is the seasonal performance factor (SPF), which is an
average value over the year. Typical SPF values of GSHP systems are cur-
rently around 3 to 4 (Bayer et al. 2012). Miara et al. (2011) evaluated the
heat pump efficiency in real-life conditions and found an average SPF value
of 3.9 for the 56 GSHP systems studied in Germany. Lund et al. (2011)
reported an average COP of 3.5 for GSHP systems. This means that the
heat delivered by the heat pump is 3 to 4 times the external energy supplied.

1.3.2 Closed- and open-loop systems

In the thermal use of shallow underground systems, the underground
(rock, dry, or unsaturated or saturated soil) or pumped groundwater acts
as heat source or heat sink for a heat pump. Various systems exist (Lund et
al. 2004; Florides and Kalogirou 2007) for the thermal use of the under-
ground in connection with heat pumps. On one hand, there are ground-
coupled closed-loop systems (Figure 1.1a) in connection with a heat pump.
On the other hand, there are open systems with groundwater extraction
and injection wells (Figure 1.1b), with or without heat pump. The type cho-
sen in a specific application depends on the operational mode of the system,
the soil and rock type, the land available, the groundwater situation, as
well as economic and regulatory issues.

In a closed-loop system, a closed loop of a pipe (typically high-density
polyethylene plastic, or also copper pipe) is installed underground horizon-
tally (at a depth of 1 to 2 m) or vertically (down to a depth of a few tens
to about 400 m), acting as a heat exchanger. An environmentally safe heat
carrier fluid, for example, a water-antifreeze solution, is circulated through
the pipes to collect heat from the ground in winter and/or to inject heat to
the ground in summer. The typical horizontal alignment of the tube consists
of a serial or a parallel connection of pipe sections. According to Florides
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and Kalogirou (2007), a typical horizontal loop is 35-60 m long for 1 kW
of heating or cooling capacity. In horizontal systems, the thermal recharge
is provided essentially by solar energy entering the soil surface, which is
essentially induced heat from the soil surface. A special variant of horizon-
tal collectors is the direct exchange system. Instead of using plastic pipes,
soft copper tubing directly transfers energy between ground and refriger-
ant. Circulating the heat pump refrigerant instead of the heat carrier fluid
in the ground saves one energy transfer step, and the refrigerant tempera-
ture is closer to the ground temperature. This is promoted by the copper
tubing, which has much higher heat conductivity than plastic. This direct
technology raises the SPF by about one unit in comparison to standard
practice, however, at the expense of higher installation costs and environ-
mentally critical copper use. Further details on horizontal closed-loop sys-
tems can be found in Banks (2008). In vertical BHEs, typically plastic pipes
(polyethylene or polypropylene pipes) are installed in the borehole. The
remaining space is typically filled with a grouting material (backfilling,
e.g., concrete—bentonite mixture), which ensures good contact between pipe
and undisturbed ground and reduces the thermal resistance. In hard rocks,
however, grouting is not needed for stabilization, and if no hydrogeological
concerns are raised, no backfilling is applied. Such practice is common in
Scandinavian countries such as Sweden. Frequently used types of BHEs are
the U-pipe configuration or the coaxial pipe configuration with two con-
centric tubes (Figure 1.8). In a U-pipe configuration, a pair of straight pipes
is connected with a U-bend pipe. One or two U-pipe configurations are
typically installed (Figure 1.8a and b). Further configurations exist like the
spiral coil or helical configuration. BHEs can be conceived as single systems
or as arrays of several to many units (de Paly et al. 2012).

Inflow tube

Borehole

Grouting
Outflow tube

Figure 1.8 Typical BHEs: (a) single U-pipe BHE; (b) double U-pipe BHE; and (c) coaxial
BHE.
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14 Thermal use of shallow groundwater

An example is the heat storage project at the Science City Campus
(Honggerberg) of ETH Zurich (Switzerland, Figure 1.9). According to this
project, waste heat from the buildings will be dynamically stored under-
ground in summer, with the help of a total of 800 vertical BHE units, and
reused in winter for space heating as well as process heat. Two plots of 100
and 130 heat probes have been installed so far and have been operating suc-
cessfully since 2012 (ETH Life 2012). The vertical probes consist of plastic
pipes. They are 200 m long and are arranged in regular intervals of 5 m
each horizontally. The local underground consists of unsaturated or quasi-
saturated moraine material and molasse rock (sandstone, marl, and con-
glomerates). The BHEs are connected to a pipe network of the buildings.
Space heating is performed in winter with the help of heat pumps using the
underground heat of the heat storage. At the end, a total of about 4 mil-
lions m? of underground volume will be utilized, leading to an expected
thermal yield of about 15 GWh per year. Another example of borehole ther-
mal energy storage is the facility at the University of Ontario, Institute of
Technology (Dinger and Rosen 2011).

A special combination of closed systems consists of heat exchangers in
geotechnical constructions. These are foundation constructions like piles,
plates, etc., which are equipped with built-in heat exchangers (SIA 2005).
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Figure 1.9 (See color insert.) Heat storage project (schematic) at the Science City
Campus (Honggerberg) of ETH Zurich (Switzerland). (Courtesy of ETH
Zurich, Abteilung Bau, 2011.)
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They are typically applied in building constructions under difficult soil
conditions, like silt, fine sand, marl, mud, unconsolidated deposits, etc.
Often these are fine-grained soils. The tight relationship to the building
makes them suitable for combined space heating and cooling with seasonal
heat charging and extraction. It is indispensable for these systems that the
thermal recharge is guaranteed by proper design in order to avoid excessive
cooling or heating of the ground. Particularly, soil freezing has to be pre-
vented in order to preserve the geotechnical functioning of the construction.
The open-loop system uses pumped groundwater directly in the heat
exchanger and then discharges it to the aquifer, to a stream or lake, or on
the soil surface (e.g., infiltration or irrigation), depending upon local regu-
lations. A typical configuration consists of a well-doublet scheme in a shal-
low aquifer with extraction well, which pumps water to the heat exchanger
of the heat pump (Figure 1.10). The cooled or warmed water is injected
back, either in an injection well or via an infiltration facility (pond, pit,
ditch, gallery, well), where water infiltrates toward the groundwater table.
Care has to be taken that the distance between extraction well and infiltra-
tion facility or injection well is large enough to prevent a hydraulic short
circuit, thus avoiding the recycling of cooled or warmed water, respectively.
Configurations with several pumping wells and injection facilities are also
in use. It is further possible to pump groundwater and to discharge it to a
surface water body. The depth of the wells is typically less than 50 m.
Further schemes exist. For example, in the standing column well, water
is pumped from the bottom of the well to the heat pump. The injected water
is percolated through a gravel pack in the annulus of the well in order to
absorb heat. Standing column wells are typically 15 ¢m in diameter and
may be as deep as 500 m (Florides and Kalogirou 2007). A detailed descrip-
tion of standing column wells can be found in Banks (2008). A related
concept consists of the vertical double well after Jacob (Banks 2008). It

Heat flux to thermal use

Soil surface

Water table
v

Infiltration

Flow direction

+ 4+ + + + + o+ 4+ + o+ 4+ o+ o+ o+ 4+

Figure 1.10 Well doublet with pumping well, heat pump, and infiltration facility.
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16 Thermal use of shallow groundwater

consists of inflow and outflow sections of a well, which are separated by
packers and a pump.

1.4 ENERGY DEMAND AND ENERGY PRODUCTION

Basic information needed for the design of technical installations for ther-
mal use of buildings, settlements, and industrial installations is the sea-
sonal energy demand. This comprises both heating and cooling energy. In
the discussion about energy demand in the context of heat pumps, it is
important to define the temperature range, since it affects the selection of
the heat pump system:

e Low energy space heating uses water temperatures in the range of
about 35°C to 55°C.

e Hot water for domestic use has temperatures in the range of 60°C to
70°C.

e Process water for industry is supplied at the requested temperature
(heating or cooling).

e Space cooling requires coolant temperatures in the range of 22°C to
25°C.

A schematic seasonal energy demand profile is shown in Figure 1.11.

Bayer et al. (2012) presented an overview on the current energy demand
for space heating for selected countries. Except in North European coun-
tries, the relative portion of ground-source heat pumps and GWHPs is still
small and often supplies less than 1% of the total energy demand.

An overview of the energy production by ground-source heat pumps
in shallow underground systems (Bayer et al. 2012) is given in Table 1.1
for selected countries (status in 2008). For comparison, the total heating

— Space heating

= Hot water

1 2 3 4 5 6 7 8 9

Month of the year

Energy unit

0 10 11 12

Figure .1l Seasonal energy demand (schematic).
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Table 1.1 Energy production by GSHPs in shallow underground systems and heating
demand in 2008 in European countries

GSHPs (T)) Heating demand (T]) Population x| 0%
Austria 3,229 209,000 8.2
Belgium 495 295,000 10.4
Czech Republic 927 186,000 10.2
Denmark 1,859 173,000 5.5
Finland 9,852 139,000 5.2
France 7,784 1,268,000 63.7
Germany 11,237 2,044,000 82.4
Italy 1,157 816,000 58.1
Netherlands 1,080 298,000 16.6
Norway 8,588 91,000 4.6
Poland 1,193 615,000 385
Slovenia 387 30,000 2.0
Spain 408 286,000 40.4
Sweden 52,251 257,000 9.0
Switzerland 7,403 138,000 7.6
United Kingdom 783 1,152,000 60.8

Source: After Bayer, P. et al., Renewable and Sustainable Energy Reviews 16(2): 1256—1267.

demand and the population are presented as well. For Switzerland, the total
energy demand in 2010 was 911,550 T]J, the energy production by closed
ground-source systems was 5321 TJ, and the energy production by open
systems was 737 T] (FOE 2011).

In practice, back-of-the-envelope calculations are often useful for first
tier screening. A common approach is to predict the specific heat extraction
rate q,, = J/H of a closed-system borehole depending on operating hours
and ground conditions (Table 1.2). By also assuming that the SPF can be
anticipated, the required total borehole length H is estimated for an annual
energy demand E and operating time #:

. E
H=—SPE (1.3)
tqtb,given

As an example, consider the heating of a single family house by a closed
system with SPF = 4.25. The annual demand of the house is 21,350 kWh
(~2000 kg of fuel oil). The system is operated for ¢ = 2160 h during the heat-
ing season with a specific heat extraction of q,, = 50 W m~1. The question is,
what is the needed installation depth H of the BHE to supply the required
heat demand? The primary power consumption of the heat pump is governed
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Table 1.2 Specific heat extraction rates for single closed system BHEs (W m™') of
40-100 m length (only heating) for given total annual operation times

Numerical
VDI 4640 VDI 4640 MCS Simulation
(VDI 2001a) (VDI 2001a) (2011) (Erol 2011)

Rock and soil material 1800 h/a 2400 h/a 2400 h/a 2400 hla
Unconsolidated Sand <25 <20 n.a. 38-48
soils (dry Gravel <25 <20 n.a. 34-43
conditions)
Unconsolidated Clay 35-50 3040 22-35 27-32
soils (saturated) | oam (silt) 35-50 30-40 22-35 32-39
Sand 65-80 55-65 2346 3849
Unconsolidated Sand 80-100 80-100 n.a. 55-82
soils (with high Gravel 80-100 80-100 n.a. 67-114
groundwater flow)
Sedimentary rocks  Sandstone 65-80 55-65 22-55 40-52
Limestone 55-70 45-60 n.a. 32-39
Magmatic rocks Basalt 40-65 35-55 n.a. 32-39
Granite 65-85 55-70 32-48 33-40
Metamorphic Gneiss 70-85 60-70 n.a. 3748
rocks

by the SPF, and related to the heat demand we obtain 21,350 kWh/4.25 =
5024 kWh. The fraction of geothermal energy thus is 21,350 kWh — 5024
kWh = 16,360 kWh. With the given operation time, the required power of
the heat pump results in 16,360 kWh/2160 h = 7559 W. This means, with
the given specific heat extraction, a borehole length of 7559 W/50 W/m =
151 m is needed. However, this is only a very approximate value, and the
assumed value of the specific heat extraction is uncertain and governed by
the hydrogeological, geothermal, and technological conditions. Apart from
this, the value of the SPF is not only determined by the efficiency of the heat
pump but also strongly influenced by the operating conditions.

Specific heat extraction rates are given by the VDI 4640 guidelines (VDI
2001a) and are commonly used in practice. For these values, however, no
quantitative basis is provided. The values are pertinent for double-U-tube
or coaxial pipes and for boreholes of 40-100 m length. In comparison, a
detailed numerical simulation with a range of different scenarios was con-
ducted by Erol (2011) for typical rock and soil in Germany, given realistic
ranges of thermal conductivity and heat capacity. Resulting values of the
specific heat extraction rates after 30 years of operation (at 2400 h year)
are comparable to VDI values for some unconsolidated sediments such as
clay and loam, but are higher for sand. For most other scenarios, the com-
puted ranges are below the VDI values. One reason could be the role of
groundwater flow, which means additional advective heat provision and
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thus higher specific heat extraction rates. For the VDI values, this may be
accounted for, whereas the simulation was done without. In comparison,
as a specific case of unconsolidated material, soils with “high groundwater
flow” are distinguished by the VDI with similar values as the simulated
ones (seepage velocity of 0.5-5 m day'). Groundwater flow does not only
increase the specific heat extraction rate; it also promotes regeneration. As
a result, typical performance decline, reflected in the simulation by decreas-
ing heat extraction rates, is mitigated (Erol 2011). Table 1.2 also lists values
taken from a British guideline (MCS 2011), which are comparable to those
ranges obtained by simulation.

1.5 MANAGEMENT OF UNDERGROUND RESOURCES

The thermal use of soil and groundwater resources has to be embedded in
a holistic view of the management of the water resource. Soil water and
groundwater environments are, in principle, part of an ecosystem with
related ecosystem services. The management of groundwater resources
essentially comprises its use for water supply for domestic and industrial
use, as well as the thermal use. While questions of the impact of the ther-
mal use on groundwater quality and ecology are treated in Section 1.6,
specific questions related to the management of underground resources are
briefly discussed here. One management aspect is the seasonal operation
of technical installations for the thermal use of the underground. Another
management aspect is the possible antagonism between water supply and
thermal use.

1.5.1 Seasonal operation of technical installations

The seasonal operation of technical installations for the thermal use of soil
and groundwater can be conceived as

e Solely extracting heat from the underground or groundwater, that is,
for space heating in winters

¢ Solely injecting heat into the underground or groundwater, that is, for
space cooling in summers

¢ Combined seasonal heat extraction and injection

Technical systems solely extracting or injecting heat only work in a satis-
factory, long-term manner if thermal recharge or recovery of the cooled or
warmed underground space is assured. Otherwise, undesired soil cooling
or soil warming, or even soil freezing, occurs. Efficient heat recharge hap-
pens if sufficient advective heat transport by soil water or groundwater flow
is present. For a typical field situation, the related minimum Darcy velocity
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is of the order of 1 m day-'. Otherwise, the thermal recovery is restricted to
mainly heat conduction from the soil surface. Proper design of the layout
is decisive.

Combined seasonal heat extraction and injection with heat storage enable
thermal recharge by the system itself. However, the efficiency might be severely
reduced in this case by too high influence of advective heat transport due to
water flow. If possible, the technical design should pursue thermal layering
instead of mixing of warm and cold water.

1.5.2 Water supply and thermal use

Groundwater resources, which are suited for drinking water supply, often
receive highest priority in national regulations for groundwater protec-
tion (see Section 1.8). Still the simultaneous use of groundwater resources
for water supply and for thermal use is possible and desired. However, it
deserves some attention with respect to the overall energy balance.

Imagine substantial pumping from an aquifer for water supply at tem-
perature T, with the water being delivered to domestic users and indus-
trial plants and installations in buildings. Depending on the residence time
of the water and the type of technical installation in the buildings (e.g.,
non-insulated containers and vessels like water toilets, boilers, and reser-
voirs) and on the prevailing room temperature in the building, a certain
energy flux will result (warming or cooling). This energy flux may have
to be compensated by the local climate control systems. Now, if simulta-
neous thermal use of the aquifer is introduced, this results in a change AT
of the groundwater temperature (warming or cooling) and therefore in the
temperature of the delivered water. In this case, the expected temperature
of the pumped and delivered water is essentially changed to T, + AT, and a
compensating energy flux in the buildings and installations may be needed.
For an aquifer, the temperature of which is decreased, a compensating posi-
tive energy flux within the buildings will be needed in winter. This rep-
resents an energy loss. Similar considerations are applicable for increase
in groundwater temperature for cooling purposes in summer. Therefore,
depending on the water and energy fluxes and the temperature difference
AT, short-circuit effects and thus a loss of the overall thermal efficiency may
occur. Such effects should be avoided or at least be reduced.

1.6 IMPACT ON GROUNDWATER
QUALITY AND ECOLOGY

Water quality can be affected by heat extraction or injection by directly influ-
encing water temperature. It can be indirectly influenced by temperature-
dependent physical, chemical, and biological processes and their interaction.
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Most physical properties are temperature dependent (e.g., water viscosity or
water density). Temperature can affect the thermodynamic equilibrium of
species and the chemical milieu. All chemical reactions are, in principle, tem-
perature dependent. Recall the van-’t-Hoff rule, which states that for a tem-
perature rise of 10 K, the velocity of chemical reactions doubles. Lowering
the temperature can change the equilibrium constants of dissolved minerals
and gases. A consequence can be, for example, increased solubility of carbon
dioxide and a subsequent increase in carbonate hardness. An increase in tem-
perature can lead to increased solubility of minerals or to increased growth
of undesired bacteria. Furthermore, undesired desiccation of soils may occur,
thus leading to undesired soil cracks. Temperature change may affect the self-
purification ability of soils and groundwater systems. Plant growth in eco-
systems including agriculture is sensitive to temperature changes. The effect
of thermal energy discharge on shallow groundwater ecosystems was investi-
gated by Brielmann et al. (2009). For their investigation site in Germany, they
found no likely threat to ecosystem functioning and drinking water quality
by the thermal use of the aquifer. Shallow soils may be strongly thermally
affected by horizontal closed heat exchanger systems. Therefore, care has to
be taken in the design of such systems in order to avoid negative effects. The
same holds true for the neighborhood of vertical closed systems.

Water quality can further be negatively affected by pollutants entering
soil and groundwater via installations for thermal use, for example, via
boreholes or via infiltration facilities. Potential pollutants are the working
fluid of heat pumps, the heat carrier fluid in closed systems, or any further
pollutant entering soil and groundwater via BHE, pumping well, or infil-
tration facilities. This concerns mainly GWHP systems and those ground-
source heat pump systems, which are situated in groundwater supply areas.

1.7 GEOTECHNICAL ISSUES

Due to the development of geothermal systems malfunctioning, direct dam-
ages of the systems or even third party damages may occur. Causes for such
damages are numerous and might be related to the technical heat pump
systems, site-specific conditions of the subsurface, and/or the development
by the geothermal systems, such as drilling of the wells or installation of
BHEs. Bassetti et al. (2006), for example, investigated causes of damages
by ground-source heating pump (GSHP) systems in Switzerland. They con-
cluded that many causes are related to the incorrect design of GSHP sys-
tems, resulting mainly in malfunctioning of the GSHP system. Blum et al.
(2011), who studied 1100 GSHP systems in Germany, also showed that
subsurface characteristics are often not adequately considered during the
planning and design, which results in an undersizing or oversizing of GSHP
systems.
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In addition to such deficiencies during the planning and design, geotech-
nical issues such as subsidence or uplift and resulting damages may occur
due to the installations of geothermal wells or BHEs. For example, inad-
equate backfilling of the annular space between the BHE and the borehole
wall may cause severe damages due to the rise of artesian groundwater
or the artificial hydraulic connection between aquifers. The latter, for
example, resulted in severe third party damages due to land subsidence
and uplift in South Germany. In 2007, a heave of more than 10 cm per
year triggered by anhydritic swelling caused a severe damage in the historic
town of Staufen (Goldscheider and Bechtel 2009; Sass and Burbaum 2010;
LGRB 2010, 2012). The total damage of more than 250 houses including
the historical town hall (Figure 1.12) is currently estimated to be around
50 million euros. The site is currently remediated by pumping groundwater
from the lower Triassic limestone aquifer.

In contrast to the damage in Staufen, one year later in 2008, an artificial
hydraulic connection between two aquifers due to the installation of a GSHP
system caused a local subsidence in the town of Schorndorf (Germany),
and particularly, one grammar school house showed numerous cracks and
one spring fell dry. In 2009, the BHEs were successfully remediated by
overcoring and grouting, using a concrete—bentonite suspension. The costs
incurred in this case were only about 300,000 euros. Both cases, however,
clearly demonstrate the potential damages that might be triggered due to
geothermal installations. Such third party damages due to installations of
GSHP systems in the state of Baden-Wiirttemberg (southwest Germany)
are site specific and mainly occurred by drilling in the Triassic Gipskeuper
Formation and the Triassic limestones (Muschelkalk). Furthermore, both
acute damages in the towns of Staufen and Schorndorf were caused by
inadequate backfilling of the BHE, and hence damages could have been
avoided by adequate and rapid on-site measures. After these incidents, a
technical guideline for the quality assurance for GSHP systems was intro-
duced by the Environmental Ministry of Baden-Wiirttemberg (Germany)
in 2011 (LQS 2012).

Nevertheless, future damage due to the installations of a geothermal sys-
tem can never be ruled out; however, it can be comprehensively addressed
by improved locally adopted license systems (e.g., Butscher et al. 2011) and
quality standards and quality assurances (QS/QA). On the other hand, such
damages might also be only locally restricted, site- and country-specific.
For example, in Scandinavia, boreholes are typically drilled in crystalline
rocks and are not grouted, leaving the space between the BHE pipes and the
borehole wall filled with groundwater (e.g., Gustafsson et al. 2010). Under
such conditions, the geotechnical and third party damages, which occurred
in southwest Germany, are not feasible.
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Figure 1.12 Damaged town hall of the historic town of Staufen, which was triggered by
geothermal installations that resulted in the swelling of clay-sulfate rocks in
the Gipskeuper Formation. (Courtesy of Christoph Butscher, 2013.)
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1.8 REGULATORY ISSUES

As a rule, groundwater resources, which are suited for drinking water sup-
ply, receive highest priority in groundwater protection. Therefore, parts of
the regulations concerning thermal use are based on groundwater protec-
tion principles, which primarily concern water quality issues (e.g., Stauffer
2011). Of course, quality can be affected by temperature, directly and indi-
rectly. Drinking water quality targets may comprise temperature ranges,
which can be exceeded or undercut by thermal use (warming and cooling).
Water quality is indirectly influenced by temperature-dependent physical,
chemical, and biological processes and their interaction. Therefore, regula-
tions limit the temperature change caused by thermal use with respect to
the initial, unaffected state. It is sometimes argued that admissible tempera-
ture changes should be smaller than climatically caused deviations from
seasonal temperature variations. Some uncertainty exists with respect to
the initial thermal state, which is the basis for evaluating the permissible
temperature change. Regulations may also concern the energy abstraction
rate (energy load).

Water quality can further be negatively affected by pollutants entering
soil and groundwater via installations for thermal use. Therefore, regula-
tions may concern technical and operational requirements in order to mini-
mize or limit pollution.

Further regulations concern soil and ecosystem protection. Plant growth
and agricultural activities should not be deteriorated by thermal use. These
requirements affect mainly horizontal closed-loop systems. Some regula-
tions limit the admissible temperature range.

Regulations also concern the heat pumps. One of the most important
items concerns the choice of the working fluid of heat pumps. Working flu-
ids principally have to fulfill the requirement of protecting the atmospheric
ozone layer. Moreover, they have to fulfill the requirements of soil and
groundwater protection.

Thermal use of soils and groundwater represents the exploitation of a
renewable resource. This may affect neighboring stakeholders. Any thermal
use results in temperature anomalies, which propagate within the under-
ground. Since the temperature change should not exceed a predescribed
limit, the thermal use of an individual abstractor can be strongly affected
by upstream or neighboring users. Therefore, regulations may concern the
prevention of disadvantage by, for example, limiting the distance of open
and closed systems to neighboring property lines, wells, and surface water
bodies.

Regulations may also prescribe thermal monitoring of groundwater
resources and possibly of soils. Long-term thermal monitoring allows
the surveillance of efficient use and of measures to ensure the quality
standards.
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Main regulatory issues and recommendations may comprise the follow-
ing items, depending on the responsible agency:

e Need for a concession or license for thermal use of underground space
or groundwater issued by the responsible agency

e Definition of permissible maximum modification of the seasonal
ground and groundwater temperature

¢ Definition of minimum (e.g., 5°C) and maximum (e.g., 25°C) ground-
water temperature

e Prevention of disadvantage to neighboring property owners by ther-
mal use

® Prevention of groundwater pollution by thermal use systems

e Licensing of working fluids for heat pumps

¢ Thermal monitoring of groundwater resources

Haehnlein et al. (2010) presented an overview on the international legal
status of the thermal use of shallow aquifer systems. They showed that the
legal situation is quite diverse. Extensive national regulations exist only in
a few countries such as Denmark or Sweden. European countries are, in
general, more regulated. In addition, guidelines and technical recommenda-
tions exist in several countries, somehow defining the state of the art. A wide
range for minimum required distances of thermal installations from property
lines was observed (5-30 m). The same holds true for the temperature limits
for groundwater. Specific ecological and environmental criteria are rarely
reported. The authors observed that the highest inconsistency occurred in
values for the acceptable maximum temperature change for groundwater,
which is 3 K in Switzerland, 6 K in Austria, and 11 K in France.

On the European Community level, the use of energy from renewable
sources is promoted by the directive 2009/28/EC (EC 2009). The directive
includes the thermal use of shallow geothermal systems. An overview of
the current European regulations for geothermal energy can be found in
the EGEC (2007) report. Accordingly, the relevant national legislation is
spread throughout the mining, energy, environmental, water management,
and geological acts, sometimes in a contradicting way, and the licensing
authority framework for geothermal facilities is rather complex in most
countries.

In the following, a few examples of national regulations on the use of
shallow geothermal energy are described.

1.8.1 Swiss regulation

According to the regulation of Switzerland (FOEN 2004), the power of
allocating water resources, including groundwater, is basically a privilege
of the cantons (provincial level). Based on federal and cantonal law, rights
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can be further transferred to beneficiaries (communities, corporations). In
general, these authorities decide upon the permission or license for ther-
mal use of groundwater resources by applicants (communities, companies,
private persons). Based on federal and cantonal law, soils can generally be
thermally used, for example, by horizontal closed-loop systems by property
owners. On the other hand, BHEs and installations with pumping well and
infiltration device for thermal use are, in general, not permitted in aquifers
that are suitable for drinking water supply. Therefore, priority is clearly
given to drinking water supply. Exceptions can be made by the authority,
which issues the corresponding concession or license. Measures have to be
taken in order to prevent groundwater pollution, for example, by leaking
heat exchangers. Moreover, it has to be ensured that no further pollutants
can enter the subsoil.

Based on federal law, the thermal use of an aquifer may not change the
seasonal groundwater temperature by more than 3 K with respect to a situa-
tion with “natural” or “close to natural” conditions. However, in the imme-
diate neighborhood of infiltration facilities, the temperature change may be
higher, but has to reach the 3 K limit within a distance of maximally 100 m
from the infiltration facility. The limit has to be fulfilled under consideration
of all installations for thermal use within the aquifer. Outside of usable
groundwater resources, the thermal use with closed heat exchanger systems
(horizontal or vertical loops) is generally acceptable. Further restrictions
can be formulated by the cantons. The regulation of admissible cooling and
warming of groundwater directly limits its thermal use.

The definition of natural conditions represents a challenge since such con-
ditions do not exist anymore. They can be approximated at best. We have
to keep in mind that mainly in urban areas, with relatively small depths to
groundwater, the groundwater temperature is often increased due to the
settlements, factories, and technical installations, as well as increased air
temperature, and therefore also mirrors the typical heat island effect. Thermal
effects are present, in principle, also for agricultural and horticultural areas.
These anthropogenic temperature changes have to be taken into consider-
ation in the thermal management of aquifers (Figure 1.13). The limitation
of temperature change with respect to “natural” conditions is mainly meant
to limit undesired physical, chemical, and biological effects on the ground-
water quality.

The Swiss Federal Government issued the implementation tool “Use of
heat from soil and subsoil” (in German and French; FOEN 2009). It is
intended to ensure harmonization of the approval practice of the cantons
for shallow geothermal heat probes, GWHPs, soil recorders, and geother-
mal energy cages and piles in Switzerland. It also defines the necessary
conservation measures, on the basis of the environmental protection legis-
lation. Technical standards exist for the installation of shallow geothermal
heat probes (STA 2010).
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Figure 1.13 Usable warming and cooling range in regulations, which allow maximum
deviation from “natural” conditions (schematic).

Concerning the installation of vertical geothermal heat probes, the Swiss
Federal regulation (FOEN 2009) lists the regions where such installations are
prohibited. These regions concern (1) aquifers, which are suitable for drink-
ing water supply, (2) geological formations with high hydraulic conductivity
and therefore large flow velocities, like karst formations or highly conductive
fractured rock formations, and (3) potential landslide areas. Furthermore,
situations are listed where the installation can be approved after detailed
investigations, like installations in confined aquifers or multiaquifer systems,
or the existence of contamination at the site, or the existence of highly min-
eralized groundwater. Exceptions are possible and need specific investiga-
tions and the approval by the cantonal authorities. The main motivation is to
prevent groundwater pollution.

The required steps for the design of vertical geothermal heat probes for
heating purpose according to SIA (2010) are as follows:

1. Determination of the mean soil surface temperature of the site

2. Determination of the thermal parameters (thermal conductivity)

3. Determination of the standard specific performance of the geother-
mal heat probe, depending on the thermal conductivity (diagram)

4. Evaluation of the standard annual hours of operation, depending on
elevation (Switzerland)

5. Evaluation of annual energy demand of the system

6. Evaluation of the total annual hours of operation of the system
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7. Evaluation of standard length of probe (diagram)
8. Correction of length of probe for given probe configuration and total
annual hours of operation
9. Correction of length of probe for mean soil surface temperature
10. Evaluation of pressure loss in the pipe of the probe
11. Determination of the total length of the probe

The specifications are valid for Switzerland. With these requirements,
the minimum temperature of 0°C/-3°C (outlet/inlet) of the refrigerant
fluid of the probe after 50 operating years can be achieved. Another impor-
tant requirement is to guarantee a professional and tight backfilling of
the space between geothermal heat probe and underground material with
practically impermeable grout material. This should prevent a hydraulic
connection of aquifer layers with differing water quality and also prevent
the penetration of pollutants into the subsurface from the soil surface or
from leaky tubes.

The Swiss Society of Engineers and Architects (SIA) issued a series of
documentations, which provide basic information on the design of instal-
lations for seasonal energy storage (SIA 1989, 2003), the use of shallow
underground systems for space heating (SIA 1996), and the use of founda-
tion constructions equipped with built-in heat exchangers (STA 2005). They
represent the technical state of the art.

We may look at the regulations of the Canton of Zurich as an example.
The use of energy from underground systems and groundwater is described
in a planning support brochure (AWEL 2010). Besides licensing, the local
regulations mainly concern BHEs. The location of BHEs within a prop-
erty is generally unconstrained by regulations with exceptions. These are
as follows:

e If the BHE is located less than 3 m from the property line, the agree-
ment of the neighbor is needed.

e If the BHE is located within a communal restricted area (mainly
infrastructure), the agreement of the community is needed.

e If the BHE is located close to a railway line or tunnel, the agreement
of the railway company is needed.

e BHEs close to surface water bodies are not allowed within a distance
of 20 m from the shoreline. For small creeks, the distance is smaller.

The grouting material of BHEs has to fulfill specific requirements con-
cerning the material composition (a bentonite cement water mixture).
Conformity of the materials with water protection requirements has to be
observed. Furthermore, a long-term (50 years) assessment of the tempera-
ture development has to be provided (if heat extraction capacity is larger

than 100 kW).
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1.8.2 Austrian regulation

According to the Austrian standards (OWAV 2009), drinking water sup-
ply is clearly prioritized. Thermal use within well-head protection zones is
not allowed in protection zone I (the immediate zone around the extrac-
tion well) and is limited in protection zones II and III (zone II according
to bacteriological protection with groundwater residence time of 60 days
and zone III for chemical pollution prevention). Moreover, thermal use of
confined aquifers is not allowed. Existing entitlements of thermal use have
to be respected.

Based on the observation that temperature in shallow aquifers at a depth of
7 m below ground surface typically ranges between 7°C and 12°C, the tem-
perature at the location of the water injection from thermal use should not
fall below 5°C and not exceed 20°C. The maximum warming or cooling is
limited to 6 K at the location of the water injection, compared with the exist-
ing temperature. Water should be extracted from deep sections of the aquifer,
if possible, whereas reinjection should preferably be done at shallow depths.

In BHEs, as well as shallow horizontal heat exchangers, the temperature
of the heat carrier fluid should not exceed 30°C (for cooling purposes). The
mean temperature (average of inflow and outflow temperature) of the heat
carrier fluid should not fall below —1.5°C after reaching equilibrium condi-
tions (expected after 5 to 50 years). Temperature in shallow horizontal heat
exchangers should not lead to freezing. Further requirements concern the
heat carrier fluid and the working fluid of heat pumps, as well as the design
of systems for thermal use.

1.8.3 British regulation

Recommendations and regulations concerning the thermal use of ground-
water are based on policy and practice of groundwater protection (EA
2008). Key issues are as follows:

e The risk of the pipes or boreholes creating undesirable connections
between rock or soil layers. This may cause pollution and/or changes
in groundwater flow and/or quality.

e Undesirable or unsustainable temperature changes in the aquifer or
dependent surface waters.

e Pollution of water from leaks of polluting chemicals contained in
closed-loop systems.

e Pollution of water from heat pump discharge from an open-loop sys-
tem that contains additive chemicals.

e Impacts of reinjection of water from an open-loop system into the
same aquifer, both hydraulic and thermal, as well as any water qual-
ity changes induced.
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e The potential impact of groundwater abstraction for ground-source
heat systems on other users of groundwater or surface water.

Requirements can be summarized as follows:

e Itisstrongly recommended that GSHP systems are operated sustainably.

e Developers are expected to undertake appropriate prior investigations
of the planned systems.

¢ Drilling through contaminated ground poses a significant risk of
groundwater pollution.

e Where it is necessary to prevent pollution of controlled waters, the
agency serves a notice under the Groundwater Regulations or Water
Resources Act to control the activity.

e A permit is not required for closed-loop systems. It is strongly recom-
mended to not use hazardous substances.

e An abstraction license is required unless the abstraction rate is below
the threshold for license control, which is currently 20 m? day-'.

e Discharge consent is required unless it can be shown that no deterio-
ration in groundwater quality is caused and that no significant change
in ground or groundwater temperature occurs.

o Ifthe GSHP system adversely affects existing systems or other legitimate
use of groundwater, the operation of the systems has to be modified.

1.8.4 German regulation

In Germany, the mining law (Bundesberggesetz BBergG) states that shal-
low geothermal energy belongs to the 16 federal states, and, generally, these
states provide individual guidelines. These serve as the basis for adapting
local regulations and permission procedure, and they are mainly focused
on closed systems. We find suggested minimum distances between 5 and
10 m between two BHEs and 3 and 5 m between property line and BHE
(Haehnlein et al. 2010). In addition to the regulatory framework by the
states, as fundamental general and technical guidelines, the VDI 4640
(VDI 2001a,b, 2004, 2010), VBI-guideline (VBI 2008), and for quality
assurance, state-specific standards (e.g., LQS 2012) are consulted. These
include suggestions on how to restrict the temperature difference and maxi-
mum temperature for heating and cooling of the heat carrier fluid and for
the groundwater. If groundwater is concerned, then the federal Water Act
is applicable (Haehnlein et al. 2011). It states that detrimental changes in
physical, chemical, and biological characteristics must be avoided. A criti-
cal point, however, is that detrimental changes are not further specified.
A unique guideline for groundwater injection and extraction systems for
thermal use is available from the state of Baden-Wiirttemberg (Bauer et al.
2009). This includes an analytical equation describing heat conduction,
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which can be applied to approximate thermal conditions evolving in an
aquifer with operating wells.

1.9 CHALLENGES RELATED TO DESIGN
AND MANAGEMENT

From the discussion above, we can list a few problems that are related to
design and management of the thermal use of underground space:

e The establishment of closed and open systems for thermal use cre-
ates local and regional temperature anomalies of the underground
space (rock zone or unsaturated or saturated zones of the aquifer).
Regulations may directly refer to expected changes in temperature
due to the chosen scheme of thermal management. Therefore, meth-
ods and models are needed to simulate the local and regional tem-
perature development in the underground or aquifer. Aspects of the
investigation can be the short- and long-term behavior, as well as the
interference between various installations. The latter is of importance
in order to prevent a thermal overuse of the underground space or
aquifer and to assess the long-term heat abstraction potential.

e Application of extraction and injection wells in open systems alters
both the thermal and hydraulic conditions in aquifers. As a conse-
quence, this type of use may compete with installations for freshwater
abstraction, and especially in densely populated areas, balanced and
concerted management strategies have to be developed.

¢ In the design of BHE systems, an important requirement is to prevent
freezing of the soil and of the circulating fluid. Therefore, methods and
models are needed to simulate the temperature development within and
outside of the BHE. Especially the long-term behavior is of importance.

¢ Additionally to thermal and hydraulic effects, chemical conditions in
aquifers change with associated potential ecological consequences.
Groundwater ecosystems will adapt to thermal, chemical, and hydrau-
lic modifications, which can be of short duration, seasonal, perma-
nent, and even irreversible, slowly evolving or unnaturally abrupt.

e Good characterization of thermally used aquifers is essential to
develop efficient management strategies and to make reliable long-
term predictions. For this, the repertoire of available hydraulic field
investigation techniques is extensive. These have to be combined with
thermal characterization methods. Still, for being able to predict
decades of operation, we also need validation via long-term monitor-
ing programs. We meanwhile have a long-term experience with many
applications; however, case studies that provide detailed recorded
field and technological performance data are scarce.
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1.10 SCOPE OF THE BOOK

The main objective of the book is to provide and discuss mathematical
modeling tools, which are useful for the design and management of sys-
tems making thermal use of underground. Based on the motivation pre-
sented in the introduction, the theoretical foundations of heat transport
in underground systems are recalled, and the essential thermal properties
and parameters are reviewed. An overview over a series of analytical and
numerical methods and models is presented and discussed. The main focus
will be the local and regional modeling of flow and heat transport in open
as well as closed systems. Using these concepts and models, the long-term
operability of thermal systems is discussed. Since any modeling effort has
to be combined with an assessment of the hydrogeological-thermal condi-
tions, a series of field methods is presented. Finally, case studies for loca-
tions in Austria, Germany, and Switzerland will illustrate urban thermal
energy use as well as heat storage and cooling.
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Chapter 2

Fundamentals

2.1 THEORY OF WATER FLOW AND HEAT
TRANSPORT IN THE SUBSURFACE

The modeling of water flow and heat transport processes in the subsur-
face has to be based on a mathematical formulation of the various pro-
cesses occurring in a considered spatial domain of the subsurface. Such a
mathematical formulation provides a compact description of the relevant
processes and includes initial and boundary conditions thus representing
a model of the complex reality. Furthermore, it lists all assumptions and
simplifications, which are postulated. The considered domain extends
horizontally and vertically, the size depending on expected length scales
of the processes, as well as on possibilities to formulate proper boundary
conditions for the related variables like temperature or infiltration rate.
For the modeling of heat transfer in shallow subsurface systems, the con-
sidered domain typically includes the soil surface where it is feasible to for-
mulate thermal boundary conditions. This means, for the case of shallow
unconfined groundwater systems, that, in general, the unsaturated zone
(also referred to as capillary zone) has to be taken into account. Physical
processes essentially comprise hydraulic and thermal processes in porous
media. Heat generation by chemical or biochemical reactions or by radioac-
tive decay is not assumed to be of importance in the case of heat transport
in the subsurface. Thus, the relevant processes considered here comprise
the flow of water and the heat transport in both the unsaturated and the
saturated zones of the subsurface.

2.1.1 Modeling hydraulic processes in porous media

2.1.1.1 Flow in saturated and unsaturated
porous media, Darcy’s law

Hydraulic processes are important for heat transport whenever advective
heat flux, by flowing water, is significant. Also in the case of stagnant or
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static conditions, the water content plays a role in the thermal param-
eters. When considering hydraulic processes in connection with thermal
propagation, we have to be aware that essential physical parameters of
flow processes, like water density and water viscosity, are temperature
dependent. In general, water density p, (kg m=3) and dynamic water
viscosity p,, (Pa s) are considered to be functions of water pressure p.,
concentration ¢ of dissolved substances, and temperature T (°C), or p,, =
Pw (Pws ¢ T) and p, = p, (Pys ¢, T). While temperature dependence of
water density leads to density effects in flow problems (with maximum
water density close to 4°C), the temperature dependence of water vis-
cosity leads to decreasing viscosity values for increasing temperature
(Figure 2.1). Typical values are shown in Section 2.2. The temperature
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Figure 2.1 Temperature dependence of water density (a) and water viscosity (b). (Data
from www.thermexcel.com.)
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dependence of water viscosity directly affects hydraulic conductivity K,
(m s7') (Bear 1979), that is,

l“"w(pw’C)T)

where k (m?) is the permeability tensor of the porous medium, which depends
solely on the geometrical configuration of the porous matrix, and g is the
acceleration due to gravity. This means that, for example, hydraulic con-
ductivity at 20°C is about 1.5 times higher than at 5°C due to the change in
water viscosity.

A consequence of the temperature dependence is that the general form of
Darcy’s law (Bear 1979) for expressing water fluxes should be used, that is,

k

- V - ) aT .
e VP pulpe el 2.2)

9w =

where q,, (m s™) is the specific flux vector (Darcy velocity), V is the gradient
operator, p,, is the water pressure (Pa) and g (m s72) is the vector of accelera-
tion due to gravity having the form g = (0, 0, —g), for a vertical z-axis point-
ing upward. Equation 2.2 can be written as balance of the forces acting per
unit volume of water:

T
~Gubalbtl) gy p (p,,e,TIg=0 2.3

The first term denotes the friction force, the second one the water pres-
sure force, and the third term is the gravity force, all per unit volume.

By introducing a constant reference temperature T, (e.g., mean tempera-
ture at soil surface) and a constant reference pressure p,,, and by restrict-
ing the analysis to constant concentrations ¢ = ¢, in the following, the water
density can be approximated by linear expansion as follows:

p ) (ap )
w w!T: w\Fw 9T +(W T-Ty)+| w Pw
P (P )p(p 0 0) oT Tg,pw,o( 0) ., s (Pw—P ,o)

P, ol1+b,(py, =Py o) + 01 (T =T)] (2.4)

with p o = py (P, To)- The coefficients b, and by with

_ 1oy, _ 1 9py

P pw,O apw ’ T pw,O aT
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are the compressibility and the thermal volume expansion coefficients for
water. In an alternative formulation for p, (p, T), the compressibility of
water is neglected:

Pu(0wT) = PPy To) + Ap (T, Ty) = pylpys To) [1 + b1 (T - T)]  (2.6)

Based on Equation 2.6, Darcy’s law (Equation 2.2) can be reformulated
as follows:

k

—m[ww ~(Pu s To) +8p, (T, Ty) )g ] (2.7)

qQw =
and the balance Equation 2.3 of acting forces is given by

Qb (P T)

k _pr+pw(pW9T0)g+pr(T’T0)g:0 (2'8)

Based on this formulation, the effect of density variations due to tem-
perature changes may be assessed. The ratio between the buoyancy force
Ap,.g acting vertically and the horizontal friction force from Darcy’s law in
a regional flow is in absolute values:

G= 0Py ki _ Apy Ky _ Apy, (2.9)

pW,O q pW,O q9 - pw,OIhor

The symbol I, is the horizontal flow gradient. Qostrom et al. (1992)
called G a stability number, which they obtained from dimensional analy-
sis. Based on experimental investigation, they determined a critical stability
number of about G, = 0.3. Woumeni and Vauclin (2006) confirmed the
usefulness of the ratio in their field study on the coupled effects of aquifer
stratification, fluid density, and groundwater fluctuations on dispersivity in
solute transport. The stability number can be used to assess the importance
of density effects. For example, if we inject water at a temperature of T =
9°C into an aquifer of initial temperature T, = 12°C, and with a horizon-
tal flow gradient of I,,, = 0.001, the density difference Ap,, is about 0.28
kg m=, and the ratio of Equation 2.9 is 0.28, thus only slightly smaller
than the critical value. Even if density effects are present, due to mixing
effects, these effects may gradually be reduced away from the injection
point. Neglecting density effects may be acceptable at substantial tempera-
ture differences between injected water and groundwater. This was shown
by Ma and Zheng (2010) based on their modeling study of the Hanford
site (United States). They found that for thermal tracer experiments, model
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errors due to ignoring density effects are insignificant for temperature
differences as large as 15°C across the entire model domain. Ward et al.
(2007) concluded from their theoretical and numerical analysis that the
relevance of density effects in aquifer storage and recovery depends on the
relative influences of density difference, hydraulic conductivity, pumping
rates, injected radius, storage duration, and dispersivity, thus confirming
the importance of the flow condition.

In the case of thermal use of shallow subsurface systems with restricted
temperature changes, water density and viscosity are often used as con-
stants in thermohydraulic models, and thus, temperature dependence is
disregarded. As a consequence, water flow is not affected by heat trans-
port, and both equations can be handled and solved in an uncoupled and
sequential manner. Since flow processes represent an important element in
thermal processes, they are briefly compiled here.

Hydraulic processes can take place in both the saturated and unsatu-
rated zones. For convenience, both zones are treated here simultaneously.
In unconfined aquifers, the upper limit of the groundwater zone consists of
the water table. The level of the water table is usually defined as the location
with atmospheric water pressure (zero relative water pressure). Consequently,
the domain above the water table is the unsaturated zone (or capillary zone,
Figure 2.2). In principle, the capillary zone is hydraulically unsaturated by the
simultaneous presence of water and air in a control volume. However, part of
the capillary zone close to the water table can still be hydraulically saturated
(saturated or quasi-saturated capillary fringe; Figure 2.2). The corresponding
related relative water pressure in the capillary zone is negative (suction).

Piezometer z Z

Soil
surface

':Unsaturated zone

\ Water Vol. water
\ pressure content
\
Py B

11

i
Saturated .-
zone I
. . . )

Figure 2.2 Capillary zone above a water table; vertical water pressure profile p,,(z) and
vertical profile of the volumetric water content 0,,(z) (schematic).
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Flow in saturated porous media with constant water density is usually
described by the following form of Darcy’s law, which is directly based on
Darcy’s postulation:

q. = -K, Vh, (2.10)

where b, (m) is the piezometric head (or head) with

b =z+ P (2.11)
Pug

Darcy’s law states that the flow rate is proportional to the head gradient.
The variable z(m) is the vertical coordinate (positive upward). The equa-
tions can also be obtained from Equations 2.1 and 2.2 by setting the water
density p,, to a constant.

Hydraulic conductivity K, (x) at location x(x, y, z) (m) usually exhib-
its strong spatial variability due to nonhomogeneity of porous media, for
example, formations with layers, lenses, etc. (e.g., in Jussel et al. 1994;
Bayer et al. 2011). Moreover, it may show a directional behavior thus caus-
ing anisotropic conditions. Such conditions prevail, for example, in layered
porous media where the largest hydraulic conductivity is parallel to the lay-
ering and the minimum hydraulic conductivity perpendicular to it (Figure
2.3). In general, formulation of the hydraulic conductivity coefficient is a
symmetric second rank tensor (Bear 1979). Due to its symmetry, the num-
ber of components is six. For isotropic porous media, the tensor reduces to
a single scalar quantity K,. For anisotropic conditions, any symmetric ten-
sor can be transformed into a diagonal matrix by rotation of the coordinate
system by horizontal and vertical angles to the so-called principal axes x’,
y’, and 2/, leading to the corresponding Darcy law with diagonal tensor:

Kyy Keyx

Figure 2.3 Inclined layer consisting of coarse (dotted) and fine (dashed) layers, lead-
ing to anisotropy in hydraulic conductivity of the layer as a whole; related
coordinate systems with principal directions x’ (parallel to the layering) and
y" (perpendicular to layering).
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N ]
q. K. K, K, || 9 K. 0 o |[%
q=14q, t=-K,Vh, =-| K. K, K,, g;’ | 0 K, 0 aaf
q. L 0 0 K.l s
| 0% | | 927 |
(2.12)

Therefore, the number of essential components is reduced to three. In lay-
ered systems, it is often assumed that hydraulic conductivity that is parallel
to layering is isotropic. Such a case can be described by one value parallel
(maximum value) and one perpendicular to the layering (minimum value),
one vertical angle of the layer plane with respect to the horizontal plane,
and one horizontal angle defining the position of the plane. Moreover, very
often, horizontal layering is observed in aquifers, thus reducing the hydrau-
lic conductivity components to two, the horizontal and vertical hydraulic
conductivities, that is, K, and K.,

Unsaturated porous media are, in general, characterized by the presence
of a continuous air phase besides a continuous water phase (Figure 2.2).
Flow can take place in both fluid phases. The spatial distribution of both
phases strongly depends on the wetting properties with respect to the solid
phase (rock material). The volumetric fraction of both phases can be time
dependent. The volumetric fraction of the water phase in a control vol-
ume is called volumetric water content 0, (water volume per unit volume
of porous medium). In unsaturated porous media, the volumetric water
content 0, is smaller than the porosity ¢ (interconnected pore volume per
unit volume of porous medium). In a simplified manner, the water flux
equation (Darcy’s law) can be generalized from saturated flow conditions
by analogy and adjusted accordingly. Consider the following situation. A
vertical column with a homogeneous porous medium is recharged by a
uniform steady-state infiltration rate at the top inflow face. If the column
is long enough, practically uniform flow will be established with constant
water content and constant (negative relative) water pressure, provided the
infiltration rate is smaller than the hydraulic conductivity of the porous
medium at saturation. Such a water flow system is characterized by two
kinds of boundaries within the microscopic flow system. On the one hand,
the solid phase represents the boundary as in saturated flow. On the other
hand, the air—water interface is a boundary. The difference to saturated
conditions lies in the fact that 0, < ¢. Furthermore, the resistance at the
water—air interface is different. Even so, it can be presumed that Darcy’s
law for the water phase can be generalized for constant water density as
follows (e.g., Bear 1979):
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q. :—KW(SW)V(z+;)Vig] (2.13)

where S, is the water saturation, with S, = 0,/¢. Still, it is formally equiva-
lent to Equation 2.10. Similarly, Darcy’s law for the air phase can be for-
mulated correspondingly (Bear 1979). Moreover, it can be generalized
according to Equation 2.2 in order to include density effects. It can be
expected that hydraulic conductivity strongly depends on the water satura-
tion, that is K (S,,), which is a phenomenological relationship with strongly
decreasing hydraulic conductivity values for decreasing water saturation.
Frequently used models for K (S,) are those of Brooks and Corey (1966)
and van Genuchten (1980). Brooks and Corey’s model states that

3+2/hpc

S -8

K (Sy) =Ky =< (2.14)
= 1-8,,

where S, is the residual saturation (water saturation, which cannot be
drained by gravitational effects only), K, = K(S,,= 1), and Ay is the pore

distribution index. Typical values in granular porous media are S, = 0.1
and Ay = 2. Van Genuchten’s (1980) model for K (S,,) is

2
K, (8,) = K, puSin [1 —(1- sy V“] (2.15)
With the parameters 71y, 7y, and S, and the effective water satura-
tion S :
Sy =S
Sype = o 2.16
w,e 1- S ( )

W,r

Usually, my = 1 = 1/ny. A modified formulation for improved description
near saturation can be found in Schaap and van Genuchten (2006).

It is usually assumed in models that the relation K(S,,) is identical for
static, steady-state, and transient conditions. Furthermore, hysteresis
effects in K(S,,) are small and are often neglected. Therefore, the relation
is considered unique.

2.1.1.2 Water mass balance, volume balance, flow equation

The general mass balance for the water phase in a saturated porous
medium can be formulated for a unit control volume of the porous
medium (Figure 2.4):
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Ji(x + dx/2)

--¥

dx

Figure 2.4 Unit control volume of a porous medium with flux components through
horizontal fluxes in x-direction (schematic).

d(op,.)

=-V. .
5 (Pwdy) +wp,, (2.17)

where V-() is the divergence operator, t is the time, and w is a hydraulic
source/sink term (injection/extraction of water volume per unit volume of
porous medium per unit time) (s!). Note that porosity ¢(p,(¢)) generally
depends on water pressure and water density, while water density p,(p.,(#),
T(t)) depends on water pressure and temperature. The equation states that
the rate of change of water mass over time equals water inflow minus out-
flow for a unit control volume. Assuming linear dependence of porosity
from water pressure, that is, ¢(p,,), according to

d(py) = d(Pyo) +a (py = Do) (2.18)

and by inserting in Equation 2.4, we obtain the following water mass bal-
ance equation:

J(op,,) ¢Bpw 90 _

We may use the classical concept of specific storativity S, (m™') with
Ss = (pwa + pw,() (I)bp)g (220)
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and insert Darcy’s law to obtain

S, oy T

Pyog Ot

rob, O

= V-|:KW (pr+ Vz+b,Vz(p,, — Py ) +brVa(T - TO)):|+ Pu(l) w
g

pw,O w,0

(2.21)

As an alternative, we can insert Equation 2.6 for the water density p,(T)
and Hubbert’s definition of a water pressure—dependent piezometric head
b, (p..), applied for isothermal conditions (T = T), with

pW
1
by (s Ty) =2+ j B (2.22)
Pt 250 ) o T ™

In the context of temperature-dependent flow, it can be considered as an
equivalent head. With this formulation, the pressure gradient has the form

pr = pw<pw> T())ngw - pw<pw9 TO)gVZ (2'23)

and the water balance equation is

TN 4oy ——V[K (Vhy, +b V(T - Ty) ]+ LNy (2.24)

pw,O

This form was also presented by Mercer et al. (1982) and Clauser (2003).
However, both start from the equivalent piezometric head 5, according to

b =g+ P (2.25)
pw,Og

Molson et al. (1992) start from a simplified version for their model
neglecting the second term in Equation 2.24 and obtain the water balance
equation

5,2 V[ K(Vh, +py(TIV) [+ 2.26

with the relative water density p,,(T) according to

Pu(D) 4 2.27
prcl( ) pw’o ( )

© 2010 Taylor & Francis Group, LLC



Fundamentals 47

The mass balance for the water phase in unsaturated porous media with
constant water density p,, can be formulated as volume balance:

By - v.q +w (2.28)

<|)E)t

The above formulation does not take into account compressibility
effects of water and porous matrix, nor does it consider phase exchange
processes between the phases, due to, for example, evaporation or con-
densation of water or air dissolution in water. Similarly, the mass bal-
ance for the air phase can be postulated correspondingly (Bear 1979).
For saturated conditions, that is, S, = 1, the transient term vanishes. By
inserting Darcy’s law into the volume balance equations and by neglect-
ing the influence of the air phase on water flow, a nonlinear differential
equation of second order, the unsaturated flow equation, also known as
Richards’ equation, is obtained:

q,aSw:V.[Kw(gw)V(z+vaD+w (2.29)

Neglecting air flow in the unsaturated zone means that air pressure is
taken as atmospheric in the soil, with zero relative air pressure, that is,
p. = 0. Equation 2.29 contains the two variables S, and p,,. Therefore, a
further relation, the relation between water saturation S,, the water pres-
sure p,,, and the air pressure p,, is required in order to solve the problem.
The relation is known as the water retention curve S (p.), where p._ is called
capillary pressure, with p. = p, - p,, in general, or p. = —p,, when air flow
is neglected (with p, = 0). The water retention curve is a phenomenological
relationship, with decreasing water saturation for decreasing water pres-
sure values. Frequently used models for S (p.) are those of Brooks und
Corey (1966) and van Genuchten (1980).

Brooks and Corey’s model states that

(2.30)

where p, is the air entry pressure (suction at which air enters the porous
medium in drainage processes). The parameter Ay is the same as that used
in Equation 2.14.
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Van Genuchten’s (1980) model for S, . is

g = SwTSwe 1 (2.31)

weT oS, e YV

w
with the parameters 71y, 7yg, and oyc.

It is usually assumed in models that the relation S (p,.) is identical for
static, steady-state, and transient conditions. Hysteresis effects in S, (p.) are
present but are often neglected. Therefore, it is assumed that the relation
is unique.

For saturated conditions, the flow Equation 2.17 for constant water den-
sity p,, but a compressible porous matrix is

Oyg

b,

— =V-(K,,(S,)Vh,)+w (2.32)

The specific storativity S, of the porous medium can be interpreted as
water volume change in a unit control volume per unit change of the piezo-
metric head /. For a more general discussion of saturated and unsaturated
flow models, the reader is referred to Bear and Cheng (2010).

For freezing soils and aquifers, Equation 2.29 can be extended (Williams
and Smith 1989; Hansson et al. 2004) for saturated and unsaturated condi-
tions as follows:

0, , p 30(T)_, 3, p ,3ST) Py

where the subscript _, means liquid water, and 6, and S, are the volumetric
ice content and the ice saturation. The second term on the left-hand side
of Equation 2.33 expresses the rate of change of ice mass, measured as
equivalent water volume, per unit time and unit volume. Flow (right-hand
side) only occurs for liquid water. For the saturation degrees, the overall
condition has to be fulfilled:

Sy +S,+8 =1 (2.34)

Equation 2.33 has to be coupled with the corresponding equation for heat
transport, Equation 2.89.
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2.1.1.3 Initial and boundary conditions

The initial condition for flow problems consists of specifying water pres-
sure p,(x, t = 0) in general, or piezometric head b, (x, t = 0) for saturated
zone models. The symbol x(x, y, z) denotes an arbitrary location vector.

Boundary conditions for flow problems are specified values of the vari-
able at a boundary section B,, specified water flux through a boundary sec-
tion B,, or flux through a semipermeable boundary section B;.

Specified values p,, or b, at a boundary section B, (Figure 2.5a) are,
according to a first type or Dirichlet boundary condition:

Aquifer h(xz,t)
(@)
1
I's B
L2 ’
i
1
i I q
i
le n l—>. t
i
1
o) 4 ()
<+—>

Aquifer
h(xyz:1)

Figure 2.5 Hydraulic boundary conditions (schematic). (a) Surface water body with pre-
scribed head, B,; (b) prescribed flux into aquifer, B,; (c) impermeable bound-
ary, B,; (d) semipermeable boundary, B,.

© 2010 Taylor & Francis Group, LLC



50 Thermal use of shallow groundwater

b (xp,,t) = by, (X5,,t); €B; (2.35)

An example for B, is the direct connection of an aquifer with a surface
water body at water level b, thus controlling the water pressure in the
adjacent aquifer.

Specified water flux g, , (normal component, positive in the direction of
n) through a boundary section B, (Figure 2.5b), according to a second type
or Neumann boundary condition, requires

oh
qw,n(XBzat):qwz,n(Xstt):(_Kw,n W) GBZ <2'36)
on St

An example for B, is a given infiltration rate through the soil surface,
which eventually leads to recharge of the aquifer. Prescribed lateral inflow
into an aquifer, for example, from hill slopes, or from an upstream valley,
or prescribed inflow or extraction rates in boreholes and wells are some
other examples. For an impermeable boundary (Figure 2.5¢), g, = 0.

The flux condition for a semipermeable boundary section B; (Figure
2.5d) in an isotropic aquifer is

h JH=h
Kk, P, )= K3[W(XBs)3]=13_[hw(xB 1)=h]; B (2.37)
Bn 3 d3 }

The symbol [; denotes the leakage coefficient. Note that for positive
head gradients, the normal flux is directed from the solution domain to
the outside region. The condition has the form of a mixed type or Cauchy
boundary condition. An example for B; is a semipermeable river bottom,
which exhibits reduced hydraulic conductivity values due to clogging
effects caused by, for example, the deposition of fine sediments on the river
bottom. The related additional resistance is accounted for by the leakage
coefficient.

2.1.1.4 Two-dimensional flow models for
saturated regional water flow

Regional water flow in shallow aquifers is frequently described by vertically
averaged, two-dimensional horizontal flow models. This type of model
is restricted to saturated conditions, where the aquifer thickness is small
compared to the lateral extent. Consequently, vertical flow components are
disregarded. The vertical integration of the flow equation for horizontally
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Wiater table h(xy,t) P
A 4
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Figure 2.6 Schematic cross section through a shallow, extended, and unconfined aquifer,
with control volume (CV) extending from aquifer bottom to the water table.

isotropic aquifers leads to the following volume balance equation for a con-
trol volume, based on Equation 2.32 (see Figure 2.6):

S%:V-(meV}JWHW (2.38)

where S is the aquifer storativity (water volume change per unit horizontal
area per unit change of piezometric head b,,). For confined aquifers, the stor-
ativity S = S, m is a small value, considering compressible deformation of
water and porous matrix. For unconfined conditions, the coefficient is called
specific yield or drainable porosity (water volume change per unit horizontal
area per unit rise/decline of water table; usually smaller than porosity ¢). The
specific yield is usually much larger than the storativity of confined aquifers.
The term (K, m) is called aquifer transmissivity (in general, a tensor), where
m (m) is the aquifer thickness, which is, for unconfined aquifers

m(x, 1) = by (X, 1) = Zpe(X) (2.39)

The symbol z,..(x) denotes the aquifer bottom elevation. W(x, t) repre-
sents the source/sink term (water volume injection/extraction per unit area
and per unit time) (m s7!). This can be a recharge term N(x, ¢), or a local
source/sink, such as a pumping well (discharge rate per unit area, Q/A).
The aquifer thickness 72 is a function of the unknown flow variable b (x,z).
Equation 2.38 is therefore nonlinear for unconfined aquifers. For confined
aquifers, the aquifer thickness is

m(x) = ztop(x) - zbot<x) (2'40)

where z,,, is the top of the aquifer. In this case, the volume balance equa-
tion is linear.
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o .Aqil.ifef.
L h(xyzt)

Figure 2.7 Semipermeable layer between surface water and aquifer (schematic cross
section).

Interaction with surface water can be modeled by the local recharge term
N(x,,) (m s™) for the horizontal area of the surface water body. In the case
of a semipermeable layer (e.g., leaky rivers; Figure 2.7), this term is usually
approximated by using Darcy’s law for the vertical flux gq,.,,:

ho=h =1(h

Sw

Nsw =Gyer = Ksp d - h) (2.41)
where K, is the hydraulic conductivity of the semipermeable layer, b, is
the head of the surface water, d, is the thickness of the semipermeable
layer, and [ is the leakage coefficient. In the case where the groundwater
table is below the bottom of the surface water, the vertical flux is usually

approximated by

hSW _Z ot
Nsw =Gver = Ksp Tb

sp

= I(byy — Zher) (2.42)

neglecting the water suction below the semipermeable layer. Note that in
this case, a first-order term in b (x) shows up in the flow Equation 2.38.

Initial and boundary conditions are formulated in a manner correspond-
ing to the three-dimensional case.

2.1.2 Modeling thermal processes in porous media

Thermal processes in the subsurface essentially comprise heat conduc-
tion in solid materials (rock material, grains), in soil water, and in soil air,
as well as heat advection in flowing water including thermal dispersion
effects. In principle, they also include phase change processes (evaporation,
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condensation, freezing, thawing), which are related to considerable energy
transfers. However, for the thermal use of shallow subsurface systems, they
are not usually significant and are, therefore, often disregarded. If, neverthe-
less, phase change processes have to be taken into account for a particular
problem, the reader is referred to the literature of, for example, Williams
and Smith (1989) for freezing soils. An introduction to heat transfer in fluids
and solid materials can be found, for example, in Incropera et al. (2007). In
these contexts, we will restrict ourselves to a brief introduction only.

2.1.2.1 Heat storage, heat capacity, and
advective heat transport

The thermal energy AE (]) stored in a water volume V,, (m?3) at temperature
T (°C), with respect to a reference temperature T,, with AT = T - T, can
be expressed as follows:

AE = V,c p AT (2.43)

The coefficient ¢, is the specific heat capacity (or specific heat) of water,
which is related to a unit mass of water (J kg™ K-1). More precisely, it is
the specific heat, which is usually determined for constant pressure condi-
tions. The volumetric heat capacity of water C,, (J m= K-') related to a unit
volume of water is

Cy = Py (2.44)

The reference temperature T, can be, for example, the initial temperature
or the mean annual temperature, or 0°C, depending on the situation to be
investigated.

For solid materials, the specific heat capacity is, correspondingly, c,, and
the volumetric heat capacity C,. In a similar manner, we get the specific
heat capacity ¢, and the volumetric heat capacity C, for air.

For saturated aquifer material with porosity ¢, the volumetric heat
capacity C,, (J m= K') is usually expressed by the weighted arithmetic
average of the (mixed) values for water and solid material, weighted by the
corresponding volumetric fractions:

C,=0C, +(1-9¢)C, (2.45)

It represents the heat storage of water and solid matrix, presuming that
the mean temperature for the water and the solid phase within a control
volume are equal. For unsaturated conditions, with water, solid, and air as
well as vapor phase, the volumetric heat capacity is, according to Whitaker
(1977),
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Cm = (I)SWCW + (I)Sa(ca + Cv) + cI)SiCi + (1 - (I))Cs (246)

whereS, = 1 -8, — S, is the air saturation, and C,, C,, and C; are the volu-
metric heat capacities of air, vapor, and ice, respectively. However, the con-
tribution of air and vapor is normally small and, therefore, often neglected.
Values of volumetric heat capacities of water, sand packings, and aquifers
are presented in Section 2.2.

Based on the storage concept, the advective heat flux ], (J s™') for water
flowing at the discharge rate O (m’s™') and temperature T with respect to a
reference temperature T, through a cross section can be expressed as

J=0C, (T-T) (2.47)

Equation 2.47 applies for saturated and unsaturated conditions. The cor-
responding specific advective heat flux vector j, (heat flux through unit
area) (J m2 s7') caused by the specific water flux vector q (Darcy flux) (m
s71) is therefore

Jw =9C,, (T - Tp) (2.48)

2.1.2.2 Heat conduction

The heat flux |, by heat conduction (or thermal diffusion) through a cross
section of water with area A in direction x normal to the area A is propor-
tional to A and to the temperature gradient AT/Ax:

AT
A 2L 2.4
Jx = AN, o (2.49)

AT is the temperature increment over the spatial increment Ax. The coef-
ficient A, is the thermal conductivity of water (W m~! K-'). Equation 2.49
is known as Fourier’s law. The corresponding specific heat flux vector j,,
assuming isotropic thermal conductivity, is

iy = A VT (2.50)

The specific heat flux j, through a cross section of solid material is
expressed in a similar manner, according to Fourier, as

j.= -AVT (2.51)

using the thermal conductivity A, of solid material (rock material). For aqui-
fer material consisting of water, rock, and air, the thermal conductivity A,
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is an equivalent parameter, which is a function of the composition of solid
material, water, and air. The corresponding heat flux vector is

i = A VT (2.52)

Various techniques exist to express the thermal conductivity A, of satu-
rated and unsaturated porous media, given values for water, ice, air, and
rock material.

The simplest way to calculate the thermal conductivity consists of the
weighted arithmetic average of thermal conductivities, according to Whitaker
(1977):

}\‘m = (I)Sw}\‘w + (I)Sa}\’a + q)Si}\‘i + (1 - (I)) }\‘s (2'53)

Again, the influence of the air phase is small. Usually, this value over-
predicts the effective thermal conductivity of an aquifer. For saturated
porous media, it is well known (see, e.g., Dagan 1989) that the weighted
arithmetic average is the upper bound for the effective thermal conductiv-
ity (for S; = 0):

}\m,sat = (I)}"w + (1 - q)) }\‘s (254)

On the other hand, the lower bound is represented by the weighted har-
monic average:

1

{x*x]

w S

(2.59)

Dagan (1989) proposes the so-called self-consistent approximation (also
termed renormalization approximation) to express thermal conductivity of
saturated granular porous media (S, = 1). The effective thermal conductiv-
ity is then

N —b+,/b* + 8L\,

msat — 4 (2.56)

with the coefficient b
b=n, (3¢ -1) A (2 - 3) (2.57)
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Kunii and Smith (1960) derived equations to estimate the effective ther-
mal conductivity A of unconsolidated particle beds with uniform grain

‘m, sat

size distribution. For a porous medium saturated with water, A, ,, is cal-
culated as
- 1-9)
Mngsar = Mg ¢+8+%Lw (2.58)
3 A,

The function e depends on the effective thickness of water films adjacent
to the contact surface of two solid particles and the number of contact
points 7 of a particle with neighbors. It is determined by

(K—l)z .
1 E— sSin- o
g=—- K (2.59)

3x ln(K—(K—l)cosoc)—KT_l(l—cosa)

The symbol k denotes k = A/A,. The angle a is determined by sin?a =
1/n. The function ¢ is evaluated for both a loose packing (¢, = 0.476) and
the densest packing with uniform grains (¢, = 0.260). The values for the
corresponding number of contact points are 7, = 1.42 and n, = 6.93. For
arbitrary porosity, it is suggested that the function ¢ is determined by linear
interpolation:

e=¢g, forhp<oy;

3282"‘(81_82)M ford, <9 <o;; (2.60)
¢ -9,

e=¢g, fordp=>0,

de Vries (1963) proposed a method to calculate thermal conductivity
of soils using volume fraction and physical properties of its constitu-
ents. His theory is based on Maxwell’s approach and Burger’s extension
(Woodside and Messmer 1961) to calculate electrical conductivity of
two-phase materials. For the extension, ellipsoidal soil particles with the
axes a, b, and ¢ are assumed, which are not in contact with each other
and are embedded in a continuous medium of water. The effective ther-
mal conductivity A, of a soil system consisting of # solid components is
calculated as follows:
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0, A+ D kO,
Ap=——"-"1—— (2.61)

0, + zn:/e,-ki
i=1

where i = 1, 7 are soil components (mineral or organic soil particles), and
0, is the volumetric fraction (with respect to unit soil volume). The weight-
ing factors k; are estimated from the shape of the particles and the thermal
conductivities of water and the soil constituents:

1 1 1

A i A ’ A
1 | 1+ -1 1+ -1
R I R

where g, is the shape factor of the ellipsoid in the a-direction. For spherical
grains, the shape factors are g, = g, = g. = 1/3. In this form, the equation
corresponds to Maxwell’s equation. The quantity k; is conceived as the
ratio of the average temperature gradients in the particles of types 7 and the
corresponding quantity in the water. For the shape factors, de Vries (1963)
used the theory of the dielectric constant as analogy. In general, the shape
function g, is found by the integral

(2.62)

oo

:Lch' du
&a 2 ) (aZ +M)3/2(b2 +u)1/2(C2 +u)1/2

(2.63)

The shape functions g, and g, are obtained in a similar manner, fulfilling
the condition that g, + g;, + g. = 1. Unsaturated conditions can be considered
in Equation 2.61 by treating the air as solid particles with the correspond-
ing 0, and A,. Woodside and Messmer (1961), Farouki (1981), Giakoumakis
(1994), and Tarnawski and Wagner (1993) used the de Vries model suc-
cessfully for their studies of unsaturated soils. However, it has to be noted
that the de Vries model does not take into account nonuniform grain size
distributions. Very often it is assumed that g, = g,. The value for g_is 1-2g,.
This leaves one value undetermined, which is often utilized as a fitting fac-
tor. Campbell et al. (1994) extended the de Vries theory and considered
both the water and air phases as continuous functions by introducing a
fluid thermal conductivity of the form
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A=A, + £, (A, - A,) (2.64)

where f is an empirical weighting function depending on the soil, which
ranges from 0, in dry soils, to 1 in saturated soils.

In their laboratory experiments with unconsolidated packs of quartz
grains, glass beads, and lead shot, Woodside and Messmer (1961) found
that the formula of Maxwell underestimated the effective thermal conduc-
tivity. Both the approach of de Vries (1963) and of Kunii and Smith (1960)
gave fair agreement with their observed data. This holds true also for the
weighted geometrical mean model for the essential range of A /A, < 20,
which was also demonstrated by Menberg et al. (2013a) using various
sands and silts from a well in Southern Germany.

Based on Johansen’s (1975) model, Farouki (1981) suggested the follow-
ing procedure. Thermal conductivity A, for porous media consisting of dry
crushed rock material (S, = 0) is empirically described by

A = (0.039¢)-22 (2.695)

m, dry —

and for natural soils

_0.137p, +64.7

Iy =
™Y T 2700-0.947p,

(2.66)

where py, is the dry density of the packing. For saturated conditions (S, =
1), the thermal conductivity A, of porous media is approximated by the
weighted geometric average (Woodside and Messmer 1961) as follows:

Ay = RS0 (2.67)

m,sat

and for saturated, partially frozen soils

Ay e = A AIAL0) (2.68)

m,sat

where 0, is the unfrozen volumetric water content, and 6, is the volumetric
ice content with the condition 0, + 0, = ¢. Thermal conductivity for wet
material with water saturation S is interpolated according to Johansen
(1975) as follows:
}\‘m = }\’m, dry + (}\'

A o )Ke (2.69)

m, sat — /m, dry)
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where the interpolation factor Ke is referred to as Kersten’s number (Kersten
1949) and is empirically approximated for coarse mineral soils as

Ke = 0.7 log,, (S,,) + 1 (2.70)

and for fine material
Ke = log, (S,) + 1 2.71)

According to Nield and Bejan (2006) and Menberg et al. (2013a), the
weighted geometrical model (Equation 2.67) provides good results as long
as the thermal conductivities of water and solids are not too different from
each other. Farouki (1981) compared Johansens’s model with data from
experiments with fine soils and found good correspondence for saturated
and unsaturated conditions.

Balland and Arp (2005) extended Johansen’s (1975) method in order to
model thermal conductivity over a wide range of conditions, from loose to
compact, organic to mineral, fine to coarse textured, frozen to unfrozen,
and dry to wet. They retained Equation 2.69 for the thermal conductivity
of wet material and Equations 2.67 and 2.68 for saturated unfrozen and
partially frozen conditions. The thermal conductivity of solid material is
calculated as

7\’5 - xyforganic xquuarn x”ﬁmmcral (2.72)

organic “¥quartz “mineral

where vf, gunic> Ufquarss A0 Ufpineral are the volumetric fractions of organic
material, quartz, and other minerals within the soil solids, respectively.
Note that the thermal conductivity value for quartz is significantly higher
than that of other typical minerals and organic matter. The thermal con-
ductivity for dry conditions is determined as

(0.053A, = A, )py + A,
p, —(1-0.053)p,

Mgy = (2.73)

where p, and p;, are the particle and the bulk densities. For Kersten’s num-
ber Ke in Equation 2.69, they offer the new model for unfrozen soils:

3 3 17"’forgamc
Ke= S‘(])\;f(1+vﬂ)rgﬂnic_avfsalld_Vfc()arsc) 1 _ ( 1- Swi ) (2.74)
1+exp(—BS,,;) 2
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where S ; = S, + S;; S; is the ice saturation; vf,,,4 and vf,,,... are the volu-
metric fractions of the sand and the coarse grain size fraction, respectively;
and a and B are adjustable parameters. By model calibration using extensive
data sets, Balland and Arp (2005) determined the parameters to be o =
0.24 = 0.04, and B = 18.3 = 1.1. Special importance has to be attached to
the volumetric fractions vf, ;... and vf, ..., within the soil solids. For frozen
or partially frozen soil, Ke is

uartz

Ke = S foreanic (2.75)

The model is valid for the temperature range from approximately —30°C
to 30°C. Data on the thermal properties and densities of the basic soil con-
stituents used in the model are presented in Table 2.1.

Chen (2008) investigated the effect of porosity and saturation degree on
thermal conductivity of quartz sands through laboratory tests. He found
that thermal conductivity increases with the decrease in porosity and the
increase in saturation degree. An empirical equation of thermal conductiv-
ity expressed as a function of porosity and saturation degree was developed:

K (0,8,) = MOAL [(1-B)S,, + b]c¢ (2.76)

For saturated conditions, it reduces to the weighted geometrical mean
model. From fitting with experimental data, Chen (2008) found b = 0.0022
and ¢ = 0.78. On the other hand, Johansen’s (1975) method gave a fair cor-
respondence with his data.

Further expressions are offered for frozen soil conditions (Johansen
1975; Farouki 1981). Values on thermal conductivity of water, sand pack-
ings, and aquifers are, besides Table 2.1, presented in Section 2.2.

Overall, a variety of methods and techniques have been proposed for
the effective thermal conductivity. Which model should be used might

Table 2.1 Thermal properties and densities of basic soil constituents after Balland and
Arp (2005) for the use of their modified Johansen’s method

Vol. heat capacity Thermal conductivity

Soil component Density (kg m=3) (Jm=3K') (Wm' K')
Quartz 2660 2.01 x 108 8.0

Other mineral 2650 2.0l x 108 2.5
Organic matter 1300 2.51 x 108 0.25
Water 1000 4.18 x 10¢ 0.57

Ice 920 1.88 x 10¢ 221

Air 0.00125 1.25 x 10° 0.025
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indeed be confusing for the practitioner. In our opinion, it is important
to take note of the existing attempts. Nevertheless, we may consider the
approach of Balland and Arp (2005) as a good starting point for practition-
ers. However, this does not prevent us from critically assessing its validity
under prevailing physical conditions. Moreover, existing codes may already
contain specific approaches for the effective thermal conductivity.

2.1.2.3 Dispersive and macrodispersive heat transport

Similar to solute transport processes, mechanical dispersion effects in
porous media may also play a role in thermal processes provided that sig-
nificant flow is present. In a homogeneous porous medium, mechanical
dispersion effects are again due to the highly variable microscopic velocity
field. The related fluxes are essentially advective heat fluxes. The average
advective thermal flux can be expressed by average values:

qTC, =qTC, +q'TC, (2.77)

where the overbar sign denotes the mean value within the control volume.
The first term on the right-hand side corresponds to the advective thermal
flux using mean values of specific water flux and temperature. Deviations
from mean velocity and mean temperature within the control volume
produce the dispersive thermal heat flux (q"T’C,,), which is furthermore
influenced by heat diffusion effects in the flowing water, as well as the
matrix. The thermal mechanical dispersion effect can be explained as fol-
lows. Consider a cross section in a pore. A water particle in the middle
of a pore is transported with a much higher velocity downstream than a
water particle close to the solid wall. This causes a pronounced longitudi-
nal spreading effect of the fluid and therefore of the temperature after some
transport time. A transversal dispersion effect is mainly due to the lateral
detours of the water particles around grains or solid blocks in the porous
medium. Anyway, both effects are further affected by thermal diffusion
effects, mainly lateral heat conduction, within the pores and the matrix.

The specific thermal flux due to mechanical dispersion in porous media
is usually approximated in analogy to Fick’s or Fourier’s law by

jdisp = _)”dispv,r (2'78)
for saturated conditions (Bear 1972; Green et al. 1964), where Ay, is

analogous to the combined medium 2. For unsaturated conditions, it is
correspondingly

Jaisp = —hdisp(SWIVT (2.79)
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The coefficient Ay, is the thermal conductivity tensor due to mechani-
cal dispersion. For isotropic porous media, the tensor is expressed by the
longitudinal and the transversal thermal conductivity coefficients due to
dispersion, Ay, 1, and Ay, + (W m=" K1), where the longitudinal direction
equals the flow direction and the transversal direction is normal to the flow
direction. Often, the effects of thermal conduction and mechanical thermal
dispersion are combined to the equivalent or effective thermal conductiv-
ity tensor A, which has the following components in longitudinal (L) and
transversal (T) directions:

7\’eff,L = }\’m + 7\’disp,L
keff,'[‘ = 7\‘m + kdisp,T (280)

Note that the longitudinal dispersive flux component is formulated for
the mean direction of the groundwater flow. Similarly, the transversal flux
is expressed normal to the mean flow direction. If the x’ axis of the coordi-
nate system is chosen parallel to the flow direction in a coordinate system
with principal axes x', y’, z’, the effective thermal conductivity tensor reads

7\’eff,xx 7\’eff,xy }\'eff,xz xeff,x’ 0 0 A’eff,L 0 0
A'eff = A’eff,yx )\’eff,yy keff,yz = 0 }\’eff,y’ 0 = 0 7\'eff,T,hor 0
A’eff,zx 7\’eff,zy }\’eff,zz 0 0 7\'eff,z' 0 0 xeff,T,vert
(2.81)

Sometimes, the influence of thermal mechanical dispersion in homoge-
neous porous media is disregarded in theoretical studies (e.g., Bear 1972;
Fujii et al. 2005; Woodbury and Smith 1985). This is motivated by the fact
that the influence of thermal conductivity is often of similar magnitude to
or larger than the thermal advection (Bear 1972; Woodbury and Smith
1985). Consequently, in thermal modeling, thermal dispersion is sometimes
neglected (e.g., Domenico and Palciauskas 1973; Taniguchi et al. 1999;
Reiter 2001; Ferguson et al. 2006).

The effective thermal conductivity tensor has been analyzed in a similar
manner as the mechanical dispersion tensor for solute transport. Important
parameters are the water velocity and the particle size of the porous medium
(Green et al. 1964; Hsu and Cheng 1990; Levec and Carbonell 1985; Lu
2009; Metzger et al. 2004; Pedras and de Lemos 2008; Rau et al. 2012).

Metzger et al. (2004) investigated effective conductivity coefficients in
laboratory experiments for packed beds (0.4 m long, 0.1 m wide) of glass
beads (diameter 2 mm). They proposed the following correlation for the
longitudinal and transversal effective thermal conductivity:
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Meiir, = My + b A P
Meiir = A + by PE)'T (2.82)

The dimensionless constant b is b; = 0.073, the exponent m is m1, =
1.59, by is b = 0.03-0.05 (lower and upper limits), and #2; = 1. The dimen-
sionless number Pe, is the thermal Peclet number, which relates heat flux by
advection to heat flux by conduction. It can be calculated as

C,qd

Pe. =
€ N

(2.83)

m

where d is a characteristic length, usually represented by the mean grain
size. Equation 2.82 states that there is a velocity dependence of the effective
thermal conductivity coefficient.

Rau et al. (2012) performed laboratory experiments on solute and heat
transport in a homogeneous, well sorted quartz sand with a mean grain size
of 2 mm. The chosen Darcy velocity range was 0.28 to 98 m day'. They
found the following empirical formulae for the longitudinal and transversal
effective thermal conductivity for their sand packing:

2
C
D, = My + Y1 Con | 2
eff,L m+YL m(cm qJ

(2.84)

2
C
deir = Ay + 97 -Cor| 2
eff, T m TV m(cmq]

with the factors y, = 1.478 s and y; = 0.4 s. The effective thermal con-
ductivity coefficient therefore approximately depends on the square of the
Darcy velocity. For the solute transport experiments, on the other hand,
they found a linear dependence of the solute dispersion coefficient from
the flow velocity. The longitudinal solute dispersivity was 3 mm. In their
analysis, they showed that the key element is the thermal Peclet number
(Equation 2.83), which ranged from 0.02 to 3 in their study. This range
shows a distinct transitional behavior, where both thermal conduction and
advection are of similar magnitude. For very small flow velocities, a con-
stant thermal conductivity coefficient applies. On the other hand, a linear
relationship, where thermal advection clearly dominates, can be expected
for very high flow velocities with a thermal Peclet number of about 10
and higher. However, according to the authors, this is unrealistic for most
practical applications. One has to keep in mind that the relationship 2.84 is
valid only for the chosen homogeneous quartz sand packing. Nevertheless,
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it confirms the velocity dependence of the effective thermal conductivity
tensor.

For geological formations, the dispersion phenomenon may be consid-
erably affected and increased by macrodispersion effects due to the high
variability in hydraulic conductivity (nonhomogeneous structures such as
layers and lenses). Ferguson (2007) concluded from stochastic modeling
based on geostatistical parameters that hydrodynamic macrodispersion is
an important consideration in heat flow problems.

In order to illustrate the macrodispersive heat flux in a heuristic manner,
we consider the simple extreme case of four horizontal layers as shown in
Figure 2.8. The figure shows the vertical profile in the horizontal specific
water flux g(z) and the temperature profile T(z) as a snapshot, assuming
that flow of groundwater is horizontal and practically zero in two of the
four layers with corresponding low temperature. Vertical heat flux is disre-
garded here. In this case, the total heat flux is easily calculated as gTC,, =1
unit, while the advective heat flux using mean hydraulic flux and mean
temperature is gTC,, =0.5 unit. Since the total flux gT can be expressed

as qT=Z]?+q’T', the macrodispersive flux can be calculated from the
mean product of the deviations ¢’=g—q, and T"=T -T. The result is

q’'T’C,, =0.5 unit here. Therefore, the macrodispersive heat flux can be of
the same order as the advective heat flux in extreme cases. This demon-
strates the macrodispersion effect.

The thermal macrodispersive flux is again usually approximated by
Equation 2.78. Similar to macrodispersion coefficients in solute transport,
the longitudinal and transversal thermal conductivity coefficients are often

v

Figure 2.8 Example of a simple configuration with a layered aquifer and simple vertical
specific flux and temperature profiles (schematic).
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approximated by the Darcy velocity and by characteristic lengths in a lin-
ear manner:

}“disp,L =B.C.q;
Lt =BrCoq (2.85)

as suggested by Sauty et al. (1982) and adopted by de Marsily (1986). The
parameters ; (m) and By (m) are the longitudinal and transversal thermal
macrodispersivities. The term g = Iql is the absolute value of the Darcy flux.
The evaluation of field experiments in 1978, for the Bonnaud aquifer site in
France (single and double well system, transport distance approximately 13 m),
revealed that the longitudinal dispersivities seemed to be comparable for solute
and heat transport (Sauty et al. 1982). Therefore, it is often assumed in numeri-
cal modeling that B; = o; and By = ap, where o and o (m) are longitudinal and
transversal macrodispersivities, respectively, for solute transport (Smith and
Chapman 1983; Molson et al. 1992; Hopmans et al. 2002; Constantz 2008).

From analogy with solute transport in nonhomogeneous formations
(e.g., Dagan 1989), it can be expected that the thermal macrodispersivities
behave in a similar manner. The spatially variable hydraulic conductivity
field K(x) can be described by a covariance function which depends on the
variance 6y and the correlation length Iy (integral scale) of the spatial vari-
able Y = In(K(x)). Scale dependence of field-scale macrodispersivity values
of tracer transport in various aquifers was demonstrated by Gelhar et al.
(1992). Tt states that macrodispersivity values start from local mechanical
dispersivity and typically grow with increasing transport scale, thus exhib-
iting a pronounced scale effect.

Vandenbohede et al. (2009) found in the analysis of their field experi-
ment that the longitudinal dispersivities for solute and heat transport are
not comparable. They performed two push-pull tests, injecting chloride
and cold water into an aquifer using a single well. The mean radial trans-
port distances for the tracer were up to about 11 m. They found that ther-
mal dispersivities do not seem to be scale dependent. In this context, one
has to keep in mind that the mean transport distances for tracers and heat
are different, which is due to the different mean velocities for the thermal
and the solute front.

Molina-Giraldo et al. (2011) presented values of longitudinal thermal
macrodispersivity from the literature versus field scale together with empir-
ical and semiempirical relationships for solute transport (Neuman 1990;
Xu and Eckstein 1995; Schulze-Makuch 2005) (Figure 2.9). The relation-
ships have the following general form:

A =bL" (2.86)
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Neuman 1990

— - Xuand Eckstein 1995
5L Schulze-Makuch 2005
® Values reported in literature

Longitudinal dispersivity (m)

0 1
10° 10! 10?
Field scale (m)

Figure 2.9 Longitudinal thermal macrodispersivity from the literature versus field scale
together with empirical and semiempirical relationships for solute transport
(Neuman 1990; Xu and Eckstein 1995; Schulze-Makuch 2005). (Modified after
Molina-Giraldo, N. et al. International Journal of Thermal Sciences 50, 1223—
1231, 2011.)

where b and m, are characteristic coefficients, and L is the length scale
(advective transport distance). The data comprise evaluations from various
unconsolidated aquifers worldwide. The longitudinal thermal dispersivity
values clearly show scale effects. Measured values are best represented by
the approach of Schulze-Makuch (2005). However, high variability for a
given field scale is present, similar to the case of solute dispersivities shown
by Gelhar et al. (1992). For a field scale of 10 m, for instance, the longitu-
dinal dispersivity might be between 0.5 and 2 m. Nevertheless, most of the
values are located within the ranges spanned by the empirical relationships.
These differences reflect the specific geological conditions with respect to
thermal dispersion effects.

Moyne et al. (2000) used stochastic concepts to express the development
of the effective thermal conductivity in layered aquifers. Hidalgo et al.
(2009) used a stochastic approach to describe heat transport in heteroge-
neous porous media, which is characterized by variance 63 and correlation
length I,. For steady-state conditions, longitudinal thermal dispersion is
negligible, and the transverse thermal dispersivity is proportional to the
variance of the log hydraulic conductivity Y and its correlation length Iy,
using a Gaussian covariance function as follows:

By =0.02651, (2.87)
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As pointed out by Gelhar (1993), the correlation length Iy of aquifers typi-
cally shows a distinct scale effect (typically 1/10 of the transport length
scale).

Geiger and Emmanuel (2010) conducted numerical high-resolution
finite element—finite volume simulations of heat transfer in two geologi-
cally realistic fractured porous domains. They calculated thermal break-
through curves at various locations in the domains and analyzed them with
a continuous time random walk (CTRW) model adapted for heat transfer.
Their analysis shows that heat transport in the well-connected fracture
network is Fourier-like, even though the thermal front is highly irregular.
Consequently, it can be modeled by an advection—diffusion equation using
macroscopic dispersivities. By contrast, heat transport in a poorly con-
nected fracture pattern turned out to be highly non-Fourier-like. Hence,
the classical advection—diffusion equation was not able to capture the main
features, but they can be modeled successfully by CTRW. The authors con-
clude that the occurrence of non-Fourier behavior has important implica-
tions for a range of processes including geothermal reservoir engineering,
radioactive waste storage, and enhanced oil recovery.

Chang and Yeh (2012) developed closed-form expressions using sto-
chastic theory and the spectral perturbation techniques to describe the
field-scale heat advection and the variability of the temperature profile
in a partially saturated porous nonhomogeneous aquifer. Their results
indicate that the macrodispersive heat flux depends on the spatial vari-
ability of the specific discharge, which, in turn, depends on the varia-
tion of hydraulic conductivity. The correlation length I of log saturated
hydraulic conductivity Y(x) is important in enhancing the heat advection
and the variability of the mean temperature field, and thus the macro-
dispersion effect. The longitudinal macrodispersivity value starts from a
constant value and increases in an S-shaped manner over time or mean
transport distance.

Nevertheless, the magnitude and development of the effective thermal
conductivity coefficient under field conditions are still a matter of debate
and have to be addressed in future research. In numerical models, however,
macrodispersion is usually taken into account with the help of constant
(macro-)dispersivity values. Thermal dispersivity values, which are only
sparsely reported in the literature, are shown in Table 6.2.

A further physical effect, which is often modeled using a dispersion
concept, is the local temperature variation due to temporal variation of
the flow field, that is, nonpermanent flow direction and flow velocity.
Numerical simulations with solute transport in transient flow fields have
shown that considerable quasi-dispersive effects may occur. Kinzelbach and
Ackerer (1986) showed that transversal dispersivity in contaminant trans-
port is increased, and longitudinal dispersivity decreased in transient flow
fields compared to steady-state ones. Dentz and Carrera (2005) showed
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for heterogeneous hydraulic conductivity fields that stochastic longitudinal
and transversal fluctuations of the hydraulic gradient can contribute to the
effective dispersion coefficient even more strongly than macrodispersion
does. It can be expected that effects of transient flow fields are also relevant
in heat transport. Particularly long thermal plumes, which are modeled
using mean velocity field, may thus exhibit considerable additional trans-
versal dispersion effects.

2.1.2.4 Heat transport equation

Based on the expressions for storage of heat, advective heat flux, and heat
conduction, including thermal macrodispersion effects and assuming that
the mean temperatures of the water and the solid phase are the same within
the control volume, the energy balance for a unit volume of saturated or
unsaturated porous medium (Figure 2.4) can be formulated as

Co 2 =V + g VT |- CVAGT)+ P (2.88)

where P, is a thermal production term (heat production per unit volume and
unit time) (W m=3). The equation states that the rate of change of energy
content equals the energy inflow minus the outflow over a unit control vol-
ume increased by the energy production in that volume. The assumption of
equal mean temperature in water and solids of porous media is not exactly
true at the microscopic level (Moyne et al. 2000).

If freezing and thawing are considered, the heat transport equation can
be reformulated as follows (Williams and Smith 1989; Hansson et al. 2004):

oT 00.
C, 2 L %
mor Py

=V.[A6,,6)VT ]-C,V.(q,T)+P, (2.89)

where L; (] kg™) is the latent heat of melting/freezing. The second term in
Equation 2.89 represents the energy needed to melt the ice mass p,0; per
unit time and vice versa in the case of freezing. Note that this amount of
energy is quite large (3.34 x 10° J kg™). In this case, the thermal conductiv-
ity also depends on the volumetric ice content. Here, it is assumed that the
heat transport by air flow can be neglected. Still, a relationship is needed
to fully define the systems. It is obtained by the relationship between the
liquid water pressure and temperature, p(T), for the absolute temperature
T < T, (K), where Ty, is the freezing point temperature, in approximate form:

Pw o L(T-T,)
Pwg gT,

(2.90)
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It is an application of the principles of Clausius—Clapeyron on phase
change parameters. The corresponding liquid water content for freezing
conditions is approximated using the relation between capillary pressure
(i.e., water pressure p,, here with p, = 0) and water saturation S_(p,) of
volumetric water content. For example, after Brooks and Corey (1966), the
relation 0 (T) is

Apc
ew(T) = ew,r + (d) - ew,r)( (,f-.bTOi))
0=

2.91
(T,-T)L 220

b
Tog M

for

Although the liquid water saturation is extremely small for frozen condi-
tions, it is still present.

Dividing the energy balance Equation 2.88 (without freezing/thawing)
by the volumetric thermal capacity C,, and combining the effects of heat
conduction and thermal macrodispersion in a thermal dispersion tensor D,
yields the heat transport equation

oT C P
22 VD VT]- 22V (qT)+—--
5 = VIDVTI= 2= V-(aT)+ 5 (2.92)

m m

Adopting a linear dependence of the macrodispersion coefficient on
Darcy velocity, the thermal diffusivity tensor D, in a hydraulically isotropic
medium has the principal longitudinal and transversal components:

C
D1 =Dy + Dy gispr. = éim + I3Lcwq5
" " 2.93
r, BiC.l 1299

Dt,T = Dt,diff + Dt,disp,T = Cm +

m

The thermal diffusion coefficient D 4 = A,/C, (m? s7!) of a porous
medium representing solely the effect of heat conduction is typically of the
order of 107 to 10-¢ m? s~! for granular aquifers. This means that it is up
to three orders of magnitude larger than the molecular diffusion coeffi-
cient. Therefore, thermal mechanical dispersion for homogeneous porous
media is usually not dominant in heat transport problems. It may be of
similar order of magnitude as thermal diffusion. Nevertheless, the effect
of macrodispersion in nonhomogeneous aquifers is still present, as stated

© 2010 Taylor & Francis Group, LLC



70 Thermal use of shallow groundwater

above, depending on the prevailing macrodispersivity values. For typical
situations, the macrodispersive flux dominates over the thermal diffusive
flux due to heat conduction. Consequently, we keep the tensorial form of
the heat transport equation.

We may compare the heat transport equation with the transport equa-
tion for a dissolved species with linear sorption and first order decay:

dc
chz V'[Dth]—V-[cu]—KCRCc (2.94)

where R, is the retardation factor (accounting for linear sorption effects),
¢ (kg m7) is the solute concentration, Dy, is the hydrodynamic dispersion
coefficient (tensor) (m? s™'), u (m s7!) is the mean flow velocity vector (u =
q/$), and A, (s7') is the decay coefficient. From the comparison, we can see
that the variable T corresponds to ¢, the thermal diffusion tensor to the
hydrodynamic dispersion tensor. The mean water velocity u corresponds to
the thermal velocity u, (m s'):

u,=qC,/C, (2.95)

This relation can be obtained by the advective thermal flux condition in
porous media:

qC,, (T - Tp) u,C,, (T - Ty) (2.96)

As a consequence, when advective heat transport is dominant over heat
conduction, a thermal front in groundwater propagates with the thermal
velocity:

u =0, (2.97)
Ca

which is typically 2 to 3 times smaller than that for solute transport in
granular aquifers. Therefore, a thermal front is retarded with respect to an

ideal tracer front, with a thermal retardation factor R, ., [-] of
R, .= Cn (2.98)
RO

Shook (2001) found that the ratio of water to temperature velocity
is constant, even for heterogeneous porous media. Therefore, thermal
breakthrough in heterogeneous media can be predicted from tracer tests.
However, in the presence of strong permeability correlations, like in the
case of layering, some deviations may occur.
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Lo Russo and Taddia (2010) showed the prevalence of heat advective
transport with respect to thermal dispersion for their field site in Torino,
Italy. They investigated advective heat transport induced by the injection
of an open-loop system. Thermal stratification was explained by prevailing
horizontal advection of the flowing groundwater.

For unsaturated conditions, the porosity ¢ in Equations 2.97 and 2.98
has to be replaced by the water content 0, = ¢S,,. Note that according to
Equation 2.46, the volumetric thermal capacity C,, depends on the water
saturation S, as well, which can be obtained from the solution of the flow
problem. If uniform vertical flow conditions are assumed, the specific dis-
charge g is constant and the vertical flow gradient is I, = 1 for homoge-
neous soils. We can therefore determine S, using Equation 2.14 by setting
q = K,,(S,,) in this case. Unsaturated conditions can have quite some impact
on the thermal front velocity.

For the modeler, it is important to know whether thermal macrodis-
persion dominates over heat conduction, or whether heat conduction
dominates over heat advection. In the first case, the ratio between dis-
persive and advective heat fluxes can be expressed by the dimensionless
number

thermal dispersive flux _ B,C, g

flux by heat conduction A (2.99)

m

Depending mainly on the longitudinal macrodispersivity and the Darcy
flux values, the ratio indicates dominance of the respective term. The sec-
ond case is described by the thermal Peclet number (Equation 2.83). For
Pe, >> 1, heat advection effects dominate over heat conduction. However,
for very small flow velocities with Pe, << 1, the heat transport Equation
2.92 reduces to the heat conduction equation:

oT
m§=V-[7»mVT]+Pt (2.100)
It can be written in the form of a diffusion equation (Carslaw and Jaeger
1959):

%=V-[DtVT]+Pt (2.101)
where D, is the thermal diffusion coefficient (scalar) with D, = /C....
Characteristic quantities of thermal propagation, therefore, depend on
the thermal Peclet number Pe,. For very small Pe,, the coefficients A, and
C,, are needed. Characteristic parameters for larger Pe, numbers are the
specific flux field q(x, #) (Darcy flux), the thermal capacity ratio C /C,,
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and the thermal diffusivity tensor D,. The latter is typically dominated by
macrodispersive effects characterized by the longitudinal and transversal
macrodispersivities §; and p;. The ratio C,/C,, is about 1.8 for granular
aquifers. The thermal conductivity of porous materials A, is still needed to
express boundary fluxes.

2.1.2.5 Initial and boundary conditions

The initial condition for a heat transport problem consists of a specified
temperature distribution T(x, ¢ = 0) for the whole solution domain.

Boundary conditions for heat transport problems are essentially speci-
fied values of the temperature T at a boundary section By, a specified con-
ductive or convective—conductive heat flux through a boundary section B,
or B;. A further boundary consists of the outflow boundary B,. All these
sections are part of the boundary.

Specified temperature Ty, at a boundary section B, (first type or Dirichlet
boundary condition; Figure 2.10a) is expressed by

T(xp,,t) =Ty, (Xp,t); Xg, €B, (2.102)

An example for B, is the infiltration zone from a surface water body at
water temperature T; into the saturated or the unsaturated zone, or a bore-
hole heat exchanger (BHE) with specified temperature. Another example
is a soil surface with specified temperature. In this context, we have to be
aware that the temperature at the soil surface, that is, just within the soil,
is the result of a complex energy balance, taking into account input from
shortwave and longwave radiation and outflowing longwave radiation (see
Section 1.2.1), as well as fluxes into the ground caused by BHEs. Moreover,
evaporation and transpiration effects occur as well as convective interac-
tions with air and vapor flow close to the soil surface. Taking the result-
ing soil surface temperature, based on measurements, leads to a simplified
formulation of the complex situation. It can be estimated using the relation
with air temperature, as indicated in Section 1.2.1.

Specified conductive heat flux j, , (normal component) through a bound-
ary section B, requires (second type or Neumann boundary condition;
Figure 2.10b)

l.n(XBzat)=_7\‘n(aa;1;) =i2,n(XB27t); xg, €B, (2.103)
B,

The flux j, is the thermal flux in the normal direction to the boundary
surface, which is oriented from the solution domain to the outside. This
means that for positive temperature gradients, it represents a thermal flux
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Porous medium - ...

_ Porousmedium’. , 1,

Figure 2.10 Thermal boundary conditions (schematic). (a) Surface water body with
prescribed temperature, B;; (b) specified conductive flux boundary, B,;
(c) temperature profile for solid material in contact with an outside fluid;
(d) specified advective-conductive heat flux boundary, B;.

out of the solution domain. An example for B, is a zone of specified conduc-
tive heat flux through the aquifer bottom, for example, by geothermal heat
flux. A thermally insulating boundary is obtained by setting the condition
jl,n = 0'

For solid materials (e.g., solid wall) in contact with an outside fluid
(e.g., air, or water), a mixed type (or third type or Cauchy boundary con-
dition) is often applied, similar to Figure 2.10b and ¢ (e.g., Grober et al.
1955):

jn(XBz,t)z—kn-(aaz;] :oct-(T(sz)—TBz); xp, €B, (2.104)
B,
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where Tj, is the temperature of the fluid outside of the thin thermal bound-
ary layer close to the boundary, and «, is the heat transfer coefficient
(W K-' m=2). The latter coefficient depends on the flow conditions and state
of the fluid.

Specified advective—conductive heat flux /; , (normal component) through
a boundary section B; requires (third type or Cauchy boundary condition;
Figure 2.10d)

. oT .
/n(xB3,t)=qn<T—To)—xn(MJ = jun(Xpst); Xy, €B, (2.105)
B3

An example for B; is an inflow face of an aquifer with specified advective—
conductive heat flux, or the borehole surface of a heat exchanger system
where the heat flux is given. The role of the advective heat flux of infiltrat-
ing water is discussed in Kollet et al. (2009).

A further type of boundary condition concerns the heat flux through
the groundwater outflow face of an aquifer (aquifer section B,). The usual
assumption of the heat insulation condition (dT/on) = 0, where 7 is the nor-
mal direction to the outflow face, is often considered as unsatisfactory. An
alternative is the establishment of the so-called transmission boundary con-
dition, as sometimes used in solute transport models. The condition requires
that the temperature gradient across the outflow boundary remains constant.
This condition can be fulfilled in an approximate manner in numerical mod-
els by setting the dispersivity values to zero in the boundary cells.

In this context, we may pose the question about the adequate thermal
boundary conditions for technical systems for the thermal use of aquifers.
In the case of open systems with a defined inflow rate and temperature,
the total inflowing borehole heat flux J,, (W) (heat load) is specified. The
specific heat flux can be related to a unit borehole length or borehole area.

For closed systems with BHEs, the steady-state total borehole heat load
Joe (W or J s71) is usually calculated using the mean temperature T; (K) of the
circulating fluid, the mean borehole surface temperature T, (K), the length
L (m) of the exchanger system, and a thermal borehole resistance R, (K W-!
m™) as follows (e.g., Lamarche et al. 2010):

L(I; - Ty)

2.106
R, ( )

]bt=

Various authors have proposed analytical and empirical approaches for
the determination of the thermal borehole resistance (Lamarche et al. 2010;
Wagner et al. 2013). The thermal resistance R, depends on the specific geo-
metrical configuration of the heat exchanger system (like vertical single
U-tube borehole embedded in grouting material; Figure 1.8), the thermal
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conductivity of soil, pipe, and borehole grouting material. Advective ground-
water flow is usually disregarded. However, a recent study by Wagner et al.
(2013) shows how groundwater-influenced thermal response tests (TRTs)
in grouted BHEs with Darcy velocities > 0.1 m day™' can be analyzed. The
latter is comprehensively discussed in Chapter 6. Based on Equation 2.106
and depending on the mode of operation of the heat pump system, a speci-
fied borehole temperature or a specified heat flux at the borehole may be
appropriate boundary conditions for the heat transport model. As pointed
out by Wang et al. (2012), the thermal performance of heat exchanger sys-
tems in aquifers with groundwater flow may be strongly increased. They
concluded from their case studies that the enhanced effect of the groundwa-
ter flow depends greatly on the amount, thickness, and depth of aquifers.
The effect will mainly affect the mean borehole surface temperature T,.

2.1.2.6 Concepts for BHEs

In order to implement the specific design of BHEs (single- or double-U-tube,
coaxial BHE) into numerical models, various mathematical methods have
been proposed. Since a detailed modeling of the complex three-dimensional
BHE-aquifer systems including all processes in the inflowing and outflow-
ing tubes and inside the borehole is cumbersome and time-consuming in
practical applications, various concepts have been proposed in the past.
Nevertheless, detailed numerical analyses have been performed for com-
parison and test purposes.

Consider a single U-tube configuration according to Figure 2.11. Both
legs of the U-tube exhibit a different mean temperature within the tube,
Ty (z, t) and Ty (z, t). The temperature at the borehole surface is T, (z, ?)

Outflow tube
Tﬂ(z,t)

Inflow tube
Tﬂ (z,t)

Borehole surface

Grouting
Tb(z,t)

Figure 2.11 Single tube configuration with inflow and outflow tube. Schematic cross sec-
tion at level z along the BHE.
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neglecting axial temperature variation. The prevailing heat fluxes per unit
length increment Az are the heat fluxes from the borehole surface to each of
the tubes and the heat fluxes between the tubes.

A widely used concept consists of relating the heat flux from a cylindri-
cal borehole wall to one single pipe, which is embedded in grout material,
to the difference between the surface temperature of the borehole and the
temperature of the fluid circulating in the tube, together with a unit length
thermal resistance R, (see Section 2.1.2.5 and Equation 2.106). In the case
of pipe 1, the heat flux is

T -T;(z,
]1(“):(  (2,1) R: (2,2)) Az

(2.107)

where R,; (K m W-1) is the thermal resistance of pipe 1 including the grout-
ing, and Az (m) is a length increment along the borehole. The inverse of R,
is related to a heat transfer coefficient. The other fluxes J, and J,, are for-
mulated in a similar manner, with thermal resistance R, and R,,,. Equation
2.107 represents a two-dimensional concept in the plane normal to the axis
of the BHE, valid for a particular location z along a vertical BHE at time ¢.

For such a single U-tube configuration, Eskilson and Claesson (1988)
formulated the heat balance in both tubes as follows:

My _ I Ju_To-Ta Tu-Tp

c
PiciQs oz Az Az Ry R,
8’1}12 ]2 ]12 Tb - T‘fZ ’I‘fl - ’1}2
—p.c;O, "2 _ J2  J12 + (2.108)
Peci Oy 32 Az Az R, R,

where Q; (m? s™') is the pumping rate of the circulating fluid (heat carrier
fluid). Heat capacity effects of all materials within the borehole and heat
conduction in the axial direction are neglected. Equation 2.108 is valid
along the vertical borehole and represents a coupled differential equation
system. The initial condition is given by constant soil surface temperature
and constant geothermal gradient. The boundary condition of the system
is given by constant surface temperature and by specifying the inflow tem-
perature Ty (z = 0, t). The constant soil surface temperature and the con-
sideration of further boreholes are considered by using the superposition
principle. The two pipes are connected at the bottom of the borehole, thus
requiring equal temperature there. The term on the left-hand side in both
equations denotes the rate of change of heat within the pipe per unit length
of pipe due to heat advection within the pipe. The terms on the right-hand
side are the heat fluxes from the borehole wall to the pipes and the heat flux
between the pipes. All these heat fluxes are taken as quasi-steady fluxes,
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thus disregarding heat capacity effects within the borehole. Therefore, the
timescale has to be larger (Eskilson and Claesson 1988) than the timescale
for thermal diffusion in the borehole and larger than the time needed for
exchanging the fluid mass in the pipes:

5w 2H
- + -—r
Dt Qf

where 7, (m) is the radius of the borehole, 7, (m) is the radius of the pipes,
D, is the thermal diffusion coefficient, and H is the length of the BHE. The
total heat flux along the borehole can be expressed by

At > (2.109)

T,-T, T,-T,
](z,t>=( b_—fly b “JAz (2.110)
° Rtl RtZ

This heat flux along the borehole has to be coupled with the global heat
transport outside the borehole.

Analytical solutions to equation system 2.108 are presented by Eskilson
and Claesson (1988). The solution for Tj(z, t) and T, (z, t) are related to
the inflow temperature Ty (z = 0, t) and outflow temperature T,(z = 0, ?)
of the fluids in the two pipes and the temperature profile T,(z, ) along the
borehole. The temperature Ty, (z = 0, t) yields the outflow temperature from
the BHE.

Zeng et al. (2003) developed analytical solutions for the temperature
profiles in the legs of single and double-U-tube BHE. They assumed that
the borehole wall temperature T, is invariant along the borehole depth but
may change over time. Solutions (depending on T), T,, and T;) were devel-
oped for various combinations of the double U-tube for parallel and serial
configurations.

Yang et al. (2009) combined the outside and inside regions of single
U-tube configuration in an iterative manner. For the outside region, they
used a cylindrical source model (Section 3.1.4).

For the single, double U-tube, and the coaxial tube configurations,
related mathematical models were formulated by Diersch et al. (2011).
They included transient heat storage, as well as thermal dispersion within
the pipes. Still the thermal resistance concept is adopted. The grout mate-
rial zone was subdivided into two (single U-tube) and four (double U-tube)
subzones with corresponding grout temperatures. For quasi steady-state
heat flux within the borehole, they provided analytical solutions analo-
gous to Eskilson and Claesson (1988). According to Diersch et al. (2011),
the analytical solutions strategy in the overall solution is highly efficient,
precise, and robust. However, it is restricted to long-term processes, with
timescales of the order of hours. They usually consider this limitation of
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the analytical method to be irrelevant for real BHE applications, where
the thermal process scales are measured in days and years. If finer tem-
poral resolutions are required, a numerical treatment of the transient sys-
tem, which is embedded in their finite element formulation for the aquifer,
is feasible. Bauer et al. (2011) developed thermal resistance and capacity
models for different types of BHEs. By considering the thermal capacity of
the grouting material, a higher accuracy can be reached in transient simu-
lations. This can be important, for example, in the case of TRTs. Bauer
et al. (2011) checked their model against simulations using fully discretized
finite element models. Zarrella et al. (2011) also extended the model for
double U-tube configurations by considering thermal capacity of the grout-
ing material in order to account for short-term analyses.

The unit length thermal resistance R, depends on the geometrical con-
figuration of the BHE, the thermal conductivity of the grout and pipe wall
material, and heat conduction as well as heat convection effects within
the pipe. It can be determined experimentally, empirically, or numerically
or by analytical approximations. A review of thermal resistance formula-
tions for the example of single U-tube configurations is given by Lamarche
et al. (2010). Analytical expressions for the thermal resistance of single
and double U-tube and coaxial configurations can be found in Diersch et
al. (2011). Hellstrom (1991) and Claesson and Hellstrom (2011) developed
the so-called multipole method to evaluate the thermal resistances between
the heat carrier fluid in the pipes of the borehole and the immediate vicin-
ity of the surrounding ground. Sagia et al. (2012) concluded from their
numerical analysis that the borehole thermal resistance decreases as the
spacing between GHE pipes increases, and that a rise in the thermal con-
ductivity of the grout material leads to a decrease in the borehole resis-
tance. Furthermore, a decrease in the pipe’s diameter enables a decrease in
the thermal resistance between the heat carrier fluid and the ground, and
a small value of borehole thermal resistance is desirable in order to achieve
a high performance of BHE systems. Based on their analytical model and
Hellstrom’s (1991) multipole solution for the thermal resistance, Zeng et al.
(2003) expressed the effective borehole resistance. Their calculations show
that the double U-tube boreholes are superior to those with the single U-tube
with respect to the overall thermal resistance and that double U-tubes in
parallel configuration show better performance than those in series. Jun
et al. (2009) compared several thermal resistance models with data from a
field study in Shanghai (China). They found that in their case, short-term
thermal resistance is about 76% of the long-term resistance. Line-source
and cylindrical source theory were successful as long as the thermal pro-
cesses were conduction dominated. Based on a two-dimensional numeri-
cal analysis, Sharqawy et al. (2009) developed a correlation to express the
effective borehole resistance, which deviates from current semianalytical
models.
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Marcotte and Pasquier (2008) showed in their numerical analysis that
the thermal resistance in borehole thermal conductivity tests is overes-
timated when using the usually applied average temperature of the fluid
entering and leaving the ground. They instead proposed a new estimator
they termed “p-linear” using temperature variations to a power of p— —1.
The proposed p-linear average is

p+1 )

p) (2.111)
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Sutton et al. (2003) developed a new ground resistance model for vertical
BHEs with groundwater flow.

2.1.2.7 Coupling thermal transport with hydraulic models

In the case of strong variability of water density and viscosity, due to tem-

perature fluctuations, the water flow and the heat transport equations have

to be solved simultaneously in a coupled manner, because temperature

changes, in general, affect water flow processes via temperature dependence

on water density and viscosity. The related phenomenon of density-driven

flow is thermal convection in porous media (e.g., Nield and Bejan 2006).
Considering the flow Equation 2.24 for saturated aquifers:

oh oT T
S T obr = = V[ K, (T)(Vh, +bTVz-(T—T0))]+pW—()w (2.112)

w,0
and the heat transport Equation 2.92:
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It becomes evident that the head 4 (x) and the flow field q(x) are tem-
perature dependent and exhibit possible density effects, which in turn are
used to evaluate heat transport. Nonlinearities exist in the temperature-
dependent hydraulic conductivity K, (x, T) and the water density p(x, T).

For small density differences, the flow and the heat transport equations
can be solved in an uncoupled, sequential manner.

Another type of coupling occurs at the soil surface. Parlange et al. (1998)
demonstrated the importance of advective water vapor transport to the mass
and energy balance of diurnally heated soil surfaces of field soils. This flux
arises from the expansion and contraction of the soil air due to heating and
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cooling over the day. Their analysis requires a coupled unsaturated water flow
and a heat transport model that takes water vapor flux into account.

2.1.2.8 Two-dimensional heat transport models

The heat transport equation for shallow regional aquifers can be obtained
by vertically integrating the three-dimensional equation according to the
hydraulic case described in Section 2.1.1.2. The corresponding control vol-
ume extends, again, from the aquifer bottom to the water table accord-
ing to Figure 2.6. Besides the horizontal thermal fluxes, the vertical fluxes
through the bottom face and the top face of the control volume also have
to be taken into account. These fluxes consist of the heat conduction flux
through the bottom face and both the heat conduction and heat advec-
tion fluxes through the top face. However, because the fluxes through the
top face will be highly transient over the year and difficult to express in
detail, they might be represented in a simpler manner by considering yearly
average conditions. Under these assumptions, steady-state heat transport in
shallow regional aquifers (Figure 2.12) can be approximated by

C P, l b jvertto
V(D VT)-—=2V-(qT - vert,oot P — 0 2.114
(DY) ' a )—i_mcm-l—mcm+mCm ( )

The parameter m is the aquifer thickness. The vertical thermal flux
through the bottom face might be directly specified, possibly by the geo-
thermal heat flux. The specific vertical thermal flux through the top face
of the control volume can be approximated by linear expressions for the
related conductive and advective fluxes:

/Vert,top(x’y’t)

Well
Water tabl L
ater table 3 f b
v . '
4 > cv m
T(x,3,2)
v

]vert,b0t<x'y’ 2

Figure 2.12 Schematic cross section through a shallow, extended unconfined aquifer,
with control volume (CV) extending from aquifer bottom to the water
table; thermal conditions.
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where A, is an effective thermal conduction, expressing the thermal con-
ductivity structure between soil surface and mean level of the saturated
zone. The total thermal transfer distance therefore consists of the depth f
to groundwater, and half the aquifer thickness, that is, 72/2. The advective
term depends on the mean (natural) recharge rate N (accretion rate, volume
per unit area, and unit time).

Assuming, for example, an effective vertical thermal conductivity of
Mere =2 W m K-, a depth to groundwater f of 5 m, an aquifer thickness m
of 10 m, and a AT of 3 K, the related vertical conductive heat flux is j_, .4 =
0.6 W m~2. The vertical advective heat flux j 4, on the other hand, is for
a mean recharge rate of 1 mm day! and the same AT, j,4, = 0.15 W m~2.
Therefore, vertical flux by heat conduction is dominant in this example.

2.1.3 Integral water and energy balance
equations for aquifers

Integral balance equations for water and heat represent interesting tools for
assessing and identifying the most important contributors in the context
of the thermal use of shallow aquifers. However, in general, they do not
replace the formulation of mathematical models, as described in Sections
2.1.1 and 2.1.2. Consider an aquifer domain D with saturated and possibly
unsaturated zones. An integral water balance relates the rate of change of
water volume within the domain D to all water fluxes in and out of it:

Mw_in Mw_out
Wes ¥ 00> 0l 2.116)

i i

where V(¢) (m?) is the water volume within the aquifer domain D, O ,(t)
(m3s71) are the inflow rates, Q, ,..(f) are the outflow rates (<0), and M, ;, and
M,, o are the number of the inflowing and outflowing water flow compo-
nents, respectively. A schematic example for an unconfined aquifer is shown
in Figure 2.13. Hydraulic inflow and outflow rates Q, can be listed as follows:

e Inflow Q, i,(¢) from surface water bodies, like rivers and lakes

e Outflow Qy, ,.(t) from groundwater into surface water bodies

e Inflow O, pjenisn(?) from distributed natural replenishment at soil sur-
face contributing to aquifer recharge

e Inflow Q,, i,(¢) through inflow into the aquifer from upstream
regions, and lateral boundaries, including the aquifer bottom into the
saturated or unsaturated zones of D
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Figure 2.13 Hydraulic inflow and outflow rates for a schematic unconfined aquifer.

e Outflow Oy, ,.(t) from the aquifer into downstream regions, and
from lateral boundaries including the aquifer bottom

* Water injection (inflow) Q;,i..(t), for example, by recharge wells, or
infiltration by leaky sewers, or infiltration of roof water, or infiltra-
tion for thermal use

e Water abstraction (outflow) Q,.r.c(t), for example, by wells for
drinking or process water use, or for thermal use

Note that inflow is positive and outflow is negative.
The development of the integral water volume in the aquifer over time
can be formulated as follows:

My in w out

Vo (6) = Vi ) + ZIQ L0dre Y JQ, o (2.117)

=1 ty

where V, is the initial water volume in the aquifer. In the long run, neglecting
water volume changes for large values of time ¢, the water balance is simply

w in w out

ZQ at X, O =0 (2.118)

=1

where Q. are time-averaged rates, with
= 2.119
0=, j o 2.119)
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The rates Q,(t) have to be determined or estimated based on measure-
ments or by modeling. The replenishment rate, for example, is calculated
based on precipitation measurements minus modeled evapotranspiration
(e.g., after Allen et al. 2006) and minus surface runoff. The flow from or
into surface water bodies, with all the interactions between surface water
and aquifer, is, in general, difficult to assess and usually requires two- or
three-dimensional modeling using a calibrated groundwater flow model.
Since we are primarily interested in average flow rates Q,, a steady-state
model using time-averaged boundary conditions may be sufficient. The
same holds true also for the lateral outflow rates from an aquifer, while
inflow rates may be assessed by measurements and hydrological models.

An integral heat balance within the domain D can be formulated in a
similar manner:

ME _in ME_out

dE
@™ 2 el D Tt (2.120)
The balance equation relates the total energy E(t) within the domain D
to the heat fluxes J; ;,(¢) and J; ,.(¢) (W) in and out of the domain. M ;, and
Mg . are the number of the inflowing and outflowing heat flow components,
respectively. Schematically, the heat fluxes are included in Figure 2.14. The
inflow and outflow rates J,(2) comprise, in principle, advective heat flow rates
based on the prevailing water flow rates, supplemented by conductive heat
flow rates. The heat flow rates can be listed as follows:

e Advective heat inflow rate ], ;,(¢) from surface water bodies, like
river and lakes

Building
Surface Heat ]abstract ]replenish ]cond,soil
water pump A Tyt
;\T/ Sewer = A Thas A
v 4 \—r' >

Jcond,soi cond,soi
B ERN PR A I NN ¢ R A

=

]lat,out

—+ ]S\X/,in ]constr,in ]inject ]cond,basement
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Figure 2.14 Thermal inflow and outflow rates for a schematic unconfined aquifer.
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e Advective heat outflow rate J, ,,.(¢) into surface water bodies

* Advective heat inflow rate J,.jnioh(t) from distributed natural replenish-
ment at soil surface or net loss due to areal evaporation or transpiration

e Advective lateral heat inflow rate ], ;,(¢) from upstream regions, or
through lateral boundaries and the aquifer bottom into the saturated
or unsaturated zones of domain D

e Advective lateral heat outflow rate J,,, ,.(t) into downstream regions,
or through lateral boundaries and the aquifer bottom into the satu-
rated or unsaturated zones of domain D

e Advective heat inflow [ .. in(f) from technical constructions (e.g.,
sewers, or infiltration of roof water, or from parking lots)

e Advective heat outflow J ., ou(£) into constructions, like sewers

* Advective heat injection (inflow) [ ..(#) from injection of heat by
thermal use

* Advective heat abstraction (outflow) ], ace(f) from injection of heat
by thermal use

e Conductive heat flow (inflow) J...4 «i(2) through the soil surface into
the domain D

e Conductive heat flow (inflow) J.o.4 1aerai(f) through the lateral bound-
aries and the bottom of the aquifer, into the domain D

e Conductive heat flow (inflow) J .4 consee(t) from technical construc-
tions (like sewers, or pipelines) into the domain D

e Conductive heat flow (inflow) J..d pasement(f) from the basement of
buildings into the domain D

e Heat injection (inflow) by BHEs, Jpyg ia(2)

e Heat extraction (outflow) by BHEs, Jpygp o)

The long-term heat balance for the domain D, neglecting changes in energy
storage within the aquifer for large values of time #, reads

M w_in M

w_out

Jin= O T on=0 (2.121)

i=1 i=1

where J; are time-averaged rates, with

=t J.],-(t)dt (2.122)

t—t,

The heat flow rates J,(t) or directly J; have to be calculated or estimated,
again, using measurements and models, and the water flow rates are as
determined above. The question of reference temperature T, may be raised
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in this context. One possible reference temperature T, may be the average
temperature T, at the soil surface.

surface

2.1.3.1 Rough estimation of the potential of an
unconfined shallow aquifer for thermal use

A simplified heat balance can be obtained by considering long-term changes
relative to a reference temperature T, and considering mean temperatures
T, in shallow aquifers (saturated zone). Choosing the average temperature
T, t.cc at the soil surface as reference yields a relative temperature T'(x, ?) =
T(X, t) = T, taces Where T is the aquifer temperature. We further assume that
the average temperature of surface water bodies is at the same reference
temperature. With the relative temperature T’ = 0 at the soil surface, and

nd

Jreplenish» and possibly also the lateral component J,,, ;,, may vanish depend-
ing on the thermal conditions. Furthermore, if the geothermal heat flux, as
well as lateral heat advection, is neglected and no thermal use of the aquifer
takes place, the groundwater temperature T, will also be at the relative
temperature T’ = 0. Now, we increase T, by AT due to thermal use, for
example, due to the injection of warm water. A decrease (AT < 0), on the
other hand, will be obtained by the injection of cold water. For an increase
of AT by the net heat fluxes from thermal use of groundwater Jiyccrs Jabstracts
and [y, the steady-state heat balance, neglecting conductive lateral heat
fluxes, is

in the surface water bodies, the advective heat flow components

sw_in a

] sw_out + ] lat_out + constr_out + cond_soil + ] cond_lat

+ ]condfconstr + ]condfbasement + ]thermalfuse =0 (2 123)

Again, note that inflow is positive and outflow is negative.
The potential heat flux ], for optimal thermal use can be expressed by

]pot = ]thermal_use (2 .124)

The outflowing heat flux from surface water bodies Jg, oue> as well as Jia ous
can be calculated based on the water outflow rate, for example, by model-
ing. Note that the sign of these rates depends on the sign of AT. For exam-
ple, for AT < 0, the advective heat outflow rate is negative. Heat flow from
outflow into constructions J ... our OF Jeond conse Might be small and can be
roughly estimated. Lateral conductive heat transport J .4 . may diminish

with time due to temperature equilibrium with the neighborhood of the
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aquifer. Vertical conductive heat flux J .4 i from the soil surface to the
aquifer (see Figures 2.13 and 2.14) can be roughly estimated by

T;urface B Tgw -AT

] cond_soil = Asoil}\‘eff m = Asoil}\'eff 7N
%) (

- (2.125)
f+2)

soil soil

where M. is the effective thermal conductivity for the section between soil
surface and the mean level of the saturated zone, and A, is the surface
area of the soil within the aquifer. It includes sealed surfaces. In a similar
manner, the vertical conductive heat flux | from the basements of

cond_basement

buildings to the aquifer can be approximated by

T —T
] cond_basement — Abasementx’vert % (2 . 126)
basement

where A, ,men: 1S the integral area of basements from buildings.

Hotzl and Makurat (1981) and Menberg et al. (2013b) presented an
example for a regional heat balance of an urban environment.

Consider an illustrative, simple example with a total area of 17 km?,
soil area A,; = 14 km?, mean distance of the soil from the aquifer d = f +
m/2 =12 m, and a total outflow rate of 0.7 m3s-!. Vertical conductive heat
flux J.ong son from soil surface to the aquifer gets 7.0 MW, using an effec-
tive thermal conductivity of 2.0 W m~'K-! and a given temperature reduc-
tion of AT = -3 K. The vertical conductive heat flux from basements, with
mean d =f+ml2 =10 m, Apyiemen = 3 km?, and Ty gemen— T = 6 K,

—basement ~

is 3.6 MW. The heat outflow rate J, ., is —8.8 MW. Neglecting further
heat fluxes results in a potential heat flux for maximum thermal use on the
order of 19 MW. Of course, the energy potential provided by the reduction
of the groundwater temperature, which can be accomplished only once, is
additive (about 1700 T]J). A similar calculation can be performed for AT > 0
(injection of warm water).

Keep in mind that the performance ], is a theoretical value, which is dif-
ficult to achieve in practice because of the interaction by many single ther-
mal installations. More realistically, we may introduce an energy utilization
factor, which denotes the fraction of the theoretical heat flux that is feasible
to harness. This utilization factor is typically expected to be smaller than
0.5 (Zhu et al. 2010). Nevertheless, the potential heat flux ,,, provides an
upper limit of the long-term potential for thermal use. Preferably the heat
flux calculations are performed sector-wise to take into account mainly the
variability of f and m within the total area.
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2.2 THERMAL PROPERTY VALUES

2.2.1 Heat capacity and thermal conductivity values

The specific heat capacity ¢ of a material (pure material like water or solid
material) is defined as its increase (or decrease) in heat (energy) due to a unit
increase (or decrease) in temperature, related to unit mass. Commonly used
units are ] kg K-' or W s kg™ K-'. An overview on the specific heat capacity
of various minerals can be found in Waples and Waples (2004a,b) and Clauser
(2011a). It can also be expressed as volumetric heat capacity C (also for mix-
tures, like soils) with commonly used units ] m=> K- or W s m=3 K-1. The
volumetric heat capacity C,, for soils or aquifers with porosity ¢ and water
saturation S, can be calculated using Equation 2.46. Similarly, the effective
heat capacity of material with multiple components such as different miner-
als in soil is obtained by the volume-weighted mean of the individual frac-
tions. Typically used values for thermal capacity of water, pure materials, and
porous media from the literature are shown in Tables 2.1 through 2.6.

Table 2.2 Density, specific heat capacity, and thermal conductivity of water

Density @ Specific heat capacity Thermal conductivity®

Temperature (°C) P, (kg m3) ¢, (J kg ' K') Ay (Wm'K)
0.1 999.84 4217.0

5 999.97 0.5675

10 999.70 4190.6 0.5781

I5 999.10 0.5881

20 998.21 4156.7 0.5975

25 997.05 4137.6 0.6064

30 995.65 41172 0.6147

a2 CRC20I1I.
> Ramires et al. 1995.

Table 2.3 Volumetric heat capacity and thermal conductivity of soil for
various water contents

Soil 0,(mm?) A, (Wm'K')  C,(m3K')

Sandy soil (¢ = 0.4) 0 03 1.28 x 10¢
0.2 1.8 2.12 x 106
04 22 2.96 x 10¢

Clay soil (¢ = 0.4) 0 0.25 2% 10¢
02 118 3.10 x |06
0.4 1.58 5.76 x 106

Source: After Williams, PJ.and Smith,M.WV.,, The Frozen Earth. Fundamentals of Geocryology.
Cambridge University Press, Cambridge, UK, 1989.
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Table 2.4 Density, volumetric heat capacity, and thermal conductivity range of
common aquifers and building materials

Material P (kg m) A Wm K) C.(Jm3K')

Clay, silt, dry 1800-2000 0.4-1.0 1.5 x [05—1.6 x 106
Clay, silt, saturated 2000-2200 0.9-2.3 2.0 x 10-2.8 x 10¢
Sand, dry 1800-2200 0.3-0.8 1.3 x 105—1.6 x 106
Sand, saturated 1900-2300 1.5-4.0 2.2 x 105-2.8 x 10¢
Gravel, blocks, dry 18002200 0.4-0.5 1.3 x 106—1.6 x 108
Gravel, blocks, sat. 1900-2300 1.6-2.0 2.2 x 108-2.6 x 10¢
Clay, siltstone 2400-2600 I.1-3.5 2.1 x 105-2.4 x 10¢
Sandstone 2200-2700 1.3-5.1 1.8 x 108-2.6 x 10¢
Marble 2300-2600 1.5-3.5 2.2 x 106-2.3 x [0¢
Limestone 2400-2700 2.5-4.0 2.1 x 105-2.4 x 10¢
Dolomite 2400-2700 2.8-43 2.1 x 108-2.4 x 10¢
Granite 2400-3000 2.14.1 2.1 x 10%-3.0 x 10¢
Bentonite 0.5-0.8 ~3.9 x |0®

Concrete ~2000 0.9-2.0 ~|.8x 108

Steel 7800 60 3.12 x 108

Source: After VDI-Richtlinie 4640. Thermische Nutzung des Untergrundes (Guideline
for thermal use of the underground). Verein Deutscher Ingenieure, VDI-Gesellschaft
Energietechnik, Germany, 2012.

According to Fourier, thermal conductivity A is the coefficient in the heat
conduction equation. It expresses the ability of a material (pure material
like water or solid material, or a mixture as present in soils) to conduct
heat. The commonly used unit is W m~! K-'. Typically used values for the
thermal conductivity of water, pure materials, and porous media from the
literature are shown in Tables 2.1 through 2.6. An overview on the ther-
mal conductivity of various rock material and minerals can be found in
Waples and Waples (2004a,b), Clauser (2011b), and Banks (2008). Various
models exist to express the heat thermal conductivity of soils or aquifers
(Section 2.1.2.2). At this stage, we would like to recall the arithmetic mean
model (Equation 2.54), the harmonic mean model (Equation 2.55), and
the geometric mean model (Equation 2.67) for the thermal conductiv-
ity for saturated aquifer material with porosity ¢. The coded functions
(MATLAB scripts) of Equations 2.54, 2.55, and 2.67 can be found at
http://www.crcpress.com/product/isbn/9781466560192 under the name
“Tcond_arithmetic.m,” “Tcond_harmonic.m,” and “Tcond_geometric.m,”
respectively. A comparison of the results from the three models for a chosen
porosity of ¢ = 0.25 is depicted in Figure 2.15. It shows that, as expected,
the arithmetic model represents the upper values and the harmonic model
represents the lower ones, while the geometric model lies in between.
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Figure 2.15 Comparison of the results from the three models “Tcond_arithmetic.m,”
“Tcond_harmonic.m,” and “Tcond_geometric.m.” (Modified after Woodside,
W. and Messmer, J.H., Journal of Applied Physics 32 (9), 1688—1698, 1961.)

Markle et al. (2006) characterized thermal conductivity of a sand and
gravel aquifer in Ontario, Canada, in detailed spatial resolution. They deter-
mined thermal conductivity values in a vertical two-dimensional profile by
(1) measuring the thermal conductivity of solids and the mineral composi-
tion, (2) measuring the volumetric water content using cross-hole ground-
penetrating radar, (3) evaluating several models for the effective thermal
conductivity, (4) calculating the distribution using the selected model, and
(5) simulating the thermal transport. The apparent thermal conductivity A,
ranged between 2.14 and 2.69 W m~' K-! with a mean of 2.42 W m~ K-,
They found that the heterogeneous thermal conductivity field results in an
increased thermal dispersion, which is most pronounced at the thermal front.
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Chapter 3

Analytical solutions

In general, flow and heat transport problems can only be solved analyti-
cally for special cases. Such cases are characterized as follows:

e Constant coefficients of the flow and heat transport equation and of
the boundary conditions and therefore homogeneous porous media
are assumed. In the case of heat transport, this usually means con-
stant thermal retardation or thermal velocity and constant thermal
diffusion and dispersion coefficients.

e The flow domain is sufficiently simple, for example, infinite, or radi-
ally symmetric.

¢ The initial condition is sufficiently simple, for example, constant, or
zero.

® The boundary conditions are sufficiently simple, for example, con-
stant, or zero.

If these conditions are met to some degree, analytical solutions are, in gen-
eral, preferable over numerical ones. Important applications of analytical solu-
tions are analytical approximations to complex situations, the determination
of parameters using experimental data, or the test of numerical solution meth-
ods, like the finite difference, the finite volume, or the finite element methods.

For heat transport, in general, analytical solutions are restricted to
closed systems. Nevertheless, analytical approximations are available for
both open- and closed-loop systems. There exists a long tradition in using
analytical solutions for groundwater flow, and mass diffusion, solute trans-
port, and heat transport problems in porous media and in fluids. In the fol-
lowing literature overview, we list a few representatives in the field of heat
transport in solid materials, saturated porous media, and groundwater.

Carslaw and Jaeger (1946, 1959) presented a large number of analyti-
cal solutions to the problem of heat conduction in solid materials. Many
of these solutions are used in the field of both water flow (exploiting the
analogy to piezometric head diffusion) and heat transport in groundwater.
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102 Thermal use of shallow groundwater

Ingersoll et al. (1948, 1954) presented a comprehensive theory and ana-
lytical solutions to the heat conduction problem with engineering and geo-
logical applications. Among other subjects, they treated the mathematical
problem of heat sources for heat pumps.

Domenico and Palciauskas (1973) offer analytical solutions to the steady-
state flow and heat transport problem in homogeneous rectangular vertical
regions using concepts from Toth (1963). The upper boundary condition is
a prescribed head condition that represents the water table. The lateral and
lower boundaries are impermeable.

Gringarten and Sauty (1975) investigated the transient temperature evo-
lution of a pumped aquifer during reinjection of water at a temperature
different from that of the native water. A horizontal aquifer of constant
thickness with impermeable bottom and top layers is considered. Flow is
assumed to be at steady state, thus neglecting the short transient period
during reinjection. Flow direction is arbitrary. Transient heat transport
is solved semianalytically for the curved stream channel between the two
wells, using the stream function concept and taking into account heat flow
from cap rock and bedrock. Results are given in dimensionless form.

Mercer et al. (1982) reviewed a series of analytical solutions for aquifer
thermal energy storage.

Uffink (1983) investigated the heat exchange between aquifer and adja-
cent aquitard layers. He developed simplified analytical solutions for
advective—diffusive heat transport in an aquifer close to injection wells for
transient and periodic conditions. Heat transport in the top and bottom lay-
ers is assumed to be vertical and conductive. For a thin aquifer, he adopted
Carslaw and Jaeger’s (1959) solution for one-dimensional, purely advective
heat transport and exchange with adjacent semi-infinite layers. The further
assumption for vertical temperature profiles in thin aquifers is referred to
as Lauwerier’s (1955) assumption. As already shown by Gringarten and
Sauty (1975), the approach is also valid for two-dimensional heat trans-
port if heat transport perpendicular to streamlines is neglected. Due to
the heat exchange, considerable damping of temperature changes may take
place. Uffink (1983) further shows that for periodic boundary conditions,
the thickness of the aquifer (typically thicker than a few meters) has to be
taken into account for the vertical heat exchange.

Giiven et al. (1983) derived analytical expressions for the temperature
distribution of a simplified aquifer thermal energy storage concept, taking
heat exchange at the soil surface into account. The system is restricted to
heat conduction processes in a cylindrical region.

A unified mathematical analysis and analytical solutions of heat and
mass diffusion problems were presented by Mikhailov and Ozisik (1984)
and Hafner et al. (1992).

Bundschuh (1993) formulated analytical models for the simulation of
periodic temperature variations in shallow aquifer.
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Lu and Ge (1996) developed an analytical solution for the vertical tem-
perature distribution in a semiconfining layer of an aquifer, in order to
investigate the effect of horizontal water and heat flow. Their solution is an
extension of the one-dimensional approach of Bredehoeft and Papadopulos
(1965).

Incropera et al. (2007) describe analytical solutions for a series of techni-
cal problems, like heat exchanger systems.

Yang and Yeh (2008) formulated an analytical model for the radial heat
transfer during the injection of hot water into a confined aquifer. Heat
fluxes in the underlying and overlying rock are restricted to vertical con-
ductive flux. Effects of heat dispersion are neglected.

Woods and Ortega (2011) formulated an analytical model to investigate
the thermal response of a line of standing column wells and compared sim-
ulation results with results from numerical simulations.

Furthermore, for borehole heat exchanger (BHE) systems, various ana-
lytical models have been developed in the past. Based on analytical solu-
tions of Eskilson and Claesson (1988) for BHEs and analytical expressions
of Hellstrom (1991) for the thermal resistance of BHEs (Section 2.1.2.6),
the software EED (Earth Energy Designer, current Version 3.16, BLOCON
2008) for the design of BHEs was developed. The software allows either
the calculation of mean fluid temperature in BHEs, which are embedded in
a medium with given properties (thermal conductivity, thermal capacity,
mean ground surface temperature, geothermal heat flux) for given ther-
mal load and BHE layout (diameter and length of borehole, type of BHE
configuration), or the calculation of the required borehole length for given
minimum and maximum temperatures of the fluid within the BHE. Further
alternative software tools are GLHEPRO (current version 4.0, 2007) or
EWS (Huber 2008, current version 4.0). Based on the cylinder source
theory, Nagano et al. (2006) developed a design and performance predic-
tion tool for ground-source heat pump systems. Lamarche and Beauchamp
(2007) presented an analytical solution for the short-term analysis of BHEs
with concentric cylindrical tubes. Based on numerical simulations, they
demonstrated that the solution is also a good approximation for the U-tube
configuration.

In the following, an overview of analytical solutions, relevant for the
assessment of the thermal use of shallow groundwater systems, is given. We
start with closed systems without local water withdrawal and reinjection,
which, contrary to open systems, do not modify the original flow field.
Thermal sources of the analytical solutions can be represented by a point
source, an infinite line source (ILS), or a finite line source (FLS). These are
shown schematically in Figure 3.1a through c¢. The temperature T is the
sum of the ambient temperature without thermal use T, and a decrease
(or increase) AT. The thermal velocity and the thermal diffusion/dispersion
coefficient are indicated by an index t.
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Figure 3.1 Thermal sources. (a) Point source in infinite aquifer with flow field g; (b) line
source in aquifer layer bound by insulating layers with flow field g; (c) FLS in
infinite aquifer with flow field g (schematic).
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3.1 CLOSED SYSTEMS

3.1.1 Instantaneous point source—
three-dimensional conduction

The three-dimensional differential equation for heat conduction with con-
stant coefficients, and without internal sources or sinks, is

2 2, 2
I _pyer—p, [9T 9T OT (3.1)
ot Jx~  dy” dz

where D, is the thermal diffusion coefficient with D, = A,/C,,. The initial
condition is T(x, y, z, t = 0) = T,. A quantity of energy AE (]) injected
instantaneously at the point (x,, ¥, z,) within an infinite three-dimensional
aquitard produces a temperature distribution T'(x, y, z, #) given by an instan-
taneous point source solution (Carslaw and Jaeger 1959):

T(xayazat) = TO +

AE = x) + (= y)* (2= 20)
8C._ (D) p[ 4Dt 2

In each coordinate direction x, y, and z, a bell-shaped temperature dis-
tribution is obtained. Accordingly, a negative injection corresponds to heat
extraction. The point source may correspond to a small portion of a heat
exchanger. Note that the initial temperature at the source location is infi-
nite. This is due to the idealized condition of finite energy in a point.

3.1.2 Moving point source—three-dimensional
conduction and advection

The three-dimensional differential equation for heat conduction and advec-
tion with constant coefficients, without internal sources or sinks, and for
uniform groundwater flow in x-direction is

oT o°T o°’T o°T oT
i D, ) + Dy o + Dy FRIL

(3.3)

The initial condition is T(x, y, z, t = 0) = T;,. The coefficient D ; (m? s-!)
includes both thermal diffusion and dispersion. The moving point source
with source strength | = dE/d# (W) at a point located at (x, yo, 2,) within
an infinite three-dimensional aquifer corresponds to the problem of a point
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source moving in the x-direction in an aquifer with zero flow (Carslaw and
Jaeger 1959) with the temperature

t
— _ . _n\)2
T(x,y,2,t) =Ty + J X J‘exp{_((x Xo—, - (t—t'))
8C,(n°DyD:) 9 D,
2 2
L =30 + (2= 2) (S R B
D, 4.t-t") | -t

(3.4)

The evaluation of the integral can be performed numerically. The tem-
perature at the source location is infinite. The continuous point source may
correspond to a small portion of a heat exchanger with continuous heat
injection/extraction. In this case, the temperature has to be taken at the
borehole wall, thus representing an approximation to the real situation.

3.1.3 ILS—two-dimensional conduction

Assuming the BHE as a vertical line source at location (x,, y,) with infinite
length along the vertical (z,) direction, we integrate Equation 3.2 along
an infinite line, —e0 < z, < oo, in order to get the instantaneous line source
(Carslaw and Jaeger 1959):

T(xay,zat) :TO +

I _ 2 _ 2 _ 2
LHM exp _(x Xo)” (¥ =) +(2—2) dz,
8C,, (nD,t) 4Dt

(3.5)
where AE/H (] m™) is the heat energy per unit length of the borehole of

length H (m), which is extended to the whole infinite length of the borehole
of the model. Solving the previous integral results in

AE/H (x =) +(y—1y,)*
T =T - 3.6
(xayat) 0+4TE7\, texp( 4Dtt ( )

m
Integrating Equation 3.6 from 0 < ¢’ < ¢, we get the continuous line source

! 2 ’
du B r dt
4m,, ) EXP( 4Dt(t—t')J(t—t’) (3-7)

T(xay’t) :TO +
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where q,, = J/H = (dE/d#)/H (W m~) is the heat flow rate per unit length of
the borehole and 72 = (x — x,)? + (y - v,)? is the radial coordinate. Introducing
the dimensionless variable # = ¥2/4D (¢ - t') and the term d¢'/(¢ - ¢') = du/u
results in

Ty =T+ 22 [ explou
4, u
72 1(4Dyt)

Moreover, making use of the definition of the exponential integral
~Eit-x)= e du (3.9)
u

the solution for the ILS can be expressed as follows:

e r
T t)=T,——"—Fi| - 3.10
(xay) ) 0 4T|:7Lm 1( 4DttJ ( )

In hydrological literature, the function -Ei(-x) is also known as the well
function W(x). Equation 3.10 is, in particular, applicable for the evaluation
of short-term geothermal field experiments such as thermal response tests,
which usually last from 12 to 60 h (Signorelli et al. 2007). Introducing
the dimensionless temperature rise ©® = 4xA AT/(J/H), where AT = T - T,,
the dimensionless radial coordinate R = #/L, where L is the length scale of
interest, and the Fourier number Fo, which can be interpreted as dimen-
sionless time, with

Fo = D #/L.2 (3.11)

we can express Equation 3.10 in dimensionless form as follows:

RZ
Oy = —Ei[—‘%} (3.12)

The instantaneous and the continuous ILS models can be directly applied
for a thin BHE sufficiently far away from the upper and lower ends of
the BHE. Moreover, it can be applied for a finite soil layer of thickness H
(length of the BHE), which is limited by a thermally insulating top and bot-
tom layer (Figure 3.1b).
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108 Thermal use of shallow groundwater

Based on the infinite line-source model and the thermal load of a BHE
system, Michopoulos and Kyriakis (2009) developed and evaluated a model
to predict the temperature at the exit of a vertical ground heat exchanger.

The coded function (MATLAB script) of the ILS model (Equation 3.10)
is listed as T_ILS.m. It can be found at http://www.crcpress.com/product/
isbn/9781466560192. A program to visualize the two-dimensional tem-
perature field response for a single borehole with a continuous heat flow
rate is available as closedsys.m. As an example, Figure 3.2 shows the radial
temperature propagation after 90 days of operating a BHE with specific
heat extraction g, = J/H of 50 W m-!.

Solutions to the ILS model for the time-dependent heat input function of
a group of BHEs can be obtained by applying the superposition principle
over all BHEs and over a series of time increments. Figure 3.3 shows the
seasonal heat input defined by a cosine function as

]BHE(x = O) t) = ]amplcos((x - (‘Ot) (3'13)

for o = 0 (phase shift) and the heat input amplitude J,,,,, = 62.8 W m-!. The
symbol o (s') is the angular frequency, where o = 2n/t with the length of
the period .
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Figure 3.2 (See color insert.) Temperature field for a single BHE with constant
energy extraction after 90 days. ILS model (g, =J/H =50 W m™', T, = 10°C,
D.,=9x 107 m?s™).
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Figure 3.3 Seasonal cosine heat input function (example).

The temperature field of interacting boreholes is calculated by summing
up the temperature response of individual BHE:s:

AT:EATi (3.14)

where N denotes the number of BHEs. A MATLAB program to visualize a
two-dimensional temperature field response for multiple boreholes is listed as
closedsys_mBHE.m. Figure 3.4a through d shows the seasonal heat input and
temperature maps for the times 10.0, 10.25, 10.5, and 10.75 years after the
operation began. The system has almost reached quasi-steady state. The geo-
metric arrangement and operation mode adjustment in low enthalpy geother-
mal fields for heating was studied by Beck et al. (2013) using similar models.

3.1.4 Infinite cylindrical source—
two-dimensional conduction

For cases in which the radius of the BHE (r,) is important, the source is
considered as a cylindrical surface and the heat flow rate is applied at r =
7o. Ingersoll et al. (1954) presented the following equation:

dw I 87[32]:0_1 dB

T(x,y,2)="T, + " ) BB+ YB) X[Jo(RB)Y(B) = J1(B)Yo(RB)] 5

BZ
(3.15)

where R = 7/r, (L = r,) is the dimensionless cylindrical radius. The functions
Jo and J, are Bessel functions of the first kind and of orders zero and one,
whereas Y, and Y, are Bessel functions of the second kind of orders zero
and one. Equation 3.15 is difficult to evaluate. A simpler expression can be
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Figure 3.4 (See color insert.) Heat exchanger group 3 X 3 calculated with ILS model
with seasonal cosine heat input. (a) Map after 10.0 years; (b) 10.25 years;
(c) 10.5 years; and (d) 10.75 years.
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Figure 3.4 (Continued) (See color insert.) Heat exchanger group 3 % 3 calculated
with ILS model with seasonal cosine heat input. (a) Map after 10.0 years;
(b) 10.25 years; (c) 10.5 years; and (d) 10.75 years.
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derived by expressing the line source model (Equation 3.10) in radial coor-
dinates (r, @,) for a line source at location 7, and ¢’:

2 2 ’
dw | 7 +15 —2rr cos(o, — @)
T(r,0,t)=T,— Ei| - 3.16
211 =Ty 41, { 4Dt (-16)

where r and ¢, denote the radial and angular coordinates, respectively.
Integrating Equation 3.16 around a circle of radius 7,, the infinite cylindri-
cal source (ICS) can be expressed as follows (Man et al. 2010):

o f 1. rz+roz—2wocos<p; ,
Tirt)=T —7J.—E - d 3.17
0 =T, 47, )T 1( 4Dz ¢ ( )

The integral can be evaluated numerically. Introducing the dimensionless
time Fo= Dt/} (L = r,), we can express the dimensionless temperature rise
according to Equation 3.17 in dimensionless form:

n 2 _ ’
@ICS=—1jEi(—R 1 ZRCOS‘pr)dq); (3.18)
T d 4Fo

Equations 3.17 and 3.18 were first introduced by Man et al. (2010) to
simulate heat transfer by pile ground heat exchangers.

Figure 3.5 shows the difference of the ILS and ICS models, especially for
short time simulations. The ICS model is more suitable for short time simu-
lations compared to the ILS. Figure 3.6 reveals that the effect of assuming
the borehole as an ILS becomes irrelevant for Fo > 8 (L = r,) when R = 1 (at
the borehole wall) assuming ©,; (/0,-s > 0.99 as a criterion. Eskilson (1987)
states that the ILS model is valid for Fo > 5. In comparison, Ingersoll et
al. (1954) were more strict and stated that the ILS model is only valid for
Fo > 20. Philippe et al. (2009) investigated the validity range of analytical
solutions to the ILS, FLS, and ICS models. Bernier et al. (2004) suggested a
technique to aggregate heating and cooling loads when using the cylindri-
cal source models to perform annual hourly energy simulations of ground
coupled heat pump systems.

The coded function (MATLAB script) of the ICS model (Equation 3.17)
is available as T_ICS.m. As an example, a BHE with specific heat extrac-
tion gy, = J/H of 50 W m~! and a radius of 0.1 m in an aquifer with a thermal
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Figure 3.5 Dimensionless temperature as function of dimensionless time Fo (R = 1.0,
L=ry).
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Figure 3.6 Ratio of ILS and ICS models over the dimensionless time Fo (R = 1.0, L = ry).

diffusion coefficient of 9.0 x 107 m? s-! results in a temperature change at
the borehole wall of -1.6 K after 3 h (Fo = 1.0) when using the ILS model.
In comparison, the ICS yields a temperature change of -1.9 K. Due to this
discrepancy, the use of the more appropriate ICS is favorable for these spe-
cific conditions.
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3.1.5 FLS—three-dimensional conduction

In order to account for axial effects, the borehole must be considered to
have finite length. Integrating Equation 3.2 between 0 < ¢’ < #, we get the
continuous point source (Carslaw and Jaeger 1959):

- ~7j - d’ 3.19
Tr0=To* g mpy” oexp(‘*D«(t—t’) t-r)" .

where | = dE/d¢ (W) is the strength of the continuous point source and

¥ =l = o) + (= 3o +(z—2,)" = +(z—2,)’ (3.20)

is the radial coordinate. Applying the change of variables t = (¢ - ')~/ and
dt’/(t - )32 = 2d7 results in

“ p202
T(r,t)=T,+ TCD o~ \32 J. ( ) T (3.21)
A t

and finally in

T =T, + o[ ,
(x7y7z5 ) 0 4TC er C( J (3 22)
where erfc(x) is the complementary error function:
erfc(x) = 2]Q-exp(—yz)dy (3.23)
JnJd '

When ¢ approaches infinity, Equation 3.22 can be approximated by the
steady-state point source solution:

T(x,y,2) =T, + 470{ " (3.24)

m

The contributions of point sources of equal energy injection/extrac-
tion making up a line source can be added (Eskilson 1987; Lamarche and
Beauchamp 2007; Marcotte et al. 2010; Zeng et al. 2002), and the constant
surface temperature boundary condition can be satisfied by applying the
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method of images (Figure 3.7). Applying this method (Eskilson 1987; Zeng
et al. 2002) to Equation 3.22 yields the FLS model:

du g erfc(r’/m) d [ erfc(r'/\/ﬁ)
.[ r’ %07 .[ 7’ dzy

T(x,y,2,t) =T, + — VN TEe )
(x,9,2,t) =T, A,

(3.29)

where H is the borehole length.
For steady-state conditions, Equation 3.25 reduces to

d lH[H—z+\/rz+(H—z)2 228 42z 2 + 17 ]

Ak | Hz+r +(H +2)? r*

T<xsysz):TO +

(3.26)

Introducing the dimensionless time Fo = D, #/H? (L = H) and the dimen-
sionless coordinates R = #/H, Z = z/H, and Z' = z,/H, we can express the
transient FLS model (Equation 3.25) in dimensionless form:

o _ j erfe[ R + (2~ 2/ |24Fo |
FLS —

R*+(Z-27)

dz’

0

(3.27)

dz’

) ‘(’[ erfe[ VR +(Z - 2} [2/Fo |

JR*+(Z-2)

-1

S Virtual finite line sink
= U
=} rz
" AT=0
r >
0
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T "
m(r, Z)
% H
—_Finite line source
z
v

Figure 3.7 Representation of the FLS. (Modified after Zeng, H.Y. et al. Heat Transfer-
Asian Research 31 (7), 558-567, 2002.)
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and also the steady-state Equation 3.26:

1-Z+R+(1-2) 27> +2ZJR*+Z* +R* 5.28)
1+ Z+yR*+(1+ Z)? R?

®FLsfsteady—smte = ln

From Figure 3.8, it can be seen that axial effects become important for
long time simulations. The shorter the borehole length, the higher the dis-
crepancy between the ILS and FLS models. Figure 3.9 shows that the axial
effects are negligible for Fo < 0.052 (L = H) when R = 0.005 (H=10m, 7 =
7o = 0.05 m) assuming O /0O ¢ > 0.9 as a criterion. For R = 0.0005 (H =
100 m, r = 7, = 0.05 m), axial effects are negligible for Fo < 0.065. Eskilson
(1987) is more restrictive and states that the ILS model is valid for Fo <
0.01.

Bandos et al. (2009) present a solution to the FLS model, which takes
into account the prevailing geothermal gradient and arbitrary ground sur-
face temperatures. Marcotte et al. (2010) investigated the importance of
axial effects by comparing solutions of the ILS and FLS models. Cui et al.
(2006) formulated an inclined FLS analytical solution.

The coded functions (MATLAB scripts) of the FLS model for transient
(Equation 3.25) and steady-state conditions (Equation 3.26) are listed as

14

135+
13+
125+
12 +

@ 115}
11+
10.5 +

10k —1ILS |
......... ELS (H = 40 m)
o5L FLS (H=60m) {
FLS (H = 100 m)

104 10°
Fo = Dy¢/r2

Figure 3.8 Dimensionless temperature response at the borehole wall over dimension-
less time for different borehole lengths H (m) (R = 0.005,L=H=10m, r =
ry=0.05m,z=0.5x H).
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Figure 3.9 Ratio of the FLS and the ILS models over the dimensionless time Fo (R =
0.005,L=H=10m,r=0.05m,z=0.5x H).

T_FLS.m and T_FLSs.m, respectively. A program to visualize the tempera-
ture at the borehole wall over time for a single borehole with a continu-
ous heat flow rate is listed as closedsys_Tb.m. As an example, Figure 3.10
shows the temperature response at the borehole wall for a BHE with spe-
cific heat extraction g, = J/H of 50 W m~! using the ILS and FLS models.
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Temperature change (K)
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Figure 3.10 Temperature response at the borehole wall over time (H= 10 m, z=0.5 x
H,D,=9 % 107 m?s™).
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3.1.6 Finite cylindrical source—
three-dimensional conduction

First, we express the continuous point source model (Equation 3.22) in
radial coordinates as follows:

] erfc(\/r2 + 13 =271, cos(@, — @)+ (2 —2,)° /\I4Dtt)

4nh,, \/72 +17 =211, cos(@, — L) + (2 — 2,)

T(T,(P,3,Z,t) = TO +

(3.29)

Then we integrate Equation 3.29 around a circle of radius 7, in order to
get the continuous ring source model:

T erfc [\/rz +15 =271, cos @ + (2 — 2,)’ /\/4Dtt]

J ,
T(r,z,t)=T, + J. do;
°4mh, 0 n\/rz + 17 =277, cos @), + (2 — 2,)’
(3.30)
For steady-state conditions, Equation 3.30 reduces to
" 1
Tir,2)=T, + ]x _[ o (3.31)
Amhy, o n\/rz +1; — 211y cos @) + (2 — 2,)

Integrating over the borehole length and adding the upper constant
temperature boundary condition by applying the method of images to
Equations 3.30 and 3.31 yields the finite cylindrical source (FCS) model:

T(rzt) =Ty + 28 ﬁ_ﬂ[erfc /\/H dg! dz'- Herfc /\/H]d ' de’

-H 0

(3.32)

0 =
~do; dz’ - J’J. 1,
r r

-H 0

rdz’ (3.33)

T(r,2)= qtb le.
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where 7" = \/rz +13 =21, cos @, +(z—2’)*. Similar equations have been pre-
sented by Man et al. (2010). Expressing Equations 3.32 and 3.33 in dimen-
sionless form yields

do,dZ’ - do,dZ” (3.34)

O = j;j‘erfc R'/Z\/% J‘J’erfc R’/Z\/%]

-10

rdz’ (3.35)

GFCS_Steady-state

O S

T 0rn
1

do’d —“
.(!'nR’ ¢, ¢z TR’

-10

where R’ =[R>+ R2 —2RR, cos @, +(Z - Z')* and R, = r,/L.

The behavior with respect to the influence of the borehole radius in a
conduction-dominated problem is similar to the one shown in Figures 3.5
and 3.6.

The coded functions (MATLAB script) of the FCS model for transient
(Equation 3.32) and steady-state (Equation 3.33) conditions are listed as
T_FCS.m and T_FCSs.m, respectively.

3.1.7 Moving ILS—two-dimensional
conduction and advection

An ILS in an aquifer with uniform flow according to Figure 3.1b corre-
sponds to the moving ILS (MILS). Applying the moving source theory to
Equation 3.7 yields the analytical solution for the response of a constant
line source of infinite length along the vertical direction with a continuous
heat flow rate g, = J/H per unit length of the borehole, or the MILS model:

4o | (= (-t +y* ) dt’
T =T +—2° - 3.36
(xa%t) 0+4TE7\.m Oexp( 4Dt(t_t/) (t_t/) ( )

For the sake of simplicity, the source is located at x, = y, = 0. Applying
the following change of variable y = r2/4D (¢ - t'), dt'/(t - t') = dy/y, and
r=4x*+y* yields

X 2.2
— 9w ux J ur d‘lf
Tix,y,t)=T, + —y- .4
(x,)/, ) 0 41‘[7\,m CXP{ZD Cxp[ W 16Dt2\|f:| \V (3.37)

214Dyt
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For steady state-conditions, Equation 3.37 becomes (Carslaw and Jaeger
1959)

2 2
Tix,y) =T, + T eXp|:utx:|K0 [”t Vx”] (3.38)

2mA,, | 2D, 2D,

in which K, is the modified Bessel function of the second kind of order
zero. Equations 3.37 and 3.38 have previously been used by Sutton et al.
(2003), Zubair and Chaudhry (1996), and Diao et al. (2004) to calculate
the ground resistance, temperature distributions for time-dependent energy
extraction/injection, and the effects of groundwater advection on ground-
source heat pump systems.

Introducing the thermal Peclet number Pe = u,I/D,, we can express the
MILS model (Equation 3.37) in dimensionless form as follows:

Pe T P’ R |dy
Oys = exp| SR j _y— dy _
MILS eXP[Z COS(Pr] 2 exp|: A4 16y :|W (3.39)
R*%/4Fo
P P
9MILS?steady-state =2 exp [ze Rcos O, :| I<O |:2e R:| (3.40)

Recall that ¢, is the angular coordinate (polar angle) and R = #/L. If
groundwater flow is present, temperature distribution in the x—y plane is
not symmetrical with respect to the polar angle. Figure 3.11 shows the
dimensionless temperature distribution using Equation 3.40.

oL \
1‘_’/
4 \
-2 0 2 4 6 8 10 12 14
x*ue/ Dy

Figure 3.11 Steady-state dimensionless isotherms considering background groundwater
flow (@=10x 10°ms™, D, =9 x 107 m?s™').
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The coded functions (MATLAB script) of the MILS model for transient
(Equation 3.37) and steady-state (Equation 3.38) conditions are listed as
T_MILS.m and T_MILSs.m, respectively. A program to visualize the two-
dimensional temperature field response for a single borehole with contin-
uous heat flow rate in an aquifer with uniform horizontal groundwater
flow is listed as closedsys.m. As an example, Figure 3.12 shows the two-
dimensional temperature response for steady-state conditions of a BHE
with specific heat extraction gq,, = J/H of 50 W m-'. The aquifer has an
initial temperature T, = 10°C, a thermal diffusion coefficient of 9 x 10-7
m? s, and a uniform groundwater flow velocity of 1.0 x 10-¢ m s-!. An
example of a two-dimensional temperature field of multiple BHEs in an
aquifer with background groundwater flow is shown in Figure 3.13. The
program is listed as closedsys_mBHE.m.

2
120
1
0 15
-1
-2 10
) 0 2 4 6 8 10
x (m)

Figure 3.12 (See color insert.) Temperature field for a single BHE with constant
energy extraction after 90 days (q,, = J/JH=50W m™', T, = 10°C, g = 1.0 x
10*ms™,D,=9 x 107 m2s™").

¥y (m)

10
-5 0 5 10 15 20 25

x (m)

Figure 3.13 (See color insert.) Temperature field of multiple interacting BHEs with
constant energy extraction after 90 days (q,, = J/H =50 W m™', T, = 10°C,
g=10x10%¢ms",D,=9%x 107 m?s™).
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In order to compute the mean temperature around a borehole in an aqui-
fer with uniform horizontal groundwater flow, the integral average of the
temperature response of a circle of radius 7, must be estimated (Diao et al.
2004).

Taking into account the following definition of the modified Bessel func-
tion of the first kind and of order zero

T, () = %Jexp(u cos¢’)de’ (3.41)

0

the mean temperature at the borehole wall (r = 7)) for the MILS for transient
(Equation 3.37) and steady-state conditions (Equation 3.38) is as follows:

It 2.2
_ qtb utr J' utr d‘lf
T(r,t)=T, + I _w— .

o,8)=To+ O{ZDJ P [ v 16wa}\v (3:42)

214Dt

qtb utr Mtf
T(r)=T I K 3.43
() o, 0[2@} 0[2&} (3:43)

In dimensionless form, we get

Pe | T Pe? R? |dy
Oums =1o [R] J. exp|:—\|l— :| (3.44)
2 16
R%/4Fo Vv
Pe Pe
9MILS?steady-state =2 IO |:2 RO ] I<O [2 RO :| (345)

Although a BHE consists of a buried pipe, which commonly is embed-
ded in grouting material, the approximation by a line source is commonly
accepted as an approximation in heat transport models of ground-source
systems (Diao et al. 2004; Eskilson 1987; Sutton et al. 2003).

The coded functions (MATLAB script) of the MILS model for com-
puting the mean temperature at the borehole wall (Equations 3.42 and
3.43) are T_MILSc.m and T_MILScs.m, respectively. An example of the
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Figure 3.14 Temperature response at the borehole wall over time (g,, = J/H =50 W m™,
g=10x10"%ms™, D, =9 x 107 m?s™"). MILS: moving ILS (x = ry); MILSc:
MILS with mean temperature at the borehole wall (r = ry).

temperature response at the borehole wall is shown in Figure 3.14 using
Equations 3.37 and 3.42 with constant energy extraction. Note that in
Figure 3.14, Equation 3.42 computes the average temperature around the
borehole wall, whereas Equation 3.37 computes the temperature at x = 7,
and y = 0.

In order to consider thermal dispersion, we express the instantaneous
line source equation (Equation 3.6) for anisotropic material (Carslaw and
Jaeger 1959) and apply the moving source theory, which yields

AE/H [x—ut] y*
T(x,y,t)=T,+ exp| — = 3.46
Y *"4nc, \/Dt)LDt,Tt P [ 4Dt 4Dt 0-46)

where D, ; and D, 1 are the longitudinal and transversal thermal diffusivity

coefficients (Equation 2.93), respectively, which include thermal dispersion
effects, given by

D,y =D, +pu, (3.47)

D1 =D, + pru, (3.48)
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Let us now consider a continuous line source, where a constant heat flow
rate q,, = J/H is continuously injected/extracted. Integrating Equation 3.46
over the time interval (0, 7):

‘ T s (N2 2
T(x,y,t)=TO+ dw J-exp [x U, (t t,)] _ y -
4nCo DDy 4T 4D t-1) 4Dy (1)
dr’
X
(t=t)
(3.49)
and applying the change of variable yields
9w ux
T(x,y,t)=T,+ exp
" 4nC, DDy [2Da
T xt oy ul |dy
X —y— + —
I exp[ v ( b, "D 6Dy |y 550

2 2
X + y
4Dt,]_t 4Dt

Metzger et al. (2004) used this analytical solution to estimate thermal
dispersion coefficients for a packed bed of glass spheres. Hecht-Méndez et
al. (2013) applied superposition of Equation 3.50 to optimize multiple BHE
operation in a BHE field

/H D x*+ D,y
Tix,y) =T, + J exp ux K, U, TZ—Ly (3.51)
27C,\[DuDyr 2P| 7| 2\ DDy

In Equations 3.49 and 3.50, thermal dispersivities are set to zero (B, =
B+ = 0) when thermal dispersion is ignored. This yields the analytical solu-
tions given by Equations 3.37 and 3.38.

The coded functions (MATLAB scripts) of the MILS model for tran-
sient (Equation 3.35) and steady-state (Equation 3.36) conditions, con-
sidering thermal dispersion, are listed as T_MILSd.m and T_MILSsd.m,
respectively.

As an example, Figure 3.15 shows the two-dimensional temperature field
response of a BHE with specific heat extraction of 50 W m-! for differ-
ent values of thermal dispersivity. The length of a plume is defined via an
isothermal contour AT, as the distance between the source and the inter-
section of this isothermal contour with the x-axis. Increase in dispersivity
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Figure 3.15 Steady-state temperature field for a single BHE with constant energy extrac-
tion for different thermal dispersivities (AT =1 K, g, =J/JH=50 W m™, q =
1.0 x 107 ms™, D, =9 x 107 m? s!). (Modified after Molina-Giraldo, N.
et al. International Journal of Thermal Sciences 50 (7), 1223—-1231, 2011.)

yields shorter temperature plumes for the given AT. The relative sensitivity
of the temperature change near a BHE to longitudinal dispersivity almost
disappears for long-term simulation. In contrast, according to Equation
3.51, sensitivity to transverse dispersivity grows with simulated time.

For steady-state conditions, an approximation can be made in order to
calculate the length of the temperature plume by using an approximation
of the modified Bessel function of the second kind of order zero, K(«)
(Carslaw and Jaeger 1959):

u® exp(u)Ko(u):\/g(l—Slu) (3.52)

where u is the argument of the Bessel function. Substituting Equation
3.52 into Equation 3.51 and solving for the temperature plume length (L )
yields

2 2
L = (]/H)z 1+ 1_87I(Cm) Dr,LDt,TAT (353)
b 871:(Cm)Zl)t,TutAT2 (]/H)2

where AT is the value of the isothermal contour. Equation 3.53 has been
previously used by Molina-Giraldo et al. (2011a) to evaluate the effect of
thermal dispersion in temperature plumes from vertical ground-source heat
pump systems. Ham et al. (2004) used it to estimate the effect of dispersion
on solute transport.
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Full solution (Equation 3.51)
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Figure 3.16 Plume length for steady-state conditions as a function of temperature change
@=1x10ms",D,=9%107m?s", B, =1.0m,p;=0.Im,q,=J/H=
=50 W m™!, y = 0 m). (Modified after Molina-Giraldo, N. et al. International
Journal of Thermal Sciences 50 (7), 1223-1231, 2011.)

The coded function (MATLAB script) of the MILS model to compute the
length of the temperature plume at steady-state conditions (Equation 3.53)
is available as T_PL.m.

Equation 3.53 can be employed to compute the length of a temperature
plume (L,) for a given isothermal contour (AT) under steady-state condi-
tions. This is an estimate, which is valid only for # > 1. According to
Abramowitz and Stegun (1964), the relative error of this approximation is
around 0.01 when # > 3. Figure 3.16 shows an exemplary comparison of
the full solution (Equation 3.50) with the approximation (Equation 3.53).
The relative error for this specific example is about 8% for a AT =2 K.

3.1.8 Moving FLS—three-dimensional
conduction and advection

The temperature response at a given time ¢ due to an energy flux | extracted/
injected by a continuous point source after applying the moving source
theory to Equation 3.2 (Carslaw and Jaeger 1959) is

J I o= (e= ) 4y 422 ] dr
T =Ty+ o 55 |exp| ————
(x,y,2,8) =Ty + 8C. _(nDt>3/2 exXp 4D, -(t—1") t—-t)"?

0
(3.54)
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For the sake of simplicity, the source is located at x, = y, = 0. Applying
the change of variable, y = ;"/ZJDt (t—t) and dt’/(t—1")* =4,/D, /r’d\p,

yields the moving point source equation for a continuous injection:

_ J u.x T
T(x,y,z,t)=T, +WCXP 2tD j

t

(3.55)

where 7" = \/x2 +y +(z—2,) = \/72 +(z—2,)*. For steady-state conditions,
Equation 3.55 becomes

Tix,y,20)=Ty+ ,exp[— - (r ‘x)] (3.56)

Applying the following change of variable, ¢ = y?, to Equation 3.55 yields

3 ] ux I L ulr” | do
T(x,y,z,t)—To+4n3,2kmr,e><p[2Dt] eXp[ o 16D% \/5 (3.57)

214Dt

The integral of Equation 3.57 can be expressed as the generalized incom-
plete Gamma function (Chaudhry and Zubair 1994):

7,/2 utlr/Z

T u
r(l/z,ul;uz){ﬁexp[— —dd«p; M= 4pgt T eps 5
u

From Equations 3.57 and 3.58, we have the following equation:

(3.59)

ux } T(1/2,u,,u,)
s

J
T(x,y,z,t)="T, +mexp 2D, ,

In order to account for axial effects and constant ground surface temper-
ature conditions, the method of images (Carslaw and Jaeger 1959; Eskilson
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1987) is applied to Equation 3.59, resulting in the moving FLS (MFLS)
model:

0

H
J/IH |:utx:| J-r<1/2,ul;u2) J‘F(l/Z,ulguz)

exp — 2 b2l - | —F=22dz
amd, L0 || e T e

(3.60)

T(xayszst) =T0 +

The generalized incomplete Gamma function can be approximated by
the following function (Chaudhry and Zubair 1994):

T(1/2,uy5u,) E;\/;lexp(—Z U, )erfc(\/Z—\/\/E]
Ll

+exp|2 uz)erfc[ﬂ+\/\/%]j| (3.61)

For steady-state conditions, applying the method of images to Equation
3.56 yields

"% Texp[—utr’/(ZDt)] _Texp[—utr'/(ZDt)] i
2D, ’ ) v 0

T<x,yaz):T0+ qtb €Xp

41, r

(3.62)

Introducing the dimensionless variables R = #/H(L = H), Z = z/H, Z' =
z2o/H, U, = R*/(4Fo), U, = Pe?R"?/16, and R"> = R? + (Z - Z')?, we can
express Equations 3.60 and 3.62 in dimensionless forms as follows:

1 0
QMFLszeXP[PzeRCOS(p] jr(l/z’Ul;UZ)dZ'—J.F(UZ’UI;UZ)dZ’
0 -1

JnR’ JrR’

(3.63)
and for steady-state conditions:
1
GMFLS steady-state =cxp [Pe Rcos (p:I IM dZ'
. 2 0 R,
0 PeR’/2
—_[ % dz’ (3.64)

-1
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The mean temperature at the borehole wall for the MFLS for transient
and steady-state conditions is as follows:

4nh,, ’

H H
T(r,2) =T, + 9y |:ur] J‘exp[—u;r /(2Dt)]_ exp[—u;r, /(2D,)] dz,
0

(3.65)

4mh,, | 2D, ’ r’

H 0
T(,2) =T+ Io|: ur ] J‘exp[—utr’/(ZDt)]_ J'exp[—utr’/(ZDt)] 0
r

(3.66)

F1/2 U;U,) r{1/2,U0,;U0,
@MFLS_I[ } L dZ I L )dZO (3.67)

ViR JrR

1
Pe exp[—PeR’/2 exp[—PeR’/2
GMFLS_steady-state = IO [2 R:| j p[ R ] dZo J. p[ R ] dZO

0 -1

(3.68)

where R’ =[R> + RZ —2RR, cos @] +(Z — 2’ and Ry =1,/L.

Figure 3.17 shows the difference between the MFLS and ILS models due
to simulation time and borehole length. The longer the simulation time and
the shorter the borehole length become, the larger the discrepancy is.

Molina-Giraldo et al. (2011b) concluded that the role of axial effects
depends on the groundwater velocity and the length of the BHE. They
stated that the MFLS can be applied to all groundwater flow conditions
and borehole lengths. However, they also found that the FLS is still valid
for Pe < 1.2 and the MILS for Pe > 10.

The coded functions (MATLAB scripts) of the MFLS model for tran-
sient (Equations 3.60 and 3.61) and steady-state (Equation 3.62) conditions
are listed as T_MFLS.m and T_MFLSs.m, respectively. For computing
the mean temperature at the borehole wall (Equations 3.65 and 3.66), the
coded functions are T_MFLSc.m and T_MFLScs.m, respectively.

Figure 3.18 compares the relative temperature, AT, contours obtained by
the MFLS and MILS models with groundwater advection (Molina-Giraldo
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Figure 3.17 Temperature response over dimensionless number Fo for different bore-
hole lengths (=1 %107 ms™,D,=9% 107 m2s™, x=r,=0.05m,y=0m,
z = 0.5 x H). (Modified after Molina-Giraldo, N. et al. International Journal of
Thermal Sciences 50 (12), 25062513, 2011.)

et al. 2011b). Temperature plumes simulated by the MFLS model are
shorter (Figure 3.18a). The reason for this is an axial effect. It induces ver-
tical dissipation of heat and thus leads to lower temperature changes at any
lateral distance from the BHE than the MILS. Consequently, by ignoring
axial effects, longer boreholes are calculated for the same energy demand
by the MILS compared to the MFLS (Marcotte et al. 2010). Figure 3.18b
shows the axial extension of the temperature plume. It is revealed that the
discrepancies between the MFLS and MILS models are most pronounced
close to the endpoints of the borehole.

3.1.9 Infinite plane source—
one-dimensional conduction

The instantaneous plane source of strength dE/dA (] m=2), within an infi-
nite porous medium is described by a one-dimensional heat conduction
equation with constant coefficients, where x is the direction normal to the
plane source, and A is the source area:

T T

o P (3.69)
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Figure 3.18 Temperature response (K) for a single BHE with constant energy extraction
e =J/H=20W m™, g=1.0x 107 m/s, H= 10 m). (a) Plan view (z = 0.5 x
H for MFLS). (b) Vertical cross section along centerline (y = 0 m). (Modified
after Molina-Giraldo, N. et al. International Journal of Thermal Sciences 50 (12),
2506-2513, 2011.)

The initial condition is T(x, ¢t = 0) = T,. The temperature T(x,z) for a
source at the location x, is

AE/A (x—2x,)*
Tl t)=Ty+—— o exp| — >0l 3.70
=Tt o D) CXP( 4Dy J 3.70)
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3.1.10 Moving infinite plane source—
one-dimensional conduction and advection

The continuous plane source of specific strength j (W m-2) within an infi-
nite porous medium consists of a one-dimensional heat conduction and
advection problem with the differential equation

oT o°T oT
gth?—Mt’xg (3'71)

The initial condition is T(x, ¢t = 0) = T,. The temperature T(x, #) for
a source at the location x, is—after Bear (1979)—in analogy to solute
transport:

_ ATu, (x—x, J‘* (_a_ )
T(x’t)_T0+(4TCDt’L)1/ZeX( 2D, ) \/;exp . bt|dt (3.72)

where @ and b are

Ry 2
PGtV N (3.73)
4D, 4D,

and using the steady-state temperature change AT:

AT = (3.74)
Cyq

The integral may be evaluated numerically. Alternatively, the solution for
the continuous plane source can be transformed as follows:

AT u, - (x—x,) —ut'x_xo] ‘x_xo‘_”tt
T(x,t) =Ty + —exp| -~ f
(x,8)=T, 5 exp{ 2D, JX exp( 2D, erfc m
_eXp(“vx—xo]erfc | vt
2D, JAD, t

Note that the products exp(argl) x erfc(arg2) may have to be evaluated
for very large arguments argl by combining the series expansion of the two

(3.75)
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related functions. The continuous plane source may correspond to a dense
array of heat exchangers in the vertical plane of an aquifer with uniform
flow conditions.

Dimensionless temperature profiles can be obtained by using the scaled
variables x’, T" and ¢

x/=ut'('x_x0); ¥ =

D tL

T = (3.76)

An evaluation is shown in Figure 3.19. Note that close to the source at
x' = 0, thermal dispersion is overestimated compared to field observations.
This is due to the fact that the combined effect of grain scale mechani-
cal dispersion and macrodispersion depends on the flow distance (Section
2.1.2.3). Both mechanical and macrodispersion start from zero at the
source. Therefore, they need some time and flow distance, respectively,
until a constant dispersion coefficient is attained. Furthermore, for small
times (¢’ < 1), the temperature distribution is almost symmetrical due to the
dominance of diffusion and dispersion. For large times after start of injec-
tion (¢’ > 100), the heat propagation is strongly influenced by advection and
can be approximated by

AT x =t AT x—ut
T(x,t)=T,+—erfc| =—— |=T, + —erfc| —F—— 3.77
) (2&_) 2 2D, ¢ ekt

This solution corresponds to the development of an initially sharp tem-
perature front in an infinite porous medium with T(x < 0, ¢ = 0) and T(x >
0,£=0)=T,+ AT.

MATLAB scripts of the infinite plane source model for transient conduc-
tive/dispersive—advective transport (Equation 3.75) and of the development

1.0

0.0 T T J
-10 0 10 20 30 40 50

Figure 3.19 Continuous plane source in one-dimensional aquifer. Dimensionless results
with x”= xu /D, ;' =tu? /D, ;T =TT,
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of an initially sharp temperature front (Equation 3.77) in a uniform
flow field are listed as Continuous_injection.m and Thermal_front.m,
respectively.

3.1.11 Steady-state injection into an aquifer
with thermally leaky top layer

The steady-state, one-dimensional heat transport with thermally leaky top
layer (overburden or cap rock) in a shallow aquifer is described according
to Equation 2.113:

aZT aT + jvert,top —

——u 0 3.78
Rl e "o T me ( )

m

where the thermal flux from the surface to the groundwater /., .., con-
sidering only heat conduction and assuming constant surface temperature
Tsurface’ 1S

j ertton = ?\'vert ) (Tsurface - T) (3.79)
vertfop (f +mi2)

The temperature profile T(x) is the vertically averaged value within the
thin aquifer. The temperature before the thermal injection is T,. The bot-
tom layer is assumed to behave like an insulator. The boundary condition
is T(x—o0) = 0. The solution for x > 0 (after Bear 1979) is in analogy to
solute transport:

() = Ty + S -exp| “E=%0) 1y (3.80)
X 2Dt,L
with
1/2
D
x= 1+ 4 t,vaert - (381)
C.m-(f +m/2)u;

If the expression

4Dt,L7\’vert (3 82)
Cm-(f +ml2)u? ’
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within Equation 3.81 is small, which is often the case, then 1/y =~ 1, and,
using the first term of a series expansion for y, (1 - y) is

2D, A
Y~ t L vvert s (3_83)
C.m-(f +m/2)u;

Thus, the temperature profile is approximately

T(x) = ’Tsurface +AT exp (x — %o )xvert = ’Tsurface
Cm-(f +m/2)u,
(3.84)
+AT exp (x - xo)xvert
C,m-(f +ml2)q

In this case, the steady-state temperature profile is independent of the
coefficient D, ;. Therefore, it cannot be used to estimate D, ; based on data
along a flow line. Instead the profile is determined by the heat flow in the
overburden between surface and aquifer. It can be employed to assess the
mitigation effect of the overburden for thermal use.

As an example, consider the parameter values D, ; = 3 m? day~!, 7 =10 m,
f=5m,q=1mday", A, =0.0015 k] m~' K- s-1, C,, = 4200 k] m- K-,
C,, = 3000 k] m= K-, and x, = 0 m. Expression 3.82 is about 0.003, and
the approximation 3.84 is well applicable. The temperature at x = 100 m
is about T, + AT x 0.97. For (T - T,)/AT = 0.5, which corresponds to an
increase or decrease in the temperature by AT x 0.5 (half-value distance),
the flow distance needed is about x = 2200 m.

3.1.12 Harmonic temperature boundary
condition for one-dimensional
conductive-advective heat transport

3.1.12.1 One-dimensional vertical conductive heat transport

One-dimensional vertical thermally diffusive transport caused by a har-
monic fluctuation of the surface temperature, superimposed by a geother-
mal gradient, is given by the extended classical equation of the periodic
temperature profile below the soil surface (Grober et al. 1955) assuming
constant coefficients:

T(z,t) =T, 5. — Gz +AT exp[z /I;Q,]COS{Z ,ﬁtp +2nttp] (3.85)
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Note that at soil surface, z = 0, and with increasing soil depth, z < 0.
The symbol T, ... (K) is the mean soil surface temperature, AT (K) is the
amplitude of the temperature fluctuation at the surface, G (K m™!) is the
geothermal gradient, D, (m? s7!) is the thermal diffusion coefficient of
the soil, and ¢, (s) is the period of the harmonic temperature development

(t, = 365.25 days for seasonal fluctuations).

3.1.12.2 One-dimensional horizontal conductive/
dispersive—advective transport

Let us consider a horizontal aquifer layer with uniform flow in the
x-direction. Top and bottom layers are assumed to act as insulators. One-
dimensional horizontal diffusive/dispersive and advective heat transport is
described by the differential equation

oT o°T JaT
gz t,Lﬁ_ut,xg (3.86)

At location x = 0, the prescribed harmonic temperature boundary con-
dition applies, for example, as the result from river water inflow with sea-
sonal temperature fluctuation:

T(x =0,t) =T, + ATcos(ot) (3.87)

The second boundary condition is T(x — ) = 0. The coefficient o is the
angular frequency with

w="" (3.88)

where ¢, is the period. The solution is of the form (after Burger et al. 1984)
T(x, t) = T, + ATexp(-ax)cos(-bx + wt) (3.89)
The coefficients a and b are the attenuation coefficient and the wave

number, respectively. In order to fulfill the differential equation and its
boundary conditions, the coefficients are chosen as follows:

a= (3.90)
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One-dimensional harmonic horizontal conductive/dispersive—advective
transport may correspond to infiltration of river water into an aquifer or to
a dense array of heat exchangers with harmonic temperature variation in
the vertical plane of an aquifer with uniform flow conditions.

A scaled evaluation for the period ¢, =D, /u? is shown in Figure 3.20. It
visualizes the damping effect of thermal conduction and macrodispersion
for the selected angular frequency.

If, based on experimental data, the coefficients @ and b can be evaluated,
the parameters #, and D, ; can be determined as follows:

am ®-(a*-b%)

=@t 3.91
b@+b) T b+ b 3.91)

Dt,L =

As an illustration, we select the measured temperature data of Triieb
(1976). He measured temperature time series within a borehole located at
a distance of 500 m from the infiltrating River Rhine north of Zurich.
Measurements were performed before and after the construction of the dam
Rheinau (Figure 3.21), which completely changed the groundwater flow
regime after 1957, but not so much the flow direction. From the time delay
At = 180 day, the coefficient b can be evaluated for the situation before exis-
tence of the dam, yielding the angular frequency = 6.28 year! = 0.0172
day! to be b =2 6.2 x 10-3 m~!. The temperature amplitude of the river water
was AT, = 8.3 K, and in the borehole, an amplitude of AT, = 1.5 K was

2.0
t'=0
15
t' =025
i 1.0 A
t' =075
0.5 -
t' =05
0.0 . . . : :
0.0 0.5 1.0 15 2.0 2.5 3.0

Figure 3.20 Harmonic boundary condition in one-dimensional semi-infinite aquifer. Di-
mensionless results with x”= xu /D, ;t' =tu?/D,;T’=T/T,. The period is
selected according to u? D, =1
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Figure 3.21 Measured temperature of Rhine River and groundwater observation well

(500 m from infiltration) before and after the construction of the Rheinau

dam (Switzerland) after Triieb (1976). Month 0 = January 1953: filling from

1957 on (about month 48).

Temperature (°C)

o

1

observed. Therefore, the coefficient a is evaluated as a =~ 3.4 x 103 m™!,
and the coefficients D ; = 190 m? day! and #, =~ 1.5 m day™' result from
using Equation 3.91. The longitudinal thermal macrodispersivity would
be p; = 128 m. Thermal diffusion can be neglected. For the situation after
construction of the dam, the time delay was At = 84 day, and the ratio AT,/
AT, = 4.5/8.3. Further, D ; = 740 m? day~! and #, = 4.1 m day~'. The cor-
responding longitudinal thermal macrodispersivity in that case is p; = 179
m. The longitudinal thermal dispersivity is roughly constant for both cases.
However, we have to keep in mind that the harmonic model assumes that
top and bottom layers act as insulators.

Equation 3.89 can also be applied to the vertical case as described in
Section 3.1.12.1, including the assumption of constant vertical thermal
advection due to uniform recharge.

A MATLAB script of the model for one-dimensional harmonic thermal
conductive/dispersive—advective transport (Equations 3.89 and 3.90) is
listed as Harmonic_temperature.m.

3.1.12.3 Horizontal layer embedded in
conductive bottom and top layer

An analytical approximation can be formulated by taking the effect of
thermally conductive bottom and top layers into account. The prerequisite
is that both layers are homogeneous and are both sufficiently thick. For
example, in order to exclude an influence of the soil surface, the distance
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from soil surface to groundwater table has to be large enough. The one-
dimensional transient differential equation for the horizontal aquifer layer
reads as follows:

E)T BZT aT ivert top ] t,botty
oL _ oL 4 A + vert,bottom 3.92
ot Mox? ' ox cCm Cm (3.52)
with
. oT . oT
]vert,top = _ltop ((—)Z) Y 5 Jvertbottom — A‘bortom (az] » (393)
¥ y

The concept for the horizontal temperature development in the aquifer
layer is still the same as in Equation 3.89. For the vertical temperature fluc-
tuation, the following approach is taken:

T(x, v, t) = Ty + ATexp(-ax - ayy)cos(-bx — byy + ot) (3.94)
with
)
ay=by; by= 2D, 5

7\’0 = 7\‘t0p = kbottom = DOCO; (3.95)
DO = Dtop = Dbottom;

CO = Ctop = Cbortom;

The vertical coordinate vy, starts at the upper and lower aquifer layer
boundary. In order to fulfill the differential equation and its boundary con-
ditions, the coefficients a and b are chosen as follows:

MZ M2 ’
. —(41); +n)+ (4DZ,L +n) +(0+m)*

2D, ’

_o+n-bu,
2bD,; ’

C
=./2wD, 0
T]\/")ocm

m

(3.96)
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Given the coefficients a and b, the parameters D, ; and u, are evaluated
as follows:

0 —+20D, CC(;w ‘(b—lJ

Dt,L = - 5
Z(a*+b?)
a (3.97)
D-(a* - b*)++20D, G,
u, = =
a

For D, = 0, Equation 3.91 is obtained.

The illustrative example of Section 3.1.12.2 with the infiltration of river
water and the estimation of the parameters before and after the construc-
tion of the dam in the Rhine River can thus be reevaluated. Using the same
coefficients a and b, the parameters D,; and u, are obtained as follows,
assuming Cy=1.6 x 10 Jm>3 K-, C =2.4 x 10 Jm=3 K-', and D,=0.0972
m? day~!. Before construction of the dam, the parameters were D, ; = 167
m? day™, #, 2 1.3 m day!, and B; = 128 m. After construction of the dam,
they were D, ; = 614 m? day!, and #, = 3.4 m day!, and f; = 178 m. The
comparison with Section 3.1.12.2 shows that the top and bottom layers
may show a distinct influence on the parameters. However, interestingly,
the values for longitudinal thermal macrodispersivity did not change with
the new model. Again, very roughly, it is about constant for both cases. It
has to be mentioned that the sensitivity of the parameters with respect to
the values of a and b is relatively large.

3.2 OPEN SYSTEMS

Open systems in shallow aquifers often consist of one or several extraction
wells and facilities for the injection into more or less uniform flow fields,
which can be modeled as local infiltration wells. An overview on avail-
able analytical solutions for open systems is given in Table 3.1. This table
shows that heat conduction is treated differently depending on the analyti-
cal solution. The analytical approach presented by Guimera et al. (2007),
for instance, does not account for heat transfer into the confining layers.
On the other hand, some analytical approaches do not account for heat
conduction within the aquifer (Lauwerier 1955; Malofeev 1960; Yang and
Yeh 2008). In the following, we present some analytical solutions to flow
and heat transport problems.
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3.2.1 Analytical solution for steady-state
flow in multiple well systems

Open systems are often operated at quasi—steady state. Therefore, steady-
state flow in multiple well systems of idealized two-dimensional aquifers
with uniform flow is of high interest. In this section, we would like to recall
results of analytical solutions for the computation of isolines for piezomet-
ric head and stream function as a result of local sources and sinks (constant
rate recharging and/or pumping wells, single wells, or series of wells) in a
uniform horizontal flow field of an infinite and confined aquifer without
areal recharge. The hydraulic conductivity K, as well as the thickness m
of the aquifer, are assumed to be constant. The computation is performed
analytically, and graphs of isolines of both the head and the stream func-
tion can be produced. The results are also approximately valid for phreatic
aquifers, provided that the rise and decline of the groundwater table are
small compared to the thickness of the aquifer.

The computation is performed in a homogeneous horizontal x—y system
making use of the superposition principle. According to the potential flow
theory, the specific discharge vector can be expressed by

q=-K, Vb, =-Vo (3.98)

where @ is the velocity potential with ¢ = K /.. For a uniform flow field,
the velocity potential is given by

@(x, y) = =g, (xcosa + ysinx) (3.99)

q, is the specific flux of the regional flow field, and « is the flow direction
with respect to the x-axis (Figure 3.22). The stream function y(x, y) of the
uniform flow field is

W (x, y) = —q,*(ycosa + xsina) (3.100)

For a single well (Figure 3.23), the velocity potential is (Bear 1979)

(p(x,y)= Q/m ll’l{(x_xW)z +(y_yw)2)
47

R? (3.101)

where O is the recharge or pumping rate (O > 0: recharge; O < 0: pump-
ing); x,, and y,, are the coordinates of the well. R is the radius of influence
of the well, and m is the aquifer thickness. An influence of the finite well
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(%)

B

Pumping well Recharge well
(XP 'J’p) (xr 'yr)

Figure 3.22 Double well system with recharge well and pumping well in uniform flow

field q,,.
radius 7, on the flow is disregarded. The stream function of a single well

(Figure 3.23) is

- QOlm
C 2n

] (3.102)

. ( Y=Y

y(x,y
X=X,

The computation of the head around a single well is based on the concept
of a finite radius of influence of the well. According to this concept, it is

P (x,y)

Well (x,,.9,,)
with recharge rate Q(t)

o

v

Figure 3.23 Well with recharge rate Q, and observation point P.
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assumed that the decline or rise of the head is zero at a distance of R,,. The
result is only approximately valid inside of the zone of influence. Outside
of the zone, results are inaccurate. In the case of a two-well system (Figure
3.22) with pumping and recharging wells of opposite recharge and pump-
ing rate +Q and same well radius 7, the result of the superposition is valid
in the whole domain regardless of the value of R, (also outside of the zone
of influence). The result is then independent of the radius of R,. The same
result is obtained by a consideration of a straight constant head line (e.g., a
river or lake) by applying the method of images (introduction of a fictitious
image well with opposite rate). In general, the solution becomes indepen-
dent of the radius R, if the pumping and infiltration rates of all wells sum
up to zero.

An example of the flow field for a system with one pumping well and
two injection wells with Q = -2Qy in a uniform flow field aligned with
the direction defined by the pumping well and the central point between
the two recharging wells is shown in Figure 3.24 in scaled form. The
length scale is the half-distance a between the pumping well and the cen-
ter between the recharge wells. Regional flow with specific discharge ¢, is
from left to right. The pumping rate is chosen as Q, = mm aq,. It can be

Potential lines (red) and stream lines (blue)

R1

=
92}
:

T T T T T T T

R2

T

Figure 3.24 (See color insert.) Scaled flow field with a = 0 and scaled pumping rate; one
pumping well and two injection wells. P: pumping well; RI, R2: recharge wells.
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seen that downstream of the pumping well, a stagnation point appears.
Two further stagnation points are located upstream of the recharge wells.
Furthermore, it can be seen that stream tubes from the regional flow pass
between the wells. Note that the thick blue line in Figure 3.24 is due to the
discontinuity of the stream function caused by the wells. The discontinuity
is not necessarily a streamline.

3.2.1.1 Double well system in uniform flow field

The velocity potential of a double well system with pumping and recharg-
ing well in a uniform flow field with direction a (Figure 3.22), where both
the recharge well and the pumping well have the same constant discharge
rate Q (>0), is (DaCosta and Bennett 1960)

2, .2
(p(x,y):—qo~(xcosoc+ysin0c)+Q/m In Lx+a) +y (3.103)
4 (x+a)* +y*

The symbol a is the half-distance between the wells. The corresponding
stream function is (DaCosta and Bennett 1960)

\|l(x,y)=—q'0~(ycosoc—xsin0c)+%{9r -6,)
T

P 5 (3.104)
=—(q,-(ycoso—xsina)+ QZZZ tan™' (az_;lzy_sz
By introducing the dimensionless pumping rate y with
L (3.105)
Tmagq,
and dividing Equation 3.104 by the pumping rate, we obtain
W(x’y)z—l-(ycos(x—xsinoc)+1(9p—9r) (3.106)
O/m Ty \a a 2n

For flow parallel to the x-axis (angle o = 0), the flow field is shown in
Figure 3.25 for the dimensionless pumping rates p = 0.5 (weak discharge
rate; Figure 3.25a), p = 1 (Figure 3.25b), and B = 2 (strong discharge rate;
Figure 3.25¢). By analyzing these flow fields, it can be seen that for f = 0.5
(Figure 3.25a), the limiting streamlines of the wells, which define the well
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Potential lines (red) and stream lines (blue)

(@

Figure 3.25 (See color insert.) (a) Scaled flow field with « = 0 and scaled pumping rate
x = 0.5. P: pumping well; R: recharge well. (b) Scaled flow field with a = 0
and y = I. (c) Scaled flow field with @ = 0 and y = 2. (d) Scaled flow field with
a=90°and y = I.
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Potential lines (red) and stream lines (blue)
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0.5

Potential lines (red) and stream lines (blue)
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Figure 3.25 (Continued) (a) Scaled flow field with a = 0 and scaled pumping rate y = 0.5.
P: pumping well; R: recharge well. (b) Scaled flow field with @ =0 and y = I.
(c) Scaled flow field with o« = 0 and y = 2. (d) Scaled flow field with a = 90°
and y = 1.
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recharge and discharge regions, are well separated from each other. Part of
the region between the wells is flushed by regional flow. This situation is
characterized by two stagnation points along the x-axis. For f = 2 (Figure
3.25¢), the limiting streamlines of the wells intersect and show a distinct
recirculation between the wells. This effect is visible by the fact that one or
more stream tubes start at the recharge well and end at the pumping well.
In this case, two stagnation points appear along the y-axis. For the critical
case with p = 1 (Figure 3.25b), the limiting streamlines join at point x = 0,
y = 0, which is the only stagnation point. The three cases can also be char-
acterized by analyzing the location of the stagnation points. In general, two
stagnation points show up. At a stagnation point, by definition, the compo-
nents q, and g, of the discharge vector vanish, that is (for a = 0),

q.(x,y)=q,+ Q .|:_( (a-x,)  (a+x) :|:0

2mm | (a—x)+yl  (a+x)+y?
(3.107)
Q y y
XssVs) = T . - > =0
R R I e
These two equations can be rearranged as follows:
2
Qa_ -[—(a2 —xsz)—ysz]+[(a2 + 2 +y52) —4a2x52:|:()
g
(3.108)
Qa 2xy,=0
g,

For this system, two solutions exist, one for x, = 0, and one for y, = 0.
For x, = 0 (for a = 0)

)
—+a | ~1=z%ay-1 3.109
y.=ta | m a\y ( )

which is meaningful for y > 1. This situation corresponds to Figure 3.25c.
Equation 3.109 defines two stagnation points in general.
For the other case with y, = 0 (for « = 0)

=t fl— Q =zta\1- 3.110
x,=%*a ) a X ( )
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which is meaningful for ¥ < 1. This situation corresponds to Figure 3.25a.
For the critical case with y = 1 (Figure 3.25b), x, = 0 and y, = 0. In this case,
the two stagnation points merge to one at the origin. This is the case with
minimum distance between the wells, where no recirculation between the
wells occurs. Recirculation between the wells can be analyzed by evaluat-
ing the stream function passing through one stagnation point and the two
wells and the stream function passing through the origin (DaCosta and
Bennet 1960). Taking the difference yields half the recirculation rate. The
total recirculation rate I can be expressed by using information on stagna-
tion point S;:

I'=2-[y(x,yq)—w(0,07)] = 2’[llf(xs1,y51)+zg] (3.111)
m

or with information of stagnation point S;:

I= 2[“’(0’07)_ W(x527y52)] = 2'|:Q_W('x52ay52):| (3112)

2m

The recirculation rate denotes the rate that stems from the recharge well.
Note the singularity of the stream function at the origin. Recirculation is
characterized by a positive value. Negative values are an indication for the
amount of regional flow between the wells. In such a case, no recircula-
tion occurs. After insertion of the coordinates of one stagnation point, the
recirculation rate divided by the discharge rate Q is for y > 1 and a = 0
(Bear 1979):

122[_;ﬁ/x_1+mn1( x—l)] 3.113)

The recirculation rate I between the wells is zero for x = 1, which has
already been referred to as critical case. The corresponding half-distance a
between the wells is for o = 0:

a9 (3.114)
mmq,

The related distance between the wells is d = 2a. Equation 3.114 repre-
sents the basis for the design of double well systems in parallel flow, aligned
with the direction defined by the two wells (a = 0). Therefore, it has been
used in the past in open systems for thermal use of shallow aquifers in
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order to avoid recirculation and thus avoid pumping of cool or warm water
stemming from the injection well. Note that the considerations are based
on pure advection, thus neglecting thermal diffusion and transverse disper-
sion effects.

For the case where the flow field is not aligned with the direction defined
by the two wells, that is, o # 0, the location of the stagnation points can
be found best by applying the theory of complex numbers (DaCosta and
Bennett 1960):

’;S=¢\/;[1—Xcosoc+\/1+x2—2xcosoc]
ys:i\/;[xcosoc—lhllﬂgl—Zxcosoc]

a

(3.1195)

The permissible pairs of x, and y, are those of opposite sign. Recirculation
between wells can be evaluated in a similar manner as stated above
(Equations 3.111 and 3.112) by using the stream function at the stagnation
points and the origin.

Evaluations of the recirculation by DaCosta and Bennet (1960) for dif-
ferent angles « indicate that for the critical case with y = 1, there is no
recirculation for the angles ~101° < a < 101°. They further showed that the
angle a,,;, for minimum recirculation is

_ 9 _x 3.116
cosQ,, = 2naq, =5 (3.116)

For a = 60°, the amount of regional flow is maximum with I/Q = -0.14.
This means that the design of the two-well system using Equation 3.114 is
quite robust with respect to variations in the angle a of the regional flow
field. For the ratio y = 4/r = 1.273, recirculation between the wells occurs
except at the angle o = 50.46°. This means that, theoretically, solutions
without recirculation exist, where the half-distance a between the wells can
be chosen to be smaller than the value in Equation 3.114. The correspond-
ing value for the half-distance a would be

_ 9 (3.117)
4mq,

'min

as stated, for example, by Mehlhorn et al. (1981). However, if recirculation
has to be prevented, this situation is not recommended due to the variabil-
ity and uncertainty of the angle a of the flow field in practice.
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An example with « = 90° and y = 1 is shown in Figure 3.25d. As can be
seen, stream tubes from regional flow pass between the wells. Therefore, it
is obvious that no recirculation occurs, as already expected from the dis-
cussion above. The related regional flow compared with Q is about -0.06
(no recirculation).

A program (MATLAB script) to visualize steady-state flow nets (head and
stream function isolines) for multiple well systems in a uniform flow field
is wells_in_flow_field.m. Note that the stream function for wells shows
a distinct singularity (step). It is plotted as a thick blue line. Streamlines
across this singularity line are not necessarily continuous. Often, continu-
ity of streamlines can be achieved by proper choice of minimum and step
values of the stream function contours.

The coded function (MATLAB script) for calculating the recirculation
rate and the fraction of recirculation at the total pumping rate O of double
well systems is listed as recirculation_rate.m. For example, wells of a half-
distance a = 100 m, which are aligned with the flow field at the angle a = 0,
with the pumping rate O = 4000 m? day™! in an aquifer of thickness 7 =
10 m, and a Darcy velocity g, = 1 m day™, yield a recirculation rate of I =
18.1 m? day™' and a fraction of 0.0045 of water from the recharge well.

Lippmann and Tsang (1980) addressed the problem of advective thermal
breakthrough time at the pumping well of a double well system, where the
flow is aligned with the direction between infiltration and pumping well
(o = 0, Figure 3.22). The breakthrough time is the time that is needed for
the thermal front after starting a double well system to reach the pumping
well. Thermal diffusion and dispersion are disregarded.

For the situation where no regional flow exists (i.e., g, = 0), the break-
through time #, is (Lippmann and Tsang 1980)

_momd®> C, _ momd® R
b— 3Q ¢CW - 3Q t_ret

(3.118)

where R, . is the thermal retardation factor after Equation 2.98, d = 2a is
the distance between the wells, and Q is the pumping and infiltration rate.
Lippmann and Tsang (1980) also provide an analytic approximation for the
temperature development T(t) at the pumping well.

For the case where between pumping well and injection well a flow field
qo > 0 exists, the breakthrough time is determined by (Lippmann and
Tsang 1980)

_dRo [, 4A (1
g { Jaaog " [\/4A—1H 3.119)
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where the auxiliary variable A is

- Q (3.120)
2mmdq,

provided that the specific flow rate of the flow field g, is smaller than that
of the critical case according to Equation 3.114, that is,

20
3.121
Qo< md ( )

For larger flow rates, the breakthrough time is infinite or does not exist.
The latter is also applicable for g, < 0, that is, a flow direction from injec-
tion well to pumping well.

3.2.2 Linear flow

Pioneering work by Lauwerier (1955) presented an analytical solution in
which the flow pattern is linear. Heat conduction is considered in the verti-
cal direction toward the confining layers, which are assumed infinite in the
z-direction (Figure 3.26). The analytical solution is as follows:

- E+m-1
T —erfe| 27" U(r—
(t,&,m) ercl2 9(1—&)} (t-§) (3.122)
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Figure 3.26 Conceptual model of Lauwerier (1955) analytical solution. (Modified after
Voigt, H.D.and Haefner, F., Water Resources Research 23 (12),2286-2292, 1987))
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subject to the following condition:

Ut-§)=0 if 1-§<0
(3.123)
Urt-§)=1 if t-£>0

The quantities T, &, 1, T, and 0 are dimensionless variables defined as

T=T"T g Cu oo #huat o Ahax (3.124)
Tmi Ty Cia m C, m-Cq,

n=2% forzx " (3.125)
H 2

where T, denotes the initial temperature of the aquifer, T, is the injection
temperature, and C,, and A, are the volumetric heat capacity and thermal
conductivity of the confining layers, respectively.

Avdonin (1964) gets rid of one of the restrictions from Lauwerier (1955)
by adding thermal conduction also in the flow direction (x-direction). The
analytical solution is as follows:

1 2
- X X Ay |dy
T= J.exp —(y,/?»enp— J erfc[e —  (3.126)
NeZA [ 2 Ay 2a\1-y* |V
where:
mq,C, _ 2x A Cin
Ae=Ap/hpp; Y=— 2% x=""3 a= .
e = Aoy Y o x o a A Co (3.127)

Further details of the equations from Lauwerier (1955) and Avdonin
(1964) can be found in Spillette (1965). Figure 3.27 shows the comparison
of the two equations considering linear flow. The only difference lies in
the consideration of thermal conduction in the longitudinal direction of
Equation 3.126.

The coded functions (MATLAB scripts) of Equations 3.122 and 3.126
are listed as T_lau_linear.m and T_avd_linear.m, respectively. As an exam-
ple, Figure 3.28 shows the temperature response at 1 m downstream from
the injection well. Consideration of thermal conduction in the longitudinal
direction (Equation 3.126) results in a smooth temperature response.

© 2010 Taylor & Francis Group, LLC



154  Thermal use of shallow groundwater

_________ Avdonin 1964
— Lauwerier 1955 -

Normalized temperature
S o o o o ©
[\e] w = 92} [e)} ~
.

o
=
T

(=]
(=)

10 20 T30 0 50
Distance from the well (m)

Figure 3.27 Normalized temperature T = (T—To)/(Tiy; — Ty) as a function of distance for
linear flow equations (g =1 X 10 ms™ ', m=10m,A, =1, =2.5Wm™ K.
Temperature profiles shown at 10, 20, 50, and 100 days.
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Figure 3.28 Temperature response over time at | m downstream from injection well
(go =I1%105m s, m=10m, m\, = A, =2.5 W m™' K'). Equation 3.122:
Lauwerier (1955); Equation 3.126: Avdonin (1964).
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3.2.3 Radial flow, infinite disk source

Guimera et al. (2007) modify the two-dimensional transient solute transport
analytical solution after Gelhar and Collins (1971), which estimates contami-
nant distribution in porous media due to a fully penetrating injection well for
zero flow conditions, used for calculating the temperature distribution due to
an injection well of a groundwater heat pump system. The modified equation
for horizontal conductive heat transport, from a continuous point source with-
out groundwater flow after Guimera et al. (2007), is given by

7 _ 2 _ 2
7=L=T 1k r =Ry, (3.128)
’Tinj - TO 2 4[3 R3 A R4 /2
2 L Mw + m*\Mtw
3 C.A;

where R,,, represents the thermal radius of influence.
R,, =+2A.t (3.129)

ocC
A= w 3.130
B 2nmC,, ( )

The previous analytical solution does not take axial effects into account.
It assumes that there is no heat exchange with the upper and lower layers.
For radial type flow, however, when there is a minor influence of the natural
groundwater flow, axial effects might become important, especially for long-
term simulations. Malofeev (1960) and Avdonin (1964) present analytical
solutions with radial flow considering axial effects. Malofeev (1960) slightly
modified the Lauwerier solution in order to apply it to radial flow. The dimen-
sionless parameters shown in Equation 3.125 are changed as follows:

2
£ = ANy e (3.131)
mC_,QO

As in the linear flow, Avdonin (1964) adds thermal conduction in the
horizontal direction, resulting in the following equation:

|
II

oy _
Ay | dy

je erfe| V=t | =F (3.132)
|:47»T] ) |: 47&1y] {Za ll—wl]\l’ !

¢, and 7 =2r/m (3.133)
4nmk
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Figure 3.29 shows the temperature response for the case considering
radial flow. Avdonin (1964) and Malofeev (1960) account for heat transfer
within the confining layers. Hence, there is higher dissipation of heat.

There are other approaches that consider a finite length of the overlying
layer (Chen and Reddell 1983; Voigt and Haefner 1987) and surface heat
exchange (Guven et al. 1983).

The coded functions (MATLAB script) of Equations 3.128, 3.131, and
3.132 are listed as T_guimera.m, T_lau_radial.m, and T_avd_radial.m,
respectively. As an example, Figure 3.30 shows the temperature response at
a radial distance of 1 m away from the injection well.

3.2.4 Natural background groundwater flow

To our knowledge, there is no exact analytical solution to simulate the tem-
perature response of an aquifer considering an injection well and natural
background groundwater flow. Therefore, we can only use in an approxi-
mation the closest exact analytical solutions for closed systems.

By considering the following energy relationship:

gy = 2 la=ho) Z’ b (3.134)

Equation 3.50, for instance, can be used, resulting in the following
equation:

T(xa )’,t) = TO +

OC, (T;; - Tp) [ X ]
exp

4mmC._, \/ D, D,y 2Dy

T xt oy u? dy
X -y = |

J o or [ v (D D Jt6Dyy |y 1)
(i

Making use of the Hantush approximation:

W (ay,a,) =4/% exp(—az)erfc[—“;_\/j—%] (3.136)
2 1

we can express Equation 3.135 as follows:

C.-(T.-T e — _
Tlx,y,t) =T, + 0C, (T,; - Ty) exp U, - (x—7) erfel ut (3.137)
4mC,, \/ D, rur 2D 2\/ Dt
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Figure 3.29 Normalized temperature T = (T=To)/(Ty;; = Ty) as a function of distance for
radial flow equations (Q =9 m®day, m=1m, A, =21, =25Wm™'K).
Temperature profiles shown at I, 10, and 50 days.
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Figure 3.30 Temperature response over time at a radial distance of | m from injection
well @=9m3day, m=1m,\, =X\, =25Wm K'). Equation 3.128:
Guimera et al. (2007); Equations 3.122 and 3.131: Malofeev (1960); Equation
3.132: Avdonin (1964).
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where r = /x* +y’D,; /D, . Assuming A,, = 0, the above equation is reduced
to the equation given by (Keim and Lang 2008)

C (T.—-T _ _
T(x,y,t)=T0+Q w (T O)CXp[x r]lerfc ot (3.138)
4mC, [nPru, 280 |V | 2up,t

This analytical solution is currently used as a regulatory tool for installa-
tion, design, and management of open-loop systems in the Federal State of
Baden-Wiirttemberg, Germany (Baden-Wiirttemberg 2009).

Using this approach, thermal plume lengths due to heat advection and
conduction can be estimated. As explained before, however, this procedure
does not consider the hydraulic influence of the injection well.

There are other approximations that account for groundwater flow.
Kobus and Mehlhorn (1980), for instance, develop a two-dimensional
analytical approximation for simulating transient axial heat conduction
through the confining layers of a confined aquifer due to groundwater heat
pump systems. The groundwater flow velocity is used for calculating the
distance from the source location to a hypothetical line that represents
the border between the natural groundwater streamlines and the stream-
lines diverted due to the local gradient around the injection well. Rauch
(1992) developed an analytical formulation for heat transport in aquifers
using the groundwater velocity parameter similar to Kobus and Mehlhorn.
Additionally, based on a deviation angle of the groundwater flow direc-
tion and thermal dispersive transport analyses, the lateral temperature dis-
tribution in porous media due to heat conduction is predicted. The basic
approach of the previous method is presented by Ingerle (1988) and is cur-
rently used in a regulatory guideline of the Austrian Association for Water
and Waste Management (OWAV 2009).
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Chapter 4

Numerical solutions

The principal motivation for the development and use of numerical models
for heat transport in subsurface environments was simulation of geother-
mal systems and heat storage in aquifers. In general, the development of
numerical techniques was, to a large degree, anticipated by the develop-
ment of models to simulate solute transport, starting in the 1970s. The
review presented below concentrates on solutions of the advective and con-
ductive heat transport problem in porous media, including both the satu-
rated and unsaturated zones. Purely diffusive heat transport, a subject on
which a vast number of contributions and models exist, is not considered
here, since its numerical solution is formally identical to the solution of the
diffusion equation (including the groundwater flow equation as a diffusion
equation for pressure). Sometimes the solutions for pure heat conduction
can be obtained from solutions for advection—dispersion—diffusion prob-
lems as special cases by setting the flow velocity equal to zero. The heat
transport problem can be approximately solved in a linearized form, where
temperature is influenced by flow, but flow is not influenced by tempera-
ture and density and hydraulic conductivity are assumed constant. This
one-way coupling of flow and heat transport is the general assumption of
authors. Alternatively, a fully two-way coupled solution is feasible where an
iteration of the nonlinear system becomes necessary.

Mercer et al. (1982) presented a review on current simulation techniques
for thermal energy storage in aquifers. Mercer et al. (1975) developed a
transient two-dimensional model for the simulation of areal (horizontal)
water flow and heat transport in a saturated aquifer, using the Galerkin
finite element technique. Water viscosity and water density were taken as
temperature dependent. They used the model to evaluate the hot-water
geothermal system Wairakei (New Zealand), without taking into account
phase-change processes. Their results were in general correspondence with
the field data. Werner and Kley (1977) developed a three-dimensional
finite difference model using cylindrical coordinates for the investigation of
heat storage in aquifers. Radial flow velocity was assumed and dispersion
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effects were taken into account. They were able to approximately simulate
a hydrothermal field experiment near Krefeld (Germany).

The Lawrence Berkeley Laboratory (Lippmann et al. 1977) developed
the code CCC, which stands for conduction, convection, and consolida-
tion, to simulate the coupled heat and momentum transport in one-, two-,
and three-dimensional heterogeneous, anisotropic, nonisothermal porous
media. Tsang et al. (1981) used this code to simulate the Auburn University
field experiments (United States). They modeled two cycles of seasonal
aquifer thermal energy storage (ATES). Simulated production temperatures
and energy recovery factors agreed well with the field data.

Doughty et al. (1982) presented a dimensionless parameter approach
to predict the thermal behavior of an ATES system. The analysis was
restricted to radial flow in a horizontal aquifer confined by impermeable
layers neglecting buoyancy effects. The heat transport equation was numer-
ically integrated using an explicit finite difference approach.

Sauty et al. (1982) presented a theoretical study on the thermal behavior
of a hot water storage system in an aquifer using a single well. They devel-
oped an axially symmetrical model, solved it applying a finite difference
scheme, and checked it against analytical solutions. Buoyancy effects were
neglected. The model was then used to evaluate the well temperature dur-
ing production periods for symmetrical cycles (production volume and flow
rate equal to injection volume and flow rate). They used both a fully implicit
conductive scheme and an upstream explicit advective scheme. From the
results, they deduced type curves for sets of dimensionless parameters.

Wiberg (1983) analyzed transient heat storage in an aquifer using the finite
element method. His basic theory included nonlinear thermal physical proper-
ties and boundary conditions. Numerical simulations are shown for a purely
conductive case with heat storage and a one-dimensional conductive—advective
heat transport problem with a nonlinear decay term. Xue et al. (1990) used
a three-dimensional alternating-direction implicit scheme to solve the heat
transport equation. The flow was assumed as radial and heat transport
included heat dispersion. The model was successfully used to investigate
aquifer thermal heat storage in groundwater in China.

Merheb (1984) formulated a horizontal two-layer groundwater flow
model and a corresponding heat transport model with heat exchange
between layers and soil surface using a finite difference technique. The flow
and the heat transport models were implemented in an uncoupled, sequen-
tial manner. He applied the model for the Strasbourg region (France).

Molson et al. (1992) formulated a three-dimensional finite element model
for simulating coupled density-dependent groundwater flow and heat trans-
port in aquifers. The heat transport solution is based on a finite element
time integration, which generates a symmetrical coefficient matrix. The
thermal transport model was successfully checked against the results of the
Borden (Canada) thermal injection field experiment. Dwyer and Eckstein
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(1987) formulated a two-dimensional, horizontal, Galerkin finite element
model for a feasibility study of ATES coupled with a heat pump. The flow
and the heat transport models were applied in an uncoupled, sequential
manner. In heat transport, advection and mechanical dispersion were taken
into account.

Sun and Carrington (1995) developed a so-called implicit correction
scheme for advection-dominated heat transfer in porous media with strong
temperature gradient. The scheme allows relatively coarse grid size for the
numerical discretization. Chevalier and Banton (1999) used the random
walk method to study heat transfer problems in porous media with a radial
flow field. Buoyancy effects were disregarded and none of the physical prop-
erties were dependent on the temperature. They checked the model against
analytical and numerical solutions. Kohl and Hopkirk (1995) presented
the simulation code FRACTure for forced water flow in fractured rocks.
Hydrodynamics were coupled to rock mechanics but not to heat transport.
They applied the code to hot dry rock sites. Signorelli et al. (2007) used this
code for a numerical evaluation of thermal response tests. Hecht-Méndez et
al. (2010) used MT3DMS (Zheng and Wang 1999) to simulate heat trans-
port in closed geothermal systems, assuming that buoyancy effects and
temperature dependency of water viscosity are negligible. They compared
their results with those of analytical solutions and numerical solutions
using SEAWAT (Langevin et al. 2008) and found good agreement.

Diersch and Kolditz (1998) analyzed double-diffusion and buoyancy
driven free-convection processes using the code FEFLOW (Diersch 1996).

Chiasson et al. (2000) numerically investigated the effects of groundwa-
ter flow on closed-loop ground-source heat pump systems and postulated
that heat advection can significantly enhance heat transfer from and to
borehole heat exchangers (BHEs). Similar conclusions were drawn by Fan
et al. (2007). An initial assessment of the importance of advection can be
obtained by an examination of the thermal Peclet number (Chiasson et al.
2000).

Ferguson (2007) examined the effect of heterogeneities on heat transport
by stochastic modeling, including dispersion effects using geostatistics of
aquifers. His results indicate that there is considerable uncertainty in the
distribution of heat associated with the injection of warm water into an
aquifer. Advective—conductive heat transport models were created using
METRA, which is a submodule of the code MULTIFLOW (Painter and
Seth 2003). METRA is an integrated finite difference code capable of simu-
lating variable-density fluid flow and heat flow. Hidalgo et al. (2009) per-
formed a Monte Carlo analysis of steady-state advective—conductive heat
transfer in heterogeneous aquifers using a finite element code.

Graf and Therrien (2007) formulated a model for coupled fluid flow,
heat, and single-species reactive mass transport with variable fluid density
and viscosity in fractured porous media. The effects were incorporated in
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the code HydroGeoSphere. Brookfield et al. (2009) performed a numerical
study on thermal transport modeling in a fully integrated surface—subsur-
face framework using this code.

Engeler et al. (2011) investigated heat transport in an aquifer with strong
river—aquifer interaction. They used the code SPRING (delta-h 2012), which
uses three-dimensional finite elements and allows temperature dependence
of the flow parameters. They showed that better agreement with measured
temperature data is obtained if the temperature dependence of the leak-
age coefficient (via the temperature dependence of viscosity) is taken into
account in the modeling.

Several authors have also investigated heat transport in unsaturated
porous media. Sophocleous (1979) formulated an implicit vertical finite dif-
ference model for the analysis of coupled nonlinear water and heat trans-
port under saturated and unsaturated conditions. He used and extended
the Philip and de Vries (1957) formulation of coupled nonisothermal flow
of water, vapor, and heat (Parlange et al. 1998). Yeh and Luxmore (1983)
presented a multidimensional model for moisture and heat transport in
unsaturated porous media using the so-called integrated compartment
method, which is an extension of the integrated finite difference method.
Again, the Philip and de Vries (1957) nonisothermal equations were used for
simultaneous moisture and heat transport. Sidiropoulos and Tzimopoulos
(1983) performed a sensitivity analysis of coupled water and heat transfer
in porous media. For their case, they found that phase-change effects could
be neglected. Birkholzer and Tsang (2000) used the code TOUGH2 (Wu
et al. 1996) for the modeling of the coupled thermohydraulic processes in
a large-scale underground heater test in partially saturated fractured tuff.

Al-Khoury (2012), Al-Khoury and Bonnier (2006), and Al-Khoury et
al. (2005, 2010) presented computationally efficient finite element tools
for the analysis of three-dimensional steady-state and transient heat flow
in geothermal systems. They assumed that temperature has no influence
on groundwater flow. They formulated one-dimensional heat pipe finite
elements, which are capable of simulating pseudo-three-dimensional heat
flow in a vertical BHE consisting of pipe-in, pipe-out, and grout material.
Three-dimensional finite elements for saturated aquifers were formulated,
which can be in contact with heat pipe finite elements. Their method was
extended by Bauer et al. (2011) and Diersch et al. (2011a,b) and incorpo-
rated in the software FEFLOW (DHI-WASY 2010).

Glick (2011) developed engineering software for the numerical simu-
lation of underground heat exchangers. Steady-state and transient axi-
ally symmetrical temperature fields due to heat conduction are calculated
using the finite volume method. Thermal processes within the BHE with
inflow and outflow tubes (single- and double-U-tube configuration)
embedded in grouting material are restricted to quasi-steady-state condi-
tions and are evaluated using the concept of heat transfer coefficients. By
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evaluating an effective radius of a single device, regular fields of BHEs are
approximated.

Lazzari et al. (2010) investigated the long-term performance of BHE
fields with negligible groundwater movement by finite elements using the
software package COMSOL. Lee and Lam (2008) performed computer
simulations for BHE systems using the finite difference approach. Outside
the borehole, heat transport is restricted to heat conduction. Inside the
borehole, flow in the tubes is incorporated. Fujimitsu et al. (2010) numeri-
cally evaluated the environmental impact caused by a ground-coupled heat
pump system using the FEFLOW software. Park et al. (2012) investigated
the heat transfer of helical BHEs experimentally, analytically, and numeri-
cally. Park et al. (2013) numerically modeled precast, high strength con-
crete energy piles. Jalaluddin and Miyara (2012) numerically investigated
the performance of several types of vertical BHEs in continuous and dis-
continuous operation modes with the software FLUENT.

Laloui et al. (2006) formulated a coupled displacement, pore water pres-
sure, temperature finite element model for heat exchanger piles. The model
was able to reproduce in situ experimental observations.

Deng et al. (2005) suggested and tested a simplified numerical model for
the simulation of standing column well ground heat exchangers. Woods
and Ortega (2011) numerically investigated the thermal response of a line of
standing column wells and compared these results with analytical models.

Kim et al. (2010) numerically investigated the performance of ATES
systems in confined aquifers (open systems). They formulated a three-
dimensional aquifer flow and heat transport model with finite elements,
assuming constant water density and viscosity, using COMSOL. They con-
cluded that the thermal interference of an ATES system (affecting primarily
the system performance) depends on the distance between the two bore-
holes, the hydraulic conductivity of the aquifer, and the production/injec-
tion rate. The thermal interaction of pumping and injecting well groups
with absent regional groundwater flow was numerically investigated by
Gao et al. (2013). They assumed that material properties do not depend on
temperature.

4.1 TWO-DIMENSIONAL HORIZONTAL
NUMERICAL SOLUTIONS

Two-dimensional numerical solutions are mainly discussed here with
respect to their application concerning open thermal systems, that is, sys-
tems with water abstraction and reinfiltration after temperature increase or
decrease by AT. The vertically integrated, two-dimensional heat transport
equation for shallow regional aquifers focuses on the saturated part, as
recalled here:
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T

Pt ] vert,bot ] vert,top
—= + 4.1
o (4.1)

mC, mC,  mC,

v(DﬁT)—E—W (qT)+

m m

The variable T(x, ¢) is the mean temperature in a vertical profile at loca-
tion x and time t. Vertical heat flow from below (geothermal heat flux),
Juerebor(X5 2), and vertical advective and diffusive heat transport from soil
surface to aquifer, ], ., (X, ), are taken into account through source/sink
terms. While the former can be expressed and inserted directly, the latter can
be treated in a different manner. In the application of the two-dimensional
heat transport equation, it is often assumed that the coupling of flow and
transport via density can be neglected.

One possibility consists of inserting the linear approximation for the

vertical heat flux ], ., (X, t) into the heat transport equation:

al =V. (DZVT) — &V . (qT) + Pt + ]vert,bot + }Lvert ’ (]—;urface — T)
ot C, mC, mC, mC,-(f+m/2)
+ NCWT;urface (4'2)
mC

m

Equation 4.2 is expressed here as the transient balance equation.
However, we have to keep in mind that the transient behavior is not fully
considered, or only in a rudimentary way, for the linear flux terms from soil
surface to groundwater. This disadvantage is avoided for long-term, steady-
state flow and heat transport according to

Pt + ] vert,bot + 7\’vert i (’Tsurface - T)
mC, mC, mC,-(f +ml2)

V-(DtVT)—g—WV(qTH

m m

NC,, (T,
+

surface —

T _y (4.3)

mC,,

Furthermore, if we adopt the considerations pointed out in Chapter
2.1.3.1 to formulate the equation in terms of temperature differences AT(x) =
T(x) — Tyiace(X) and to choose Ty, = T, assuming constant surface tem-
perature, Equation 4.3 reduces to

urface

Pt + ]vergbot + ?\’vert ' (Tsurface _T)

mC,_, mC, mCm-(f+m/2) SO

v-(D, VT)—%W (qT)+

m

The equation formally corresponds to the steady-state solute transport
equation with first-order decay.

© 2010 Taylor & Francis Group, LLC



Numerical solutions 169

A main contribution to the heat production term P, is the heat flux from
large warm basements of constructions. The vertical contribution can be
approximately expressed according to Equation 2.125 by

_ N Tbasement B Tgw —A A (Tbasement B TO) - (Tgw B TO)
] cond_basement ~ 4 *basement/“vert — “1pasement /Vvert
2 basement 2 basement
T, -T,)-T
— Abasememx ( basement O) rel (4. 5)

vert
m
2 basement

Therefore, the heat flux consists of a first-order partin T, = T,,, — T, and
a constant heat flux. The latter represents a heat-loading rate.

Another interesting possibility consists of coupling the two-dimensional
heat transport equation for the (saturated) regional aquifer with the
one-dimensional vertical heat-flow between soil surface and aquifer. In
water flow problems, this coupling has been realized in HYDRUS-1D-
MODFLOW (Seo et al. 2007). It can be achieved, in principle, by adding
vertical columns on top of each finite difference cell or finite element. In
practice, however, areas of identical parameters and conditions are defined
within the solution domain D in order to reduce the computational effort.

In the case of confined aquifers, the vertical heat flux ], (X, ) at the
top of the aquifer is described by the heat transport equation in solids,
according to Equation 2.101, here without production term:

oTf 0 oT

I _ 9|, ol (4.6)
ot 8z|: ' az}

Coupling of the two models requires the continuity of temperature and

the continuity of the heat flux.
For unconfined aquifers, the vertical heat balance equation, that is,

oT d 0 C, o
= S (Do + Do) —T |- =~ =(q,T (4.7)
a ¢ az |:( t,diff + t,dlSp,L) az :| Cm aZ (qz )

has to be coupled with the water flow equation, that is, the vertical Richards
equation:

9y _ 9 O bw 4
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Coupling of the models now requires the continuity of temperature and
water, as well as heat fluxes at the interface between the two regions. With
this procedure, the computational effort can be reduced considerably com-
pared to a three-dimensional saturated—unsaturated model. In principle,
the coupling with vertical soil columns can also be undertaken in connec-
tion with a multilayer flow and heat transport model.

4.1.1 Analogy with solute transport models

Obviously, one may utilize any existing solute transport code for heat
transport as well, if one establishes the analogy between both models in
a consistent way. The principle is shown using the example of Equation
4.4. A comparison with the steady-state solute transport equation,
that is,

V(D,Ve)- V- (qe)+ 1o ~hc=0 (4.9)
0 mo

c

yields the following correspondence between the parameter

Solute transport Heat transport

Solute concentration ¢ 2 0 Temperature T, 2 0

Hydrodynamic dispersion tensor D, Thermal dispersion tensor D,

Molecular diffusion coefficient D, Thermal diffusion coefficient D,
Macrodispersivities o, o Macrodispersivities p, fr

Inverse porosity |/, Thermal capacity ratio C,/C,

Source/sink term P_/(¢pm) Thermal source/sink P/(C,, m)

Decay coefficient A, Thermal flux coefficient A,../(C,m(f + m/2))

Therefore, in order to simulate heat transport using a solute transport
code, the parameters have to be defined as follows. In the solute transport
code, equivalent porosity is

o, = (4.10)

p-Lo (4.11)
C
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and the equivalent decay coefficient is

Aoz e (4.12)

Cmm-(f+7;)

Consequently, the heat injection rate ], = QC AT translates into the anal-
ogous solute mass flux ], = OAc. Note that since solute concentrations have
to be positive, with ¢ > 0, the relative temperature has to be positive as well,
with T, > 0.

The assumption of constant mean surface temperature represents a simpli-
fication of the complex processes at the soil surface (see Chapter 1). In fact, it
cannot be excluded that an increase or decrease in groundwater temperature
could also affect the temperature at the soil surface. Such a situation could
arise, for example, for aquifers with very small depth to groundwater.

We are not aware that codes exist that solve Equation 4.4 or its transient
form. However, several codes exist that solve the solute transport equation
with first-order decay, like MT3D (Zheng 1990), MT3DMS (Zheng and
Wang 1999), HydroGeoSphere (Graf and Therrien 2007; Raymond et al.
2011), FEFLOW (DHI-WASY 2010), SPRING (delta-h 2012), and others.
They can be used as analogs in order to solve thermal processes in two-
dimensional aquifers. In any case, a simulation of thermal or solute trans-
port requires the simulation of the water flow field beforehand.

4.1.2 Analysis of steady-state open
system in rectangular aquifer

The procedure for simulating heat transport using a solute transport code is
illustrated for the example of a simple rectangular confined aquifer of size
2000 m x 1000 m, of thickness 72 = 12 m, and with hydraulic conductivity
K, =0.002 m s (Figure 4.1). No areal recharge occurs. Piezometric head is

w Impermeable
=
£ E
= 151
2 Pumping Injection "_s
I well well x
2 o [} g
o > 3
3 Confined aquifer &
= ~
Impermeable

Figure 4.1 lllustrative example of two-dimensional aquifer: situation and hydraulic
boundary conditions.
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specified at the western boundary with /, = 12 m. At the eastern boundary,
the water inflow rate is specified with a total flow rate of O,.4,,, = 0.036 m?3
s~1. Without wells, this corresponds to a flow gradient of 0.0015. Impermeable
boundaries are present at the northern and southern boundaries. Thermal use
is planned for an open system with extraction well, heat pump, and infiltra-
tion well. The pumping rate is O, = 1000 m? day~'. Since thermal use occurs
in the winter season only, O, corresponds to a yearly average value. The
distance between extraction and infiltration well is chosen in order to avoid
hydraulic short-circuiting for the actual pumping rate in the winter season.
The steady-state flow field is shown in Figure 4.2 with results from particle
tracking indicating flow lines. The equivalent porosity value is ¢, = 0.571,
using C, = 2.4 x 106 W m= K-'. Markers on the particle tracks are shown in
yearly intervals based on the velocity #, of the thermal front.

The longitudinal thermal macrodispersivity is chosen as p; = 10 m and the
transversal macrodispersivity as pr = 1 m. The size of the finite difference
cells is 10 m. Boundary conditions are prescribed temperature T, = 0 at the
eastern boundary, impermeable northern and southern boundaries, and the
transmission boundary type (Chapter 2.1.2.5) for the western boundary.
The latter is approximated by setting longitudinal dispersivity to zero along
the outflow boundary. Water is pumped at the abstraction well. A heat
pump lowers the temperature by 3 K. This is realized by setting a positive
source concentration of ¢, = 3.0. The equivalent decay coefficient is cal-
culated using Equation 4.12, with A,,,, = 2.0 W m~! K-! and f/ = 6 m, which
yields A, = 5.787 x 10-? s-'. The transport module was run for 20 years in
order to approach steady-state thermal conditions. The thermal plume after
20 years of infiltration of cold water is shown in Figure 4.3. Note that this
type of steady-state (time-averaged) analysis does not take into account the
dynamics caused by seasonally varying pumping and infiltration rates. The

145

14.0
-13.0
12.5

Figure 4.2 lllustrative example of two-dimensional aquifer: steady-state flow field with step
in piezometric head Ah, = 0. m. Particle tracks starting at infiltration well.
Particle markers are introduced with increment At = | year (with respect to
thermal velocity).
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Ty = —0.1 K

Figure 4.3 Illustrative example of two-dimensional aquifer: calculated thermal plume
due to infiltration of cold water with AT = 3 K, after 20 years. Temperature
increment is 0.1 K.

latter would cause more lateral spreading of the thermal plume during the
cold season and, therefore, also in the long run. Furthermore, it is important
to realize that macrodispersion effects are usually overestimated close to the
source, that is, the infiltration well. This has to do with the scale-effect of
macrodispersivity as described in Chapter 2.1.2.3.

The example was calculated using standard MODFLOW-96 (USGS
2012) and MT3DMS (Zheng and Wang 1999), which are both incorpo-
rated in the code PMWIN (Chiang and Kinzelbach 2005). Transport was
simulated using an upstream finite difference scheme with discretization
Ax = Ay = 10 m and a time step corresponding to a Courant number of
0.75 (see Equation 4.32). The grid Peclet number (see Equation 4.30) was 2.

4.1.2.1 Scaled solution for open system
in rectangular aquifer

For the simple rectangular layout of the illustrative example, the procedure
can be extended by scaling. By introducing a length scale L, any length can
be scaled such as x" = x/L or b}, = b, /L. The steady-state scaled form of the
two-dimensional flow equation 2.38 is

V2h, +I§LL 0 (4.13)

whn

where V2 is the Laplace operator, in scaled form. We may choose the length
scale as L = Q/(mgq,) using the pumping and infiltration rate O and the
specific inflow rate q,. Note that in this case, L is the recharge width of the
flow toward the well.

Using the specified inflow rate g, to scale the water fluxes, and introduc-
ing a temperature scale ©, the scaled steady-state heat transport equation

without P, and [, ., o 1S
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BL ’ ’ ’ ’ Ve ald }\‘ T,lQ
Be g o) - v Ty ¢ R TQ (4.14)
L ( t l) (q l) (f+ m/z)mzqécw

assuming that macrodispersion is dominant compared to thermal diffu-
sion. The temperature scale may be chosen as ® = AT. The decay term can
be written as A/_.T, et

vert = r vert*

’

. with the dimensionless decay coefficient A

MO
’ — vert 4.15
A +ml2)m*qiC, *.13)

A time scale T can be obtained by setting t = L/u, = LC_/(Cq,).

The scaled temperature field is evaluated numerically and analyzed for
the scaled temperature profile along the streamline through the infiltration
well. For A/, =0.01, 0.1, and 1, the dimensionless longitudinal dispersivity
B =B./L =0.02 (which represents a small value), and the dispersivity ratio
B%/B7 = 0.1, the scaled temperature profile is shown in Figure 4.4. For ; = 0.2
(representing a medium value) and again B%/B; =0.1, it is shown in Figure
4.5. Obviously, there is quite some impact of dispersion on the shape of the
plume. We can state that the shape is mainly governed by decay. Again,
one has to be aware that dispersion effects are overestimated close to the
infiltration well.

The numerical scaling analysis was again performed using standard
MODFLOW-96 (USGS 2012) and MT3DMS (Zheng and Wang 1999), which
are both incorporated in the code PMWIN (Chiang and Kinzelbach 2005).

1O e —0.01
\‘ 9 ~‘~ 01
\ i T -=-=0.
0.8 . <L e
| -l
:0.6 \
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\Y
0.4 <
.\
.\
0.2 ‘e
1)) [ SR
0 1 2 3 4 5
x/L

Figure 4.4 Scaled steady-state temperature profile downstream of the infiltration well in
simple two-dimensional aquifer for dimensionless decay coefficients A/, = 0.01,
0.1, I 'and B{ =0.2, B% =0.02.
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Figure 4.5 Scaled steady-state temperature profile downstream of the infiltration well in
simple two-dimensional aquifer for dimensionless decay coefficients A/, = 0.0,
0.1, I and B{ =0.2, f5 = 0.02.

Transport was simulated using an upstream finite difference scheme with
discretization Ax’ = Ay’ = 0.02 and a time step corresponding to a Courant
number of 0.75 (see Equation 4.32). Results are shown for the dimension-
less time ¢’ = 10.

4.2 MULTIDIMENSIONAL NUMERICAL SOLUTIONS

Solution techniques are briefly discussed with respect to the solution of the
heat transport equation 2.92 including heat advection:

o =v.DyT]- S

P,
V- (qT)+ —t 4.16
ot am C ( )

m m

Frequently used numerical solution methods can be classified as follows:

Finite difference method
Finite element method
Finite volume method
Method of characteristics
Random walk method

Note that in each group, various submethods and techniques have been
formulated. In the following, we concentrate on basic ideas of the methods.
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4.2.1 Principles of the finite difference
method for heat transport

For the presentation of the principles, we prefer to start from the energy
balance equation:

Cn aa;f =V [(A +CD gy VT |- C,V - (qT) + P, (4.17)

The basic procedure of the finite difference method can be stated as
follows: The solution domain D is discretized into prismatic cells. In
the case of one- and two-dimensional problems, the shape reduces to
linear and rectangular cells. Numbering of the cells is chosen according
to three-dimensional matrices with layer, row, and column indices i, j,
k. The cell size does not need to be constant. However, neighboring cells
should still have similar size (change less than a factor of 2) for numeri-
cal reasons.

For each cell, the mean temperature T, () is either unknown (and to
be calculated) or known (prescribed temperature). This temperature cor-
responds to the average value within the cells. The temperature T, (¢) is
assigned to the cell center.

For each cell (i, j, k), the physical heat balance is expressed over all sur-
faces of the cell using unknown temperatures Ty, (t + At) within the cells,
given known temperatures in each cell, where At is the time step. The advec-
tive, diffusive, and dispersive heat fluxes are expressed by linear approxi-
mations, using the cell center temperatures from the neighboring cells. The
rate of change of the energy within the cell is expressed using the time step
At and the temperature difference T (¢ + At) - T (2).

Boundary conditions (like prescribed temperature or prescribed heat
flux) are directly considered in the corresponding balance equations for the
cells. The resulting equation system is linear in the unknown temperatures
at time (¢ + Az). After obtaining the solution, the new temperatures Tj,(t +
At) in the cells are the initial conditions for a new time step.

The advective heat flux in x-direction into the cell (4, j, k) (Figure 4.6) can
be expressed as follows:

t*)C, T 1 (t*)AyAz

w

1
S5k i~k
X5 =2

]x,i,j,k,adu (t::-) =q

-q_ . @)CT 'k(t‘"")AyAz (4.18)

x,i+z,/,/€ sl
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i-1jk |- i+ 1k

i-1j+1Lk ij+Lk | i+1j+Lk
(o] (o} (o]

Figure 4.6 Finite difference grid with cell ijk.

The time ¥, at which the fluxes are determined, has to be specified.
The index i — 1/2 and 7 + 1/2, respectively, denote the values at the inter-
faces between the cells. This formulation presumes therefore that the cen-
tral value between adjacent cells is taken (central scheme). A (first-order)
upwind scheme gives more weight to the upstream cell. This can increase
stability of advective transport simulation, but may increase numerical dif-
fusion (see Pe-criterion below). If these cell indices are iz (i, or i=1) and out
(i or i-1), respectively, depending on the water flow direction, the heat flux
can be written as

Joijpaae B =q 1 (#F)CTi, 1 (%) AyAz

x,ifz,/',k
_qx .1 /k(t* )CwTour,/’,k“;} )AyAZ (419)
’HE’ B

The conductive heat flux into the cell is expressed as

)\’x,i—l,j,k ’(Ti,/,k@*)_ 7:‘—1,/,1@(1‘*))
T it (E5) = 2 A AyAz
Aoty (Tal) =T ue) (4.20)
- ’ Ax Ayhz
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In a corresponding manner, the dispersive flux in x-direction caused by a
temperature gradient in x-direction is

) XX =]
]x,disp,xx (t ) - 2 Ax AyAz
D1 (Tnalt) =T xle) (4.21)
- 2 AyAz
Ax

The dispersive flux in x-direction caused by a temperature gradient in
y-direction, using interpolation of the gradient to the center of the exchang-
ing interface, is

c,D '(’1;—1,;'—1,}3 ) =T o (E)VH T g () =T g (27 ))

xx,i——,],k
. t=:< — 2 A A
]x,dlsp,xy( ) 4Ay y z
Dxx Lk '(’EH,,',k(tﬂ‘)—];’/,k(tﬁ))
o e (4.22)

Ax

In a similar manner, all dispersive fluxes into the cell can be expressed.
In order to express the dispersive fluxes in a symmetric way, a total of 26
neighboring cells are needed in three dimensions.

Finally, the heat storage in the cell (i, j, k) is

Cor (Tt + A1) =T, 4(8)) AxAyAz

1

At

= Z Jiaay @)+ ] giee (£7) + Z Jigisp_i @) |+ Py (87)  (4.23)

i=x,9,2 J=X5],%

Still, the time t*, at which the fluxes are determined, remains to be
specified.

If all fluxes are evaluated at the old time level, that is, #* = t, one obtains
an explicit scheme. This formulation is attractive since all fluxes can be
evaluated directly without the need to solve an equation system. The only
unknown is the temperature T,,(t + At) appearing in the storage term,
which can be computed in an explicit manner. However, the time step
needs to be small enough in order to guarantee stability. It is required that
the diffusive and dispersive thermal fluxes into any cell are smaller than the
rate of change of energy within the cell:

© 2010 Taylor & Francis Group, LLC



Numerical solutions 179

T _C_TAs
2-A, +C D, g1 ) —<—2 4.24
( m w t,dlsp,L)As At ( )

This leads to the von Neumann criterion for the time step At of explicit
schemes, which states

2 2
At < Cnls _ s (4.25)
2. (7\‘m + Cu/Dt,disp,L) 2Dt

where As is the spatial discretization (Ax, or Ay, or Az).

Using t* =t + At yields a fully implicit scheme, while for a Crank-
Nicolson scheme, T(¢*) = 0.5-(T(¢ + At) + T(¢)) (time-centered) is applied
(which also leads to implicit equations). Very often in available codes, the
difference scheme is an input parameter and has to be selected: upwind or
central in space, and explicit, implicit, or centered in time. For the implicit
and the time-centered schemes, a linear equation system is obtained, of
the form

Y AT =b; i=ln (4.26)
j=1

where A, is a term of the coefficient matrix, T, is a component of an
unknown vector of the temperature in the cells, b, is a constant term, and
7 is the number of cells. The resulting matrix [A] is sparse, since only the
neighboring cells are involved in the balance equations. In contrast to the
flow equations, in general, matrix [A] is not symmetric. The reason lies in
the advective terms. Adapted numerical techniques, like the biconjugate
gradient solver, have to be used.

Still accuracy criteria with respect to the choice of As and Af have to be
observed by the modeler in order to avoid excessive numerical diffusion
(also called numerical dispersion) and numerical oscillations.

In order to reduce numerical diffusion, which means that the discretiza-
tion is able to adequately represent sharp thermal fronts without smearing,
it is required that the advective heat flux is smaller than the dispersive and
diffusive heat fluxes everywhere within the solution domain. For extreme
cases, this requirement can be stated heuristically as

T T
C.q B S, + Cth,disp,L)KS (4.27)
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This leads to the requirement for the spatial discretization As:

2"(27”+Dt,disp,L) 2D
As<—~w _ =2 (4.28)

For dominant macrodispersion, the criterion reduces to
As < 2B, (4.29)

An equivalent formulation is that the thermal grid Peclet number satisfies
the following:

Pe=1—"<2 (4.30)

In order to reduce numerical oscillations of the solution, which mani-
fest themselves as overshooting and undershooting, it is required that the
advective heat flux into any cell is smaller than the rate of change of energy
within the cell. For extreme cases, this requirement can be stated heuristi-
cally as

C_TAs
C gT <—™m 4.31
T (.31

This leads to the requirement for the time step:

Cph
At < o qs (4.32)

An equivalent formulation is that the thermal grid Courant number Co
satisfies the Courant—Friedrichs-Lewy stability condition:

Co= CndBt 4 (4.33)
C As

m

Compared to solute transport, the criterion is relaxed by the thermal
retardation factor.

Still lateral numerical diffusion has to be controlled. From experience
with solute plume simulations, it is desirable to resolve the thermal plume
laterally by at least 10 cells.
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Finally, it is recommended to check whether the numerical results are
grid convergent. This means that the results using a finer grid are practi-
cally invariant compared to the original grid. An application of the finite
difference method is given, for example, in Birkholzer and Tsang (2000).

4.2.2 Principles of the finite element
method for heat transport

In the finite element method, discretization uses the so-called finite ele-
ments (e.g., prismatic elements; Figure 4.7). Various classes of finite ele-
ments are available. Each element contains a number of nodal points,
where the approximate solution is sought. The simplest two-dimensional
and three-dimensional finite elements are triangular (3 nodal points) and
tetrahedral (4 nodal points) elements with linear interpolation functions.
Due to their flexible shape, finite element grids can much better adapt to
irregular boundaries of the domain D and can also be better refined locally
in regions where better resolution is needed, for example, close to sources
and sinks. Within the solution domain, a trial solution is defined as follows:

T(x,0)= ) Ti{thw,(x) (4.34)
i=1

The functions w,(x) are weighting functions, which are determined from
the interpolation functions of the finite element, and 7 is the number of
nodal points. In fact, w,(x) vanishes outside the neighborhood of a nodal
point (element patch containing all elements connected to the nodal point).

Figure 4.7 Prismatic finite element with nodal points.
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The parameters T,(#) are the unknown nodal values. The trial solution

approximates the temperature distribution within the domain. Inserting
the trial solution into the rearranged heat transport equation:

L (4.35)

yields a residual e(x, #). According to Galerkin, it is required that the
weighted residual using w,(x) as a weighting function vanishes in the neigh-
borhood of all nodal points 7 with unknown variable T:

Js(x,t)w,.(x)dDzo; i=1,.n (4.36)

D

Integration is, in fact, restricted to the element patch of each nodal point.
Therefore, the condition states that the weighted residual vanishes in the
neighborhood of each nodal point. To avoid the appearance of distribu-
tions, one integration step of the conduction-thermal dispersion term is
carried over to the weighting function using Greene’s theorem. Integration
(analytical if possible or numerical using Gauss points) yields a set of ordi-
nary differential equations as follows:

n

ZE]-(L‘*)(dd]Z)+2Aﬁ(t*)Ti =b; i=1l,n (4.37)
j=1

j=1
where A;; and F; are matrix elements and b, is a constant term. Still it has to
be decided for which time t* the matrices are evaluated. For a fully implicit
scheme t* = ¢ + At, and for a Crank-Nicolson scheme T(¢*) = 0.5-(T(t + At) +
T(z)). Since the matrix [F] is not a diagonal matrix, an explicit scheme does
not provide a computational advantage, unless [F] is diagonalized by lump-
ing all terms of a row in the diagonal. The time derivative is often dis-
cretized in finite differences with:

ﬂz T;(t+At)=Ti(t) 4.38)
de At

leading to a linear equation system for the unknown nodal values Tj(¢ +
At) of the temperature. The resulting matrix [A] is again sparse, since only
the neighboring nodal points are involved in the integration. Again, in gen-
eral, the matrix [A] is not symmetric due to the advective terms. Adapted
numerical techniques, like the biconjugate gradient solver, have to be used.
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An alternative consists of using an explicit scheme for the advective term
and an implicit scheme for the diffusive—dispersive term, which leads to a
symmetric matrix [A] (e.g., Leismann and Frind 1989).

Finite element techniques exhibit similar numerical stability problems
as the finite difference methods. Again, the grid Peclet number (Equation
4.30) and the Courant number (Equation 4.33) criteria have to be observed.
In order to avoid lateral numerical diffusion, finite element grids can be
aligned along water flow lines leading to the principal direction technique
(Frind and Germain 1986). This avoids lateral numerical diffusion. An
application of the finite element method is given, for example, in Molson
et al. (1992).

4.2.3 Principles of the finite volume
method for heat transport

In the finite volume method, the solution domain is divided into small (con-
vex) finite volumes. Nodal points are used to interpolate the field variable.
Usually a single node is used for each finite volume. Surface heat fluxes are
expressed either by Gauss’ divergence theorem or directly by approximat-
ing the fluxes. The sum of all inflowing heat fluxes is equal to the rate of
change of energy within the finite volume according to heat conservation.
Boundary fluxes (Neumann type boundary conditions) can be directly
introduced into the balance equation. For grids using rectangular blocks
as finite volumes, the approach is identical to the finite difference approach
as described in Section 4.2.1. However, the finite volume method is more
general and allows unstructured grids. A model formulation using the finite
volume method can be found in Russell et al. (2003). Applications of the
finite volume method are given in Clauser (2003) and Rithaak et al. (2008).

4.2.4 Principles of the method of
characteristics for heat transport

In the method of characteristics used for transport problems in ground-
water, the transport step is split into two half steps (operator splitting), one
purely advective and the other diffusive and dispersive. In a moving control
volume, moving with the thermal front velocity u,, the change of tempera-
ture can be expressed as follows:

dT _dT  JT dx JT dy , JT oz

dt ot ox ot dy ot oz ot

oot ot o,
Tor ox 9y Y 9z F

(4.39)
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The resulting tracks x(t), y(¢), and z(¢) of the particles are called the charac-
teristics. The diffusive and dispersive half time step is treated with the con-
ventional finite difference method, whereas the advection half time step is
performed using particle tracking based on the velocity field. A large number
of particles are initially introduced in the solution domain. Each particle carries
a temperature, which can change over time. The principal steps are as follows:

* Given temperature T,(¢) of particles and T;(t) of cells.

e All particles are moved advectively. New intermediate cell tempera-
tures T;(H—At) are calculated by averaging the particle temperatures
in the cells.

e Purely diffusive and dispersive temperature changes are calculated on
the finite difference grid using Ti;(t+At), yielding new cell tempera-
tures T(t + At).

* New particle temperature values T, (¢ + At) are calculated by adding
increments.

e Start a new time step.

It is important that an optimal interpolation of the velocity within the cells
is obtained. Frequently used interpolation schemes follow Prickett et al. (1981)
and Pollock (1988). Modified (e.g., Liu and Dane 1996) and hybrid (forward
and backward) schemes of the method of characteristics do exist. Numerical
oscillations of the solution occur due to the particle-based nature of the method.
Increasing the number of particles in the system can reduce these oscillations.

An application is presented, for example, in Hecht-Méndez et al. (2010).

4.2.5 Principles of the random walk
method for heat transport

In the random walk method used for transport problems in groundwater, the
transport step is again split into two half steps, one purely advective and the
other diffusive and dispersive as in the method of characteristics. Again,
the advective time step is performed by particle tracking, based on the velocity
field. In contrast to the method of characteristics, the particles carry a fixed
energy in the random walk method. A large ensemble of particle paths yields, in
the limit, the solution of the transport equation. From the analytical solution of
the transport problem for uniform flow velocity in the direction of x, the new
particle position after a time step Az, starting at the location x(t = 0) = x,, is

x, (t+0t)=x, () + u, At + Z\[2D,; At (4.40)

where Z is a normally distributed random number with zero average and
standard deviation 6, = 1. The y- and z-components are obtained in a simi-
lar manner using transversal coefficients. The method yields a distribution
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of particles of equal energy. The cell temperature is obtained by counting
the particles within a cell and dividing the total energy by the total heat
capacity of the aquifer volume in the cell. Therefore, enough particles have
to be added to the system. Since Equation 4.40 is based on a uniform veloc-
ity field, which is not the general case, correction terms have to be added
(referred to as Fokker—Planck terms). The new particle position is for two-
dimensional heat transport:

aD,,. D "
t+A) = x. (£)+ 4oy T At+Z'-| 2D, At
% )= %) {ut’x ox dy L ) [\/T lx (t)

tx
u
u
—z"-{/zD@TAt ]
(xp (1))

P p

t
LYy
u

t
P

D,,, 9D "
t+ At =y (t)+] a2 At+Z'-| 2D, At —2
Y 1=%) { Y ox 9 \/T e Jocgen

P

u
+Z” [ [2D At == } (4.41)
(xp (2))

t

where u, is the absolute value of the thermal velocity, and Z’ as well as Z” are
normally distributed random numbers (zero mean and unit standard devia-
tion). The correction term prevents, for example, particles from accumulating
at stagnation points (Kinzelbach 1987). It is again important that an optimal
interpolation of the velocity within the cells is obtained. Frequently used inter-
polation schemes are after Prickett et al. (1981) and after Pollock (1988). For
continuous injection of heat, particles have to be added continuously. A three-
dimensional formulation for solute transport by random walk can be found in
Kinzelbach and Uffink (1991) and Lichtner et al. (2002). A two-dimensional
application in heat transport is presented in Chevalier and Banton (1999).

4.3 STRATEGY FOR COUPLED FLOW
AND HEAT TRANSPORT

Usually, coupled flow and heat transport equations are linearized using a
Picard iteration scheme (point iteration). In a first step, the flow equation
is solved. Based on the head values, the Darcy velocity field is evaluated in
a second step. In a third step, the heat transport equation is solved, and in
a fourth step, the temperature-dependent parameters like water density are
updated. All four steps are iterated to a specified convergence tolerance.
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Various codes are organized in this manner (see Ackerer et al. 2004; Molson
and Frind 2012). Molson et al. (1992) handle nonlinearities in the coupled
flow and heat transport equations by centering the nonlinear terms in time
during the iteration. In order to speed up the iteration process, Ackerer et
al. (2004) suggest that the heat transport equation is evaluated first, and
then an update of the temperature-dependent parameters is performed fol-
lowed by solving the flow equation with the evaluation of the velocity field.
In their scheme, the heat transport equation is solved with velocities defined
in the previous iteration. Because the flow equation is more dependent on
the temperature than the heat transport equation on the heads (tempera-
ture variations in time create a sink/source term in the flow equation), this
algorithm should reduce the number of iterations needed within one time
step. However, the solution of highly nonlinear, density-dependent flow
problems involving high temperature contrasts may require other solution
approaches (see, e.g., Herbert et al. 1988).

Diersch and Kolditz (1998) use first- or second-order predictor—corrector
schemes for solving the coupled equations.

4.4 SOME AVAILABLE CODES FOR THERMAL
TRANSPORT MODELING IN GROUNDWATER

As already stated, a large number of codes on solute and contaminant trans-
port are available, such as MT3D (Zheng 1990) or MT3DMS (Zheng and
Wang 1999), which, in principle, can also be used for thermal transport
studies in groundwater by analogy. Among the codes that directly allow
simulation of thermal processes, we mention a few. A list of some selected
groundwater flow and heat transport codes are presented in Anderson (2005).
FEFLOW (DHI-WASY 2010) is a variably saturated, three-dimensional
finite element code for the simulation of variable-density water flow, solute,
and heat transport, including coupled transport. Thermal applications are
presented, for example, in Maréchal et al. (1999) and Nam et al. (2008).
The software includes analytical and numerical modules for the finite ele-
ment formulation of BHEs in modeling geothermal heating systems.
HST3D (Kipp 1997) is a three-dimensional finite difference code. It sim-
ulates groundwater flow and associated heat and solute transport in satu-
rated aquifers. It can handle variable water density and viscosity. Among
other applications, the code is offered for heat storage in aquifers. An appli-
cation using the code is given in Bravo et al. (2002).
HEATFLOW-SMOKER (Molson and Frind 2012) is a three-dimensional
finite element code for solving complex density-dependent groundwater flow
and thermal energy transport problems. The model can be used to solve
one-, two-, or three-dimensional heat transport problems within a variety of
hydrogeological systems, including discretely fractured porous media.
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HydroGeoSphere (Graf and Therrien 2007; Raymond et al. 2011) is a
three-dimensional numerical model for fully integrated density-dependent
subsurface and surface flow, heat transport, and solute transport. It was
used by Raymond et al. (2011) for a numerical analysis of thermal response
tests. A review was presented by Brunner and Simmons (2012).

SEAWAT (Langevin et al. 2007) is a coupled version of MODFLOW
and MT3DMS models designed to simulate three-dimensional, variable-
density, groundwater flow and solute transport in saturated porous media.
The effects of fluid viscosity variation on groundwater flow are included.
Although not explicitly designed to model heat transport, temperature can
be simulated as one of the species by entering appropriate transport coeffi-
cients. Version 4 is based on MODFLOW-2000 and MT3DMS. Applications
are presented, for example, in Vandenbohede and Lebbe (2011).

SHEMAT (Clauser 2003) is a three-dimensional finite difference code.
It mainly focuses on numerical simulation of reactive flow in geothermal
aquifers. It solves transient coupled problems of groundwater flow, heat
transport, species transport, and chemical water-rock interaction in fluid-
saturated porous media. Applications are presented, for example, in Clauser
(2003) and Pannike et al. (2006).

SPRING (delta-h 2012) is a variably saturated three-dimensional finite
element code for the simulation of coupled water flow and solute or heat
transport in saturated and unsaturated porous media. An application is
shown, for example, in Engeler et al. (2011).

SUTRA (Voss and Provost 2010) is a variably saturated three-dimensional
finite element code for density-dependent saturated or unsaturated ground-
water flow, and solute or heat transport. An application is presented, for
example, in Ronan et al. (1998).

TOUGH2 (Pruess et al. 2012) is a variably saturated three-dimensional inte-
gral finite difference code for nonisothermal flows of multicomponent, multi-
phase fluids and coupled heat transfer in one-, two-, and three-dimensional
porous and fractured media. Temperature and pressure dependence of ther-
mophysical properties are taken into account. Main applications for which
TOUGH2 was designed are in geothermal reservoir engineering, nuclear
waste disposal, environmental assessment and remediation, and unsatu-
rated and saturated zone hydrology. A thermal application is presented, for
example, in Birkholzer and Zhang (2000).

VS2DI (Hsieh et al. 2000) is a two-dimensional finite difference code
for simulating fluid flow and solute or heat transport in variably satu-
rated porous media in one or two dimensions using Cartesian or radial
coordinate systems. An application is given, for example, in Constantz
(1998).

Table 4.1 gives an overview on various codes that are suited for heat
transport simulations of shallow geothermal systems considering ground-
water flow.
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Chapter 5

Long-term operability
and sustainability

The question of sustainability of thermal use of the shallow underground
arises in various contexts. There are different definitions and, sometimes,
subjective interpretations of sustainable use. Let us first take a technologi-
cal perspective, which refers to the prolonged production ability. The issues
have to be addressed separately for systems in relatively impermeable media
and systems in prolific aquifers. In the latter case, one has to distinguish
between closed and open systems.

The long-term viability of closed systems limits the amount of heat that
can be abstracted sustainably, be it by one borehole heat exchanger (BHE)
or a whole set of them. If that limit is overstepped, the temperature at the
BHE drops below the freezing point of the working fluid and prevents the
system from functioning. Already at prefreezing temperature, the efficiency
of the system will of course drop considerably.

To assess the long-term development, thermal modeling is a useful tool.
One would have to simulate the temperature distribution for a given heat
abstraction and operation time, and check the temperature at the exchanger
in order to judge the feasibility. The long-term viability depends on the pres-
ence of all users combined. The superposition of several users may lead to
a nonsustainable heat abstraction, where a single user would still be doing
fine. The question of “stealing” heat from others has to be treated in a heat
management scheme for a formation. Regulations try to avoid interaction
of neighboring users by defining minimum distances between competi-
tive BHEs. In some countries, simply minimum distances to the property
line are defined (Hihnlein et al. 2010a). However, by ignoring site-specific
characteristics and potential groundwater flow, such constraints can pro-
mote but hardly optimize sustainable use.

5.1 SYSTEMS IN LOW PERMEABLE MEDIA

In the strictest sense, sustainable use means that a reservoir is exploited
at a rate that does not lead to a decline in the resource in the future. Even
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though the stored energy in the upper hundred meters of the Earth’s crust
is vast, current technologies only allow uneven, local use. The permanent
flux of geothermal heat in Switzerland is maximally about 100 mW m-2.
However, if one assumes that a single geothermal heat pump requires about
3 kW of heat power, this would mean that an area of at least 30,000 m?
would be necessary per BHE. The exclusive use of this energy would allow
only for relatively few users in concentrated settlements.

A single BHE, or a larger collection of BHEs, will therefore eventually
empty the storage of utilizable heat, while at the same time lowering the
temperature over a certain volume of the underground. On the other hand,
the decreasing temperature at the BHE will create a gradient, also supply-
ing heat from the surface, which can eventually contribute to a larger heat
flux than the geothermal flux. For a sustainable operation in the long run,
the system has to rely on the combined heat fluxes from the depth and from
the surface. While the geothermal flux can be considered a constant flux
boundary condition at depth, the surface can be considered a constant tem-
perature boundary condition for all practical considerations.

The basic situation is shown in Figure 5.1: At steady state, the abstracted
heat power at the BHE is provided by two contributions, the geothermal
heat flux and the heat flux from the atmosphere. The BHE forms a “heat
catchment” from which it draws the abstracted heat flux. Before steady
state is reached, the heat flux at the BHE has an additional contribution
stemming from cooling the surroundings of the BHE.

With increasing abstraction of heat at the BHE, the “heat catchment”
of the exchanger is growing, while the temperature of the exchanger is
decreasing. In order to guarantee a long lifetime of a BHE, that is, time

. Jatmosph
Soil surface ~~*MmosPnere

]abstraction

Heat pump )

t11

J, ground

Figure 5.1 Heat catchment and heat balance around a BHE (schematic).
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with temperatures at the BHE allowing an efficient production of heat,
a proper design of the abstraction in connection with already existing
abstractions is required.

The applied technologies cause temperature anomalies that may exist
temporally, stabilize and arrive at steady state, or continuously change and
evolve. The strict requirement of arriving at a viable steady state is some-
times relaxed. According to Rybach (2003), sustainability means the ability
of the production system to sustain production levels over several decades
to a couple of centuries. Similarly, Rybach and Eugster (2010) and Axelsson
et al. (2001) state that for each geothermal system and for each mode of
production, there exists a certain level of maximum energy production,
below which it will be feasible to sustain constant energy production from
the system for a very long time (100-300 years). The question of sustain-
ability thus translates into the question of how long can a system operate
without significant decline of production (Rybach and Mongillo 2006). As
a more elaborate definition of sustainable operation, Hahnlein et al. (2013)
suggest adopting the four modes defined by Axelsson (2010) for sustainable
deep and/or high enthalpy geothermal utilization: (1) constant production
on the sustainable level, where sustainability is related to the production
ability of the system over an indefinitely long period; (2) stepwise increase
in production until the sustainable level is achieved; (3) cyclic production
(with an alternation of excessive production and periods of dormancy to
allow for recovery); and (4) an excessive production followed by a reduced,
steady production. Apparently, it is common to define a certain time frame,
which serves as a premise based upon the assumption that sustainable use
is reachable. In the best case, energy deficits are only temporary, of short
duration, and, for instance, balanced during seasonal operation through-
out each year. In the worst case, after the given time frame, the reservoir is
depleted, and it will take a long time for replenishment if it is possible at all.
In the ideal case, a viable steady state (or quasi—steady state with seasonal
fluctuations) is established.

The maximum heat flux to a BHE in equilibrium can be determined by a
numerical computation with a temperature boundary condition at the BHE
set at the minimum allowable temperature, and applying the geothermal
heat flux at the lower boundary, as well as the mean soil temperature at the
upper boundary. Of course, the situation can be alleviated by adding heat
in times where cooling of buildings rather than heating is required. In the
climatic conditions of Switzerland, for example, the cooling requirements
in large public buildings are only one third in terms of thermal energy
required for heating. In the following, this situation is implicitly covered by
considering the average net heat flux, which is the difference between heat
abstraction and heat injection, as abstracted heat flux.

The use of the analytical solutions (without aquifer flow) discussed in
Chapter 3 is feasible for crude estimates. First, a superposition with image
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sources, mirrored at the upper (fixed temperature) boundary, and the addi-
tion of the natural geothermal temperature gradient are necessary. As the
analytical solutions have a flux boundary condition at the heat pump, that
is, the abstraction rate of heat, the required temperature in the well has
to be transformed to an equivalent heat abstraction rate iteratively (e.g.,
Hecht-Méndez et al. 2013). The singularity of analytical solutions for point
or line sources is avoided by evaluating temperatures at the radius of the
borehole (Beck et al. 2013).

Only a few field studies exist with long-term monitoring of temperatures.
For a 105-m-long coaxial-tube BHE installed near Zurich (Switzerland),
in Elgg, over 25 years of detailed observations gave insight into the ther-
mal evolution of the ground (Eugster 2001; Rybach and Eugster 2002;
Rybach and Eugster 2010; Figures 5.2 and 5.3). The BHE supplies a single-
family house at SPF < 3 with peak thermal power of around 70 W m-1.
Temperature sensors (accuracy of 0.1 K) are installed at depths of 1, 2, 5,
10, 20, 35, 50, 65, 85, and 105 m at lateral distances of 0.5 and 1 m from
the BHE. While at this location there is groundwater at a shallow depth
of only a few meters, with a sequence of more or less productive aquifer
layers, groundwater flow velocity was considered negligible and the case
can be considered as an example for quasi-impermeable media. The tem-
perature profiles recorded during the period of 1986-2001 clearly show
the atmospheric influences down to a depth of about 15 m. Within the
first few years, the thermal influence from seasonal energy extraction is
most pronounced, with about 1-2 K smaller temperatures than in undis-
turbed ground. It is shown by continuous monitoring and supported by
numerical modeling that at short distances from the BHE, the temperature
decline continuously decelerates with small fluctuations within 0.5 K that
are attributed primarily to the annually slightly varying heating demands
(Figure 5.2). By simulation, it is revealed that the thermal anomaly evolves
laterally at a very low rate and reaches several decameters within the oper-
ation period of 30 years. It is also shown that the heat sink promotes
not only lateral heat flux to balance the artificial deficit around the BHE
but also vertical heat flux from the atmosphere and geothermal flux from
below. No steady state was reached in the 15 years of operation. Long-
term simulation was used to examine the effect of abrupt BHE operation
stop. Similar to the operation phase, initial thermal response of the ground
right after the stop was most significant. Temperatures increased strongly
during the first years, but to a lesser extent later. This reflects the effect of
conduction, which decreases with thermal recovery as it is driven by the
decreasing temperature gradient. Accordingly, about 30 years is needed
to arrive at conditions with minor, but negligible, thermal anomalies.
This means that about the same amount of time is needed as the system
was operated to let it recover. In comparison, for deep geothermal energy
use with Engineered Geothermal Systems (EGS), after a similar time of
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Figure 5.2 (See color insert.) Elgg site (Switzerland): measured ground temperature
profiles at 0.5 m distance from a 105 m deep operating BHE, repeatedly
measured over |5 years. (From Rybach, L. and Eugster, W.J., Geothermics 39,
365-369, 2010.)
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Figure 5.3 (See color insert.) Elgg site (Switzerland): simulated ground temperature
changes of a BHE relative to the undisturbed situation in December 1986
over 30 years of operation and 30 years of recovery. (From Rybach, L. and
Eugster, W.J., Geothermics 39, 365369, 2010.)

operation, much higher recovery periods of up to 100 years (Tester et al.
2006) are needed as only the geothermal flux is available to “heal” the
thermal anomaly.

5.2 THERMAL EVOLUTION IN AQUIFERS

There are many factors that influence the evolution of thermal anomalies
around geothermal applications in aquifers. Among these are the technol-
ogy type, such as open or closed systems, their size (single or multiple)
and installation depth, the operation mode, and the hydraulic and thermal
conditions in the subsurface. An additional role is played by the potential
hydraulic and/or thermal influence of neighboring or upstream installa-
tions (Ferguson 2009). Especially in densely populated areas, competitive
use of aquifers by upstream and downstream users is frequent and regula-
tions ideally avoid interaction between adjacent systems. Minimum dis-
tances between different BHEs of neighboring installations in a range of
5-20 m are recommended (Hahnlein et al. 2010a).
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For closed systems in aquifers, the situation in Figure 5.1 is changed,
compared to the systems in relatively impermeable media, by additional
heat fluxes provided by the advection of heat by the aquifer water flow and
by groundwater recharge. On one hand, this increases the available heat
flux. On the other hand, a new limitation is introduced by the environmen-
tal limits on the downstream temperature reduction, as discussed in the
introduction. Now, two temperatures have to be checked for sustainability,
the temperature T, at the BHE (radius of borehole) and the temperature T,
at a given distance in the downstream. T, should be above the minimum
working temperature of the heat exchanger, and the difference between the
original temperature and T, should not be more than the given environmen-
tal limit at the location.

The existence of substantial groundwater flow is beneficial. As demon-
strated by Hahnlein et al. (2010b), for a synthetic example with a closed
system, high groundwater flow velocities, such as observed in gravel aqui-
fers, lead to more elongated thermal plumes than smaller velocities in silty
or sandy aquifers. It is also shown that under their assumptions, high
groundwater flow velocity can yield thermal recovery within one year in
seasonal use mode. This is promoted by combining heating and cooling
operations, and for a specific site, recovery will depend on the local thermal
and hydraulic conditions as well as the specific heat extraction and injec-
tion rates.

Using directly pumped groundwater from wells for heat extraction influ-
ences the hydraulic conditions in aquifers, and proper planning requires a
hydrogeological analysis. For such open systems, which typically use mul-
tiple groundwater pumping and injection wells, thermal feedback between
the wells is of major concern (Ferguson and Woodbury 2006). This may be
avoided or mitigated by increasing the distance between wells or by gen-
eral spatial rearrangement, by lowering the pumping rates, and/or by con-
sidering the viability of a balanced, seasonally reversible scheme (Banks
2008). The condition for sustainability in the open case is more easily
applied. Now the legal limit on cooling applies (at most 3 K in a distance
of 100 m downstream of the infiltration in Switzerland). This means that
the maximum extractable heat flux J (W = J s7') can be estimated by the
formula

J=p.c,OAT (5.1)

where AT is the allowed temperature reduction of the reinfiltrated water
and O (m? s') is the infiltration rate. The application of analytical solutions
for rough design purposes is more limited, as the modification of the flow
connected to the reinfiltration does not allow for a closed solution of the
temperature field. In a crude approximation, injections, which are not too
close to each other, can be represented by line sources (transverse to flow)
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with a width corresponding to the asymptotic width of the injected water
flow. This width can be determined analytically with the tools described in
Chapter 3.2.1.

In general, numerical simulations have to be applied to inspect the ther-
mal evolution and support optimal design. A challenge will be to capture
transient hydraulic conditions of aquifers, such as dynamic changes in flow
velocity or flow direction. This is particularly important in the vicinity of
surface water bodies. Highly dynamic systems add complexity. At the same
time, in comparison to sluggish conduction-dominated conditions, higher
groundwater flow velocity means amplified heat or cold transfer by advec-
tion. As a consequence, a seasonal system can recover faster, a thermal
anomaly can evolve less far into the downstream, and thermal conditions
can more easily reach a steady state. As an example, for the Paris Basin,
where doublet well systems have been successfully operated since the 1970s,
no reduction in production temperature or substantial water level draw-
downs has been reported (Rybach and Mongillo 2006). In contrast, Bonte et
al. (2011) reported on a survey of 67 aquifer thermal energy systems (ATES)
operated in the Netherlands that revealed that none of these systems was
in thermal equilibrium. From the perspective of sustainable use, however,
sufficient productivity may still be feasible. This is shown, for example,
by Mégel and Rybach (2000) for a doublet system operated at a thermal
capacity of 15 MW for district heating close to Basel. Numerical simulation
revealed that an acceptable temperature decrease of 1.4 K will occur during
the first 20 years. This rate substantially declines and much smaller values of
0.15 K in 10 years are expected after 300 years of operation.

5.3 FURTHER CRITERIA OF SUSTAINABILITY

Apart from criteria based on long-term performance of a shallow geother-
mal system and renewability of the thermal reservoir in the ground, sus-
tainability is often also evaluated from environmental or economic points
of view.

The environmental aspects concerning the temperature change have been
discussed already in Chapter 1. However, the quality of the groundwater
can also be influenced when the working fluid of a heat pump leaks out and
consequently pollutes groundwater. For this reason, some regional agen-
cies are reluctant to give any licenses for heat pumps in aquifers at all. The
potential of polluting the downstream can be estimated by simulating the
pollutant cloud forming in the downstream after complete working fluid
loss. The potential depends on the type and quantity of cooling fluid used
and can be kept small by regulating the allowable fluids.

Secondary effects on groundwater chemistry and biology are considered
uncritical in most cases, when operating within the temperature limits of
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common guidelines (Tables 5.1 and 5.2). In open systems, wells are oper-
ated. The most critical (bio-)chemical consequence, which is often observed,
is that clogging occurs in reinjection wells, and thus periodic back-flushing
may be necessary to maintain long-term operability. In the aquifer, induced
thermal gradients influence mixing processes. Furthermore, increase in
temperature accelerates chemical reactions and modifies geochemical equi-
libria of minerals, oxygen saturation, and gas solubility. Through drilling
of boreholes or installation of wells, new connections and flow paths in
the subsurface can be created, and thus careful attention has to be given
to potential effects, such as gypsum swelling. Likewise, cross-aquifer flow
between contaminated and pristine aquifers needs to be avoided.

Thermal use of shallow aquifers may directly affect groundwater and
groundwater-dependent ecosystems. In aquifers, microbes and ground-
water invertebrates are important components of the ecosystem, and their

Table 5.1 Possible processes, effects, and their potential impact for shallow open
geothermal energy systems

Potential

Process Effects Follow-up event impact Significance

Temperature  Enhanced Mineral precipitation Clogging ++
increase microbiological Biofilms +

activity Biofouling -
Slime production Clogging -
Mass explosion -
Sedimentation of iron ++
ocher
Corrosion -
Increase in Increase in mineral Clogging ++
mineral concentration in the
solubility groundwater (e.g.,
(e.g., iron, sedimentation of iron
manganese)? ocher)
Mass explosion (algae ++
and bacterial growth)?

Temperature  Increase in CO, Increased carbonate Clogging ++
decrease solubility load

Algae growth  Lowering pH Mineral precipitation? Clogging -

Removing CO,

Shifting of Increase in holes Changes -
material Accumulation of in flow -
(solifluction) material regime

Clogging -

Source: After Hihnlein, S. et al. (2013), Sustainability and policy for the thermal use of shallow geo-
thermal energy. Energy Policy, 59, 914-925.

2 Critical iron concentration 40.1 mg/l and critical manganese concentration 40.05 mg/I.
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Table 5.2 Physical, chemical, and biological consequences on open and closed systems
and the thermally influenced area of ground-source heating pump systems
(i.e., soil, ground, aquifer)

Affected System
Open System Closed System

Follow-up event System TAA System TAA
Algae growth + + -
Appearance of temperature anomalies - + -
Changes in bacterial and faunal

community
Changes in microbiological activity + + - +
Debonding - - + -
Gas solubility - ++ - +
Hydrological circuit/perforation of + - + -

separating layers
Hydrological feedback + -
Influence on surface ecosystem - + - ++
Solifluction - + - -
Thermal feedback + -2/ +b

Source: After Hihnlein, S. et al. (2013), Sustainability and policy for the thermal use of shallow geo-
thermal energy. Energy Policy, 59, 914-925.

Note: Follow-up event: (—) does not impact, (+) impact, (++) more pronounced impact on the sys-
tem or temperature affected area (TAA).

2 For single GSHP systems.
® For multiple GSHP systems.

diversity, composition, and functionality are influenced by the temperature.
However, groundwater microbiology is a very young area of research, and
general conclusions are hard to obtain. Hahnlein et al. (2013) reviewed
four studies on the effect of temperature by shallow geothermal systems.
It was found that there exists a tolerable range of temperature variations,
which should be minimized in intensity, expansion, and duration. In the
literature (Brielmann et al. 2009, 2011), we find acceptable ranges of =6 K,
and therefore, it is concluded that within the regulated temperature thresh-
olds, impact of shallow geothermal energy use is only minor.

In addition to the direct site-specific consequences, secondary environ-
mental impacts that are associated with the life cycle of a technology may
be integrated in sustainability assessment. As pointed out by Saner et al.
(2010), these are mainly controlled by the primary power consumption of
the heat pump and thus the seasonal performance factor (SPF). The most
common applications are closed systems, with far more than 1 million appli-
cations in Europe. An average European system that has been operating for
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20 years would generate carbon dioxide (equivalent) emissions of 63 t at the
present electricity mix (Saner et al. 2010). This is still less than traditional
space heating technologies. Average savings are 35% in comparison to oil-
fired boilers and 18% to gas-furnace heating systems. These figures refer
to standard one-family houses. The use of shallow aquifers for combined
heating and (passive) cooling, as it is common in bigger applications such
as office buildings or district heating systems, is even more environmentally
attractive.

Technical criteria and productivity can be quantitatively measured and
predicted, and they have direct economic implications. In contrast, environ-
mental or ecological criteria are often considered of secondary importance.
They are sometimes difficult to evaluate, with distinct results depending
on the assessment concept employed, the geological and groundwater
conditions, the location of the system, and finally, the social environment
involved (Hahnlein et al. 2013).
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Chapter 6
Field methods

For the design and optimal performance of geothermal systems, various
types of parameters such as economical, technical, design, hydraulic,
and thermal parameters, have to be specified. For example, Blum et al.
(2011), who studied the technoeconomic and spatial analysis of more than
1000 vertical ground-source heating pump (GSHP) systems with a heating
demand of 11 = 3 kW in southwestern Germany, concluded that subsurface
characteristics are presently inadequately considered for the design of such
GSHP systems. In this chapter, we merely discuss the most relevant thermal
input parameters for the heat transport in the subsurface and design of geo-
thermal systems using field methods such as thermal response tests (TRTs)
and thermal tracer tests (TTTs). In the governing heat transport equations
provided in Chapter 2, thermal diffusivities and hydraulic and thermal con-
ductivities are important for heat transport simulations and design studies
of closed and open geothermal systems. Hence, the focus is set on mea-
surement techniques for determining these key hydraulic (K,,) and thermal
parameters (A, By, Br). Values can be obtained both in the laboratory and
in the field. The latter, being crucial for larger scale geothermal systems, is
particularly considered here.

6.1 HYDROGEOLOGICAL FIELD METHODS

For the design of geothermal systems, the knowledge of subsurface char-
acteristics is crucial, even more for open geothermal systems (e.g., Banks
2008). Depending on the type of investigation (e.g., water supply, contami-
nant, or heat transport), standard hydrogeological field methods, such as
borehole flowmeter tests, slug tests, hydraulic pumping tests, and dye tracer
tests, are typically used (e.g., Molz et al. 1989; Kruseman and De Ridder
1990; Fetter 2001; Schwartz and Zhang 2003). For example, for water
supply and also for geothermal investigations of open systems, an inte-
gral evaluation of aquifer hydraulic conductivity by hydraulic pump tests
is a standard approach. However, for optimal designs of aquifer thermal
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storage systems (ATES), more detailed knowledge of the spatial distribu-
tion of the hydraulic conductivity in the aquifer might be necessary. Hence,
other hydraulic methods, such as hydraulic tomography and direct-push
methods, are increasingly applied to describe the spatial distribution of the
hydraulic conductivity at higher resolution than standard hydrogeological
field methods do (e.g., Brauchler et al. 2003; Butler 2005; Illman et al. 2010;
Lessoff et al. 2010). Despite the advantages of these evolving techniques,
there are also limitations, the practicability of the hydraulic tomography in
the field, and the very local insight obtained by direct-push methods, for
example. A detailed discussion on the viability and application windows of
these techniques, however, is beyond the scope of this book, and we refer
to the study by Bohling and Butler (2010).

6.2 THERMAL RESPONSE TESTS

For the planning and design of large-scale GSHP systems, standard and
enhanced TRTs are applied. The TRT is primarily used to estimate ther-
mal properties of the subsurface and the heat transfer inside toward the
tubes of the BHE. The principle of the TRT is similar to that of the stan-
dard hydraulic pumping tests (Raymond et al. 2011a), where an initially
undisturbed system is perturbed and its response is subsequently mon-
itored over time. Here, we will first provide an overview of the TRT,
showing its development, setup, and application. Furthermore, we review
analytical and numerical models for the evaluation of TRT. Finally, an
analytical approach is discussed in more detail for the evaluation of
groundwater-influenced TRT enabling the estimation of the local hydrau-
lic conductivity.

6.2.1 Development of TRTs

The theoretical basis of TRT was originally developed by Choudhary
(1976) and Morgensen (1983). The main idea of the TRT is to circulate a
heat carrier fluid, such as water, in a BHE with a constant heating load and
to continuously measure the temperature development of the fluid at the
inlet and the outlet of the BHE. The first mobile TRT device called “TED”
was developed in Sweden in 1995-1996 (Gehlin 1998; Figures 6.1 and 6.2).
The test was then introduced and also improved in several other countries
(e.g., Austin 1998; Austin et al. 2000; Gehlin 2002). In Germany, the first
TRT with equipment based on the Swedish device was conducted in 1999
(Sanner et al. 2000). In the Netherlands, the TRT device was built with a
reversible heat pump, supplying either warm or cold heat carrier fluid, and
consequently could be used in both heating and cooling mode (Witte 2001).
Worldwide, various types of such standard TRT equipment with different
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Thermal response test unit

Heating } r/( Data acquisition

Electric power

L Borehole heat exchanger

S

Figure 6.1 Schematic illustration of the setup for a standard TRT. T;: outlet fluid tem-
perature; T,: inlet fluid temperature. (lllustrated by Claes-Géran Andersson.
From Gehlin, S., Thermal response test method development and evaluation.
Ph.D. thesis, Department of Environmental Engineering, Lulea University of
Technology, Lulea, 2002.)

'J;u'i

THTE)
[

Figure 6.2 Mobile TRT device called “TED,” which was developed in Sweden. (Photo by
Signhild Gehlin. From Gehlin, S., Thermal response test method development
and evaluation. Ph.D. thesis, Department of Environmental Engineering, Lulea
University of Technology, Lulea, 2002.)
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setups for heating and temperature monitoring are used (e.g., Roth et al.
2004; Sanner et al. 2005).

In addition to these standard TRT devices, various different types of so-
called enhanced TRT were developed by various groups (e.g., Heidinger et
al. 2004; Wagner and Rohner 2008; Raymond et al. 2010), where depth-
dependent temperature series are measured to estimate depth-specific ther-
mal properties. Heidinger et al. (2004) developed the so-called enhanced
geothermal response test (EGRT), where both the heating and the tempera-
ture measurement, using an optical fiber sensor cable, are integrated in the
borehole heat exchanger (BHE). Both systems are installed between the
U-tubes of the BHE and the borehole wall inside the backfilling providing
depth-specific thermal properties. Similarly, Wagner and Rohner (2008)
measure the vertical temperature profile inside the U-tubes using a non-
wired temperature probe, while Fuji et al. (2009) use optical fiber sensors.
Both methods also provide insight into depth-specific thermal properties.
In the following chapters, however, we focus only on the standard TRT.

6.2.2 Setup and application of TRTs

After completion of the borehole drilling, the borehole is typically equipped
with a BHE consisting, for example, of double U-shaped polyethylene
pipes, which in many countries are subsequently backfilled with a cement—
bentonite suspension. The latter is left for several days until it is hardened
and the released reaction heat has subsided. Before the TRT is started, the
undisturbed ground temperature can be determined during an initial circu-
lation phase without heating or cooling. The TRT is initialized by introduc-
ing a constant heating or cooling load, typically ranging between 30 and
80 W m~'. The heating load during the test should be kept constant for the
standard TRT evaluation. However, this is often challenging (Poppei et al.
2006). Furthermore, external influences, such as direct sunlight or seeping
rainwater, can influence the apparatus temperature and therefore distort
the test results. Hence, external pipes of the TRT devices should be com-
prehensively insulated (Figure 6.2), and the ambient air temperature should
be also measured during the experiment to be able to assess its influence on
the fluid temperature.

The total test duration can be as short as 12 to 20 h (Smith and Perry
1999), or 30 h recommended by Gehlin and Hellstrom (2003), and even
longer periods of up to 50 h (Austin et al. 2000). Longer test periods, which
tend to be more expensive, are desirable to average out diurnal variations.
It is difficult to provide a universal recommendation. However, Beier and
Smith (2003) provided a graphical method, which can be downloaded in
the form of a spreadsheet (http://www.met.okstate.edu/FacultyandStaff/
Beier/Beier_res.html), to determine minimum test duration based on sub-
surface and borehole properties. Based on a numerical model and for ideal

© 2010 Taylor & Francis Group, LLC



Field methods 213

conditions during the TRT, Signorelli et al. (2007) concluded that a dura-
tion of at least 50 h is required.

The TRT device generally includes a circulation pump connected with
the pipes of the BHE and an electrical heater with a stable power supply.
The flow rate is controlled to a constant value and monitored with two
volumetric flow meters during the entire test duration. During the standard
TRT, the following parameters are continuously measured and logged: heat
carrier fluid flow rate, inflow and outflow heat carrier fluid temperatures,
heat carrier temperature between circulation pump and heater, reference
temperature in the trailer, and ambient air temperatures. The typical tem-
perature data consist of curves showing the ambient temperature and fluid
temperature development for both inlet and outlet over time (Figure 6.3).
The data can finally be evaluated to determine subsurface properties, such
as the integral and effective thermal conductivity A, of the subsurface and
thermal borehole resistance R, of the BHE.

6.2.3 Evaluation of TRTs

The TRT can be generally evaluated using analytical and numerical models.
The standard and also the enhanced TRT are most commonly evaluated
using the Kelvin line source theory, which assumes an infinite, homogeneous,
and isotropic medium and a constant and infinite heat source (Carslaw and
Jaeger 1959). In addition, various alternative line source models (Chapter 3),
for example, the moving finite line source model (Equation 3.60) and cylin-
drical source models, are also applied (Chapter 3.1.4). Besides those, a
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Figure 6.3 Example of the measured inlet and outlet fluid temperatures, the average
fluid temperature in the pipes, and the ambient air temperature during a
standard TRT in Germany.
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variety of numerical models (Chapter 4) are also available for the analysis
of TRT.

6.2.3.1 Analytical models

The standard TRT is most commonly evaluated using Kelvin line source
theory. In the basic infinite line source model (Equation 3.10), a constant
amount of energy is injected or extracted by conductive heat transport only.
The temporal and spatial temperature changes around the line source can
be determined and approximated as follows (Gehlin 2002; Signorelli et al.
2007; Wagner et al. 2013):

A —u 2
9w e dw : r 9w 4Dtt
T(r,t)-T, =10 du=— E ~ I -
S W B, 1[4Dtt] 4nxm[n( r J Y]

4Dt

(6.1)

where T, is the initial or undisturbed temperature, g, (= J/H) is the heat
flow rate per unit length of the borehole (W m'), A, is the effective ther-
mal conductivity of the subsurface (W m-' K1), and y is the Euler constant
(0.5772). If the time criterion ¢ > £, 2 5xZD;" is fulfilled, the maximum
error of the logarithmic approximation of the exponential integral is less
than 10% (Witte et al. 2002). By increasing the time criterion, the latter
can be decreased. For example, if £, >207¢ D;", the maximum error is only
2.5% (Wagner and Clauser 2005).

To determine the average heat carrier fluid temperature T;, the ther-
mal borehole resistance R, between the borehole wall and the circulating
heat carrier fluid has to be considered, which is obtained by extension of
Equation 6.1:

T; -1, =q4Ry (6.2)
9 - 7b2
Ti () =Ty (£) + 9, Ry =_WE1 4Dt +1y+ Ry g
" ‘ (6.3)

q, 1 4Dt
::4%}1\)’mh’l(t)+q{Rtb +%(ln( rbz )—'Y]j|+T0

where T, is the temperature at the borehole wall (°C). To determine the
effective thermal properties (A, and R,;), two different approaches are gen-
erally feasible. The recorded TRT data can be either fitted by (1) a linear
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regression (Gehlin 2002; Signorelli et al. 2007) or (2) a parameter estima-
tion technique (Roth et al. 2004). The linear regression is based on the
logarithmic approximation of Equation 6.3:

Ti=mln(t)+b (6.4)

Hence, the slope m of Equation 6.4 is used to determine A, and R, is
estimated by the intercept with the y-axis b:

_ 4w _ 90 In(t)-In@)
T dmm An Ti,)-Tit)

_(b—TO)_ 1 4Dt _
Ry = du [4n7»m |:ln( s ) YD (6-6)

This evaluation procedure was successfully applied in many different set-
tings (Sanner et al. 2005). The main advantage of this variant is its simplic-
ity, and for this reason, it has become the standard procedure. An example

(6.5)
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Figure 6.4 Duration time t versus average fluid temperature (T) of a standard TRT show-
ing the linear regression for a selected evaluation period. (From Menberg, K.
et al. Grundwasser 18, 103—116, 2013.)
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is illustrated in Figure 6.4, showing the linear regression by plotting the
time ¢ along the x-axis in natural logarithmic scale (Menberg et al. 2013).
Furthermore, an example for the parameter estimation technique is illus-
trated in Figure 6.5. It shows that depending on the selected procedure, also
close-to-optimal solutions can be inspected in addition to the best fit. This
example shows that given a certain tolerance for the fitting error, several
value pairs of A, and R, are found. In practice, due to measurement errors,
a tolerance range is often recommendable, and then the parameter estima-
tion or a simple grid search is preferable to linear regression. However,
the TRT may not deliver specific parameter values but rather correlated
parameter pairs.

Using the temporal superposition principle, Raymond et al. (2011a)
developed a TRT evaluation, which can also consider variable heat injec-
tion rates and can therefore also analyze the temperature recovery of a TRT
by automatic optimization of the parameters using the solver function in
Microsoft Excel. The spreadsheet can be downloaded as supporting infor-
mation from the review paper by Raymond et al. (2011a). An example for
the TRT analysis using the superposition principle, which is also discussed
in detail in the review paper, is illustrated in Figure 6.6.

3.5

251 Result of the linear regression

method: 2.01 W m-1K-1

Resifllt of the linear regression
method: 0.088 m K W-!

0 0.05 0.1 0.15
Thermal borehole resistance (m K W'l)

Effective thermal conductivty (W m K1

Figure 6.5 (See color insert.) Example of the parameter estimation technique for the
evaluation of the thermal borehole resistance and the effective thermal con-
ductivities showing the results of the model efficiencies (EF values) according
to Loague and Green (1991). The results of the linear regression method
are also shown. (From Wagner, V. Analysis of thermal response tests using
advanced analytical and high resolution numerical simulations, Diploma the-
sis, University of Tubingen, Tubingen, Germany, 88 pp. 2010.)

© 2010 Taylor & Francis Group, LLC



Field methods 217

25

o Computed mean fluid temperature
. Observed average fluid temperature

Temperature (°C)

0 20 40 60 80 100
Time (h)

Figure 6.6 TRT data and analysis from the Doyen Mine in Québec (Canada) using the
superposition principle and best fit for the entire test duration including the
temperature recovery phase. (Modified after Raymond et al. 2011a.)

Due to the many assumptions for standard TRT evaluation using the
Kelvin line source model, the main limitations arising are as follows:

1. It is impossible to evaluate the first hours of a TRT for the charac-
terization of the subsurface. The reason is that the response signal is
initially only influenced by the thermal properties of the BHE (Poppei
et al. 2006); hence, the resulting values would be dominated by the
BHE properties.

2. The assumption of a constant heat injection is often difficult to assure
in practice. Several studies reported fluctuations for the heat input
during the test duration (e.g., Eklof and Gehlin 1996; Poppei et al.
2006; Witte et al. 2002). To overcome this issue, the TRT analysis
suggested by Raymond et al. (2011a), which is able to consider vari-
able heat injection rates, could be used.

3. A limitation of the standard TRT evaluation is the assumption of a
homogeneous undisturbed soil temperature. For example, the geo-
thermal gradient is not included in the standard TRT analysis (Witte
et al. 2002). The influence of the geothermal gradient was compre-
hensively studied by Wagner et al. (2012) using a numerical model.
The study shows that typical geothermal gradients (0°C to 5.2°C per
100 m) result in an underestimation of A, and R, using the Kelvin
line source model. The estimation error may even exceed 10% for
gradients of 5.2°C per 100 m.
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4. The assumption that the studied medium is homogeneous, isotropic, and
infinite is always doubtful, as BHEs often penetrate several different geo-
logical layers with different thermal and hydraulic properties. Raymond
et al. (2011a) revealed that geological heterogeneity such as layering can
result in an overestimation of A,. Alternatively, enhanced TRT or numer-
ical models could be used to study the vertical distribution and heteroge-
neity of thermal properties (e.g., Raymond and Lamarche 2013).

5. Horizontal groundwater flow is also not considered by the conductive
line source model. Yet, many studies have demonstrated the influ-
ence of increasing groundwater velocities on the estimation of the
effective thermal conductivity (e.g., Bardenhagen et al. 2010; Witte
et al. 2002). Signorelli et al. (2007) showed a significant influence of
horizontal groundwater flow velocities higher than 0.1 m day~! on the
results of a TRT.

6. Vertical groundwater flow may also influence the results of a TRT.
Borehole convection inside a BHE mainly appears in open boreholes,
poorly grouted BHEs, or BHEs that are grouted with sand (Sanner et
al. 2005).

In addition, a comprehensive error analysis of TRT, which was performed
by Witte (2013), showed that measurement and theoretical errors such as
parameter and model errors are about 5% for the thermal conductivity and
10%-15% for the borehole thermal resistance.

To overcome all restrictions and limitations such as variable heat injection
rates, heterogeneities, and groundwater flow, enhanced TRT (e.g., Heidinger
et al. 2004), the analytical approach by Wagner et al. (2013), or improved
evaluation strategies like the finite and moving line source models (e.g.,
Molina-Giraldo et al. 2011), the superposition model by Raymond et al.
(2011a), or numerical models (e.g., Signorelli et al. 2007) might be applied.

6.2.3.2 Numerical models

Numerical models have become increasingly popular, because they are able
to account for spatial and temporal aspects that are typically ignored or not
considered by analytical models, such as groundwater flow (Signorelli et al.
2007), specific borehole geometries, and heterogeneities of the hydraulic
and thermal properties of the subsurface and the BHE. However, numerical
models often need a large amount of data and information to demonstrate
their advantage compared to analytical solutions. They are time-consuming
and not justified for conventional TRT evaluations and cost-based geother-
mal projects. Nevertheless, various numerical models have been developed
for BHE simulation and applied to TRT interpretation with parameter esti-
mation techniques (e.g., Eskilson 1986; Diersch et al. 2011a,b; Raymond et
al. 2011b; Wagner et al. 2012).
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Eskilson (1986) developed the superposition borehole model (SBM), a
FORTRAN-based code that is able to simulate the three-dimensional (3D)
temperature field of one or several BHEs. In 1996, the SBM was integrated
into the commercial transient energy simulation software package TRNSYS,
the combination being called TRNSBM. Witte and van Gelder (2006) com-
bined the latter with a parameter estimation procedure using the generic
optimization package GenOpt. In addition, they performed two TRTs with
and without controlled horizontal groundwater flow, where groundwater
was pumped with a flow rate of 2.9 m3 h™' from an extraction well at a
distance of 5 m from the studied grouted BHE. Without groundwater flow,
A, was estimated to be 2.34 W m~! K-! and with groundwater flow 3.22
W m-! K-, clearly demonstrating the influence of groundwater flow on the
evaluation of A,. The simulation performed with TRNSBM showed that
even for a small Darcy velocity of <3.5 m per year, the estimated A, would
be 6% higher in comparison to purely conductive conditions.

Shonder and Beck (1999) developed a one-dimensional (1D) finite dif-
ference (FD) BHE model, which is also based on a parameter estimation
technique for determining thermal properties from short-period TRT.
They simulated the inlet and outlet temperatures and flows using a cylinder
source model. They showed that the model is even accurate for short times,
and therefore, early-time data from the experiment can be used, which is
an advantage compared to the analytical cylinder source method. Gehlin
(2002) also developed an explicit 1D FD BHE model, which consists of 18
cells coarsening in the radial direction from the center of the BHE. The first
and second cells represent the heat carrier fluid and the grouting material,
and the remaining cells represent the subsurface. The results of this 1D
numerical model showed slightly higher values for the thermal conductivity
and R, in comparison with the analytical line source model.

A transient two-dimensional (2D) finite volume (FV) model of a vertical
BHE was developed by Yavuzturk and Spitler (1999). The 2D model also uses
a parameter estimation algorithm by varying R, and thermal conductivities
from grout and subsurface. Wagner and Clauser (2005) developed a param-
eter estimation technique using the 3D FD code SHEMAT (Chapter 4).
With the developed approach, it was also possible to estimate an integral
heat capacity of the ground. They showed for the TRT analysis that the
average variation of the heat capacity of around 20% may only cause a 2%
difference in geothermal energy yield.

Signorelli et al. (2007) used the 3D finite element (FE) code FRACTure
for the TRT analysis, which was previously successfully applied for the
simulation of a deep BHE in Switzerland (Kohl et al. 2002). Other exist-
ing FE numerical flow and heat transport codes (see Chapter 4), such as
HydroGeoSphere (Raymond et al. 2011b) and FEFLOW (Diersch et al.
2011a), were extended to also simulate BHEs. In FEFLOW, the numeri-
cal strategy developed by Al-Khoury et al. (2005) was extended, adopted,
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Figure 6.7 Left: 3D overview of the model domain and applied discretization. Right: 2D
top view of the model domain and boundary conditions used. (Modified after
Wagner, V. et al. Renewable Energy 41, 245-253, 2012.)

verified against an analytical solution, and applied for borehole thermal
energy storage (BTES) consisting of 80 BHEs (Diersch et al. 2011b). Using
FEFLOW (version 6.0), Wagner et al. (2012) studied the effects of (1) the
in situ position of the U-shaped pipes of the BHE (shank spacing), (2) dif-
ferent geothermal gradients (i.e., nonuniform initial thermal distributions),
and (3) thermal dispersivity (Figure 6.7). The results showed that the shank
spacing and typical geothermal gradients have only minor effects (<10%)
on the evaluation of A, and R,,. However, given a constant groundwater
flow velocity, varying thermal dispersivity values can have a significant
impact on the evaluation of R,,.

6.3 THERMAL TRACER TEST

When we use heat as a tracer (e.g., Anderson 2005; Saar 2011), we distin-
guish between long-term and short-term experiments (Wagner et al. 2014).
Long-term injection-storage experiments are conducted to assess the per-
formance of ATES (e.g., Molz et al. 1978; Sauty et al. 1982a,b; Xue et al.
1990; Palmer et al. 1992; Wu et al. 2008) and are also comprehensively
discussed in Chapter 7. Such experiments are typically conducted with
large volume injections of hot water (thousands of cubic meters) and with
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long-term monitoring of aquifer temperature changes (months to years).
The main purpose of such large-scale field experiments is to assess the
warm water storage capacity and/or recovery efficiencies of ATES. In addi-
tion, short-term active TTTs are infrequently conducted to derive hydrau-
lic and thermal parameters (e.g., Shook 2001; Ma et al. 2012; Wagner et
al. 2014). Here, for short periods, heated or cooled water is injected as a
tracer, and then temperature changes are continuously measured in nearby
observation and/or extraction wells. In some “heat tracer” experiments,
thermal effects are induced by in situ heating of specific devices (e.g., Leaf
et al. 2012), and one may categorize these applications as TRT-type vari-
ants without mass exchange.

In Table 6.1, selected short-term TTTs are summarized and discussed
below with respect to configuration, hydrogeological setting, and test
duration (Wagner et al. 2014). Keys and Brown (1978) conducted TTT
in Texas, USA, by performing three recharge tests with various injection
temperatures, water volumes, and rates. The injected water was supplied
from a nearby playa lake with diurnal fluctuations of water temperatures
between 13°C and 23°C. Up to 46 m away from the recharge well, the
water was continuously monitored in five observation wells. The thermal
pulses recorded in the wells were analyzed, and the hydraulic conductiv-
ity and its distribution were determined using laboratory and field data.
Macfarlane et al. (2002) conducted a forced gradient injection test in a
fractured porous sandstone aquifer in Kansas, USA. Heated water with
73°C was injected, and the temperature was monitored using distributed
optical-fiber temperature sensing (DTS) in a pumped well at a distance of
13.2 m. The groundwater flow velocity derived, using the arrival time of
the plume, is 2.7 x 10~ m s, which is 30 times larger than the estimated
regional flow velocity. Leaf et al. (2012) performed three open-well thermal
dilution tests in a fractured porous sandstone aquifer in Wisconsin, USA,
using DTS also for the temperature monitoring. However, no flow veloci-
ties or hydraulic conductivities could be determined with the tests, which
only provided information on the borehole flow regimes.

Vandenbohede et al. (2008a,b, 2009) conducted two single-well push-
pull tests (PPTs) in a deep aquifer in Belgium. These tests were designed to
evaluate the performance of a planned ATES. The obtained data were also
exploited to examine the differences between solute and heat transport. They
used an injection temperature for both PPT with 11.5°C, which was slightly
colder than the ambient aquifer temperature of 15.8°C (Table 6.2). The 2D
FD numerical model ReacTrans was adopted to simulate the field tests, in
which the simulated solute (chloride) and heat transport were compared.
They concluded that the most sensitive parameters are solute longitudinal
dispersivity for the solute transport and thermal diffusivity for the heat trans-
port (Vandenbohede et al. 2009). Ma et al. (2012) applied the 3D numerical
groundwater flow model MODFLOW and MT3DMS/SEAWAT for studying
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heat transport at the MADE site. The comparison between the two heat
transport models was used to investigate the influence of variable densities
and viscosities (Table 6.2). They demonstrated that when the maximum tem-
perature difference is within 15°C, the assumption of constant fluid density
and viscosity has only negligible effects on the simulated temperature dis-
tribution (Ma and Zheng 2010). Wagner et al. (2014) conducted a TTT for
the characterization of a shallow heterogeneous aquifer close to Tiibingen,
Germany (Table 6.2). A FEFLOW based 3D model was set up to reproduce
the thermal anomaly observed after 8 hours of warm water injection.

These TTTs successfully demonstrated that aquifer structures and/or
properties could be comprehensively studied by monitoring groundwater
temperatures. Both long- and short-term experiments can particularly
be used to estimate thermal dispersivity values, which are only sparsely
reported in the literature (e.g., Molina-Giraldo et al. 2011). Examples of
reported values, which range between 0.1 and 100 m depending on the
scale of observation, are provided in Table 6.2.
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Chapter 7

Case studies

In Chapter 6, two different field methods such as thermal response tests
(TRTs) and short-term thermal tracer tests (TTTs) for the investigation of
closed and open geothermal systems were discussed. Here the focus is on
long-term injection-storage and recovery experiments and regional studies
on thermal use.

The experiment on aquifer storage and recovery of heated water by Molz
et al. (1978) at the Auburn site near Mobile (Alabama, USA) was numeri-
cally simulated and compared with field data by Papadopulos and Larson
(1978). The results confirmed the utility of the simulation tools. Based on
their analysis, the experimental techniques were improved by Molz et al.
(1981) and successfully modeled by Tsang et al. (1981). The experiment
consisted of the injection of 55,000 m? of water of a temperature of 55.2°C
into the aquifer of ambient temperature of 20°C. An injection period of 79
days was followed by a recovery phase of 52 days. The simulated produc-
tion temperature of 32.8°C and the recovery rate (66%) agreed well with
the observations. Parr et al. (1983) performed a field determination of the
thermal energy storage parameters for the Mobile aquifer. Geochemical,
thermal, and hydrogeological parameters were estimated by laboratory
and field studies for the aquifer and the confining layers. The investigated
parameters were the regional flow gradient, the vertical and horizontal
hydraulic conductivities of the aquifer, the horizontal dispersivity, the ver-
tical hydraulic conductivity of the confining layers, the thermal conductivi-
ties, heat capacities, and chemical characteristics of the aquifer matrix, and
the groundwater.

Sauty et al. (1982b) performed field experiments of warm water storage
in a sandy gravel aquifer confined by clay layers at the Bonnaud (Jura) site
(France). The injected water volumes ranged from 500 to 1700 m3. The
injection temperature ranged between 32.5°C and 40°C. Temperature pro-
files were observed in 17 boreholes. The results were discussed and were
used to calibrate two mathematical models. A two-dimensional axisymmet-
ric finite difference code (Sauty et al. 1982a) was used to determine the mean
values of the parameters thermal conductivity, heat capacity, and thermal
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dispersivity of four layers (Table 6.2). A three-dimensional finite differ-
ence model was used to determine their spatial variations in the horizontal
plane. In both models, density effects were disregarded. Finally, the results
of the storage experiments were successfully compared with the general type
curves for the production temperature, which were developed by Sauty et
al. (1982a).

Kobus and Soll (1992) modeled regional heat transport for two case stud-
ies in the shallow, unconfined, sandy gravel Emme aquifer close to Kirchberg
(Switzerland). The first case study concerned the injection of cold water at
the Aefligen (Switzerland) site (Blau et al. 1991). The test consisted of local
infiltration of 2 m? min-', at a temperature between 2°C and 7°C, in an
intermittent manner over a period of 150 days. The average infiltration rate
was 2 m? min-!. The thermal plume was observed in several boreholes. It
was simulated by Soll (1985) with the support of a transient vertical model
along streamlines. With detailed consideration of the vertical velocity dis-
tribution and neglecting thermal dispersion, the comparison with field data
was satisfactory. However, when using depth-averaged velocities, thermal
macrodispersion effects, depending on the flow distance, were important.
The second case study was the natural river water infiltration from the river
Emme into the aquifer near Kirchberg (Blau et al. 1991). For the horizontal
modeling, two aquifer layers were necessary since a single depth-averaged
aquifer model was not able to account for the different flow directions in
both layers. The soil layer and the underlying impermeable layer were taken
into account by analytical solutions for the heat flux.

Thermal energy storage in an unconfined sand aquifer at the Borden
site (Canada) was investigated by Palmer et al. (1992). Heated water was
injected into a shallow aquifer, and thermal plume temperature was moni-
tored in a dense array of piezometers. The total water volume of 53.5 m? of
temperature 35°C (with fluctuations between 34°C and 39°C) was injected
within 6 days. The initial temperature ranged between 9.5°C (at depth
6.1 m) and 15°C (depth 0.5 m). The detailed monitoring provided the three-
dimensional temperature distribution within the aquifer. The data were
used by Molson et al. (1992) to develop and validate a three-dimensional
coupled, density-dependent numerical model. The simulations provided
an excellent match between observations and the model. Thermal input
parameters, such as thermal dispersivity values, were obtained from either
literature data or from data analysis (Table 6.2).

Xue et al. (1990) performed simulations for three seasonal aquifer ther-
mal energy storage experiments conducted in Shanghai (China). They used
a three-dimensional flow and heat transport model. The aquifer used for
the heat storage was a confined sand formation. The results (temperature
and recovery rates) agreed well with the observations. They showed that
heat dispersion was important.
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Birkholzer and Zhang (2000) modeled hydrologic and thermal processes
in a large-scale underground heater test in partially saturated fractured
tuff at the Yucca Mountain site (USA). They used the code TOUGH2 to
simulate coupled water, water vapor, air, and heat transport in unsaturated
fractured porous media. The agreement of the model results with long-term
measurements indicated that the understanding of the complex process was
satisfactory.

Markle et al. (2006) developed a method for constructing the two-
dimensional vertical thermal conductivity field for a 12 m (horizontal) x 8 m
(vertical) section of a glaciofluvial sand and gravel outwash deposit (Tricks
Creek study area) in southwestern Ontario, Canada. The method used both
field and laboratory measurements to determine the bulk thermal conductiv-
ity of the aquifer solids, the volumetric water content, and the porosity of the
aquifer. Based on a model selection procedure using the information-theory
approach, the Campbell model (Chapter 2.1.2.2) was selected as approxi-
mating the apparent thermal conductivity of variably saturated sands and
gravels best. Thermal conductivities of the solid material of the aquifer were
determined using two laboratory methods, first using the so-called divided-
bar apparatus (Sass et al. 1971) and second using the mineral composition of
the aquifer material. The mean thermal conductivity of fine to coarse sand
was 4.22 = 0.10 W m~' K-, for gravel and sand it was 3.94 + 0.12 W m-' K-',
and for till 3.72 =+ 0.59 W m-! K-'. The two-dimensional vertical apparent
thermal conductivity field was obtained by combining measured thermal
conductivities and site stratigraphy with the measured porosity values. The
resulting thermal conductivity field was used as input to a transient numeri-
cal model for simulating heat transport. In the saturated zone, the mean
value and standard deviation of apparent thermal conductivity were 2.42
and 0.13 W m™' K1, respectively. The apparent thermal conductivities in
the unsaturated zone were between 40% and 50% lower than the apparent
thermal conductivities in the saturated zone. Porosity strongly influenced the
predicted two-dimensional conductivity field, indicating that this parameter
has to be defined carefully. Numerical simulations were performed using
the finite element numerical model HEATFLOW (Molson et al. 1992)
after modifications were made to include the Campbell model for appar-
ent thermal conductivity. Density effects on flow were taken into account.
Numerical simulations were performed for a transport time of 10 days for
both heterogeneous and average thermal conductivity fields. In both cases,
uniform hydraulic conductivity was assumed. The simulations showed that
using a homogeneous thermal conductivity instead of a fully heterogeneous
field would yield temperature differences of less than 1 K relative to the het-
erogeneous cases. The authors concluded that, whenever small temperature
differences are important, consideration of the heterogeneities in thermal
conductivity may be necessary.
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Lo Russo and Civita (2009) performed numerical investigations using
FEFLOW for open-loop heat pumps of a field study near Torino (Italy).
They tested scenarios with respect to the environmental impact.

Nam and Ooka (2010) performed numerical heat transfer simulations
for their case study at the Chiba experimental station in Tokyo (Japan).
The simulation model was confirmed by the experimental results. Based on
the model, several methods for achieving an optimal coefficient of perfor-
mance were tested.

Kupfersberger (2009) investigated the impact of groundwater heat pumps
in the shallow sandy gravel aquifer Leibnitzer Feld (Leibnitz close to Graz,
Austria) with the help of a two-dimensional numerical flow and heat trans-
port model using the FEFLOW software. Transient head data were used
to calibrate the flow model. A heat-transfer function between soil surface
(using air temperature) and groundwater was established to represent the
heat input rate. The heat transfer coefficients (transfer-in and transfer-
out parameters) were calibrated using observed temperature profiles. The
temperature of the reinjected water was limited to a decrease of 5 K and
an absolute minimum of 5°C by Austrian law. The limited temperature
fluctuations justified neglecting density effects in the flow modeling. The
annual heat extractions of three users were assumed to be 116, 321, and
600 MWh, respectively. It was shown that the reduction of the ground-
water temperature 300 m downstream of the reinjection wells was less than
0.5°C in these cases, hence demonstrating the feasibility and potential of
the thermal use.

Vandenbohede et al. (2011) studied the heat transport during a shallow
heat injection and storage field test at the Ghent University site in Ghent
(Belgium). The seasonal temperature fluctuations were simulated using
the code SEAWAT. They found that the most sensitive parameter is the
thermal conductivity of the solid phase followed by the porosity, the heat
capacity of the solid, and the longitudinal dispersivity. They demonstrated
the dominance of conductive transport during the storage phase, while the
convective transport was dominant during the injection phase. They con-
cluded that dispersivity cannot be ignored in the simulation of advective
heat transport in aquifers.

In the following, two regional case studies from Austria and Switzerland
and one local case study of a ground source heat pump system in Germany
are presented in more details.

7.1 CASE STUDY ALTACH (AUSTRIA)

The change of the thermal regime due to the thermal use of the aquifer in
the Rhine valley in the region of Altach in the State of Vorarlberg (Austria)
was investigated using a two-dimensional numerical model (Cathomen
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2002; Cathomen et al. 2002). The task consisted of evaluating the impact
of existing installations of open systems with and without heat pumps and
the warming effects of buildings (warm basements) on the groundwater
temperature. The motivation was to compare long-term effects with local
temperature measurements in order to assess a possible overexploitation of
the thermal resource. In the State of Vorarlberg, the thermal use of aquifers
using heat pumps has been promoted and supported since the 1980s. For
this purpose, the thermal potential of the regional aquifer was assessed by
the State authorities, with the help of a water and heat balance over sub-
regions. Based on these investigations, licenses for thermal use have been
issued by the authorities. In those times, the State of Vorarlberg limited
the allowed maximum change of the temperature in aquifers to 1 K. Since
measurements indicated that the maximum temperature decrease reached
about 1 K locally, the question of whether the maximum potential is already
exhausted arose. However, meanwhile, the authorities of Austria fixed the
maximum allowable change to 6 K, relative to the existing groundwater
temperature at the location of the reinjection (OWAV 2009; Chapter 1.8.2).
Thus, the situation is uncritical now.

The town and the region of Altach are located about 20 km south of
Bregenz, the capital of the State of Vorarlberg, within the plain of the Rhine
valley at an altitude of 412 m a.s.l. The boundaries of the investigation area
were chosen such that no thermal plumes from neighboring regions were
included. The resulting domain was about 21 km? in size. It was delim-
ited at the western boundary by River Rhine (flowing from southwest to
northeast) and Alter Rhein, which is an oxbow lake of the old course of
the river. The northeastern and the southern boundaries were chosen along
steady-state streamlines. The northeastern boundary as well as part of the
southwestern boundary delimit the highly permeable region, which borders
hilly and mountainous regions. The domain contains eight groundwater
pumping stations and several creeks. The annual mean air temperature
(2 m above soil surface) is 10.1°C, and the mean temperature of the soil sur-
face (in 5 cm depth) is about 11.2°C. These data were measured in 1999 at
the meteorological station of Vaduz (Principality of Liechtenstein), which
is located about 30 km south of Altach up-valley at an altitude of 460 m
a.s.l., and which is run by MeteoSwiss. In 1999, precipitation was 1297 mm.
The average temperature of River Rhine (Hydrological Annual Book of
Switzerland, 2000, station Diepoldsau) was 8.1°C in the year 2000 and
therefore cooler than air and soil surface temperature (7.8°C in the period
1984-2000). However, since groundwater is essentially outflowing into
River Rhine, only limited cooling effects are expected.

Geologically, the Rhine valley is essentially filled with unconsolidated
rock material, which was deposited into an elongated lake during the last
ice age. Fine-grained sediments form the bottom of a sandy gravel aquifer,
which represents the highly conductive top layer. The aquifer thickness is
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typically 15-20 m, and the depth to groundwater is 2—4 m. Hydraulic con-
ductivity values are on the order of 2 x 10-3 m s-!. Furthermore, two large
alluvial cones were deposited by creeks from hills and mountains. In these
subregions, the altitude and thus the depth to groundwater are increased
accordingly.

The domain contains the communities and towns of Altach, Mader, and
Hohenems with a total population of about 30,000 inhabitants. Land use
in the region is mainly agriculture (about 50% of the area) and settlements
as well as industry. Data of the State of Vorarlberg allowed a quantifica-
tion of the thermal input and extractions (Table 7.1). A total of 323 (2002)
installations with groundwater heat pump systems with a total annual
mean performance of 1.35 MW was registered. Concerning the ground-
water temperature, the Hydrographic Service of the State of Vorarlberg
performed periodic or permanent temperature measurements in several
boreholes. These measurements were taken routinely at a fixed depth of 1 m
below the lowest expected groundwater table. The annual mean groundwa-
ter temperature of five stations was 11.5°C with mean values at the individ-
ual stations between 10.4°C and 11.9°C. These data were complemented
by the measurement of temperature profiles in a total of 17 piezometers
within the domain, with the help of the Hydrographic Service (Figure 7.1).
The temperature profiles were measured in late fall (November 13, 2001)
using a thermal borehole probe, in intervals of 1 m, starting at the water
table. Most of the temperature profiles follow the characteristic shape of a
damped harmonic wave according to Equation 3.85 for one-dimensional
vertical conductive heat transport for this date. The maximum temperature
was observed at a depth of about 4-5 m below soil surface. Most of the
profiles tend toward the annual mean temperature of approximately 11°C
at a depth of about 10 m. Exceptions are stations 50.4.07 and Kropf-2. The
former profile was possibly influenced by vertical flow in the borehole, with
inflowing groundwater at larger depths into and outflowing groundwater
at higher depths out of the borehole. The piezometer of the latter profile is
situated close to a groundwater lake (formed by gravel exploitation) with
stagnant water, which can possibly influence the groundwater temperature.
The variability of the rest of the temperature profiles can be attributed to
local land use and the thermal properties of the local material, but also by
the thermal use of the aquifer.

Table 7.1 Altach study: annual total heat flux

Thermal input category Thermal input [GWh]
Re-injection of warm water from heat exchange 32
Re-injection of cool water from heat pumps -11.9
Thermal inflow from warm basements 6.3

Total thermal input -24
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Figure 7.1 (See color insert.) Altach study: temperature profiles in boreholes, mea-
sured on November 13, 200l. (Modified after Cathomen, N., Wair-
metransport im Grundwasser, Auswirkungen von Wirmepumpen auf die
Grundwassertemperatur am Beispiel der Gemeinde Altach im Vorarlberger
Rheintal. Diploma thesis, ETH Zurich, Institute of Hydromechanics and
Water Resources Management, 2002.)

For the simulation of the regional heat transport, it was conceived that
only temperature change AT, which is caused by anthropogenic influ-
ence, relative to the “natural” conditions, is relevant and thus modeled.
Therefore, heat input is considered by the following sources:

e Reinjection of warm water from heat exchange for cooling purposes
¢ Reinjection of cool water from heat pumps for heating purposes
e Thermal inflow from warm basements of buildings

A further heat input is due to the sewer system and possibly other infra-
structure devices, but those were disregarded here. The energy extraction
by heat pumps is relatively well known from the licensing documents. For
the injection of warm water, only the discharge was known. The related
heat load was estimated as a mean temperature increase of 4 K. The heat
inflow from basements was estimated using a typical basement tempera-
ture of 15°C and assuming a linear mean temperature gradient between
basement and average groundwater depth, together with a typical thermal
conductivity value. The area of the basements was determined from the
fraction of the buildings in the settlement area. This fraction was estimated
to be 10% based on the topographic map. The balance of the anthropo-
genic heat input is shown in Table 7.1. From the balance, it can be seen that
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the estimated total heat input is negative, indicating a net cooling effect
over the area.

For the simulation, the software package PMWIN (Chiang and Kinzelbach
2001) was used. The flow calculations were performed with the module
MODFLOW96 (USGS 2012) and the transport calculations with module
MT3DMS (Zheng and Wang 1999). The model was conceived as a two-
dimensional, unconfined, one-layer model. Therefore, the variables head
and temperature correspond to average values over the thickness of the
aquifer. The flow model was conceived for steady-state flow conditions,
thus neglecting seasonal variations of boundary conditions like inflow
rates. The resulting flow velocities are therefore long-term average values.
With regard to the relatively small, expected heat transport velocities of
the order of 200 m year-!, and the small depth to groundwater (2—-3 m)
and the relatively small aquifer thickness (15-20 m) in the relevant part of
the model, this procedure is justified. The hydraulic conductivity field and
the lateral inflow rates were taken from the existing and calibrated steady-
state groundwater model of the International Governmental Commission
of the Alpine Rhine region (IRKA). The size of the finite difference cells
was 100 m. The recharge rate due to precipitation was 0.5 mm day-'. This
value was estimated considering the time span before the measurement
campaign. Fixed head boundary conditions were set along River Rhine and
Alter Rhein based on measurements. Along the northeastern boundary as
well as part of the southwestern boundary, lateral inflow was prescribed
based on flux estimates. Interactions with creeks were modeled by the leak-
age concept. Head isolines are presented in Figure 7.2. The flow in the plain
area is mainly parallel to River Rhine with a typical flow gradient of about
0.002. Comparison of the calculated heads with measured data (IRKA)
yielded a standard deviation of 0.5 m.

The heat transport simulation was performed according to the mathemat-
ical formulation presented in Chapter 4.1 for two-dimensional aquifers. By
utilizing the analogy between solute transport and heat transport (Chapter
4.1.1), the transport parameters of the two-dimensional MT3DMS model
were determined. As outlined above, the temperature difference AT(x) was
modeled. This implies that also heat transport is considered as steady state.
This was achieved using the transient transport code MT3DMS over a suf-
ficiently long time span. The initial temperature increment AT(x, ¢ = 0) was
set to zero. For streamline boundaries, a thermally insulating boundary
was assumed. Inflow boundaries were set to zero thermal inflow bound-
aries. The influence of deeper sediment layers and a geothermal heat flux
were neglected in the thermal model. Longitudinal dispersivity was chosen
as 50 m and the transversal one as 5 m. Porosity was estimated as 0.25,
Apas 2.7 Wm K1, C, as 2.87 x 10-¢ ] m=3 K-', and the effective verti-
cal thermal conductivity A, as 1.8 W m~! K-, The equivalent transport
coefficients were calculated cell-wise using areal information on the land
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Figure 7.2 (See color insert.) Altach study: two-dimensional flow model Altach
(Austria) with head isolines (equidistance | m). Dark blue: river cells; blue:
prescribed inflow cells; bright blue: creeks. (Modified after Cathomen, N.,
Wirmetransport im Grundwasser, Auswirkungen von Wiarmepumpen auf die
Grundwassertemperatur am Beispiel der Gemeinde Altach im Vorarlberger
Rheintal. Diploma thesis, ETH Zurich, Institute of Hydromechanics and
Water Resources Management, 2002.)

use (i.e., basement) depth to groundwater, aquifer thickness, and thermal
parameters of the subsurface. The areal thermal inflow from warm base-
ments of buildings was estimated cell-wise as described above. Initial rela-
tive temperature as well as boundary conditions (lateral inflow) were set to
zero everywhere.

Simulations were performed for 10 and 75 years. It was shown that the
thermal plumes can be considered in quasi steady state after about 10 years.
The temperature differences were calculated separately for the different
thermal input cases (reinjection of warm water from heat exchange, rein-
jection of cold water from heat pumps, warming by basements). The reason
for this procedure is that in the analogy to solute transport, the concentra-
tions have to be positive. Therefore, all cases were calculated with positive
absolute values of temperature differences separately, and the results were
finally superimposed. The resulting distribution of the relative temperature
AT(x) caused by reinjection of warm water from heat exchange, reinjection
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from groundwater heat pumps, and thermal inflow from warm basements
is shown in Figure 7.3.

Simulated maximum and minimum temperature changes were 3.2 and
-2.6 K, respectively. Peak regions are found close to and downstream of set-
tlements mainly. Note that warming plumes occur as often as cold plumes,
and both are of similar absolute value. For the inner settlement area of the
town of Altach, it was found that the temperature change was close to zero
or even slightly positive. This means that the thermal input in this subre-
gion is almost balanced. The simulated temperature differences are com-
pared with the measured ones (Table 7.2). Absolute differences between
both are smaller than 1 K. We have to keep in mind that the measured data

Hohenems
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Figure 7.3 (See color insert.) Altach study: two-dimensional heat transport model
Altach (Austria) with temperature increase due to thermal use (groundwater
heat pumps, heating by constructions). Dark blue: river cells; blue: prescribed
inflow cells. (Modified after Cathomen, N., Warmetransportim Grundwasser,
Auswirkungen von Wirmepumpen auf die Grundwassertemperatur am
Beispiel der Gemeinde Altach im Vorarlberger Rheintal. Diploma thesis, ETH
Zurich, Institute of Hydromechanics and Water Resources Management, 2002.)
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Table 7.2 Altach study: measured and simulated mean temperature differences

AT=T-T,
Depth of
measurement below Measured mean Simulated mean
Station soil surface (m) temperature difference (K)  temperature difference (K)
50.4.11 4.85 +0.70 -0.2
50.4.13 4.33 -0.26 +0.0
50.4.21 3.20 +0.81 +0.1
50.4.17 3.92 -0.85 +0.2
50.4.20 5.90 +0.24 -0.1
Average +0.47 +0.0

are measured 1 m below the deepest groundwater table level. Therefore,
the measurements do not necessarily represent average profile tempera-
tures exactly. Nevertheless, it can be concluded that the model simulates
the mean temperatures with an accuracy of about 0.5 K. The inaccuracy
includes the effect of variable soil surface temperature over the area.

7.2 LIMMAT VALLEY AQUIFER
ZURICH (SWITZERLAND)

The Limmat Valley aquifer extends from the downtown area of the city of
Zurich (Switzerland) and River Sihl along River Limmat over a distance of
about 16 km with a mean and maximum width of about 1 to 2 km. The
total area is about 20 km? comprising the part with aquifer thickness larger
than 2 m. It is a highly conductive, unconfined, sandy gravel aquifer. The
Limmat Valley was formed in its main disposition in the early Pleistocene
(Kempf et al. 1986). The main erosion of the U-shaped valley occurred dur-
ing the Riss ice age. The sediment filling occurred mainly in the Wiirm ice
age with several stages of the glaciation and related forming of moraines
and fluvial deposits. Therefore, the structure of the aquifer is quite complex
and consists of sand, gravel deposits, lake sediments, and moraine material.
The contributing rivers are River Limmat, starting downtown Zurich at the
lake of Zurich, and the smaller River Sihl, which extends from the perial-
pine region to its confluence with River Limmat. Land surface topography
ranges between 380 and 410 m a.s.l.

River Sihl is infiltrating into the aquifer via unsaturated percolation
with a mean annual temperature of 10.7°C-11.3°C (period 2000-2003).
However, the expected infiltration rates are relatively small. On the other
hand, infiltration from River Limmat is more significant. It occurs along
the major part of the river section mostly directly into the aquifer, in parts
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via unsaturated percolation. The corresponding annual temperature is
10.2°C-11.3°C (period 2000-2003). River water infiltration influences the
seasonal temperature regime considerably, with its amplitude decreasing
with distance from the river. In the downtown area, mean groundwater
temperatures range between 12.1°C and 16.5°C (Jackli 2010). How can the
increase in the groundwater temperature due to anthropogenic influence
roughly be assessed? Based on the annual air temperature of the station
Zurich-Affoltern of 9.6°C-10.3°C (period 2000-2003, data MeteoSwiss)
and the soil surface temperature of 11.3°C-11.9°C with a mean value of
11.5°C, the mean difference between the air and soil temperature amounts
to 1.2-1.7 K with a mean value of 1.5 K. Adopting roughly the temperature
difference between soil surface and noninfluenced groundwater (outside
the range of infiltrating rivers), the temperature increase due to anthropo-
genic reasons is therefore between about 0.5 and 5 K, which is the same
range as reported in German cities (Menberg et al. 2013). This estimated
anthropogenic increase depends mainly on the density of warm basements
and the depth to groundwater. Outside the downtown region of Zurich,
the anthropogenic influence is expected to be smaller. Nevertheless, a typi-
cal temperature increase of 2—-3 K in urban areas is also postulated by the
groundwater agency of the Canton of Zurich (AWEL 2005). This represents
a considerable additional potential for thermal use, besides the allowed
temperature change of 3 K according to the Swiss regulations. Systematic,
long-term groundwater temperature monitoring does not yet exist for the
Limmat Valley aquifer but is planned for the future (AWEL 2005). Note
that the temperature of River Limmat is slightly higher than the estimated
soil surface temperature and that River Sihl is clearly cooler.

The authorities of the Canton of Zurich were relatively reluctant in the
past with respect to the promotion of the thermal use of groundwater.
Nevertheless, about 100 installations have been approved. As a rule, the
performance of an installation has to exceed 150 kW in order to ensure
improved quality standards in maintenance. For the future, an increase in
the thermal use of groundwater is expected.

In the context of master projects at the Institute of Environmental
Engineering, ETH Zurich, groundwater temperature profiles of 47 piezom-
eters in the Limmat Valley aquifer were measured on April 14, 2005. They
show the vertical temperature profiles typical for the season and the influ-
ence of the infiltration of river water. Maximum temperatures were mainly
found at greater depth. These values, lying outside of the influence of river
water infiltration, can be considered as indicators of the mean groundwater
temperature. In the downtown area, these values range between 12.2°C
and 14.6°C, thus similar to the data of Jackli (2010).

For various sections of the Limmat Valley aquifer, two-dimensional
groundwater flow and heat transport modeling was performed. The method
and codes correspond to those already described for the Altach study
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(Section 7.1). For illustration, results are shown for the region of the town
of Schlieren (Muller and Ott 2005; Figure 7.4). This town is situated down-
valley from the City of Zurich. The area of the model domain was 4.7 km?.
The area comprises settlement areas (including industry) with a fraction of
60%. The rest consists of agricultural areas as well as recreational areas.
The domain contains nine groundwater pumping stations for drinking and
process water (total of about 6300 m? day!). Boundary condition types of
the flow model are shown in Figure 7.4. Measured hydraulic conductivity
values (2 x 10-* to 102 m s™') were interpolated, and the recharge rate was
estimated. Leakage coefficients of River Limmat and lateral inflow rates were
calibrated. Comparison between calculated and measured heads (on April
14, 2005) yielded a mean standard deviation of about 0.3 m. For simplicity,
it was assumed that the mean temperature of the river water corresponds
to the “natural” groundwater temperature. Heat flow from basements to
groundwater was calculated using Equation 4.5 with a temperature differ-
ence of 3 K with respect to the soil surface temperature and the areal fraction
of buildings in the finite difference cells. The simulated warming effect by
basements alone is shown in Figure 7.5. The results seem plausible. Direct
comparison with measured data was not possible as no data were available.
The superimposed effect of two possible installations for thermal use of a
capacity of 315 and 196 kW is shown in Figure 7.6. The results indicate a

Existing wells

Prescribed head
boundary

4
L 4

1 km

Figure 7.4 (See color insert.) Case study Limmat Valley, subregion town of Schlieren:
model domain with wells, and boundary conditions. (Modified after Miiller,
E., Ott, D., Thermische Nutzung des Grundwasserleiters Limmattal,
Teilgebiet Hardhof-Schlieren [Thermal use of the Limmat Valley aquifer:
Area Hardhof-Dietikon]. Report Master Project, ETH Zurich, Institute of
Environmental Engineering, 2005.)
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Figure 7.5 (See color insert.) Case study Limmat Valley, subregion town of Schlieren:
quasi-steady-state simulation of the temperature increase by warm base-
ments. (Modified after Miiller, E.,, Ott, D., Thermische Nutzung des
Grundwasserleiters Limmattal, Teilgebiet Hardhof-Schlieren [Thermal use of
the Limmat Valley aquifer: Area Hardhof-Dietikon]. Report Master Project,
ETH Zurich, Institute of Environmental Engineering, 2005.)

o
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Figure 7.6 (See color insert.) Case study Limmat Valley, subregion town of Schlieren:
quasi-steady-state simulation of the temperature increase by warm base-
ments, and, superimposed, two planned installations for the thermal use of
groundwater. (Modified after Miiller, E., Ott, D., Thermische Nutzung des
Grundwasserleiters Limmattal, Teilgebiet Hardhof-Schlieren [Thermal use of
the Limmat Valley aquifer: Area Hardhof-Dietikon]. Report Master Project,
ETH Zurich, Institute of Environmental Engineering, 2005.)
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maximum temperature decrease of 4.5 K. The requirement of a maximum
change in temperature downstream at a distance of 100 m according to the
Swiss regulations (Chapter 1.8.1) is met for both installations. Moreover, an
interference of the two installations with respect to groundwater temperature
is avoided.

7.3 BAD WURZACH (GERMANY)

Only a few geothermal test sites for GSHP systems exist worldwide, which
allow studying the thermal development in the subsurface in the vicinity
of a borehole heat exchanger (BHE). A prominent example is the Elgg site,
Switzerland, which is already mentioned in Chapter 5.1. Eugster (2001) and
Rybach and Eugster (2010) monitored and simulated the long-term behav-
ior of a BHE in a conduction-dominated system with negligible ground-
water influence. The data showed that over the last years of the operation
(1996-1998), the temperature stabilized showing only minor temperature
changes (<1 K) in comparison to the beginning of the operation in 1986.

In the framework of the research project “geomatrix.bw,” a test site for
a geothermal ground source heating pump (GSHP) system was developed
in Bad Wurzach, South Germany (Wagner and Blum 2012; Bisch et al.
2012). The main objective of the project was to monitor the temperature
distribution of the near field of a BHE. However, in contrast to the study
in Elgg, the examined BHE is partially influenced by advection. In 2009, a
BHE (EW1/09) with double U-tubes and five observation wells (BO at larger
distance, B1-4 in the vicinity) were installed (Figure 7.7). Also, four coaxial
systems were installed, but here we focus on the BHE with the four adjacent
observation wells. The site is located south of a marshland in the Molasse
basin. In the study area, the stratigraphy is characterized by Quaternary
gravels, sands, and clays on top followed by clay-, marl-, and sandstones
of the Upper Freshwater Molasse (UFM), which were encountered on site
at 58 m depth, with a total thickness of 400-500 m. The upper part of the
geological profile of the BHE (EW1/09) with a total length of 100 m based
on core drilling is illustrated in Figure 7.8. The distances of the four down-
stream observation wells (B1, B2, B3, and B4) from the BHE are 3.9, 5.7,
7.9, and 14.1 m, respectively (Figure 7.7). The temperature sensors (Pt100)
in the BHE and the observation wells were merely installed in the upper
Quaternary aquifer and aquitard down to 35 m depth (Figure 7.8).

The local groundwater flow direction in the upper aquifer is generally
north toward the marshland, which begins at a distance of about 400 m from
the study site. Repeated and continuous groundwater level measurements
showed that the groundwater flow direction fluctuates between 2° and
7° east and the groundwater level changes by a maximum of about 25
cm. The average hydraulic gradient is 0.002. In a nearby pumping well, a
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Figure 7.7 (See color insert.) Bad Wurzach study: site map showing the locations of
the BHE (EW1/09) and the five observation wells (BO, BI, B2, B3, and B4).

long-term pumping test resulted in a hydraulic conductivity of 7 x 10-3> m
s7! (Table 7.3), which can be considered an average value for the heteroge-
neous aquifer.

Temperature monitoring in the observation wells over a time period of
one year is illustrated in Figure 7.9. In winter 2011, the heating results in
a minor decrease in subsurface temperatures (-1.1 K), which is more pro-
nounced in the aquitard. However, this thermally affected zone (TAZ) is
only visible in a distance of 3.9 m at the observation well B1. Furthermore,
in summer 2011, the subsurface temperature indicates a full thermal recov-
ery. The maximum temperature change due to the cooling and heating
operation of the GSHP system was 2.9 K (7.7°C in March 2011 and 10.6°C
in September 2012) at observation well B1 in 21 m depth (Bisch et al. 2013).
At the observation well B4 (distance of 14.1 m), however, the maximum
detected temperature change is only 0.4 K showing the limited spatial
reach of the thermal disturbance around the BHE, despite the influence by
a groundwater flow velocity of about 3.5 m day-'.

To further study the evolution of the TAZ of the GSHP system, a 3D
numerical heat transport model was set up in FEFLOW (Figure 7.10). For
the latter, the input values, which are provided in Table 7.3, were used.
Due to the incomplete data, a simplified layered model was implemented.
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Figure 7.8 Bad Wurzach study: geological profile of the BHE (EW1/09) determined by
drilling cuttings and depth of the installed temperature sensors in the obser-
vation wells BI, B2, and B3.

Table 7.3 Determined, estimated, and fitted hydraulic and thermal
parameters of the geothermal test site at Bad Wurzach,

Germany

Parameter Value
Hydraulic conductivity, K,, (m s™') 0.0072
Hydraulic gradient (hor.), I, (-) 0.002°
Porosity, ¢ (-) 0.35¢
Longitudinal dispersivity, B, (m) 5.0¢
Transverse dispersivity, 1 (m) 5.0¢
Volumetric heat capacity of the porous media, C,, [ (m*K)™']¢ 24 x10°
Thermal conductivity of the porous media, A, [W (m K)™'] |.4¢

* Long-term pumping test at the Haidgauer Haide from 1968 (Weinszieher 1984).

® Hydraulic gradient based on a determined groundwater contour map (Wagner
and Blum 2012).

¢ Estimated parameter value.

Fitted parameter value.
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Figure 7.9 (See color insert.) Bad Wurzach study: cross section of the temperature

measurements in various depths in groundwater flow direction over a time
period of one year.
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Figure 7.10 (See color insert.) Bad Wurzach study: 3D numerical heat transport
model of the BHE (EWI/09) showing the resulting temperature plume
after 160.4 days.

The time period between May 13, 2011 and December 6, 2011 (200 days)
was chosen for a preliminary modeling study, because before that period,
no heat meter was installed at the heat pump and therefore no detailed
information on heat extraction by the BHE was available. The measured
temperatures at the observation wells for the studied time period at a depth
of 21 m are shown in Figure 7.11. The maximum observed temperature dif-
ference in this time period is smaller than 2.5 K in the closest observation
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Figure 7.11 (See color insert.) Bad Wurzach study: comparison between measured
and simulated temperatures at the four observation wells (a) Bl, (b) B2,
(c) B3, and (d) B4 in 21 m depth in the vicinity of the BHE (EW1/09).
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well B1. The recorded temperature developments in all wells clearly show
the cooling period in spring and summer, and the heating period in autumn
and winter, reflected by increase and decrease in groundwater temperatures.
As expected, this temperature signal is strongly damped with increasing
distance from the BHE. After manual calibration of the dispersivity, the
results of the preliminary numerical simulations roughly match the moni-
tored temperatures (Figure 7.11). However, this fit could only be obtained
using a relatively large dispersivity value of 5 m. This shows that hydrau-
lic heterogeneity causes substantial macrodispersive spreading of the ther-
mal plume. The model that assumes a homogeneous aquifer layer can
only approximate these effects by specifying a large dispersivity (Table
7.3). The down-gradient observation wells show smoother temperature
trends than the simulated ones, which could potentially be captured by
an increasing dispersivity. Alternatively, this could also indicate an under-
estimation of the role of heat diffusion or temporal variability of the flow
field.

Both geothermal test sites, in Elgg (Switzerland) and in Bad Wurzach
(Germany), with mainly conductive or partially advective conditions,
indicate that the TAZs around BHEs are spatially limited even after
longer operation time. Hence, any planned or required temperature
monitoring, for example, in the context of licensing issues by environ-
mental authorities (Hiahnlein et al. 2013), should carefully consider
these circumstances.
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Figure 1.9 Heat storage project (schematic) at the Science City Campus (Honggerberg)
of ETH Zurich (Switzerland). (Courtesy of ETH Zurich, Abteilung Bau, 2011.)
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Figure 3.2 Temperature field for a single BHE with constant energy extraction after
90 days. ILS model (g, =)J/H=50W m™, T, = 10°C, D, =9 x 107 m?s™").
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Figure 3.4 Heat exchanger group 3 x 3 calculated with ILS model with seasonal cosine heat
input. (a) Map after 10.0 years; (b) 10.25 years; (c) 10.5 years; and (d) 10.75 years.
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Figure 3.4 (Continued) Heat exchanger group 3 * 3 calculated with ILS model with

seasonal cosine heat input. (a) Map after 10.0 years; (b) 10.25 years; (c) 10.5
years; and (d) 10.75 years.
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Figure 3.12 Temperature field for a single BHE with constant energy extraction after
90days (g, =)/ H=50Wm™, T,=10°C,q=1.0x [0"*ms™,D,=9 % 107" m?s7").
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Figure 3.13 Temperature field of multiple interacting BHEs with constant energy

extraction after 90 days (q, = J/H=50 W m™, T;=10°C,q=1.0x 10 m
s,D,=9%x 107 m?s™).
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Figure 3.24 Scaled flow field with a = 0 and scaled pumping rate; one pumping well and
two injection wells. P: pumping well; RI, R2: recharge wells.
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Figure 3.25 (a) Scaled flow field with a = 0 and scaled pumping rate y = 0.5. P: pump-
ing well; R: recharge well. (b) Scaled flow field with o = 0 and y = |I.
(c) Scaled flow field with a = 0 and ) = 2. (d) Scaled flow field with o« = 90° and

x =1
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Figure 3.25 (Continued) (a) Scaled flow field with o = 0 and scaled pumping rate y = 0.5.
P: pumping well; R: recharge well. (b) Scaled flow field with @ =0 and y = I.
(c) Scaled flow field with a = 0 and y = 2. (d) Scaled flow field with o = 90°

and y = I.



10

December 1986

20

30

40

50
September 1989

Depth (m)

60

80

90

100
September 2001

AETEERETE FRETE FRUNE FRRTE RN FNENE SURRE FEUNE FAANI SRR CRA T FAT FRNRE FRRN SNSRI SNSRI FURNE FAUTY NSNS FNE T FUAE

110 Hovro oo e s e
4 6 8 10 12 14 16

Temperature (°C)

Figure 5.2 Elgg site (Switzerland): measured ground temperature profiles at 0.5 m dis-
tance from a 105 m deep operating BHE, repeatedly measured over 15 years.
(From Rybach, L. and Eugster, W.J., Geothermics 39, 365-369, 2010.)
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Figure 5.3 Elgg site (Switzerland): simulated ground temperature changes of a BHE rela-
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39, 365-369, 2010.)
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Figure 6.5 Example of the parameter estimation technique for the evaluation of the
thermal borehole resistance and the effective thermal conductivities show-
ing the results of the model efficiencies (EF values) according to Loague and
Green (1991). The results of the linear regression method are also shown.
(From Wagner 2010.)
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Figure 7.1 Altach study: temperature profiles in boreholes, measured on November
13, 2001. (Modified after Cathomen, N., Warmetransport im Grundwasser,
Auswirkungen von Wirmepumpen auf die Grundwassertemperatur am
Beispiel der Gemeinde Altach im Vorarlberger Rheintal. Diploma thesis, ETH

Zurich, Institute of Hydromechanics and Water Resources Management,
2002.)
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Figure 7.2 Altach study: two-dimensional flow model Altach (Austria) with head isolines
(equidistance | m). Dark blue: river cells; blue: prescribed inflow cells; bright
blue: creeks. (Modified after Cathomen, N., Warmetransport im Grundwasser,
Auswirkungen von Wirmepumpen auf die Grundwassertemperatur am
Beispiel der Gemeinde Altach im Vorarlberger Rheintal. Diploma thesis, ETH
Zurich, Institute of Hydromechanics and Water Resources Management,
2002.)
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Figure 7.3 Altach study: two-dimensional heat transport model Altach (Austria) with
temperature increase due to thermal use (groundwater heat pumps, heating by
constructions). Dark blue: river cells; blue: prescribed inflow cells. (Modified
after Cathomen, N., Wiérmetransport im Grundwasser, Auswirkungen von
Wirmepumpen auf die Grundwassertemperatur am Beispiel der Gemeinde
Altach im Vorarlberger Rheintal. Diploma thesis, ETH Zurich, Institute of
Hydromechanics and Water Resources Management, 2002.)
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Figure 7.4 Case study Limmat Valley, subregion town of Schlieren: model domain with
wells, and boundary conditions. (Modified after Miiller, E., Ott, D., Thermische
Nutzung des Grundwasserleiters Limmattal, Teilgebiet Hardhof-Schlieren
[Thermal use of the Limmat Valley aquifer: Area Hardhof-Dietikon]. Report
Master Project, ETH Zurich, Institute of Environmental Engineering, 2005.)

Figure 7.5 Case study Limmat Valley, subregion town of Schlieren: quasi-steady-state
simulation of the temperature increase by warm basements. (Modified after
Miiller, E., Ott, D., Thermische Nutzung des Grundwasserleiters Limmattal,
Teilgebiet Hardhof-Schlieren [Thermal use of the Limmat Valley aquifer:
Area Hardhof-Dietikon]. Report Master Project, ETH Zurich, Institute of
Environmental Engineering, 2005.)
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Figure 7.6 Case study Limmat Valley, subregion town of Schlieren: quasi-steady-state sim-
ulation of the temperature increase by warm basements, and, superimposed,
two planned installations for the thermal use of groundwater. (Modified after
Miiller, E., Ott, D., Thermische Nutzung des Grundwasserleiters Limmattal,
Teilgebiet Hardhof-Schlieren [Thermal use of the Limmat Valley aquifer:
Area Hardhof-Dietikon]. Report Master Project, ETH Zurich, Institute of
Environmental Engineering, 2005.)
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Figure 7.7 Bad Wurzach study: site map showing the locations of the BHE (EW1/09) and
the five observation wells (BO, B, B2, B3, and B4).
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Figure 7.9 Bad Wurzach study: cross section of the temperature measurements in vari-
ous depths in groundwater flow direction over a time period of one year.
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Figure 7.10 Bad Wurzach study: 3D numerical heat transport model of the BHE
(EW1/09) showing the resulting temperature plume after 160.4 days.
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Figure 7.11 Bad Wurzach study: comparison between measured and simulated tempera-

tures at the four observation wells (a) Bl, (b) B2, (c) B3, and (d) B4 in 21 m
depth in the vicinity of the BHE (EW1/09).



ENVIRONMENTAL ENGINEERING

“There are few texts that summarize the mathematical approaches of
heat transport in groundwater as succinctly as this book.”

—Andrew Chiasson, Ph.D., Oregon Institute of Technology, Klamath Falls, USA

The thermal use of the shallow subsurface is increasingly being promoted
and implemented as one of many promising measures for saving energy.
A series of questions arises concerning the design and management of
underground and groundwater heat extraction systems such as the sharing
of the thermal resource and the assessment of its long-term potential. For
the proper design of thermal systems it is necessary to assess their impact
on underground and groundwater temperatures.

Thermal Use of Shallow Groundwater introduces the theoretical fun-
damentals of heat transport in groundwater systems and discusses the
essential thermal properties. It presents a complete overview of analytical
and numerical subsurface heat transport modeling, providing a series of
mathematical tools and simulation models based on analytical and numerical
solutions of the heat transport equation. It is illustrated with case studies
from Austria, Germany, and Switzerland of urban thermal energy use, and
heat storage and cooling.

This book gives a complete set of analytical solutions together with MATLAB®
computer codes ready for immediate application or design. It offers a
comprehensive overview of the state of the art of analytical and numerical
subsurface heat transport modeling for students in civil or environmental
engineering, engineering geology, and hydrogeology, and also serves as a
reference for industry professionals.

Fritz Stauffer is a retired professor from the Institute of Environmental
Engineering at ETH Zurich.

Peter Bayer is a senior research associate at the Department of Earth
Sciences at ETH Ziirich.

Philipp Blum is an assistant professor for engineering geology at the
Karlsruhe Institute of Technology.

Nelson Molina-Giraldo is a groundwater modeler at Matrix Solutions, Inc.,
Canada.

Wolfgang Kinzelbach is a professor of hydromechanics and groundwater
at ETH Zirich.

6000 Broken Sound Parkway, NW
CRC Press Suite 300, Boca Raton, FL 33487
Taylor &Francis Group 711 Third Avenue

K15881
ISBN-13: 978-1-4kk5-6019-2
H 90000

. . New York, NY 10017
an informa business

2 Park Square, Milton Park 9 ‘ ‘ ‘ ‘ ‘

WWW.Crcpress.com | Abingdon, Oxon OX14 4RN, UK 7814667560192 | |



	Front Cover
	Back Cover

