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Preface

In this day and age, it is unfortunate that the economic prosperity and

development leads to disruption of the dynamic balance of the environment.

The philosophy of sustainable development has been presented for a long

period of time but it has not been able to bring about a substantial change in

our society. The transformation of this philosophy into a practical reality

seems to be far away – at least in the foreseeable future. In my opinion, the

only way I see the revolution taking place is for us to incorporate

‘sustainability’ in our daily living and to keep pushing for a sustainable

society. Meanwhile, we also need scientists to work on technologies that

would lead us to that goal at a faster pace. Technologies that are

‘completely’ environmentally friendly are needed urgently. And if such

technologies or ideas of one exists, a platform is required that showcases

such ideas to the scientific and non-scientific audience. Through this book,

I am happy to present the thoughts of seven different research groups whose

work may lead us to the doorsteps of sustainable society.
As scientists, most of us specialize in a sub-topic that may be related to

one of the three environmental components – air, land, or water. Over a

period of time, we become so engrossed with the sub-discipline of our

specialization that we only have glimpses of what is happening in other

disciplines. I hope that this book will serve as a bridge between sub-

disciplines of environmental technologies as it attempts to cover a wide

array of topics across the boundaries of disciplines. The topics range from

energy to catalysis to bioremediation. The book is anticipated to benefit

the science and scientists as one would then be able to find common

threads and problems amongst multiple disciplines. It also presents the

developing technologies to non-scientific viewers who can now know about

the new innovations without searching and screening within the huge

reservoir of literature.
The seven articles that are presented through this book are all peer-reviewed

articles and I wish to thank all the contributing authors, including the ones

whose work did not make it through the peer-review process. I would also like

to thank Ms. Deborah Wynne for proofreading the text.
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Finally, the resounding response to the call for articles I have received over
the last six months makes me believe that this book and similar ones to follow
will serve as a route to assorted reading on new frontiers in environmental
technologies.

New York, USA Vishal Shah

viii Preface



Contents

1 Understanding the Distinguishing Features of a Microbial Fuel Cell as

a Biomass-Based Renewable Energy Technology . . . . . . . . . . . . . . . . 1
Bruce E. Rittmann, César I. Torres and Andrew Kato Marcus

2 Screening Microbes for Ice-Associating Proteins with Potential

Application as ‘Green Inhibitors’ for Gas Hydrates . . . . . . . . . . . . . . 29
V.K. Walker, S.L. Wilson, Z. Wu, D.N. Miao, H. Zeng,
J.A. Ripmeester and G.R. Palmer

3 Surface Reactions: Bio-catalysis an Emerging Alternative . . . . . . . . . 43
Anil Mahapatro and Rahul Bhure

4 Enabling Simultaneous Reductions in Fuel Consumption, NOx,

and CO2 via Modeling and Control of Residual-Affected Low

Temperature Combustion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Greg Shaver

5 Flexible Sunlight—The History and Progress of Hybrid

Solar Lighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
L. Curt Maxey

6 Synthesis, Characterization, and Application of Magnetic

Nanocomposites for the Removal of Heavy Metals from Industrial

Effluents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Zhenghe Xu and Jie Dong

7 Application of Bacterial Swimming and Chemotaxis for Enhanced

Bioremediation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
Rajveer Singh and Mira S. Olson

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

ix



List of Contributors

R. Bhure
Center for Materials Research, Norfolk State University, 700 Park Avenue,
Norfolk, VA 23504

J. Dong
Department of Chemical and Materials Engineering, University of Alberta,
Edmonton, Alberta, Canada T6G 2G6

A. Mahapatro
Department of Chemistry, Center for Biotechnology and Biomedical Sciences,
Center for Materials Research, Norfolk State University, 700 Park Avenue,
Norfolk, VA 23504, USA

A. K. Marcus
Center for Environmental Biotechnology, Biodesign Institute
at Arizona State University, Tempe, Arizona, USA

L. C. Maxey
Oak Ridge National Laboratory, P.O. Box 2008, MS 6054, Oak Ridge,
TN 37831, USA

D. N. Miao
Department of Biology, Queen’s University, Kingston, ON,
Canada K7L 3N6

M. S. Olson
Department of Civil Architectural and Environmental Engineering,
Drexel University, 3141 Chestnut Street, Philadelphia, PA 19104, USA

G. R. Palmer
Department of Biology, Queen’s University, Kingston, ON,
Canada K7L 3N6

J. A. Ripmeester
Department of Biology, Queen’s University, Kingston, ON,
Canada K7L 3N6

xi



B. E. Rittmann
Center for Environmental Biotechnology, Biodesign Institute at Arizona
State University, Tempe, Arizona, USA

V. Shah
Department of Biology, Dowling College, Oakdale, NY 11769, USA

G. Shaver
School of Mechanical Engineering, Herrick Laboratories and Energy Center
at Discovery Park, Purdue University, West Lafayette, IN 47907

R. Singh
Department of Civil Architectural and Environmental Engineering,
Drexel University, 3141 Chestnut Street, Philadelphia, PA 19104, USA

C. I. Torres
Center for Environmental Biotechnology, Biodesign Institute at Arizona State
University, Tempe, Arizona, USA

V. K. Walker
Department of Biology, Queen’s University, Kingston, ON, Canada K7L 3N6

S. L. Wilson
Department of Biology, Queen’s University, Kingston, ON, Canada K7L 3N6

Z. Wu
Department of Biology, Queen’s University, Kingston, ON, Canada K7L 3N6

Z. Xu
Department of Chemical and Materials Engineering, University of Alberta,
Edmonton, Alberta, Canada T6G 2G6

H. Zeng
Department of Biology, Queen’s University, Kingston, ON, Canada K7L 3N6

xii List of Contributors



Chapter 1

Understanding the Distinguishing Features

of a Microbial Fuel Cell as a Biomass-Based

Renewable Energy Technology

Bruce E. Rittmann, César I. Torres and Andrew Kato Marcus

Abstract Biomass-based renewable energy, which utilizes biomass derived

from photosynthesis, could sustainably provide 67–450 EJ of energy annually.

Biomass in organic wastes, for example, can annually provide 7.5 EJ of energy,

and utilization of organic wastes locally as an energy source can prevent

environmental pollution and reduce the energy losses associated with transpor-

tation. The technological challenge is to sustainably capture this biomass

energy without creating serious environmental or social damage.
A microbial fuel cell (MFC) is a novel biomass-based technology that

marries microbiological catalysis to electrochemistry. In an MFC, bacteria

present at the fuel-cell anode catalyze the oxidation of diverse organic fuel

sources, including domestic wastewater, animal manures, and plant residues.

As an electrochemical process, an MFC converts the energy value stored in the

organic fuel directly to electrical energy, avoiding combustion and combustion-

associated contaminants. The main product at the anode is CO2 that is carbon

neutral. When oxygen is the oxidant at the fuel-cell cathode, an MFC produces

only H2O. An MFC is an attractive renewable energy technology, because it

produces electricity at the same time it treats wastes, and it does so without

producing harmful byproducts.
We introduce MFCs in the context of the general cycle for biomass-based

renewable energy technology. Tracking of carbon oxidation state highlights

the distinctly different approach that an MFC takes with respect to biofuels.

Then, we review some of recent progress inMFC research, with an emphasis on

mathematical modeling. At last, we conclude with our perspectives on biomass-

based renewable energy by comparing the MFC with two more mature tech-

nologies for generating biofuels: bioethanol and anaerobic digestion to

methane.

Keywords Anode � bioenergy � biofilm � biomass � microbial fuel cell

B.E. Rittmann
Center for Environmental Biotechnology, Biodesign Institute at Arizona State
University, Tempe, AZ 85287-5701, USA
e-mail: Rittmann@asu.edu

V. Shah (ed.), Emerging Environmental Technologies,
� Springer ScienceþBusiness Media B.V. 2008
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1.1 Introduction

Renewable energy refers to energy sources that natural processes replenish in a

short term. It has the potential to decrease our dependence on fossil fuels and

reduce global warming. Renewable energy currently supplies approximately

14% (or 57 EJ/year) of the energy consumed by humans around the world [1],

and the contribution of renewable energy in the global market is growing.

Incident solar energy carries 173,000 TW of energy to Earth; that corresponds

to 5.5 million EJ/year, which is more than 10,000 times greater than the current

annual consumption of primary energy by human activities (418 EJ/year) [1].

Photosynthesis to produce biomass captures an average of about 140 TW, or

less than 0.1% of the incident energy.
Although the average conversion percentage may seem small, photosynth-

esis actually produces a significant amount of biomass that embodies renewable

energy. Annually, photosynthesis produces 220 billion dry tonnes of biomass in

primary production, and the corresponding energy value for that biomass is

4500 EJ/year [2]. The energy value of terrestrial biomass available for human

use has been estimated as 67–450 EJ [2] and, thus, corresponds to 25–110% of

the current primary energy consumption.
Chynoweth et al. [3] estimated the energy potential from domestically avail-

able biomass in the United States. Energy crops can provide 22 EJ/year, and

marine crops have a more significant energy potential of>100 EJ each year. On

a yearly basis, 7.5 EJ of energy value is available fromwaste sources that include

municipal solid waste, biodegradable industrial wastes, crop residues, animal

wastes, sewage sludge, and sludge-grown biomass. This energy equals 7%of the

U.S. energy use of 105 EJ in 2005 [4]. Among the wastes, food-processing,

brewery, and agricultural wastewaters are ideal candidates for energy genera-

tion, because they contain high levels of easily degradable organic material that

converts to biofuels easily using microorganism-based systems.
Wastes are produced at all human habitats, and their local consumption

reduces energy losses due to transportation. In 2006, the United States gener-

ated 57.8 million tonnes of municipal organic waste, which includes food and

yard trimmings [5]. Since transporting 1 tonne of municipal organic waste for

1 km by truck requires approximately 48 MJ of energy [6], transporting 57.8

tonnes for 1 km requires 2.8 PJ of energy or 459 million barrels of crude oil.

Local consumption of organic wastes for energy generation can potentially save

PJs of energy and provide double benefit by treating the pollutants so that they

are no longer harmful to the environment.
The technological challenge is capturing this sustainable biomass energy with-

out creating serious environmental or social damage. In the next sections, we

introduce the general cycle for biomass-based renewable energy and discuss

where two contemporary alternatives for capturing biomass energy – bioethanol

and anaerobic digestion to methane – fit in the context. Then, we introduce the

microbial fuel cell (MFC) and showwhere it fits in the context of the energy cycle.

2 B.E. Rittmann et al.



1.1.1 A General Cycle for Biomass-Based Renewable Energy

Figure 1.1 shows the general cycle for biomass-based renewable energy, in

which microorganisms convert biomass to fuel. The cycle has three parts: (1)

production of biomass by photosynthesis, (2) generation of a convenient bio-

fuel, and (3) generation of useful energy from the biofuel. Photosynthesis

captures solar energy to reduce carbon dioxide and generate biomass in the

form of plants, algae, and cyanobacteria. The biomass can be used directly as

the biofuel source, or it may be used as input to the food-supply system. In the

latter case, processed biomass outputs of the food-supply system, such as wastes

and residues, become the biofuel source.
In most cases, the biomass used as a biofuel source is made of polymers,

especially proteins, lipids, and polysaccharides. However, these complex poly-

mers are not usually convenient for direct use in energy generation. Hence,

microbiological reactions are needed to convert biomass into useful biofuels,

such as methane, hydrogen, and ethanol. Biofuels can be collected and reacted

with oxygen to generate useful energy. The carbon dioxide produced during

microbial metabolism in parts 2 and 3 is recycled in photosynthesis and, hence,

the biomass technology is carbon neutral.
Carbon changes its oxidation state during the general cycle. A carbon atom

can have an oxidation state between +4 and –4, and the carbon in CO2 is at its

most oxidized form, +4. The next sections show that following the oxidation

state of carbons helps understand the general cycle.

BIOMASS POLYMERS 

Proteins, polysaccharides, lipids 

(2) Generation of 
convenient biofuels 

(3) Generation of 
useful energy 

CO2 

(1) Production of 
biomass by

Photosynthesis

Hydrogen, methane, 
ethanol, acetate 

Fig. 1.1 Schematic of how microbial processes fit into the overall scheme for biomass-based
renewable energy technologies. Three major biofuels (ethanol, hydrogen, and methane)
appear in bold. Another useful biofuel is acetate. Microbial systems can participate in all
three steps. (1) Photosynthesis to produce algae or cyanobacteria. (2) Fermentative conver-
sion to produce hydrogen, methane, or ethanol, and acetate. (3) Generation of useful energy
from biofuels (e.g., electricity generation from acetate via an MFC)
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1.1.1.1 Production of Biomass by Photosynthesis

Photosynthesis is a biochemical reaction that converts light energy into chemi-
cal energy. Starting materials for photosynthesis are H2O and CO2. In typical
aerobic photosynthesis, electrons from water combine with CO2 so that the
oxidation state of carbon decreases from +4 to the average oxidation state of
biomass of around 0 [7]. This reduction is illustrated by the formation of
carbohydrate, CH2O, whose C has an oxidation state of 0. The O in H2O is
oxidized to form O2:

Half reaction for water: 2H2O�O2 þ 4Hþ þ 4e�

Half reaction for carbohydratesynthesis : CO2 þ 4Hþ þ 4e��CH2OþH2O

Whole reaction : H2Oþ CO2 �CH2OþO2

While this reaction is thermodynamically unfavorable, photosynthetic organ-
isms capture energy from light to energize the electron removal from H2O and
drive the reduction of CO2 (approximately �G00 = 480 kJ/mol CH2O). Organ
isms that fix carbon for biomass synthesis using light energy are called photo-
autotrophs (photo = light; auto = self; troph = nourishment).

The goal of all biomass-based systems for generating useful energy is to
efficiently drive the photosynthetic reaction in reverse. A glucose molecule
(C6H12O6) is an example of carbohydrate that can form from photosynthesis:

6H2Oþ 6CO2 �C6H12O6 þ 6O2

The glucose reaction as written requires light energy of at least 2870 kJ to form
every mole of glucose. It is the absorption of solar energy that fuels the food
chain on Earth and also gives the Earth’s atmosphere its characteristic 21%O2.
A successful biomass-based energy technology captures this energy efficiently,
usefully, and without creating serious environmental harm.

The method for energy capture depends on the type of biomass. Petroleum
and dry materials like coal and wood can be combusted. Coal and petroleum
are non-renewable, while the production rate of new wood is slow. Other types
of biomass, such as algae and cyanobacteria, are rich in lipids that can be
efficiently extracted as biodiesel and combusted. Animal manures, wastewater,
and many agricultural residues are wet and cannot be combusted efficiently;
they require microbiological processing (next sections) to convert the biomass
to convenient biofuels. Figure 1.2 provides an overview of the steps catalyzed by
microorganisms.

1.1.1.2 Hydrolysis and Fermentation

Hydrolysis is the first step in converting biomass, such as agricultural residue,
animal manure, and wastewater sludge, to biofuel (Fig. 1.2). Hydrolysis con-
verts organic solids and polymeric macromolecules to soluble molecules that

4 B.E. Rittmann et al.



are bioavailable for microbial metabolism. Many microorganisms produce
enzymes that can hydrolyze polymers to monomers and oligomers. However,
some lignocellulose materials, present in many plants, are difficult to degrade
microbiologically or enzymatically. Lignocellulosic structures provide a physi-
cal barrier to enzymes or can be chemically resistant to enzymatic reaction. In
these cases, mechanical, physicochemical, or chemical pretreatment can make
lignocellulosic materials susceptible to enzymatic attack [8].

In biofuels production, fermentation generates biofuels from monomers by
rearranging the molecular bonds within the compounds and breaking them
down into smaller oxidized and reduced products. Oxidized products are typi-
cally CO2, which carries no electrons from the original product; therefore
capturing of the rest of electrons by the reduced byproduct brings the average
carbon oxidation state of the fermentation products to a value more negative

BIOMASS POLYMERS

Proteins, polysaccharides, lipids

MONOMERS AND OLIGOMERS

Fatty acids, amino acids, and sugars

SIMPLE ACIDS AND ALCOHOLS

Volatile fatty acids
Alcohols (e.g., ethanol)

Hydrolysis

Fermentation

CH4 and CO2

H2 + CO2

Methanogenesis

Acetate
Acetogenesis

Fig. 1.2 Different stages at which biofuels such as acetate, ethanol, hydrogen, and methane
are generated. Steps enclosed within dotted oval show generation of biofuels
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than for the starting biomass. The fermentative bacteria retain a small fraction of
the carbon from the original compounds to synthesize new cells, but most of the
electrons and energy from the biomass are contained in the fermentation products.

Figure 1.2 shows different stages at which biofuels such as ethanol, hydrogen,
and methane are generated. Ethanol is generated directly from the fermentation
of sugars, such as glucose. The complete fermentation of one glucose molecule to
ethanol produces two moles of ethanol and two moles of carbon dioxide:

C6H12O6 � 2CH3CH2OHþ 2CO2

This brings the average oxidation state of carbon to –2 for ethanol.
As shown in Fig. 1.2, methane is produced at the last stage of the biological

processes during methanogenesis. Anaerobic (methanogenic) digestion depends
on a sequence of steps that involves acidogenesis, acetogenesis, andmethanogen-
esis. The overall goal of the anaerobic digestion technology is to convert carbons
in biomass to its most reduced oxidation state, –4 in CH4 or methane.

Microorganisms that carry out methanogenesis are termed methanogens (i.e.,
methane generators), and they are in the domain Archaea. Two major types of
methanogens are hydrogenotrophic and acetoclastic methanogens. Hydrogeno-
trophs oxidize H2 and reduce CO2 to CH4 in a form of anaerobic respiration:

4H2 þ CO2 ¼ CH4 þ 2H2O

Acetoclastic methanogens ferment one molecule of acetate to produce one
molecule each of CH4 and CO2:

CH3COO� þH2O ¼ CH4 þHCO�3

As glucose and biomass have comparable average carbon oxidation states (i.e.,
�0), many (e.g., Angenent et al. [9]) appropriately describe the overall reaction
for methanogenesis with glucose as

C6H12O6 ¼ 3CO2 þ 3CH4

in which CH4 with the carbon oxidation state of –4 captures all the electrons
from glucose. All the electrons must flow through H2 and acetate, as shown in
Fig. 1.2 and the reactions just above. Approximately 70% of the methane
formed in conventional anaerobic treatment comes from acetate [9].

1.2 Microbial Fuel Cell

AnMFCmarries microbiological catalysis to the electrochemistry of a fuel cell.
Figure 1.3 describes the flow of electrons and ions in an MFC. The fuel for an
MFC is an electron donor for bacteria that live in a biofilm attached to the

6 B.E. Rittmann et al.



anode and transfer electrons from the donor to the anode. For example, when
acetate is the fuel, its oxidation reaction is CH3COO� + 2H2O � CO2 +
HCO3

– + 8H+ + 8e–. In a unique form of respiratory metabolism, the anode-
respiring bacteria (ARB) transfer electrons to the anode electrode, and the
difference in the electrochemical potential between the anode and cathode
electrodes drives the flow of electrons through an external circuit, generating
electrical current and electrical energy. At the cathode, the oxidant is reduced,
and the reduced oxidant carries the electrons out of the reactor. O2 is the typical
oxidant: O2 + 4H+ + 4e– � 2H2O.

Since the goal of an MFC is to circuit electrons to generate electricity,
completely removing electrons from organic compounds to produce CO2 is
desirable. Hence, in contrast to biofuel generation, an MFC makes the oxida-
tion state of carbon more positive than biomass.

Dramatic advancements in MFC technology are possible today because of
the recent discovery that many bacterial species are ARB [10, 11, 12]. The
discovery of ARB eliminates the need for externally supplied electron shuttles,
which are expensive and often toxic. Provided with suitable environmental
conditions, ARB naturally establish a biofilm community on the anode [13,
14, 15]. The community structure of ARB-containing biofilm often is diverse
[13, 16, 17], and the diversity is expected to be enhanced by the wide range of
available fuels, which include agricultural residues, animal manures, and waste-
water [14, 18, 19].

Although the novelty of an MFC is in the anode respiration by ARB, other
microbial metabolic processes, such as hydrolysis and fermentation, can play
significant roles in an MFC too. As shown in Fig. 1.2, hydrolysis and fermenta-
tion break down complex polymeric materials to simpler byproducts like acetate,
which is a favorable electron donor for ARB. An MFC fed with fermentative
substrates, such as glucose, becomes enriched with fermentative bacteria such as
Clostridia, Fermicutes, and Bacterioides [13, 17, 20]. Fermentative products, such

Electron 
donor 
(fuel) 

Oxidized 
electron 
donor  

e– 

Anode  Cathode Biofilm  

Oxidant (O2) 

Reduced 
Oxidants (H2O) 

ions 

e– 

Electrolyte 

External Circuit 

Fig. 1.3 Schematic illustration of the essential components of a MFC, particularly the
separate flows of electrons (e–) and ions from the anode to the cathode
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as ethanol, acetate, butyrate, and propionate, have been found to accumulate in

the anode [21, 22].
One study is particularly illustrative in highlighting the positive syntrophic

interactions between ARB and fermenters. Ren et al. [22] demonstrated colla-
boration between ARB and fermenters to transfer electrons from cellulose –

polysaccharide derived from beta-glucose linkage – to the anode. A pure culture
of Geobacter sulfurreducens, a well-known ARB, was incapable of cellulose

hydrolysis and anode respiration. However, in the presence of Clostridia cellulo-
lyticum, which hydrolyzes and ferments cellulose to acetate, ethanol, and hydro-
gen, G. sulfurreducens used some of these fermentation byproducts to respire the

anode to support the generation of electricity by an MFC. This collaboration
between ARB and fermenters is analogous to the processes that occur in anaero-
bic digesters: McCarty describes anaerobic digestion as an assembly line in which

several microbial species cooperate to break down organic materials to methane
[23]. In the case of the MFC anode, several different microbial species appear to
collaboratively funnel the electrons from the waste ultimately to the anode.

In the biomass-to-energy field, the important niche of an MFC is that it

directly generates electrical energy, which relates measurable outputs from an
MFC: current and voltage. Current describes the amount of charge (or elec-
trons) passing through the circuit per unit time. Voltage describes the amount of

energy that is carried by a unit charge (e.g., an electron equivalent) that passes
through the circuit. Multiplied together, current and voltage define power,
which is the rate at which energy is generated. Current also relates to three

wastewater treatment objectives of an MFC:

� The rate and amount of the organic waste that is removed
� The generation of organic byproduct generated by fermentative bacteria
� The substrate flux and organic loading rate

When comparing MFCs to other biomass-to-energy processes, researchers

consider two types of calculations to asses the energy efficiency of the process.
First is the energy capture efficiency (ECE), in which an energy balance is made
to determine how much energy is converted into electrical energy from the

original amount of energy fed into the reactor as substrate. Second is the
process energy efficiency (PEE), which is the ratio between the energy needed
to run the biomass-to-energy process and the energy collected as electrical (or

chemical) energy. Additionally, if the system is also used as a wastewater
treatment process, then it is important to determine the treatment efficiency
(TE), in which the chemical oxygen demand (COD) removal is calculated.

We use mathematical models that help us understand the interrelationships

among current, voltage, ECE, and TE for an MFC process. We present the
model in three parts:

1. Voltage in an MFC
2. Current density in the MFC’s anode
3. Coulombic efficiency, ECE, and COD balance in an MFC

8 B.E. Rittmann et al.



Finally, we compare MFCs to bioethanol and methanogenesis from both
ECE and PEE perspectives.

1.2.1 Understanding Voltages in an MFC

1.2.1.1 Maximum Potential

The maximum potential obtained in any reaction is that of the potential
difference between the half reactions of the electron donor and acceptor,
occurring at the anode and cathode, respectively. Under ideal conditions,
both half reactions occur at the same pH; we define E

0

rxn,max as the maximum
potential for pH = 7, as most microorganisms grow at near-neutral pH:

E0�rxn;max ¼ E0 �acceptor �E0 �donor (1:1)

where E
0

acceptor and E
0

donor are the half-reaction potentials for the respective
donor and acceptor (V). The superscript 0 denotes a pH of 7. E

0

acceptor and
E
0

donor can be determined by the Nernst equation, shown here for a generic
electron–donor reaction:

E0donor ¼ Eo0

donor �
RT

nF
ln
½red��

½ox��

 !
(1:2)

where Eo0 is the standard free energy at pH= 7 (V), R is the universal gas
constant (8.314 J/mol K), T is the temperature at which the fuel cell is operated
(K), n is the number of electrons transferred, F is the Faraday constant (96,485
Coulombs/mol), [ox] and [red] are the concentrations of the oxidized and
reduced compounds, respectively, and � and � are their corresponding stoichio-
metric coefficients. In the case of an MFC anode consuming acetate, the donor
half reaction is

CO2 þHCO�3 þ 8Hþ þ 8 e��CH3COO� þ 3H2O Eo0 ¼ �0:285V (1:3)

The equilibrium anode voltage is then

Edonor ¼ �0:285V�
RT

8F
ln
½CH3 COO��½10�7�8

½HCO�3 �½CO2�½Hþ�8

 !
(1:4)

Equation (1.4) shows the parameters that control Edonor: temperature and
concentrations of reactants and products. The concentration of protons
([H+]=10–pH) is a major parameter that controls Edonor. A change of one pH
unit causes a 60 mV shift in Edonor. A similar case occurs with Eacceptor, in which

1 Microbial Fuel Cell as a Biomass-Based Renewable Energy Technology 9



the reaction for O2 reduction is O2 + 4 H+ + 4 e– � 2H2O. Figure 1.4 shows
how the potential of each half reaction changes with pH.

The mass transport of protons from the anode to the cathode often creates a
proton gradient, in which the anode surface has a lower pH, while the cathode
surface has a higher pH. This is especially true for an MFC, in which the
concentration of protons (and hydroxyl ions) is low due to the bacterial growth
requirement of near-neutral pH. pH gradients between anode and cathode
chambers have been reported to be as high as 6.4 pH units [24], which corre-
sponds to a decrease of 378 mV from E

0

rxn,max (a 34% decrease in the available
potential difference) compared to its standard value. In Fig. 1.4, we calculate an
actual reaction potential, Erxn, when the �pH= 5 (anode pH= 7 and cathode
pH=12), resulting in a 27% reduction from E

0

rxn,max. Maintaining a pH that is
near-neutral in the anode and cathode compartments is currently one of the
main challenges of MFC design and optimization [25, 26, 27].

In order to calculate the potential efficiency (PE) of an MFC process, we
must take into consideration the loss due to a pH gradient between the anode
and cathode compartments. We call this the pH efficiency (pHE), which is
defined as

pHE ¼ Erxn

E0rxn,max
(1:5)

1.2.1.2 Voltage Efficiency

Due to voltage inefficiencies, the operating voltage for any fuel cell is less than
its thermodynamic value, Erxn. The voltage between the anode and the cathode,
Vcell, is the useful energy that is actually harvested. Thus, the voltage efficiency
is defined as

–800 

–400 

0 

400 

800 

5 6 7 8 9 10 11 12 13

pH 

P
ot

en
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Fig. 1.4 Potential change in the half reactions of acetate oxidation and oxygen reduction as a
function of pH. The slope is 59.1 mV/pH unit for both reactions. Erxn is presented for the case
of a �pH = 5, where the anode is at pH = 7 and cathode is at pH = 12
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Voltage efficiency (VE) ¼ Vcell

Erxn
(1:6)

The decrease of Vcell from Erxn is caused by kinetic potential losses at the
anode (�anode), cathode (�cathode), and in the solution between them (ohmic
potential loss, ��):

Vcell ¼ Erxn � ��anode � ��cathode � �� (1:7)

Ohmic potential loss is caused by the resistance to ion flow between the
anode and cathode; it is a function of current as described by Ohm’s law
(��=IR�, where R� is the ohmic resistance). Ohmic resistance is of special
concern in an MFC, as water with high resistance is often present between the
anode and cathode. An increase in ionic strength and a decrease in the distance
between anode and cathode can decrease ohmic resistance.

In chemical fuel cells, the anode and cathode potential losses are divided into
activation and concentration losses. In MFCs, the cathode reaction is usually
carried out by a metal catalyst [28]; thus, these potential losses are relevant to its
cathode operation. Factors such as pH, catalyst type and loading, concentra-
tions of reactive species, and temperature are some of the important parameters
for the cathode operation. Given the vast amount of information available
regarding potential losses at an electrode catalyzed by a metal [29, 30], we do
not discuss in detail these processes. Instead, we focus on theMFC anode losses
and their relationship to current density.

1.2.2 Current Density in the MFC’s Anode

In an MFC anode, bacteria in an anode biofilm serve as catalysts for e– donor
oxidation. Thus, anode processes are a combination of electrochemistry and
biofilm kinetics. The correlation between the current density produced by the
biofilm and the voltage losses at the anode is determined by the three processes
shown in Fig. 1.5: (1) mass transport, (2) microbial processes (cell growth and
respiration), and (3) the electrical potential gradient. The substrate flux is a
quantity that describes the amount of e– donor that enters the unit area of biofilm
per time (ML–2T–1). The donor substrate carries electrons into the biofilm. As the
donor is oxidized, the bacteria partition its electrons into cell synthesis, anode
respiration, and byproduct formation. The electrical potential determines the rate
of bacterial respiration, and the gradient in the electrical potential drives the
conduction of electrons from the bacteria to the solid electrode [31].

Typically, biofilm kinetic models relate the flux of e– donor into the biofilm
to the rate of consumption of an electron acceptor (e.g., O2) by respiration.
A biofilm kinetic model can also provide insights into what controls the current
density in an ARB biofilm. To develop those model-derived insights, we first
explore the performance of an MFC biofilm anode by only considering the

1 Microbial Fuel Cell as a Biomass-Based Renewable Energy Technology 11



limitation by electron-donor diffusion and utilization (Section 1.2.2.1). Then, we
modify the biofilm kinetic model using concepts of electrochemistry so that we
can explore the electrical potential limitation in theMFC anode (Section 1.2.2.2).

1.2.2.1 Limitation by Electron-Donor Diffusion and Utilization

In the following case, the anode current density is only limited by the substrate
flux into the biofilm. In order to obtain the substrate flux, Js, we must establish a
mass balance within the biofilm that takes into consideration substrate diffusion
and utilization. By combining Fick’s law of diffusion with Monod-type kinetics
of substrate consumption, Rittmann and McCarty (2001) estimate the substrate
flux into the biofilmwith known concentrations at both boundaries of the biofilm
(i.e., Ss at the biofilm/liquid interface and Sw at the biofilm attachment wall) [32]:

Js ¼ 2qmaxXfDf Ss � Sw þ K ln
Kþ Sw

Kþ Ss

� �� �� �1
2

(1:8)

in which, qmax is the maximum specific rate of substrate utilization (Msubstrate/
(Mbiomass*T)), Xf is the biomass density within the biofilm (Mbiomass/Vol), Df is
the substrate molecular diffusion coefficient in the biofilm (Area/T), and K is
the substrate concentration at which rut = 0.5qmaxXf (Msubstrate/Vol)

The maximum flux obtainable for a given Ss occurs when Sw=0. This is
referred to as a deep biofilm, for which

Js, deep ¼ 2qmaxXfDf Ss þ K ln
K

Kþ Ss

� �� �� �1
2

(1:9)
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Fig. 1.5 General schematic for the three main processes that occur at the biofilm anode of an
MFC and control the current density and anode potential losses: (1) mass transport brings
electrons from the substrate into the biofilm, (2) cells partition electrons into different ways,
and (3) electrical potential controls bacterial respiration, while the conduction of electrons
from the biofilm anode into the electrode depends on the gradient of the electrical potential
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where Js,deep is the substrate flux in a deep biofilm. Thus, a substrate-limited

MFC must produce an electrical current that is proportional to Js, deep.
In order to convert Js into current density, j, we must take into consideration the

fact that a fraction of the electrons contained in the e– donorwill be used for biomass

synthesis by ARB and another fraction of electrons will end up in byproducts (such
as methane, fermentation products, and soluble microbial products). The current

density contains the electrons not going to those sinks, but to respiration:

j ¼ �sJsð1� f 0
s �HÞ (1:10)

where �s is a conversion factor from mass to coulombs for the substrate ([nF]/

MW), fs
0 is the fraction of electrons used for cell synthesis, andH is the fraction

of electrons converted into byproducts [33]. In addition to the substrate flux,

biomass decay contributes to the total current, but this current has been
reported to be about 1% of the maximum current [15] and will not be consid-

ered in our discussion. We note that the calculation of jdeep depends on para-
meters that are specific to the microbial community and donor substrate:

qmax, K, H, and fs
0. Assuming our community is similar to a pure culture of

G. sulfurreducens, a known ARB, we can estimate how jdeep depends on Ss and

Xf. Table 1.1 shows the parameters for G. sulfurreducens. We assumedH=0 for
simplicity. These parameters are similar to those of slow-growing anaerobic
cultures, such as sulfate reducers or methanogens [32].

Figure 1.6 shows the maximum current density obtained by an ARB com-

munity that is substrate-limited, utilizing the parameters in Table 1.1. At a
typicalXf of 50 mg VS/cm3, jdeep increases as Ss increases, with values between 0

Table 1.1 Electron-donor (ED) kinetic and stoichiometric parameters for G. sulfurreducens,
based on the literature

Symbol Description Value Units Reference

K Half-maximum-rate acetate
concentration

1.9�10–3 mg BOD/
cm3

[39]a

qmax Maximum specific rate of ED
utilization

8.4 mg BOD/mg
VS day

Calculated based on
Bond and Lovley
[40]b

H Fraction of e– from electron
donor utilized in byproduct
formation

0 – Assumed

fs
0 Fraction of e– from the e– donor

utilized for biomass synthesis
0.05 – Based on Bond and

Lovley [40]
aWe averaged values forKSd forG. sulfurreducens utilizing acetate as the ED and two different
electron acceptors: fumarate and iron citrate as electron acceptors [39].
b ForG. sulfurreducens catalyzing acetate oxidation at an anode, the maximum rate of acetate
utilization observed was 1.2 mmole mg /protein min (Bond and Lovley [40]). We made unit
conversion assuming a protein content of about 55% (Whitman et al. [41]), C5H7O2N as the
formula for cells grown with ammonium as the nitrogen source (Rittmann andMcCarty [32]),
and cells are 90% organic matter.
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and 16 A/m2 for Ss = 0–250 mg BOD/l (Fig. 1.6a). At Ss=50 mg BOD/l, jdeep
increases with an increase in Xf, as shown in Fig. 1.6b, up to a maximum of 14

A/m2 at 200 mg VS/cm3. Given a high Ss and Xf, for example, Ss=500 mg

BOD/l and Xf =200 mg VS/l, jdeep=47 A/m2. These probably are not realistic

values in a wastewater treatment process that aims for low effluent BOD

concentrations, but they may be realistic for energy conversion from a high-

strength waste stream, such as pig manure.
The use of bacteria that have a higher qmax can also increase the maximum

current density. However, an increase in qmax usually implies an increase in

energy requirements for bacterial growth (leading to a lower VE), as well as a

higher fs
0 [32, 34], both of which are not desirable in an MFC process. There-

fore, it would be valuable to find or engineer ARB that has a very high qmax and

a very low fs
0.

Table 1.2 shows the maximum current densities obtained by various MFC

researchers. The maximum current densities reported (per anode surface area)

are usually around 5–6 A/m2 [35, 36], although recently current densities

reported have increased up to 13 A/m2 [26]. Reported current densities are as

much as an order of magnitude less than the highest current densities shown in

Fig. 1.6, but the computed values are for high substrate concentrations and the

assumption of only substrate limitation. This comparison suggests that sub-

strate limitation is not the only or main controlling factor for contemporary

MFCs. Overcoming the current limitations offers the potential to increase

current density significantly.
Recently, Torres et al. [25] showed that the transport of protons, produced

during substrate oxidation, from inside to outside the biofilm can cause a pH

inhibitory effect on ARB, thus limiting the total current produced. The

current density produced by the ARB biofilm decreased linearly as the buffer
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Fig. 1.6 Maximumcurrent density for anARBbiofilmanode that is completely substrate-limited.
The ARB have parameters similar to those of G. sulfurreducens (Table 1.1). (a) Maximum
current density as a function of substrate concentration at the liquid–biofilm interface for a
biofilm withXf = 50mg VS/cm3. (b) Maximum current density as a function of biofilm density
for an Ss = 50 mg BOD/l
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concentration, which serves as a proton carrier, decreased. It is possible that

the maximum current density produced in manyMFC studies is limited by pH

inhibition and proton transport. Further studies are needed to fully integrate

biofilm proton transport into a mathematical model that can estimate its

effect on current density in MFCs.

1.2.2.2 Electrical Potential Limitation in the MFC Anode

In this section, we extend the model to consider the unique solid electron-

acceptor respiration employed by ARB in the biofilm. The ARB biofilm carries

out a novel form of respiration by transferring electrons to the anode, which is a

solid conductive electrode, not a soluble molecule, such as dissolved oxygen.

Although a solid, conductive electrode does not have a concentration, its

electrical potential serves as an analog for calculating reaction kinetics. By

combining the Monod and Nernst equations, Kato Marcus et al. [31] derived

the Nernst–Monod equation to describe current density in response to the

electrical potential of the anode Eanode (V):

Table 1.2 Maximum current densities per anode area reported by various researchers in MFC

Reference Reported
current (A/m2)

Main substrate Inoculum

Fan et al. (2007)
[26]

13 Acetate
(1,300 mg
BOD/l)

Enriched culture from wastewater

Torres et al.
(2008) [25]

11.5 Acetate
(1,600 mg
BOD/l)

G. sulfurreducens-enriched mixed
culture from wastewater

Fan et al. (2007)
[37]

9.0 Acetate
(1,300 mg
BOD/l)

Enriched culture from wastewater

Liu et al. (2005)
[36]

�5.5 Acetate
(780 mg
BOD/l)

Wastewater

Cheng et al.
(2006) [35]

�5.0 Glucose
(530 mg
BOD/l)

Wastewater

Rozendal et al.
(2007) [24]

2.4 Acetate
(640 mg
BOD/l)

Mixed enriched culture

Ringeisen et al.
(2006) [38]

0.1 Lactate
(various
conc.)

Shewanella oneidensis DSP10

Bond and Lovley
(2002) [12]

1.1 Acetate
(320 mg
BOD/l)

Geobacter sulfurreducens PCA
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j ¼ jmax
1

1þ exp � F
RT ðEanode � EKAÞ

� �
 !

(1:11)

where jmax is the maximum current density (A/m2), EKA is the anodic

acceptor potential for the half-maximum-rate (V), R is the ideal gas constant

(8.3145 J/mol K), F is the Faraday constant (96,485 Coulomb/mol), andT is the

temperature (298.15 K). Equation (1.11) shows that j =0.5 jmax when

Eanode=EKA.
Figure 1.7 shows properties of the Monod and Nernst–Monod expressions

in dimensionless forms that are easy to compare: the dimensionless Monod

expression is Sa*/(1+Sa*), where Sa*=Sa/KSa; the dimensionless Nernst–Mo-

nod expression is 1/(1+exp(�*)), where the dimensionless local potential is

�*=F/RT(Eanode�EKA). The two dimensionless equations saturate to 1 as the

respective variables on the horizontal axis increase. The dimensionless Monod

expression has two reference points (Fig. 1.7a): at Sa*=0, the expression equals

zero, because the rate of substrate utilization equals zero when there is no

substrate; at Sa*=1, Sa equals KSa, and the Monod expression gives the half

of the maximum rate of 0.5. In contrast, the Nernst–Monod expression has only

one reference point (Fig. 1.7b): at �* = 0, Eanode equals EKA and the Nernst–

Monod expression gives half of the maximum rate of 0.5.
We consider an example using Eq. (1.11) to understand the relationship

between voltage and current in anMFC with the following parameters: a single

adjustable external resistor Ruseful (�), an anode surface area A = 25 cm2

(0.0025 m2), and jmax = 1 mA/cm2 (10 A/m2). Erxn for an O2 MFC is often

around 800 mV, and we used 250 mV to approximate inefficiencies due to non-

anode processes; thus, Erxn = 800–250 = 550 mV. We define the anode kinetic

loss �anode (mV) as

�anode ¼ Eanode � Edonor (1:12)
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Assuming EKA = Edonor + 100 mV [31], combining Eqs. (1.7), (1.11), and
(1.12) yields

Vcell ¼ jRusefulð25 cm2Þ ¼ 400� �anode (1:13)

j ¼ jmax
1

1þ exp½� F
RT ð�anode � 100mVÞ 1V

1000mV

�
 !

(1:14)

We calculate power density as P=jVcell and obtain Fig. 1.8 after solving Eqs.
(1.13) and (1.14) simultaneously.

An increase in j from 0 to 9 A/m2 gradually decreases Vcell from 550 to about
390 mV (Fig. 1.8). Between current density values of 1 and 9 A/m2, Vcell changes
almost linearly with current, which is consistent with many observations [28].
Above j=9 A/m2, Vcell decreases rapidly due to the saturation response of the
biofilm. Under electrical potential saturation, factors other than the electrical
potential (e.g., electron donor and pH) limit the electrical current. Such rapid
change in the voltage is observed in experimental MFCs [36, 42]. A key lesson
from Fig. 1.8 is the trade-off between Vcell and j, and power density is one way to
evaluate this trade-off. Because of an increase in current density under relatively
stable Vcell, power density increases rapidly and reaches a maxima of 3.6 W/m2

around 9 A/m2 — 3.6 W/m2 is near the currently observed maximum power
density for an MFC [43]. The maxima occurs around 16 �, which would be the
operating external resistance achieving the best power density for this particular
example.

The Nernst–Monod equation describes how the potential controls the rate of
generation of electrons by ARB respiration, but the electrons from respiration
must be transported to the anode surface from wherever the ARB are located in
the biofilm. Components in the extracellular matrix of the anode biofilm are
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Fig. 1.8 The relationships among the current density j (A/m2), the useful voltage that is
actually harvested Vcell (mV), and power density (W/m2) for an MFC example with a single
variable resistor R (�)
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implicated in the transfer of electrons from the biofilm bacteria to the anode

electrode, e.g., cytochromes, conductive nanowires, and adsorbed soluble-media-

tors such as pyocyanine [20, 44, 45]. Based on the presence of conductivematerials

in the extracellular matrix of biofilm anodes, Kato Marcus et al. described the
extracellular matrix as a conductor that accepts electrons from the respiration

and conducts the electrons to the anode [31]. Because the biofilmmatrix functions

as part of the anode, the biofilm on the anode is termed a ‘‘biofilm anode.’’
Much like diffusion-limitation of a soluble acceptor in a biofilm, electron

conduction can create an electrical potential gradient along the depth of biofilm

anode, as illustrated in Fig. 1.5. Kato Marcus et al. used Ohm’s law to describe

the gradient in the electrical potential in the biofilm anode [31]:

j ¼ �bio
d�

dz
(1:15)

where �bio is the biofilm conductivity (mS/cm) and the local potential . Equa-

tions (1.14) and (1.15) combine to form an electron-balance that describes the
generation and conduction of electrons in the biofilm anode.

In addition to the biofilm anode mechanisms, an ARB community can

produce electron shuttles such as pyocyanine to facilitate the transfer of elec-

trons through the electron-shuttle mechanism [44, 46]. Interested readers may

refer to the original work that presents the model for the electron-shuttle
mechanism [47].

An important take-home message from this section is that ARB require

electrical potential to drive electrical current. From the perspective of an

MFC operator, this implies loss of useful voltage Vcell. This analysis highlights
the need to investigate a potential trade-off between the current and potential.

In the next section, we introduce the concept of ECE, which is a useful para-

meter for assessing the tradeoff.

1.2.3 Coulombic Efficiency, Energy Capture Efficiency, and COD
Balance in an MFC

In order to complete the efficiency analysis of an MFC, we perform COD
balances to help understand the amount of current produced per substrate

feed and removed in the MFC anode. COD balances can be performed at the

biofilm level or at the reactor level. At the biofilm level (Fig. 1.9), a balance of

substrate flux in terms of electrons helps illustrate how the electrons flow into
the anode to produce an electrical current (Fig. 1.10). This is expressed math-

ematically by

Js ¼ Je� þ JH þ Jbiomas ¼ j=�s þ J�sHþ J�s f
0
s (1:16)
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where Je– is the fraction of substrate utilized for respiration and is equal to j/gs
(e– eq./L2), JH is the fraction of substrate used for byproduct formation and is
equal to Js*H (e– eq./L2), and Jbiomass is the fraction of substrate used for
biomass synthesis and is equal to Js*fs

0 (e– eq./L2). Note that Eq. (1.16) is
derived from Eq. (1.10).

We can perform a similar mass balance for COD at the reactor level. In this
analysis, we include the flux of O2 (JO2) across the ion-exchange membrane
separating the anode compartment from the cathode. Reduction of O2 in the
anode compartment is an electron sink. Thus, the COD of the influent substrate
is divided into liquid effluent COD, gas effluent COD, O2 reduction, and
current generation:

Q�CODin ¼ Q�CODliq þQ�gasCODgas þ 1=8AJe� þ 1=8mJO2 (1:17)

where Q is the influent liquid flow rate (L/day), Qgas the effluent gas flow rate
(L/day), CODin the influent COD concentration (g COD/L), CODliq the efflu-
ent COD concentration (g COD/L), CODgas the COD concentration in the gas
effluent (g COD/L of gas),A the anode surface area (dm2),Am the ion-exchange
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(soluble and/or gases)   
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Diffusive Substrate  
Flux, J s  (e–   donor) 

J s • (1- fs
0- H)

J s • f s 
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Current  
Density,  j 

 J s •H 

Fig. 1.9 Schematic electron flow from the e– donor in the bulk liquid to the anode. Cell
respiration and cell decay are the two contributors to current density. Cell decay is not
considered in our discussion for simplicity and because it is often small
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Fig. 1.10 COD balance in a continuous MFC reactor
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membrane surface area (dm2), JO2 the oxygen flux across the membrane (e– eq./
L2), and 1/8 the conversion form of 8 g COD to 1 e– eq.

The following equations define the effluent terms for a biofilm-dominated
system:

Q�CODliq ¼ AðJbiomassþJH;liqÞ
�ð1e�eq:=8 gCODÞ (1:18)

Qgas
�CODgas ¼ AðJH;gasÞ�ð1e�eq:=8 gCODÞ (1:19)

We define coulombic efficiency in two ways. The first definition, respiration
coulombic efficiency (RCE), is based on the conversion of the removed substrate
to electrical current by ARB respiration, which can be expressed as the ratio of
the current flux to the substrate flux [31]:

RCE ¼ Je�

Js
(1:20)

The second coulombic efficiency, capture coulombic efficiency (CCE), is
defined based on the capture of influent COD into electrical current. The
coulombic efficiency is now the fraction of COD that was captured as current
over the COD fed in the influent:

CCE ¼ CODe�A

QCODin

¼ Je�A

QCODin

(1:21)

CCE is usually high (71–95%) when acetate is used [15, 21, 40, 48]. When a
fermentable substrate is used, the production of fermentation byproducts, such
as methane and hydrogen, can reduce the amount of recovered electrons.
However, the coulombic efficiency also depends on the reactor configuration
and conditions used that could lead to variances in the e– sinks. Table 1.3 shows
a wide variety of reported values of RCE and CCE.

CCE for an MFC can be low for three reasons. First, the volumetric COD
loading to an MFC is disproportionately high with respect to the surface
loading (which is proportional to current density). Second, a high-fraction of
the COD entering the reactor is not biologically available to ARB. Third,
alternate electron sinks compete with the anode electrode for COD. Two useful
parameters to understand the relative impact of these processes on CCE are
treatment efficiency (TE) and fraction of stabilization as current (FoSaC).

TE is a useful parameter for evaluating the COD removal (i.e., stabilization),
which is a major goal of an MFC as a wastewater treatment process. TE is the
percentage of COD removed from the influent by aerobic oxidation (JO2) or by
conversion into electrical current (Je-) and gaseous byproducts that includes
hydrogen and methane (JH,gas). The definition of the TE is

TE ¼ AðJe� þ JH;gas þ JO2Þ=QCODin ¼ ðCODin � CODliqÞ=CODinÞ (1:22)
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TE near 1 indicates an efficient removal of COD, which is a desirable
attribute for a wastewater treatment process. A small TE, close to zero, indi-
cates poor effluent quality, especially forMFCs with a high initial CODin, and it
may indicate a requirement for post treatment to improve the COD removal. A
poor TE can result from disproportionately high influent COD and the pre-
sence of refractory organic compounds.

FoSaC evaluates the degree to which the electrical current achieved the
stabilization of COD. The definition of the FoSaC is

FoSaC ¼ AJe�=AðJe� þ JH;gas þ JO2Þ (1:23)

Since a major goal of operating an MFC is to achieve stabilization through
generating electrical current, a highFoSaC value is generally desirable. In contrast,
stabilization through JO2 is undesirable, because the energy value of waste is lost.
High stabilization as removal JH,gas has mixed benefits. Depending on the gas
quality, byproducts such as hydrogen and methane can be collected to generate
useful energy. However, if these gaseous byproducts are not used for energy
generation, the energyvalueof theCODremoved is lost.Whengaseousbyproducts
are H2S and CH4, these gases must be captured to prevent environment pollution.

Once the coulombic efficiency and voltage efficiency are known, the final
ECE can be calculated as the product of both efficiencies:

ECE ¼ VE�CCE ¼ VE�FoSaC�TE ¼ Eout

Esubstance
(1:24)

CCE is simply a product of TE and FoSaC. ECE is the fraction of the total
energy contained in the original waste or substrate (Esubstrate) that was

Table 1.3 Comparison of coulombic efficiencies (CCE or RCE) obtained in various MFC
studies

Reference Value (%) Definition Substrate Comments

Rabaey et al. (2005) [44] 75 CCE Acetate a,b

59 Glucose b

Freguia et al. (2007) [48] 70–100 CCE Acetate a,b

� 40–60 Glucose b

Lee et al. (2007) [21] 71 CCE Acetate a,b

49 Glucose b

Torres et al. (2007) [21] 86 RCE Acetate a,b

49 Ethanol b

Rozendal et al. (2006) [49] 92 RCE Acetate a,b

Min and Logan (2004) [18] 65 RCE Acetate a

28–50 Butyrate

14 Glucose
aAcetate was the non-fermentable substrate, leading to low byproduct formation and biomass
production. bAn alternate electron acceptor was used for these studies (ferricyanide or water),
eliminating the diffusion of oxygen into the reactor (JO2 	 0).
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converted into electrical energy (Eout). These analyses indicate that understand-
ing the flow of electrons in an MFC is important to understand the interaction
of energy generation and water treatment. In this regard, careful studies that
track electrons based on mass balance provide valuable information for under-
standing the overall process dynamics for MFCs and other energy-to-biomass
processes [21, 48].

Another important concept to determine the efficiency of a biomass-to-
energy process is the PEE:

PEE ¼ Eout � Einput

Eout
(1:25)

in which Einput is the amount of energy required to run the energy-to-biomass
process. Therefore, PEE evaluates the net energy produced in the process, while
ignoring the input energy as substrate (Esubstrate). Combining PEE and ECE
gives an overall efficiency (OE) from the point of view of Esubstrate:

OE ¼ PEE�ECE ¼ Eout � Einput

Esubstrate
(1:26)

1.3 Perspectives on Different Energy-to-Biomass Technologies

ECE and PEE are valuable tools for comparing different energy-to-biomass
technologies. PEE estimates can only be obtained once the process has been
tested in pilot or full scale. Therefore, it is premature to place a PEE value for
MFCs, although we can predict it will be high, sinceMFCs do not require much
energy input. ECE values for MFCs vary depending on the substrate used,
experimental conditions, and acclimation of the ARB community. Under the
best conditions, assuming a VE = 0.5 and CCE = 0.85 (typical of value for
acetate consumption), ECE = 42.5%. For comparison, ethanol fermentation
and methanogenesis are anaerobic metabolisms that synthesize biomass with a
small yield. Thus, both processes produce only a small amount of microbial
biomass and capture 80–90% of the electrons (CCE) as CH4 or ethanol. How
do they compare with electricity generation by an MFC?

1.3.1 Methanogenesis

Methanogenesis is a long-standing technology for stabilizing sludges and other
organic wastes [9], as it has natural advantages. First, a complex community
develops so that the electrons and energy in sewage, industrial, and agricultural
sources can be routed to H2, acetate, and then CH4. Second, the anaerobic
metabolism synthesizes biomass with a small yield. Thus, a methanogenesis
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process produces only a small amount of microbial biomass or sludge, mini-
mizing the cost for disposal, and captures 80–90% of the electrons from
biodegradable biomass as CH4. Third, because methane is poorly soluble in
water, it naturally evolves into the gas phase and can be captured for energy
generation. Although methanogenesis approximately produces equal molar
ratio of CO2 and CH4, some CO2 remains in solution as bicarbonate. Therefore
typical effluent gas mixture from a digester is 55–75% methane. After gas
cleaning, the CH4 can be burned in a piston engine or microturbine to produce
energy. CH4 can be combusted to yield electrical energy, at� 35%VE, and this
makes its ECE � 30%.

Amajor drawback for anaerobic digestion is its unit cost of methane, since it
is still higher than fossil fuels [3]. The biogas produced from methanogenesis is
mostly CH4 and CO2, but contains trace levels of H2 and H2S. The removal of
H2S to prevent combustion-associated byproducts is expensive and energy
intensive, which results in a decrease in PEE. Furthermore, the disposal of
non-degraded residual solids is costly, which means that improving the biode-
gradability of wastes is important for expanding the usefulness of methanogen-
esis. Improving biodegradability also results in more CH4 generation, the main
source of economic value. Thus, the net cost of themethane production needs to
be lowered by improving the quality of biogas produced and biodegradability
of the wastes.

1.3.2 Bioethanol

Most naturally occurring bacteria also produce other products, such as acetate
and hydrogen, during glucose fermentation; therefore, the stoichiometric con-
version of one mole of glucose molecule to two moles of ethanol is rarely
observed naturally. Hence, the ethanol production industry uses mainly yeasts
to selectively convert glucose to ethanol [50]. Today, ethanol production with
yeast is limited to a narrow range of substrates, mainly hexose derived from
plants. While metabolic engineering approaches are extending the capacity of
yeasts to utilize pentoses such as xylose by introducing new genes to yeasts [51],
it will be interesting to see how far these approaches will take us.

Figure 1.11 shows an energy balance for producing 1 gallon of ethanol from
corn (based on Shapouri et al. [52]). An input energy of 81 MJ is required to
produce corn, transport corn, convert corn to ethanol, remove the ethanol from
water, and distribute the ethanol. Since the energy value of 1 gallon of ethanol is
89 MJ, the production of ethanol results in a PEE of only 9%. Co-products
from ethanol production, such as corn gluten meal, can have economic value.
Since producing co-products normally requires energy input, some energy
balances consider the benefit of co-product production as ‘‘energy credits.’’
Energy credits from co-products add about 18% to the energy captured, mak-
ing PEE at most 22%. Given a CCE = 85% for bioethanol, if the ethanol is
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combusted to produce electricity with an efficiency of �35% VE, its ECE is
�30%. However, its low PEE (9%) drives results in an OE of only �3%.

Although ethanol production (at least from corn) appears to have a minimal
energy gain, the impacts of intense agriculture on the environment are of
concern. Modern agricultural practice is associated with negative environmen-
tal impacts, such as soil erosion, loss of biodiversity, use of pesticides, and
release of non-point pollution, such as nitrogen. The release of nitrogen is a
particular concern, because agricultural sources currently account for 58% of
the nitrogen load to the Mississippi basin [53, 54], and approximately 31% of
the agricultural nitrogen comes from fertilizers [55], which is a main input that
goes into producing corn [56]. An expert committee appointed by the National
Researcher Council (NRC) indicated recently that significant harm to water
quality and availability can result from intense farming of corn for ethanol if
new practices and techniques are not adopted [57]. Environmental concerns are
not a concern exclusive to bioethanol, but for any biomass-based technologies
that may result in an increased agricultural activity in the region. In that respect,
anaerobic digestion and MFCs that typically target wastes, not an agricultural
resource like corn, as fuel sources have an inherent advantage.

1.4 Conclusion

Biomass-based renewable energy is a carbon neutral technology that can con-
tribute to the world’s energy supply. Oxygenic photosynthesis produces bio-
mass with a high energy value: the goal of biomass-based technology is to
cleanly and efficiently harness this energy value by driving the photosynthetic
reaction in reverse. Since raw biomass often is not convenient for direct use as a
fuel, microbiological processes are currently being used to convert biomass to
convenient biofuels. Two major microbiological processes today for biofuel
generation are methanogenic anaerobic digestion and ethanol production, each

81 MJ 

Energy Input 

Corn production 

Corn transport 

Ethanol conversion 

Ethanol distribution 

89 MJ as ethanol 

15 MJ as coproducts 
“energy credits” 

Energy captured as ethanol: 

89
100% 109%

81
× =

“Energy credits” captured: 

15
100% 18%

81
× =

Fig. 1.11 Energy balance for producing 1 gallon of ethanol [52]

24 B.E. Rittmann et al.



with its own pros and cons. Methanogenic digestion is socially and environ-

mentally beneficial waste treatment process; however, the unit cost for methane

production needs to be lowered. Ethanol production from corn yields marginal

energy return; the environmental consequences of all crop-based ethanol

require consideration.
An MFC is a developing renewable energy technology that has a unique

niche with respect to other microbiological processes. Instead of generating

biofuels, anMFC generates electricity directly from organic material, including

wastes. An MFC exploits the unique respiratory activity of ARB that oxidize

organic fuels and transfer the electrons released from oxidation to the anode.

Much like in anaerobic digestion, a community ofmicroorganisms that includes

fermenters and ARB appears to cooperatively channel electrons from organic

fuels to the anode. The interaction between two groups of organisms is an

exciting area of research for environmental biology and microbial ecology.

The current generation from an MFC is determined by the reactor pH,

the presence of competing sinks for electrons, mass transport of electron

donor, and electron–electron conduction in the biofilm. A mass balance on

COD is a useful tool for establishing performance criteria, and we define the

important and unique criteria of OE, PE, RCE, CCE, ECE, PEE and FoSaC.

MFC developers can use these performance criteria to track different facets of

MFC performance, thereby identifying bottlenecks and opportunities for

improvement.
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Chapter 2

Screening Microbes for Ice-Associating Proteins

with Potential Application as ‘Green Inhibitors’

for Gas Hydrates

V.K. Walker, S.L. Wilson, Z. Wu, D.N. Miao, H. Zeng, J.A. Ripmeester

and G.R. Palmer

Abstract The survival of microbes at low temperatures is important for our
understanding of overwintering and the mechanisms of stress adaptation.
However, such organisms also deserve attention for the potential they hold as
sources of products to address practical problems and for providing environ-
mentally responsible options. One such threat to the ecosystem is the danger
posed by the unexpected and catastrophic formation of gas hydrates in pipe-
lines during drilling operations, transport and throughout fractionation. The
most popular chemical gas hydrate inhibitors are themselves toxic, making the
discovery of new ‘green’ hydrate inhibitors a high priority. Recently, we have
shown that antifreeze proteins, which inhibit ice growth, can also inhibit gas
hydrate formation. Although current sources of these proteins are not sufficient
for these applications, we believe that microbial products can be a part of
the solution to this challenge that poses a special threat to both marine and
northern ecosystems. Here, we outline strategies and methods for the isolation
of microbes with these properties.

Keywords Gas hydrates � gas exploration � antifreeze proteins � ice nucleators �
freeze–thaw � ice affinity � overwintering

2.1 The Gas Hydrate Problem

Gas hydrates are made of crystalline ice-like cages of water that house small
gases such as methane or propane, and form when temperature and pressure
conditions are favorable. They are found naturally in the permafrost regions as
well as near the continental shelves under the sea. In all, world wide deposits of
gas hydrates are estimated at �200 million trillion cubic feet. Gas hydrates will
undoubtedly be used to offset the world’s energy thirst within the next couple of
decades since they represent a vast reservoir of potential energy and wealth,
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more than twice that of all known coal, oil and gas deposits [1]. However,
although hydrates offer opportunities for economic prosperity, these ‘fire ices’
can also spontaneously form whenever moisture, small gases such as methane
or propane and appropriate pressures meet in drilling and transportation pipes.
Gas hydrate crystallization and subsequent blockages present a public and
environmental safety problem. When hydrate growth cannot be controlled,
there can be accidents, which can cause loss of life as well as local environmental
deterioration. One such example is afforded by the explosion of the Piper Alpha
oil platform in the North Sea in 1988. Many such incidents are avoided, thanks
to chemical inhibitors, which can melt hydrates. Currently, the most popular
chemical hydrate inhibitors are methanol and ethylene glycol. However, in
some sectors, particularly in marine and northern areas, these chemical hydrate
inhibitors themselves constitute an environmental risk since they are flammable
and poisonous, and thus there are a growing number of restrictions on their
use [2]. To address this challenge, we urgently require environmentally friendly,
‘green’ gas hydrate inhibitors.

The following paper outlines our approach to the problem. Based on the
hypothesis that the icy cages of hydrates might act as an alternative substrate
to ice-associating molecules, we tested the ability of antifreeze proteins (AFPs)
to bind tomodel gas hydrates. Remarkably, just as these proteins can inhibit the
growth of ice, we have observed that they also inhibit hydrate growth [3, 4].
Unfortunately, the proteins with the most promising activity toward hydrates
are difficult to produce in quantities necessary to have practical utility for the
gas and oil industry. Thus, we have turned our attention to the isolation of
ice-associating molecules from microorganisms. For this we must first discover
microbes with these properties. We believe that this represents our best hope to
address this particular environmental problem.

2.2 Ice-Associating Molecules from Extremophiles

Microbes show an extraordinary variety of adaptations to extreme conditions.
Thermophiles, organisms that survive at temperatures near boiling in places such
as thermal vents, have provided a variety of gene products, such as thermophilic
enzymes, which in turn, have allowed the development of new solutions for
practical problems. For example, the discovery of a DNA polymerase from
Thermus aquaticus (Taq polymerase) has facilitated the current revolution in
genome analysis [5]. Other extremophiles are resistant to pH extremes (acidophiles
and alkalophiles), salts (halophiles), desiccation (xerophiles), pressure (barophiles)
and other stresses [6]. Psychrophiles or psychrotolerant bacteria, which are hardy
at low temperatures, have more recently commanded attention. This can be
partially attributed to the interest in prospecting for ice-associating proteins
from psychrophiles that may find uses in the preservation of frozen products or
for enzymes that are active at low temperatures. As a result, microbes with these
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characteristics have been sought at high altitudes, in Arctic regions, glacial cores,
ice accretions and in Antarctic lakes. Indeed, Antarctic expeditions have been
organized with the purpose to identify bacteria with AFPs, which bind to ice
crystals and arrest their growth [7].

To survive subzero temperatures, certain microbes protect themselves against
growing ice crystals which could damage membranes, critically increase their cell
volume and oppose the osmotic gradient produced by the increasing extracellular
solute concentration [8]. They survive these stresses by the production of cryopro-
tectants [7] that can lower ice nucleation temperatures and stabilizemembranes and
cell fluids. Shorter acyl chains [8] and unsaturated fatty acids [9] may becomemore
abundant in the membrane. Low temperatures also influence the production of
chaperones, cold stress proteins and carotenoids that may confer protection from
UV irradiation, oxidative stress and the maintenance of membrane fluidity [10].
Among these, low temperature adaptive proteins are the AFPs and ice nucleation
proteins.

AFPs and antifreeze glycoproteins were first characterized and cloned from
cold-water fish, and later from other metazoans that overwinter in temperate
latitudes [11]. Ironically, it was years after their first discovery that they were
first noted and subsequently cloned in a bacterial species [12]. AFPs inhibit
freezing in a non-colligative manner by binding to ice and making the addition
of water molecules unfavorable, which results in a change in the equilibrium
freezing point [13, 14]. Since melting is affected in a colligative manner, the
interaction between AFPs and the ice surface results in a separation of the
freezing point and the melting point, a phenomenon termed thermal hysteresis
[15]. Ice crystal growth can be perturbed even by small quantities of AFP since
local ice curvature results from the adsorption of the proteins to the surface of
the ice crystal (the adsorption-inhibition hypothesis [15, 16, 17]). Adsorption to
certain ice faces by AFPs seems to be by a surface-to-surface complementarity
of fit, made possible by regularly spaced residues on the regularly spaced crystal
lattice. Once adsorbed to ice, AFPs sit ‘snugly’, assisted by van der Waals and
hydrophobic interactions [18].

AFPs also impede water mobility at the ice crystal surfaces thereby decreas-
ing the probability of recrystallization. It is assumed that some freeze-tolerant
organisms, such as certain insects and plants, produce AFPs to prevent the
growth of large, damaging ice crystals that form at temperatures close to
melting [19, 20, 21], a property known as ice recrystallization (IR). IR inhibition
activities, and putative AFPs have been reported in a few bacteria including
Moraxella sp. [22], Pseudomonas putida [12, 23, 24], Micrococcus cryophilus and
Rhodococcus erythropolis [25] aswell as cyanobacterialmats [26],Chryseobacterium
sp. C14 [27] and in several AntarcticProteobacteria, includingMarinomonas protea
[7, 28].

In contrast to AFPs, ice nucleating proteins (INPs) prevent extensive super-
cooling and allow ice to form at temperatures close to freezing. These proteins
are presently known and cloned from only three genera of bacteria, including
Pseudomonas, Xanthomonas and Erwinia/Pantoea [12, 22, 23, 24, 29, 30]. INPs

2 Ice-Associating Proteins as ‘Green Inhibitors’ for Gas Hydrates 31



are highly repetitive proteins that are located on the outer membrane [23, 31, 32]
and aggregates of INPs likely provide templates for ice nucleation [29, 33].
Because the INP sequences are very similar [34], yet the bacteria are evolutio-
narily divergent, it has been suggested that the genes have been horizontally
transferred to several members of the plant-associated microbial community
[35]. Since many of these microbes are considered plant pathogens, it has been
speculated that INPs may serve to deliberately cause frost injury to plants,
thereby increasing the fitness of the host bacteria [36]. A few of these proteins
have been recombinantly expressed and one strain of Pseudomonas syringae is
used commercially for ‘snow making’ (Snomax, York Snow Inc., Centennial
CO, USA). In another application, a genetically manipulated, INP-minus ver-
sion of these bacteria can be successfully used when warranted by a short
growing season [36]. The introduced microbes inhibit the formation of ice on
crops, reducing extensive frost damage at temperatures just below freezing.

The search for novel products from ice-associating microorganisms that sur-
vive in extreme locations can be expensive and bureaucratically cumbersome.
In contrast, our investigations are based on the assumption that ice-associating
products can be found in microbes that also inhabit more easily sampled envir-
onments, including our own backyards. Techniques for identification and
isolation are described and discussed in the following sections.

2.3 Proposed Technology for Microbe Selection

Although microbes with low temperature adaptations may not be abundant
if conditions are warm, presumably all that is required for their discovery is
a powerful method of selection in order to recover the rarer cells with these
properties. New selection regimes have been developed for this purpose.

2.3.1 Cryocycler Selection

We designed an instrument for automatically subjecting microbial cultures to
programmed freeze–thaw treatments and dubbed it a ‘cryocycler’ (Fig. 2.1).
This instrument switches between two fixed temperature baths containing
ethylene glycol by using solenoid-activated valves. In this way it can achieve
maximum heating and cooling rates. Only a relatively few freeze-resistant
microbes have been shown to survive such strong selection, even after starting
with tens of thousands of cells from a mixed consortium [27]. Routinely, soil
samples are obtained from easily accessible temperate locations and cultured in
dilute medium. Full strength, rich medium can also be used. However, our
observations suggest that when using rich medium there is less culturable
diversity in soils from regions, such as boreal outcrops, surmised to be more
nutrient limited. Vials containing the cultured consortium are then placed in a
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jacketed glass chamber that is filled with ethylene glycol. Typically, triplicate

samples are subjected to a freeze–thaw regime consisting of a 2 h cycle at

temperatures below the freezing point and just above the melting point (e.g.,

–18 and 58C with average warming rates of 0.58C/min and cooling rates of

1.08C/min, although other protocols have also been used). Aliquots that are

removed periodically during the cycling are then monitored for surviving cells.

It is important to note that occasionally, cultures that originated as single

isolates and used as controls can supercool rather than freeze at temperatures

close to 08C. Thus to ensure that all samples freeze at the same temperature, a

few sterilized AgI crystals should be added to the cultures at the start of the

experiments.
Experiments using the cryocycler show that the viability of the various soil

consortia is dramatically reduced by multiple freeze–thaw cycles, with cell

numbers typically decreasing by five orders of magnitude after 48 cycles

(Fig. 2.2). The decrease in viability does not simply result from a reduction in

numbers since the phenotype of the colonies suggests that there is a shift in the

complexity of the populations. Early experiments on the cryocycler demon-

strated that there was a differential susceptibility to freeze–thaw treatments

depending upon the species and the origin of the communities. For example,

when�108 cells of Escherichia coli or Pseudomonas chlororaphis were subjected

to freeze–thaw cycling, none remained viable after 24 and 48 cycles, respec-

tively. Survivors of this stringent regime, in several experiments using different

starting populations, included species of Chryseobacterium, Pseudomonas, and

Buttiauxella. Recovered viable species often had interesting properties (see the

following sections).

Cold

Sample

WarmTimer

Power Bar

  N.O.
Valves

N.C.
Valves

Fig. 2.1 Diagram of the cryocycler designed to automatically subject microbial cultures to
freeze–thaw cycles. Solid lines show the flow pattern in the ‘power-off ’ state with the valves in
position to circulate cold ethylene glycol (e.g. –188C) through the jacketed sample chamber.
Dotted lines show the flow pattern during the warm (e.g. 58C) ‘power-on’ state (adapted
from [27])

2 Ice-Associating Proteins as ‘Green Inhibitors’ for Gas Hydrates 33



Unexpectedly some microbes, such as Enterococcus sp., survived freeze–thaw

cycles as part of a consortium, but were less freeze–thaw resistant in isolation

(Fig. 2.2 and not shown). Further investigation revealed that their survival was

influenced by the presence of another bacterium, Chryseobacterium sp. C14. When

Enterococcus sp. and this Chryseobacterium strain were cultured together, both

showed freeze–thaw resistance [27]. Furthermore, when pelleted Enterococcus sp.

cellswere resuspended in the cell-free, spentmediumobtained fromChryseobacterium

sp. cultures, their survival increased 1000-fold. Thus, these selection experiments also

appear to reveal something about the dependence and interaction of certainmicrobes

in their communities.
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Fig. 2.2 Viability of microbial cultures as a function of the number of freeze–thaw cycles in
the cryocycler. Upper histograms: viable cells (colony forming units or CFU/ml) in mixed
cultures derived from one of the soils tested (first white bar in each cycle set) were compared to
pure cultures of P. chlororaphis (hatched, second bar in each cycle set) or E. coli (black, third
bar in the cycle sets) in 48 freeze–thaw cycles. Lower histograms: viability of single colony
isolates after serial freeze–thaw cycles.Microbes that survived two consecutive 48 freeze–thaw
cycles were used to initiate cultures from single colonies of Chryseobacterium sp. C14 (first
white bar in each set) and Enterococcus sp. (grey, third bar in each cycle set), and these were
subjected to further freeze–thaw treatments. E. coli (black, second bar in each cycle set) was
again used as a control. Error bars represent standard deviations (modified from [50])
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2.3.2 Ice-Affinity Selection

Another new method of microbe selection takes advantage of the principle that
when ice grows slowly it excludes solutes. Charles Knight devised methodology
some years ago to examine the adsorption of proteins on the faces of ice [37] and
this was subsequently tailored to allow ice-affinity purification of AFPs [38].
A modification of this procedure has now been adopted for the selection
of microbes that are included into a growing elongated hemisphere of poly-
crystalline ice. The apparatus consists of an ‘ice finger’ or brass cylinder in
which temperature-controlled ethylene glycol solution is circulated (Fig. 2.3).
The sample beaker contains dilute cultures initiated from sites of interest.
The sample is maintained just at the freezing point and frost is allowed to
accumulate on the cold finger by water condensed from the air. After lowering
the cold finger into the sample solution, an ice ball or ‘Popsicle’ is formed. It is
important to grow the ice slowly (about 0.01 ml/min) over a 24–48 h period.
After approximately 50% of the culture is frozen, the ice is rinsed and then
melted to obtain the microorganisms that partition into the ice phase. Indivi-
dual colonies can be obtained after limited dilution or by culturing on nutrient
plates.

In experiments where cultures were initiated with single isolates, E. coli
numbers were reduced four orders of magnitude in the melted ice fraction
compared to the original sample [39]. In contrast, when a Chryseobacterium
isolate, originally discovered after cryocycler selection, was subjected to ice
affinity, the recovery from the ice represented a reduction of only two orders
of magnitude in cell number. Although this strain of Chryseobacterium is 5–6
fold more freeze-tolerant than E. coli after a single freeze period, the observed
differential recovery encouraged us to use ice affinity to fractionate cultured
communities in order to reduce both the complexity of the original population

Fig. 2.3 Diagram of the ice finger apparatus fabricated to select microbial cells with an
affinity for ice. Small arrows show the flow pattern of chilled ethylene glycol through the
ice finger. The sample in the beaker is stirred with a magnetic stir bar while ice forms on the
finger (modified from [38])
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as well as cell numbers. Isolates recovered from these experiments in initial
experiments included two species of Chryseobacterium, three of Pseudomonas,
three of Acinetobacter, two of Bacillus and a Paenibacillus species [39]. Again,
a number of the recovered strains had interesting properties.

2.3.3 Screens for Ice Nucleation, Ice Recrystallization, Inhibition
and AFP Activity

Although not selective techniques, these methods have been developed as tools to
screen isolates for these properties. Ice nucleation screens are set up essentially as
previously described ice nucleation assays [31, 40, 41]. Briefly, small samples are
loaded onto a polarizing filter, placed in the cryocycler chamber, and illuminated
from below with a fiber-optic source. As the chamber temperature is lowered
from –1 to –158C (at 0.1–0.28C/min), software-controlled digital photographs are
captured every 60 sec through a crossed polarizing filter. After freezing the
samples become visible due to the rotation of the plane of polarization by the
ice crystals, and these images are automatically analyzed and transferred to a
spread sheet. The temperature at which 90% of the samples freeze is taken as the
ice nucleation temperature of the most active fraction of the sample. Groups of
cultures containing ice nucleators normally freeze at temperatures above –88C,
with control, samples freezing at about –128C. This method was used to identify
P. borealis isolates with ice nucleation activities [39] and to optimize the growth
conditions for the production of INPs inP. syringae, P. borealis and recombinant
cultures (S. Wu, D.N. Miao and V.K. Walker, unpublished).

The average ice nucleation temperature of any isolate or lysate can be
determined using a thermal analyzer. This apparatus records temperatures
from thermistors placed in 2–3 ml samples that are chilled from approximately
5 to –158C at 18C/min. The heat of fusion of first-order freezing and thawing
phase transitions causes temperature changes in the sample which are used to
record freezing and thawing [42]. Because of the larger volumes, samples
containing ice nucleators normally freeze above –88C, with controls freezing
at this point or lower. A typical profile from the thermal analyzer shows that
P. borealis, identified using ice-affinity, has ice nucleation activity (Fig. 2.4).

Another technique that has not been used by our group, but which has been
successfully employed to screen bacteria obtained from Antarctic lakes [7]
detects isolates that inhibit IR. Crude lysates from individual isolates are placed
into 96-well microtiter plates, brought to 30% sucrose (vol/vol) and quickly
frozen at –708C. After incubation at –68C for many hours (typically overnight),
frozen isolates with IR inhibition activity can be recognized since they appear
more opaque than the transparent lysates with no activity. IR inhibition
is correlated with AFP activity since at temperatures close to melting. AFPs
prevent the formation of large crystals, which have a relatively clear appear-
ance. In our experience, we have found crossed polarizing filters to be helpful
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in distinguishing differences between lysates. This protocol has been used to

successfully identify more than a dozen bacteria with putative AFPs, including

those from the genera Idiomarina, Rhodococcus (anActinobacteria),Pseudomonas,

Bacillus and Marimonas [7]. One of the latter isolates has now been extensively

studied and the Caþþ-dependent AFP has been purified and described [28].
This screening technique is also useful when used as an assay for the char-

acterization of microbes isolated by selective regimes; we have used it to

examine Chryseobacterium isolates identified after cryocycler selection as well

as ice-affinity selection. IR inhibition activity is apparent in these (Fig. 2.5), but

after treatment with protease, activity was destroyed [27]. This suggests that

these particular microbes may have AFP activity.

54321 9876

Fig. 2.5 Inhibition of ice recrystallization. Screens are usually conducted in microtiter plates,
but samples in microcapillaries held at –68C and examined between crossed polarizing filters
more easily demonstrate this principle. From left to right samples include sample buffer controls
(1, 2), serial dilutions of 0.2, 0.02 and 0.002 mg/ml AFP solutions (3–5), Chryseobacterium
sp. C14 cultures (6, 7), and E. coli cultures (8, 9). Note that only the AFP controls and the
Chryseobacterium cultures have crystals too small to be observed at this magnification and the
overlying ‘feathery’ pattern, seen in rapidly frozen samples, is apparent. Bacterial cultures
were at �2 � 10–8 CFU/ml (adapted from [27])
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Fig. 2.4 Representative thermal profiles showing the heat of fusion in 2 ml samples. A reference
thermistor recording (straight, thin black line) shows the temperature of a control sample containing
ethylene glycol.P. borealis cultures (approximately�1� 10–8 CFU/ml) show freezing beginning at
–2.58C. Culture medium andE. coli cultures (at�1� 10–8 CFU/ml) show freezing at –7 and –88C,
respectively, ([50] reproduced by permission of The Royal Society of Chemistry)
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Microscopic analysis of ice crystal morphology is another method for exam-
ining lysates and cultured samples, but it has not yet been adapted for the
screening of large sample sets. Typically it is done by freezing a microscopic
volume of solution in an oil droplet placed in a nanoliter osmometer. After
freezing, the temperature is slowly increased until a single crystal remains. Only
then is the temperature lowered slightly, and subsequently held constant, so that
themorphology of the ice crystal shape can be noted [43]. For example, when ice
crystals formed in the presence of the Chryseobacterium isolate, obtained after
selection in the cryocycler, the morphology was not disc-like as is seen in the
presence ofE. coli, but rathermore oblong [39]. Crystals formed in the presence of
the ice-affinity selected P. borealis were not bipyramidal as seen with many fish
AFPs, butmore hexagonal or rectangular (Fig. 2.6). These different crystal shapes
likely reflect the preferential adsorption of these proteins to different ice faces.

2.4 Prospects for Applications to the Energy Sector and Elsewhere

The development of these new selective methods has allowed us to imitate the
rigors of high latitude environments in the laboratory and has resulted in the
selection of a group of microorganisms with a high proportion of ice-associating
properties. Although the analysis of the selected cultures is still in progress, a total
of 70% (9/13) of the recovered, identified genera have some type of ice-associating
activity. Four of 13 generawere recovered using both the cryocycler and ice affinity
methods (Wilson andWalker, unpublished). In addition, of the 13, almost all have
been previously described as associatingwith ice and have been recovered by others
from samples obtained from glacial cores, Antarctic lakes or sea ice [7, 44]. As
mentioned previously, ice-associating activities do not appear to be very common
properties amongst bacteria. To date, AFPs have been described in half a dozen
genera, but the corresponding sequences, which appear to be dissimilar from one
another, have been characterized or cloned and expressed from only a few of these
[12, 22, 28, 45]. In contrast, INPs, which have been described in a few plant-
associating bacteria, appear to be homologous proteins [35]. Thus methods to
select and recover ice-active microorganisms from a variety of habitats, including

a cb

Fig. 2.6 Crystal shape assay. Ice crystals grown in the presence of (a) control solutions such as
buffer (shown), E. coli or medium, (b) Type I fish AFP and (c) P. borealis cultures were
examined under a microscope (40x) ([50] reproduced by permission of The Royal Society
of Chemistry)
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late summer-collected soil samples, are notable. This success demonstrates that
sampling in extreme or highly remote areasmay not be required for the isolation of
strains with these properties.With the aid of these selective techniques, it may even
transpire that these properties are not quite as rare as we had once assumed.

Why is it important to identify microbes with psychrophilic adaptations? For
the basic scientist, knowledge about survival under extreme conditions and
insights into the evolution of these resistant traits will suffice. However, there
are also other reasons to identify these organisms. Such microbes offer the
prospect that proteins with interesting properties such as antifreeze and ice
nucleating activities can be more readily identified. In addition, these isolates
are likely to produce enzymes that are sufficiently active at low temperatures to
be useful for applications under extreme conditions. Examples could include the
bioremediation of spills and polluted sites in the far north and on the sea bed.
Nucleation of freezing at consistent temperatures close to 08C could save energy
costs for various industrial chilling processes including frozen food production,
freeze-concentration and food preservation and transportation [46]. Strains of
P. borealis are classified as plant beneficial bacteria since certain soil-borne plant
pathogens are suppressed [47], and our ice-affinity recovered P. borealis showed
impressive nucleation activity (S. Wu and V.K. Walker, unpublished). Indeed,
the ice nucleation activities are so high that our isolate approaches that of
commercial snow making preparations derived from P. syringae, a plant patho-
gen [36]. Thus, there may be applications, including cloud seeding over agricul-
tural areas, where the use of P. borealis-derived nucleators could be preferable.

However, amongst the most urgently needed products are environmentally
friendly gas hydrate inhibitors. This need is likely to become acute within the
next two decades as the search for energy drives the industry to deeper waters
and under the permafrost. Thus it is our hope that products isolated from
psychrophiles will prove useful for the inhibition of gas hydrates. As previously
indicated, AFPs inhibit the formation of gas hydrates [3, 4] and should repre-
sent ideal ‘green inhibitors’. However, they currently cannot be produced in the
volumes required for their practical application in the field. AFPs can be
isolated from fish and insect serum, but these sources do not represent a reason-
able option. Recombinant DNA technology has allowed the production of
many foreign products in simple cells, but in this case, neither E. coli nor
yeast cells can efficiently and accurately fold the same AFPs [48, 49] that are
the most active against hydrates.

The ability to screen psychrophiles for ice-associating properties should
permit the identification of products that can also act as hydrate-associating
molecules in order to change the kinetics of gas hydrate formation. Preliminary
experiments in our labs (E. Huva, J.A. Ripmeester and V.K. Walker, unpub-
lished) suggest that microbes with antifreeze as well as ice nucleating activities
can influence hydrate formation. This is a significant finding since it represents
a glimmer of hope that an affordable, environmentally benign method to
control and inhibit hydrate formation may be found in microbes isolated by
the selection techniques described in this chapter. Indeed, challenging and
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expensive expeditions to polar regions, glaciers and high altitudes may not be
required to prospect for microbes with ‘ice resistance’. It may be only necessary
to continue to develop and use these strong selective techniques to recover those
organisms with useful properties. It is hoped that microbial gene products can
be more easily folded in bacterial vectors and that high levels of cost-effective
production would be possible. Thus these microbes may reward us with
reagents that can contribute to environmental safety and help secure a safe
and effective methodology for the energy sector.

2.5 Conclusion

Gas hydrate deposits will be important sources of energy in the future, as
traditional sources of energy become more costly to exploit, and will undoubt-
edly be used for gas storage and transportation. However, since the offshore
industry is going to deeper waters, with consequent increased pressures and
decreased temperatures, unpredicted hydrate formation is a major economic
concern for industry. More significantly, the formation of these ‘fire ices’ are of
environmental concern because of their blow out potential and the possible
pollution linked to the use of chemical hydrate inhibitors. The need for green
inhibitors is urgent and ice-associating proteins and glycoproteins offer the
promise of environmentally safe alternatives. The described innovations for
the selection of microbes with these properties now offer the real prospect of an
emerging technological solution to a very real environmental risk.
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Chapter 3

Surface Reactions: Bio-catalysis an Emerging

Alternative

Anil Mahapatro and Rahul Bhure

Abstract Interfacial phenomena and reactions will dominate the performance

of current micro and nano devices, which are increasingly being used in a large

number of applications in the areas of biotechnology, clinical diagnosis, food

safety testing, and environmental testing. Due to the extremely high area to

volume ratio, interfacial interactions become the dominant factor in determin-

ing the device performance in which they are being used. Self-assembled mono-

layers (SAMs) provide excellent platforms to study these interfacial reactions.

Chemical modifications of these SAMs are carried out using existing organic

methodologies. Apart from limitations due to the steric bulk of the interface

these organic techniques also have severe limitation in that they use toxic metal

catalyst and solvents and also may use high temperature and pressure in certain

reactions. This review focuses on the various organic reactions carried out on

these SAMs. Challenges and limitations of current organic reactions at surfaces

are discussed. Emerging ‘green chemistry’ biocatalytic techniques as an alter-

native for performing surface modifications of these SAMs are reviewed. These

biocatalytic reactions offer the potential for milder reactions conditions, avoid-

ing toxic metal catalysts and also the potential to carry these surface reactions in

solvent-less conditions. Although limited research exists in this emerging field

the potential environmental benefits warrants further work in this growing

area.

Keywords Bio-catalysis � surface reactions � self-assembled monolayers �
enzyme catalysis
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3.1 Description of the Environmental Problem

‘Green chemistry’ is essentially a way of thinking rather than a new branch of

chemistry and is about utilizing a set of principles that seek to reduce the

environmental impact of chemical processes and products. It involves pulling

together tools, techniques and technologies that can help chemists and chemical

engineers in research, development and production to develop more eco-

friendly and efficient products and processes, which may also have significant

financial benefits. Green chemistry aims to improve the way that chemicals are

both produced and used in chemical processes in order to reduce any impact on

man and the environment. The promotion of green chemistry is one of the most

important ways in which chemistry and chemists can contribute to sustainable

development.
Society has many concerns about ‘chemicals’ and their uses. For example,

safety issues such as fire and explosion, health effects such as carcinogenicity

and endocrine disruption, and environmental impacts such as global warming

and impacts on wildlife. Society’s growing concern for the environment and

pressures for greater control of chemicals in the environment has now coalesced

in the arena of ‘Sustainable Development’. Green chemistry is a major compo-

nent in the way that chemistry as well as the chemical and related industries,

have led and responded to sustainable development.
The term ‘green chemistry’ was first coined by the US Environmental Pro-

tection Agency. Their early definition of the subject is still widely quoted:

‘‘‘Green Chemistry’’ is the utilization of a set of principles that reduces or elim-

inates the use or generation of hazardous substances in the design, manufacture

and application of chemical products’. However, in practice green chemistry is

nowadays taken to cover a much broader range of issues than the definition

suggests. Using and producing better chemicals with less waste, green chemistry

also involves reducing other associated environmental impacts, in particular

reducing the amount of energy used in chemical processes.
In practice, green chemistry embraces concepts such as (a) atom efficiency –

designing processes to maximize the amount of raw material that is converted

into the product; (b) energy conservation – designing more energy efficient

processes; (c) waste minimization – recognizing that the best form of waste

disposal is not to create waste in the first place; (d) substitution – using safer,

more environmentally benign raw materials and solvents or solvent free

processes.
Although the importance of green chemistry and its environmental impact

has been widely acknowledged, little work has been pursued to apply these

principles in the growing area of nanotechnology. Nanotechnology is a new

field of science broadly defined as research and technology development

intended to create, understand and use nano scale (0.1–100 nm) structures or

devices. Nanotechnology applies the principles of engineering, electronics,

physical and materials science and manufacturing to molecular and submicron
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level. The basis of the field is that bulk properties of materials made from nano
sized structures differ significantly from that of the original material. By alter-
ing the sizes of those building blocks, controlling their internal and surface
chemistries and controlling their assembly, new materials with new set of
properties can be designed. The different nanostructures currently being exten-
sively reviewed include nano particles (biodegradable, ceramic, magnetic, etc.),
nano wires and nano tubes, nano porous structures and self-assembled mono-
layer (SAMs).

Development and fabrication of nano devices for tailored end application
necessitates the surface modification of these nano structured functional
devices. These modification are carried out using traditional organic methodol-
ogies which are inherently non-environmentally friendly due to the use of toxic
catalysts, excessive solvents, multiple protection deprotection steps, harsh reac-
tion conditions and limited catalyst recyclability [1]. As the applications of
nanotechnology increases, there would be a growing need to develop environ-
mentally friendlier or green chemistry methodologies for functionalization and
modification of these nanostructures to create value added products. This
review aims to look into some of the surface modification reactions on SAMs,
the current technology available for such reactions and the limitation of the
available methodologies. This review also looks at emerging biocatalytic meth-
odologies and its potential as an alternative for carrying out these surface
modification reactions.

3.2 Review of Existing Literature and Technology

3.2.1 Introduction

Interfacial reactions are becoming an increasingly important subject for studies
with wide spread applications such as catalysis [2], electronics [3], chemical
sensing [4, 5], and many other applications [6, 7]. Interfacial phenomena dom-
inate the performance of micro and nano devices which are currently being
extensively studied. Furthermore, because of the extremely high area to volume
ratio, interfacial interactions become the dominant factor for determining
device performance. The interface layer can be as simple as a plain polymer or
complex as a multiple layer of chemicals and biological components. Under-
standing the rules that govern these surface reactions provides important
information for fundamental studies in chemistry and biochemistry [8, 9].
Also the availability of numerous analytical techniques capable of detecting
chemical changes in films that are few nanometers thick [10], have made studies
of interfacial and surface reactions a viable and important area of modern
science.

Self-assembly provides a simple route to organize suitable organic molecules
on noble metal and selected nano cluster surfaces by using monolayers of long

3 Surface Reactions: Bio-catalysis an Emerging Alternative 45



chain organic molecules with various functionalities like –SH, –COOH, –NH2,
silanes, etc. These surfaces can be effectively used to build-up interesting nano
level architectures. Flexibility with respect to the terminal functionalities of the
organic molecules allows the control of the hydrophobicity or hydrophilicity of
the metal surface, while the selection of length scale can be used to tune the
distant-dependent electron transfer behavior. Organo-inorganic materials tai-
lored in this fashion are extremely important in nanotechnology to construct
nano electronic devices, sensor arrays, super capacitors, catalysts, rechargeable
power sources, etc. [11].

SAMs are perhaps the best model for studying these interfacial reactions.
Figure 3.1 shows an idealized view and structural model of a SAM on a metal
substrate. SAMs are defined as monomolecular films of a surfactant formed
spontaneously on a substrate upon exposure to a surfactant solution. Virtually
any functional group can be introduced in these monolayers as a tail group, and
this ability to precisely control surface composition makes them an invaluable
tool for studying interfacial reactions. Co-adsorption of two different types of
SAMs leads to formation of a mixed monolayer, thus enhancing control over
surface composition. SAMs can also be prepared on highly curved surfaces,
such as colloids, which makes it possible to use conventional analytical techni-
ques for characterization [12].

Because of the wide use of SAMs in surface science and technologies, this
review focuses predominately on interfacial reactions based on SAMs.

3.2.2 Self-Assembled Monolayers

SAMs have aroused wide spread interest as they provide an opportunity to
define the chemical functionality of surfaces with molecular precision. SAM
modified surfaces are highly useful for investigating several fundamental phe-
nomena such as distance-dependent electron transfer [13], mechanism of single
electron transfer, observation ofmolecular event such as coulomb staircase [14],
etc., on artificially designed nanostructures. Due to the highly ordered nature
and tight packing, these monolayers on metallic surfaces are also important for
several practical applications such as chemical sensing [15], control of surface
properties like wettability and friction [16], corrosion protection, patterning,
semiconductor passivation, and optical second harmonic generation [17]. For-
mation of SAM also provides unique applications such as stabilization of nano

Fig. 3.1 Idealized view and structural model of SAM on metal substrate
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particles by isolating them from their environment, where particle growth and
agglomeration by different mechanisms can be prevented.

With the proper terminal functional groups, SAMs can be used to both
physically and chemically attached protein molecules. Physical attachment is
achieved by the hydrophobic or electrostatic interactions between protein
molecules and surfaces. The SAMs can also be tailored to form hydrophobic
or charged layers, and therefore adsorb protein molecules via the hydrophobic
interaction or electrostatic forces [18]. Silin et al. [19] investigated the non-
specific binding of human immunoglobulin G (hIgG) and bovine serum albu-
min (BSA) on gold surfaces modified by alkyl thiol molecules with different
terminal groups: CH3, C6H4OH, COOH, NH2, OH, and oligoethylene oxide
(OEO) [19]. They concluded that the capacity to bind protein depends on both
surface chemical group and protein molecules.

Two families of SAMs have received the most attention, SAMs of alka-
nethiols on gold and alkylsilanes on silicon.

3.2.2.1 Alkanethiols on Gold

Alkanethiols are the most popular reagents used to form SAMs on gold
surfaces. The chemisorption of these alkanethiol molecules on the gold sur-
face is based onto the interaction of thiolate molecules with the gold lattice.
Due to the advantages of easy preparation, high stability, and reproducible
closely packed structures, the coupling of organo-sulfur compounds to gold
surfaces has been widely explored and well established. Since thiols on gold
have been particularly well studied it has been used as a model system for a
variety of applications including biomaterial and biosensor surfaces [20]. The
preparation of SAMs on gold is simple. The clean substrate is immersed in a
1–10 mM solution of the desired alkanethiol at room temperature and after
approximately 1 h, the surface is covered with a near perfect monolayer. It is
generally believed that the thiol group binds to the gold as a thiolate [16],
resulting in an extremely densely packed, crystalline monolayer. Detailed
information regarding the formation of thiol monolayers on gold are dis-
cussed elsewhere [21]. The choice of the head group thus determines the sur-
face topography, as the underlying substrate becomes completely inaccessible
to the molecules in solution. For example, clean gold is naturally hydrophilic,
but the formation of SAMs makes it possible to control the contact angle of
water on the surface to any value between 08 (–OH and –CO2H groups) and
1188 (–CF3 groups) depending on the functional group on the surface [22]. The
surface energy of a given SAM can also be altered by making a ‘mixed’ SAM
with two (or more) components. The problem of bulky head groups is avoided
bymixing with less bulky thiols in the feed solution.When the alkanethiols are
of equal chain length, the ratio of thiols in the SAM will resemble the ratio in
solution [23].
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3.2.2.2 Alkylsilanes on Silicon

The formation of SAMs of alkylsilanes on silicon or glass is more complex.
These monolayers are covalently bound to surface hydroxy groups through
Si–O bonds. The molecules used in the formation of such monolayers are either
chlorodimethyl long chain alkylsilanes, alkyltrichlorosilanes, or trialkoxy(alk-
yl)silanes [24]. The alkylchlorosilane derivatives react spontaneously with clean
Si/SiO2 or glass, whereas the alkoxysilanes need to be heated, in order to
convert the alcohols into leaving groups. The more commonly used alkylchlor-
osilanes are either deposited from the vapor phase or from solution. These
molecules partially hydrolyze in solution, forming oligomers before settling
down on the surface into a polymeric network. The hydrolysis of trichlorosilane
derivatives can, however, also result in polymer networks ‘dangling off’ the
surface [25]. Experimental evidence, however, do suggests that long alkylsilanes
form very tightly packed monolayers that are only slightly less dense than
alkanethiols on gold [21].

3.2.3 Mixed Self-Assembled Monolayers

Monolayers comprising a well-defined mixture of molecular structures are
called ‘mixed’ SAMs [26, 27, 28, 29, 30, 31]. There are three easy methods for
synthesizing mixed SAMs: (1) co-adsorption from solutions containing mix-
tures of thiols (RSHþR’SH), (2) adsorption of asymmetric disulfides (RSSR’),
and (3) adsorption of asymmetric dialkylsulfides (RSR’). Mixed SAMs provide
a useful methodology for incorporating into a SAM a molecular species whose
own physical dimensions would preclude a direct, well-organized assembly.
Mixed SAMs are also useful for defining gradients of interfacial composition
that, in turn, are useful for studying the properties and biology of cells.

The adsorptionofmixture of thiols allows the formationof SAMswithwidely
varying compositions [22, 32]. The formation of mixed SAMS of methoxy-
tri(ethylene glycol)-undecenyldimethylchlorosilane and dodecyldimethylchlor-
osilane (DDMS) were prepared by self-assembly from organic solution in the
presence of an organic base [31]. The composition of themixed SAMswas found
to depend directly and linearly on the composition of the silanization solution.
This mixed SAM system prohibited the non-specific adsorption of a variety of
proteins. Mixed SAMs allow the surface properties to be fine-tuned within the
range of the properties of the SAMs formed from the pure compounds.

3.2.4 Surface Characterization

The products of organic synthesis in solution can easily be purified and subse-
quently analyzed with rapid, sensitive techniques such as NMR spectroscopy,
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mass spectrometry, elemental analysis and X-ray spectroscopy. Solid-phase
synthesis greatly facilitates the purification of products and has become the
backbone of modern combinatorial chemistry, but the characterization of
products bound to the solid supports is more difficult. Solid-state NMR spec-
troscopy is one possible way to monitor a reaction, but in general, the products
can only be fully analyzed after cleavage from the support. When working with
reactions on monolayers, the problems of monitoring the reaction, determining
the products and estimating the yield become quite significant. The extremely
small quantities involved render most analytical tools useless, and very often, a
combination of techniques is necessary to prove the structure on the surface.
Monolayers on gold nano particles/colloids (20 nm size range) have been used
as models for 2D SAMs [33] and their reactivity studied by NMR spectroscopy
in solution. However, as these small particles are highly curved, it is not always
straightforward to extrapolate yields from nano particles to planar surfaces.

One of the advantages of SAMs on smooth, reflective surfaces, is that
reactions on these monolayers can be studied by a wide range of techniques
including infrared spectroscopy [34], infrared spectroscopic ellipsometry
(IRSE) [35], scanning electron microscopy [18], contact angle measurements
[36], atomic force microscopy (AFM) [37], surface plasmon resonance [38],
ellipsometry [39], low-angle X-ray reflectometry [40], surface acoustic wave
and acoustic plate mode devices [41], X-ray photoelectron spectroscopy [39],
sum frequency spectroscopy [42], quartz crystal microbalance [43], electroche-
mical methods [44], confocal and optical microscopes [45], secondary ion mass
spectrometry (SIMS) [46] and near-edge X-ray absorption fine structure
(NEXAFS) [47]. Details of these techniques are discussed elsewhere [21].

In practice, IR spectroscopy, ellipsometry and XPS are the techniques most
widely used to study chemical transformations, whereas AFM is particularly
useful to image-patterned surfaces. The introduction of fluorescent tags and
their detection using (confocal scanning) fluorescence microscopy is widely
used to study the attachment of labeled biomolecules to a substrate. The
quantitative analysis can be quite difficult, however, instead of determining
the yield while the molecules are in the monolayer, it is also possible to cleave
the products from the solid support and analyze the molecules ‘off-line’. Using
very sensitive analytical tools, even the tiny amounts of material cleaved from
substrates can be characterized. Butler et al. [48] measured the efficiency of
phosphoramidite-based oligonucleotide synthesis on surface tension arrays
using capillary electrophoresis of cleaved products.

3.2.5 Surface Modification of SAMs

The modification of surface properties through the selection of the appropriate
terminal functional group in the monolayer has led to the development of an
emerging research field ‘surface organic chemistry’, where the aim is to control
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the physicochemical properties of man made surfaces by the functionalization
of these surfaces, yielding formation of ‘tailor-made’ surfaces. Chemical trans-
formations on SAMs have been studied in detail and provide new mechanistic
insights as well as routes to tailored surface properties [49, 50, 51]. Methodol-
ogies of surface modification of SAMs focus on two strategies: (a) chemical
modification and attachment of organic molecules after formation of SAMs
and (b) attachment prior to assembly, i.e., the desired attachment on alka-
nethiols are carried separately in solution and the synthesized molecules are
then assembled on gold surfaces. This review focuses on chemical modification
of SAMs after assembly to a substrate.

Variation of the head group of the monolayer makes it possible to control
wettability, etc., and also allows the introduction of different chemical moieties
with specific properties such as non-specific binding of proteins to surfaces. For
example, the introduction of oligoethylene glycol functionality to the end of the
alkyl chain results in protein-resistant properties [52]. Thus instead of synthe-
sizing different thiols/silanes with different head groups, it is more convenient
to use a number of ‘standard’ SAMs and subsequently perform reactions on
SAMs to modify the surface chemistry. Performing reactions on SAMs allows
us to tune the properties of surfaces at the molecular level, but due to the nature
of SAMs (tightly packed, movements of molecules within monolayers
restricted) the choice of reaction is important. One must consider that steric
effects are likely to be exacerbated for certain surface reactions, leading to an
energy barrier higher than would be expected in solution chemistry. To success-
fully functionalize a SAM, reaction conditions must not cause destruction of
the monolayer or damage the underlying substrate.

Over the last decade, a considerable number of reactions have been studied
[49, 50]: (i) olefins: oxidation [53, 54], hydroboration, and halogenation [55];
(ii) amines: silylation [56, 57], amidation [58], and imine formation [59]; (iii)
hydroxyl groups: reaction with anhydrides [60], isocyanates [61], epichlorohy-
drin and chlorosilanes [62]; (iv) carboxylic acids: formation of acid chlorides
[63], mixed anhydrides [64] and activated esters [65]; (v) carboxylic esters:
reduction and hydrolysis [66]; (vi) aldehydes: imine formation [67]; (vii) epox-
ides: reactions with amines [68], glycols [69] and carboxyl-terminated polymers
[70]. A list of all the major classes of reactions on SAMs plus relevant examples
are discussed comprehensively elsewhere [50]. Section 3.2.6 will provide a more
detailed look at reactions with some of the common functional SAMs, i.e.,
hydroxyl- and carboxyl-terminated SAMs.

The surface modification of polymers with self-assembled molecular struc-
tures has also been studied. Ratner and co-workers [71] have described a simple,
one-step procedure for generating ordered, crystalline methylene chains on
polymeric surfaces via urethane linkages. The reaction of dodecyl isocyanate
with surface hydroxyl functional groups, catalyzed by dibutyltin dilaurate,
formed a predominantly all-trans, crystalline structure on a crosslinked poly
(2-hydroxyethyl methacrylate) (pHEMA) substrate was demonstrated. X-ray
photoelectron spectroscopy and time-of-flight SIMS showed that the surface
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reaction reached saturation after 30min at 608C. These findings are significant in
that the possibilities for using structures similar to self-assembled monolayers

(SAMs) are expanded beyond the rigid gold and silicon surfaces used throughout

most of the available literature. Thus, SAMs, biomimetics for ordered lipid cell

wall structures, can be applied to real-world biomedical polymers to modify

biological interactions. The terminal groups of the SAM-like structure can be

further functionalized with biomolecules or antibodies to develop surface-based

diagnostics, biosensors, or biomaterials [71].

3.2.6 Organic Reactions on SAMs

3.2.6.1 Reactions of Hydroxy-Terminated SAMs

The reaction between substrate-bound alcohols and fluoroacetic anhydrides

(Fig. 3.2) has been studied and the reaction was estimated to give a 80–90%

yield. The reaction was thought not to go to completion because the larger

fluorine atoms lead to a sterically hindered environment [72]. The reaction was

studied inmore detail by Leggett and co-workers [60]. XPS experiments showed

that trifluoroacetic anhydride completely reacted with the hydroxy monolayer,

but longer chain anhydrides were found to give only an 80% conversion.

Hydroxy-terminated SAMs on gold react with alkyltrichlorosilanes in an ana-

logous manner to the chemisorption of trichlorosilane on hydroxysilicon sub-

strates. This reaction represents the first example of the preparation of double

layers using both the trichlorosilane and thiol methods of monolayer formation

[62]. The reaction between phenyl isocyanate and hydroxyl bearing SAMs has

been described by Himmel et al. [73] The resulting urethane linkage was

obtained in an 87% yield in the condensed phase reaction. This urethane

linkage was found to be thermally unstable at temperatures above room tem-

perature, as shown by the strong decrease of the nitrogen signal in XPS. The

resulting monolayer bound phenyl groups were found to be ordered with

respect to the original monolayer.

Fig. 3.2 Reaction of hydroxyl-terminated SAM
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3.2.6.2 Reactions of Carboxylic Acid-Terminated Monolayers

Carboxylic acid-terminated monolayers self-assembled onto Au substrates
have been studied by Leggett and co-workers [60]. The reaction between a
carboxylic acid functionalized SAM and trifluoroethanol in the presence of
di-tert-butylcarbodiimide, an activator added to make the carboxylic acid
monolayer more susceptible towards nucleophilic attack, [65] was found to
proceed slowly with only a 60% rate of conversion after several days. These
sluggish reaction rates are in agreement with comparably slow reactions on
poly(methacrylic acid) where steric interactions are believed to be responsible
for the long reaction times [74]. The authors concluded that the slow reaction on
the monolayer was due to a combination of (a) bulky tert-butyl groups on the
diimide combined with the lack of space within the carboxylic acid SAM
preventing attack, (b) the sterically hindered nature of backside attack from
the approaching alcohol directed towards the carbonyl group, and (c) the
adsorption of alcohol contaminants due to hydrogen bonding between the
carboxylic acid and the ethanol used in preparation of the monolayer.

Terminal carboxyl groups inmonolayers can also be activatedby treatmentwith
carbodiimides such as dicyclohexylcarbodiimide (DCC) or 1-ethyl-3-(3-dimethyla-
minopropyl)carbodiimide (EDC) [15]. Alternatively, conversion to a mixed anhy-
dride can be effected by reaction of a carboxyl-terminated film with ethyl
chloroformate [64]. Exposure of the surface to gaseous SOCl2 has been reported
to produce carboxyl chloride groups [63, 75]. These activated acid derivatives then
react smoothly with alcohols or amines to form esters or amides (Fig. 3.3).

Coster et al. have investigated immobilization of dendrimers on Si–C linked
carboxylic acid-terminated monolayers on silicon(111) [76]. Poly(amidoamine)
dendrimers were attached to activated undecanoic acid monolayers, covalently
linked to smooth silicon surfaces via Si–C bonds. XPS results suggest amide
bond formation between the dendrimer and the surface carboxylic acid groups.

3.2.6.3 Other Organic Reactions on SAMs

Studies have been carried out to investigate the similarities and differences
between chemical reactions in solution (three-dimensional reactions) and

Fig. 3.3 Reaction of carboxyl-terminated SAM

52 A. Mahapatro, R. Bhure



interfacial surface chemical reactions (two-dimensional reactions). A variety
of terminal functional groups and their chemical transformations on SAMs
after their assembly have been examined [59, 60, 62, 63, 64, 65, 66, 67, 73,
77, 78, 79, 80, 81, 82, 83, 84, 85]. These studies have shown that many
organic reactions that work well in solution are difficult to apply at surfaces
because of steric hindrance. In such a hindered environment, backside
reactions (e.g., SN2 reaction) and reactions with large transition state (e.g.,
esterification, saponification, Diels–Alder reaction and others) often proceed
slowly [17]. All these methodologies also use organic solvents and involve
tedious multi-step protection deprotection chemistries [63, 86, 87, 88, 89].

Cooks and co-workers [90] have carried out studies on silylation of
OH-terminated self-assembled monolayer surface through low-energy colli-
sions of ions. Using a multi-sector ion–surface scattering mass spectrometer,
reagent ions of the general form, SiR3+ were made to collide with a hydroxy-
terminated self-assembled monolayer (HO-SAM) surface at energies of nearly
15 eV. These ion–surface interactions resulted in covalent transformation of the
terminal hydroxy groups at the surface into the corresponding silyl ethers due to
Si–O bond formation. This result demonstrates that multi-step reactions can be
performed at a surface through low-energy ionic collisions. Other gas phase
methods have been reported for surface modification of SAMs, however, they
do not provide the versatility and control over surface chemistry that chemical
reaction provide, possibly due to vapor pressure requirements and the absence
of catalysts [91, 92].

These studies show that the rules that govern chemical reactions in solution
would be different from that at the interfaces. The intimate study of reactions
and interactions within such films and with external reagents is sure to widen
our understanding of the molecular behavior of such surfaces – an area that has
not received sufficient attention for organic chemists.

3.3 Proposed Technology for Surface Reactions on SAMs

3.3.1 Biocatalysis on Surfaces

Relatively, very few reports exist on use of biocatalytic methodologies for
carrying out surfacemodification of SAMs.Use of enzymes in organic synthesis
[93] and polymer science [1] is well established and has been discussed elsewhere
within comprehensive reviews. The rapidly increasing interest in in vitro
enzyme-catalyzed organic and polymeric reactions has been due to the fact
that several families of enzyme utilize and transform not only their natural
substrates but also a wide range of unnatural compounds to yield a variety of
useful products. Recent advances in non-aqueous enzymology have signifi-
cantly expanded the potential conditions under which these reactions can be
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performed. Use of enzyme for surface modification of SAMs on metal surfaces

could offer distinct advantages such as (1) development of methodologies of

attachment of organic moieties on SAMs after their assembly onmetal surfaces,

which due to steric hindrance are difficult to achieve via chemical means; (2)

avoid multiple protection deprotection steps due to their high selectivity for a

given organic transformation; (3) possibly, avoid the use of organic solvents by

carrying out these reactions in bulk (solvent less), or aqueousmedium; (4) use of

mild reaction conditions (room temperature to 708C) thus, ensuring structural

integrity of the SAMs formed; and (5) reported selectivity of enzyme reactions

may provide spatial and topographical ordering of the surface.
There are numerous reports of hydrolysis of lipid monolayers using different

lipases [94, 95]. Relatively few reports demonstrate lipase catalyzed esterifica-

tion synthesis on air/water monolayers [96, 97]. Specifically, Singh et al. have

reported use of lipase lipozyme for the synthesis of glycerol and fatty acid on

steric acid monolayers [96]. Singh et al. have also reported lipase-catalyzed

synthesis esterification of oleic acid with glycerol in monolayers [97]. Turner

et al. [98] have reported the hydrolysis of a phospholipid film which was

covalently attached via chemical methods to a silica surface. However, the

rigid structural ordering of the SAMs on the metal surface offers significant

bulk steric hindrance which may not be the case in the flexible lipid and air/

water monolayers as reported above. Breitinger’s group have reported the

phosporolytic synthesis of silica modified maltoheptaoside-alkoxysilane

anchor molecules [99].
Enzymatic, surface-initiated polymerizations of aliphatic polyesters was

reported for wider clinical use of aliphatic polyesters [100]. The hydroxyl-

terminated SAM acted as an initiation site for lipase B catalyzed ROP of

aliphatic polyesters, such as poly(e-caprolactone) and poly(p-dioxanone)

(Fig. 3.4). Another example of enzymatic SIP is the polymerization of

poly(3-hydroxybutyrate) (PHB), where PHB synthase, fused with a His-tag

at the N-terminus, was immobilized onto solid substrates through transition-

metal complexes, Ni (II)-NTA, and the immobilized PHB synthase catalyzed

the polymerization of 3-1-hydroxybutyryl-coenzyme A (3HB-CoA) to PHB

[101]. Loos et al. have reported the surface-initiated polymerization of

glucose-1-phosphate with potato phosphorylase as a catalyst on modified

silica particles [102].
Recently, Mahapatro et al. demonstrated the surface modification of func-

tional self-assembled monolayers on 316L stainless steel via lipase (Novozyme-

435) catalysis (Fig. 3.5) [103]. SAMs of 16-mercaptohexadecanoic acid

(–COOH SAM) and 11-mercapto-1-undecanol (–OHSAM) were formed on

316L SS, and lipase catalysis was used to attach therapeutic drugs – perphena-

zine and ibuprofen, respectively, on these SAMs. The reaction was carried out

in toluene at 608C for 5 h using Novozyme-435 as the biocatalyst. The FTIR,

XPS and contact angle measurements collectively concluded biocatalytic sur-

face modification of SAMs.
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Biocatalysis could thus provide a viable alternate methodology for surface

modification of SAMs with inherent advantages of enzyme catalysis and it also

provides the possibility to overcome some of the limitations of organic meth-

odologies mentioned in previous sections.Much work needs to be carried out to

evaluate the viability of biocatalytic techniques for use in interfacial reactions

such as surface modification of SAMs.
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Fig. 3.5 Enzymatic modification of hydroxyl-terminated SAMs

Fig. 3.4 Enzymatic surface-initiated polymerizations
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3.4 Summary, Conclusion and Future Outlook

We reviewed some recent findings in the field of biosurface organic chemistry,

by focusing on interfacial chemical reactions on self-assembled monolayers

(SAMs). Although most type of organic reactions can be performed on

SAMs, steric hindrance and diffusion barriers can hamper the yield or rate of

reactions at the surface. Very limited reports exist on biocatalytic methodolo-

gies for surface modification reactions on SAMs. However, advantages of mild

reaction conditions and other inherent advantages of biocatalytic techniques

offer promise in this growing field of biosurface organic chemistry. The

enforced positioning of functional groups in SAMs also has great potential

for selective rate enhancement and inhibition, whichmay provide links to better

understanding of enzymatic reactions.
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Chapter 4

Enabling Simultaneous Reductions in Fuel

Consumption, NOx, and CO2 via Modeling

and Control of Residual-Affected Low

Temperature Combustion

Greg Shaver

Abstract There are currently 200 million vehicles on the road in the United

States alone, resulting in the consumption of 600 billion liters of fuel each year.

With annual growth rates of vehicle sales and miles driven at 0.8 and 0.5%,

respectively, our domestic challenges are no less than two-fold: increasing

dependence on foreign sources of transportation fuel [1] and the release of

significant amounts of greenhouse and smog-generating chemicals, including

CO2 and NOx [2]. There is a solution – by integrating advanced internal

combustion engines (ICEs) on hybrid powertrains there is a wonderful oppor-

tunity to realize a 50% reduction in fuel consumption by 2020 (Heywood et al.

2003). A significant step to meeting this goal will be the implementation and

coordinated control of a number of exciting, evolving engine technologies:

direct, multi-point fuel injection; flexible intake and exhaust valve actuation

(i.e., variable valve actuation (VVA)); real-time, production-viable in-cylinder

sensing/estimation; cooled exhaust gas recirculation (EGR), and dual-stage

variable geometry turbocharging. Exploring the most capable and cost-

effective mix of these technologies is a key challenge in the ongoing effort to

deliver the most effective engines to end-users (both individuals and industry).

One particularly promising approach leveraging these advances, residual-affected

low temperature combustion (LTC), exhibits a substantial increase in efficiency by

10–15% compared to spark-ignition (SI), and has NOx and soot levels that are

dramatically lower than either diesel or SI.However, to date LTChas been difficult

to practically implement because it has no specific initiator of combustion and is

subject to cyclic coupling through the temperature of reinducted or trapped

combustion gases. This chapter details the merits and history of residual-affected

LTC, and the approaches being pursued in academia and industry to meet the

aforementioned hurdles to practical on-road implementation.
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4.1 Motivation and Context

4.1.1 Societal Impact of Advanced Internal Combustion
Engine Methodologies

According to the 2006 Department of Energy (DOE) Annual Energy Outlook
[1] a �50% increase in transportation demand is expected by the year 2030
(Fig. 4.1). Because the vast majority of transportation fuels are hydrocarbons
(or have processing which require hydrocarbon combustion), the demand
increase corresponds to a �50% increase in the transportation-related release
of CO2, a global warming gas, into our atmosphere. Of added concern is the
United States’ growing dependence on foreign sources of transportation fuels.
By 2030, the U.S. demand for transportation fuel is expected to exceed 26
million barrels per day, a 25% increase over the current demand (Fig. 4.2).
With domestic sources already flatlined at 10 million barrels per day, 60% of
our transportation fuel will come from foreign sources by 2030. There is a
solution. Through the incorporation of advanced internal combustion engines
(ICEs) on hybrid powertrains, aggressive reductions in fuel consumption and
emissions can be realized in a cost-effective approach. As an example of this
point, Heywood et al. [2] argue that aggressively pursued hybrid drivetrain
technologies will allow fuel consumption reduction to about 56% of what
is expected in 2020 as a result of normal evolution of vehicle technology.
Heywood et al. also argue that

1980 1995 2004 2015 2030

Projections

Heavy trucks

Aircraft
Light-duty

History
0

0.5

1.0

1.5

2.0

Fig. 4.1 Transportation travel demand by mode. index, 2004 =1
Source: DOE 2006 annual energy outlook [1]
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Considering the uncertainties of long-range predictions and judging solely by lowest
life-cycle energy use and greenhouse (GHG) releases, there is no current basis for
preferring either fuel cell (FC) or ICE hybrid power plants for mid-size automobiles
over the next 20 years or so using fuels derived from petroleum or natural gas. That
conclusion applies even with optimistic assumptions about the pace of future FC
development. Hybrid vehicles are superior to their nonhybrid counterparts and their
advantages are greater for ICE than for FC designs.

In other words, advanced hybrid powertrains incorporating ICEs are
expected to be competitive with FC vehicles in 2020, and beyond, even with
optimal advancements assumed for FC and hydrogen processing technologies.
In all cases, these predictions assume aggressive technological advances in
electric drivetrain components, the ICE and the coordinated design, control
and manufacture of the drivetrain. Substantial improvements in ICEs are also
required and are possible [3]:

. . .historical trends showing the ratio of gasoline engine power to displaced volume
determined by Chon and Heywood [4] show a nearly linear improvement of about
0.5% per year. Future technological improvements such as increasing use of variable
valve timing, gasoline direct-injection, improved turbocharger performance for diesels,
and reduced engine friction, are expected to continue this trend. Hence for 2020, the
wide-open-throttle (WOT) torque for these engines is increased by 10% overall.

In other words, novel combustion strategies, including low temperature
combustion (LTC), yield promise for cleaner and more efficient powertrains.

4.1.2 Opportunities for Leveraging Novel ICE Technologies

Residual-affected LTC and other novel combustion strategies represent signif-
icant advances for ICEs. As noted in Section 4.1.1, hybrid powertrains

Fig. 4.2 U.S. petroleum product demand and supply (millions of barrels per day)
Source: DOE 2006 annual energy outlook [1]
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incorporating these advanced combustion approaches represent the greatest
promise for simultaneously reducing fuel consumption and environmentally
harmful exhaust emissions. These novel combustion strategies are enabled by
advanced actuation, sensing and control, specifically

� direct, multi-point fuel injection
� flexible intake and exhaust valve actuation (i.e., variable valve actuation

(VVA))
� real-time, in-cylinder sensing/estimation
� real-time feedback control

Here the goal is the in-cylinder reduction of greenhouse gases with simulta-
neous increases in efficiency. In order to develop these strategies the physics of
these new combustion strategies and their dynamic coupling with other com-
ponents on the drivetrain must be well understood. This requires the develop-
ment and implementation of strategies for the modeling and control of novel
combustion strategies, including one particularly promising strategy, residual-
affected LTC, an approach for increasing efficiency and reducing NOx emis-
sions in ICEs.

4.1.3 Low Temperature Combustion (LTC)

4.1.3.1 Process and Benefits

LTC exhibits improvements in efficiency of up to 15–20% compared to a
conventional spark ignited (SI) engines, making LTC efficiencies comparable
to diesel engines. LTC strategies essentially reduce the in-cylinder, post com-
bustion temperature by ‘homogenizing’ the combustion event, leading to ‘fla-
meless’ combustion. This can be achieved by the compression-induced
combustion of a well-mixed reactant (i.e., fuel and air) and residual (i.e.,
combustion products) mixture. This LTC approach (combustion homogeniza-
tion via compression-induced autoignition of a well-mixed reactant/residual
‘‘charge’’) is often referred to as ‘‘premixed charge compression ignition’’
(PCCI) or ‘‘homogenous charge compression ignition’’ (HCCI). The resulting
reduction in the peak combustion temperature leads to dramatically lower NOx

levels (in fact, to levels which typically require advanced aftertreatment solu-
tions) compared to conventional SI and diesel strategies. Unlike diesel combus-
tion, the lack of fuel rich regions in LTC results in little or no particulate
emissions, a common issue with diesel strategies. One effective strategy for
achieving LTC is through the reinduction or trapping of residual exhaust gas
via VVA. This methodology of using residual gas is called residual-affected
LTC. The key processes in residual-affected LTC are depicted in Fig. 4.3.

Residual-affected LTC (referred to as just LTC in the rest of the chapter) via
exhaust reinduction is achieved by using flexible VVA to hold the intake and

66 G. Shaver



exhaust valves open during a portion of the intake stroke. This leads to the
induction of both air and residual (previously exhausted combustion product)
gases from the intake and exhaustmanifolds, respectively. Fuel is either introduced
into the intakemanifold area prior to induction or via early in-cylinder injection to
assure that it is well mixed with the air and residual prior to combustion. Residual-
affected LTC can also be achieved by retaining some exhaust gas in the cylinder by
closing the exhaust valve early during the exhaust stroke. Again, this is made
possible with a flexible valve system. The specific amounts of air and residual, as
well as the amount of compression (via final valve closure), are varied through
modulation of the intake and exhaust valves. Following the induction process, the
compression of the reactant/residual mixture results in increase of both the in-
cylinder mixture concentrations and temperature. If the reactant concentration
and temperature reach sufficient levels, a uniform autoignition process occurs. A
key characteristic of the autoignition process is that there is no direct trigger for its
initiation. In the conventional SI and diesel strategies, the onset of the combustion
event is triggered with the application of a spark or fuel injection, respectively.
However, in LTC the combustion process has no direct combustion initiator. If
autoignition occurs, the conversion of reactants to combustion products during
the combustion event elevates the in-cylinder gas pressure and temperature. Dur-
ing the expansion stroke this elevated pressure is used to effectively push the piston,
resulting in the extraction of useful work. The exhaust stroke then expels the hot
combustion products into the exhaust manifold. Unlike conventional strategies, a
portion of the exhausted gas is then reinducted or trapped for use during the
subsequent engine cycle. It is this reinduction/trapping process that couples engine
cycles through the exhaust gas temperature.

Despite its efficiency and emissions benefits, LTC exhibits some fundamen-
tal challenges which must be addressed prior to the production-viable imple-
mentation of the process.

4.1.3.2 LTC Challenges

No Direct Initiator of Combustion

As noted previously, residual-affected LTC has no specific initiator of combus-
tion. Ensuring that combustion occurs with acceptable timing, or at all, is more

Fig. 4.3 Key processes in residual-affected LTC
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complicated than in the case of either SI or diesel combustion. Combustion
timing in LTC is dominated by chemical kinetics, which depends on the in-cy-
linder concentrations of reactants and products, their temperature and the
amount of compression.

Cycle-to-Cycle Coupling

Subsequent engine cycles are coupled through the residual temperature.
Because the inducted reactant gas is heated by the residual, the residual tem-
perature from an engine cycle directly affects the chemical kinetic-dominated
combustion event on the subsequent cycle. The cyclic coupling plays a funda-
mental role in steady-state operation, operating point changes andmode transi-
tions. If care is not taken combustion timing becomes unstable, leading to
misfire, an unacceptable condition.

Dilution Limit

During LTC, the reactants (fuel and air) are diluted with either residual gas or
air. This dilution decreases the amount of work that can be extracted for a given
engine geometry. For these reasons, practical LTC will be accompanied with
either conventional SI or diesel strategies in a multi-mode engine. At high load
conditions the engine will run in the conventional mode. At low to moderate
load conditions the engine will run in LTC mode. A key issue is the transition
from the conventional mode to LTC. For residual-affected strategies, cyclic
coupling exists during transitions into the LTC mode. In fact, due to the higher
exhaust temperatures associated with the conventional modes, the dynamics of
a mode transition into LTC are even more dramatic than intra-LTC operating
point changes.

Cylinder-to-Cylinder Coupling

Coupling between engine cylinders also exists through the residual temperature,
as combustion gas exhausted from one cylinder may be reinducted by a neigh-
boring cylinder. Additionally, the presence of neighboring cylinder heat trans-
fer will become important. A strategy for controlling multi-cylinder LTC
engines will have to include these cylinder-coupling effects.

Achieving High Levels of Fuel–Air–Residual Mixing – Fuel Premixing
or Early Injection?

In order to achieve a well-mixed fuel–air–residual mixture, the fuel must be
either premixed with the air prior to induction through the intake valve or be
injected into the cylinder early. Both approaches present challenges. Premixing
in the intake can be achieved successfully with an atomizer [5]. Unfortunately,
this can add expense and complexity. Early injection using injectors designed
for conventional injection (i.e., when the piston is near top dead center) often
leads to wall wetting, which increases consumption and soot emissions.

68 G. Shaver



Vigor of Combustion Process

Due to the vigor of the autoignition event, LTC is notably noisier than either of
the conventional IC methodologies. While the uniform nature of the combus-
tion event reduces the peak in-cylinder temperature, and therefore NOx, the
rapid rise in in-cylinder pressure elevates the combustion-induced noise. This
necessitates closed-loop control of the combustion timing and evolution to
achieve reductions in the rate of pressure rise.

Solution: Control of the LTC Process

To practically implement residual-affected LTC, closed-loop control must be
used to address the aforementioned challenges.

4.2 Modeling and Control of LTC

4.2.1 History of LTC

The application of LTC to ICEs has been studied since 1979 when it was con-
currently applied to two-stroke engines by Onishi et al. [6] and Noguchi et al. [7]
through use of hot residual gas retained in the cylinder. Since then a large number
of studies of LTC from an experimental and modeling point of view have been
completed. More recently, control of the process has become another focus of the
research community.

In the very earliest experimental work of Onishi et al., several key character-
istics of residual-affected LTC were identified, including the importance of
achieving necessary levels of hot residual to achieve autoignition, uniform
mixing between residual and reactant, and repeatable presence of residual
gases on a cycle-to-cycle basis. In both Onishi et al. and Noguchi et al., the
improvements in efficiency and emissions reduction were identified. The work
of Najt and Foster 1983 [8] outlines the first use of LTC in a 4-stroke engine and
outlines a physical explanation of the process utilizing a simple single-zone
model of the process. Building on the work of Najt and Foster, Thring [9]
examined the use of a gasoline fuel in an LTC engine. In these early works, it
was observed that LTC exhibits some fundamental challenges, including a part-
load limitation and lack of a direct combustion initiator.

4.2.2 Approaches to Modeling LTC

To understand LTC, the dependence of the combustion process on gas
exchange through the intake and exhaust valves, composition of inducted
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gases, level of mixedness and heat transfer must be well understood. The

development and validation of models facilitates this understanding. A wide

variety of modeling approaches have been considered, including from least to
most complex:

1. zero-dimensional thermo-kinetic
2. quasi-dimensional thermo-kinetic
3. segregated, sequential fluid mechanics – thermo-kinetic multi-zone approaches
4. multi-dimensional fluid mechanics with coupled kinetics

Each approach presents its own set of advantages and disadvantages. The

implementation of one approach over another depends on the aim of the

user.

4.2.2.1 Zero-Dimensional Thermo-Kinetic Models

Models of this type utilize a single-zone approach to modeling the in-cylinder
gases. There are a large number of efforts in this area [10, 11, 12, 13, 14, 15,

16, 17, 18, 19, 20, 21]. The first law of thermodynamics is applied to a
homogeneous mixture of in-cylinder gases. The effects of the fluid mechanics

are not directly considered except, in some cases, when deriving relevant heat

transfer coefficients. The composition of the gases are either determined with
standard valve flow relations or through approximation from steady-state

experiment. In this approach, the largest computational cost is associated
with the chemical kinetics model, which can vary from a very simple tem-

perature threshold to detailed kinetics utilizing thousands of rate equations.
The benefits of the zero-dimensional approach follow from the homogeneity

assumption of the in-cylinder gases, resulting in a dramatic reduction in

complexity and computational costs relative to more complex modeling
approaches. Zero-dimensional thermo-kinetic models can capture LTC

engine outputs, including work output, combustion timing and peak in-
cylinder pressures. However, due to the homogeneity assumption, near

wall/piston quenching effects are difficult to capture, leading to inaccuracies

predicting emissions and completeness of combustion. Additionally, these
approaches cannot capture the mixing process during induction.

4.2.2.2 Quasi-Dimensional Thermo-Kinetic Models

This modeling approach [22, 23, 24, 25] builds on the zero-dimensional model-

ing approach by considering multiple zones in the cylinder. By using this
methodology the effects of temperature stratification and near wall/crevice

quenching can be considered. This leads to improvements in emissions predic-

tion compared to the zero-dimensional approaches, albeit at the expense of
added modeling complexity and computation.
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4.2.2.3 Segregated, Sequential Fluid Mechanical – Thermo-Kinetic

Multi-Zone Approaches

These approaches [26, 27] attempt to more tightly couple the mixing process
prior to combustion and the chemical kinetics of the autoignition process. The
distribution of reactant and diluting gas is modeled with a fluid mechanics
solver. Prior to the combustion event the gases are sequestered into a number
of zones. The combustion process is then carried out by using a multi-zone
combustion approach like that used in the quasi-dimensional models. This
approach allows the mixing process during induction to be modeled, so that
the effects of inhomogeneity on the autoignition process can be explicitly
captured.

4.2.2.4 Multi-Dimensional Fluid Mechanics with Coupled Kinetics

In this approach [28, 29, 30, 31, 32, 33], by far the most complex and compu-
tationally intensive, an attempt is made to completely couple the fluid
mechanics and chemical kinetics in three dimensions. In this case, the fluid
mechanics and chemical kinetics solvers are run in parallel so that the effect of
the combustion process on the fluid motion, and vice versa, can be explicitly
captured. This approach allows more accurate representation of composition
and temperature inhomogeneities, in some cases leading to more accurate
predictions of NOx and soot formation.

As outlined previously, the last 10 years has seen substantial progress in LTC
modeling. With a variety of approaches a large number of important engine
characteristics have been captured, including combustion timing, peak in-
cylinder pressure, work output, maximum rate of pressure rise, exhaust gas
temperature, emissions and extent of combustion. The dynamic cycle-to-cycle
coupling via exhaust gas temperature that exists with residual-affected LTC
strategies has also been recently captured for the first time in a modeling
strategy [34, 35]. For residual-affected LTC this coupling plays a fundamental
role in steady-state operation, during operating point changes, and across SI-
to-LTC (or diesel-to-LTC) mode transitions. The dynamic nature of the cycle-
to-cycle coupling also has critical implications for controlling the process,
because the control inputs depend not only on the desired engine behavior for
the current engine cycle, but also on what occurred during the previous cycle.

4.2.3 Approaches to Control of LTC

4.2.3.1 Control Strategies Derived from ‘‘Black-Box’’ or ‘‘Data-Driven’’ Models

In a number of experimentally validated studies, closed-loop control has been
utilized to fix combustion timing. Several approaches have been demonstrated
[36, 37, 38, 39]. Agrell et al. [36] used valve timings to effectively alter the
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compression ratio and control combustion timing. Olsson et al. [38] modulated
the fuel amount to vary the work output while altering the mixture ratio of two
fuels to control combustion timing –a timing control strategy also adopted by
Bengtsson et al. [39]. Haraldsson et al. [37] took a similar approach but used
compression ratio instead of fuel mixture to shift combustion timing. These
studies indicate the usefulness of effective compression ratio and inducted gas
composition as control inputs for LTC.

4.2.3.2 Control Strategies Derived from Physics-Based Models

Each of these authors either used tuned controllers or synthesized a strategy
from a black-box model. Recent contributions [40, 41, 42, 43, 44] have also
demonstrated that LTC controllers can also be synthesized using physics-based
approaches. A physics-based control approach allows for a fundamental under-
standing of how control inputs affect the dynamics of the LTC process.
Furthermore, the approach is easily generalizable to other LTC engines because
model parameters are directly based on physical quantities, such as the cylinder
geometry, fuel used, cylinder/manifold orientation, etc. What follows is an
example of how ‘‘simulation models’’ and control design-amenable ‘‘control
models’’ can be developed, validated and utilized for generalizable physics-
based LTC control.

4.3 Examples of Physics-Based LTC Control

4.3.1 Status and Merits of Physics-Based LTC
Modeling and Control

While LTC is a complex physical process, the aspects most relevant for control –
in-cylinder pressure evolution, combustion timing, work output, cycle-to-cycle
dynamics, and cylinder-to-cylinder coupling – can be captured with accurate,
intuitive, physics-based simulation and controlmodels [34, 45, 46]. Fromphysics-
based control models, a variety of novel control strategies are possible. For
example, Shaver et al. [41, 42] developed a controller that has been implemented
on a single-cylinder engine testbed to successfully track desired work output, in-
cylinder peak pressure and combustion timing during constant engine speed
operation via modulation of two control inputs, inducted gas composition and
effective compression ratio. These efforts will be outlined below. The focus of
future work must address the relaxation of the single-cylinder, constant speed
conditions, such that the physics-based approach applies more generally to the
following additional conditions and configurations:

� multi-cylinder configuration
� variable engine speed operation
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� utilization of cylinder-independent, cycle-to-cycle modulation of reactant
gas equivalence ratio (i.e., the amount of fuel), a key next step in the practical
implementation of LTC.

4.3.2 Leveraging LTC ‘‘Simulation Models’’ for Control Design

In [34, 35, 47, 48], the author and colleagues formulated a single-cylinder
10-state simulation model which predicts the effects of the VVA system on
the LTC combustion process during constant engine speed. A single-zone
model of the in-cylinder gases captures the compression, combustion initia-
tion, energy release and expansion processes. An integrated Arrhenius rate
describes the dependence of combustion timing on reactant concentration,
temperature, and amount of compression. The in-cylinder dynamics are
coupled with a single-zone model of the exhaust manifold gases to predict
the cycle-to-cycle coupling through the exhaust gas temperature resulting in
the first model of LTC capable of capturing the cyclic coupling. The resulting
model agrees with experimental values of inlet reactant flow rate, combus-
tion timing, in-cylinder pressure evolution, work output and exhaust gas
temperature during steady-state operation. The dynamics of operating point
change and mode-transition dynamics are also captured – another first in
LTC research. The simulation model provides valuable insights for the
formulation of control strategies – inducted gas composition can be varied
via modulation of the valves, residual-affected LTC exhibits a self-stabilizing
behavior due to the competing influences of mixture temperature and reac-
tant concentration, and cyclic coupling is inherent to the process and must be
included. Furthermore, given its physically oriented formulation it should be
extendable to other conditions, including dynamic wall temperature condi-
tions [49] and multi-cylinder, variable engine speed operation. Additionally,
the simulation model has provided an excellent virtual testbed for analyzing
feedback control strategies.

4.3.3 Physics-Based ‘‘Control Models’’ for LTC

Using insights gained from the simulation modeling effort, the author and
colleagues developed a reduced-order nonlinear control-oriented model [40,
41, 42, 50] with inducted gas composition and effective compression ratio as
inputs and peak pressure and combustion timing as outputs. This was achieved
by discretizing, as shown in Fig. 4.4, the LTC process into six distinct stages:
induction, compression, combustion, expansion, exhaust, and residence in the
exhaust manifold. Pictorially, the inputs and outputs of the control model are
shown in Fig. 4.5.
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Fig. 4.4 Discretization of in-cylinder LTC processes

Single-cylinder
residual-affected
LTC dynamics at
constant engine

speed

VVA-modulated
control inputs

composition
α = Np/Nr

effective
compression ratio

θ1,V1=V(θ1) 

Control outputs

combustion timing 
θ23,V23 = V(θ23) 

peak pressure
P 

Fig. 4.5 Previously developed control model structure
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The first model input is the inducted gas composition, which is formulated as

the ratio of moles of reinducted product (i.e., previously exhausted combustion

gas) to moles of inducted reactant charge (i.e., fuel and air), denoted �. The
second model input is the final valve closure, which dictates the volume, V1 =

V(�1), at the start of compression and therefore the effective compression ratio.

Model outputs are the peak pressure, P, and the volume at the onset of

combustion, V23 = V (�23), which acts as a proxy for combustion timing. By

linking the thermodynamic states of the system together, a dynamic model of

peak pressure, P, and phasing, �23, for residual-affected LTC is formulated.

Here the modeling techniques are applied to propane-fueled LTC. The model

will also apply to other fuels by making appropriate changes to the fuel-specific

model constants (in particular the lower heating value). The LTC control model

dynamics for single-cylinder, constant engine speed operation have the follow-

ing mathematical form:
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(4:1)

Here the subscript k and k–1 denote the variable value at the current and

previous engine cycles, respectively. Other parameters include

� cv – average constant volume specific heat for the reactant and residual gases
� Tin – temperature of the incoming reactant gas, assumed constant
� LHVC3H8 – lower heating value of propane for a given number of moles of

reactant (a measure of the amount of energy released during combustion),
constant assuming a fixed equivalence ratio �

� ", � – constants related to in-cylinder and exhaust manifold heat transfer
� � – specific heat ratio

The presence of cycle-to-cycle dynamics is evident by inspection of Eq. 4.1, as

the current peak pressure Pk depends on the previous cycle peak pressure Pk–1

and combustion timing �23,k–1. This is a very powerful expression as it relates a

desired model output, the peak pressure, to the model inputs, the molar ratio of

the reinducted products and reactants, �, and the final valve closure timing �1,k
(via Vk,1). Additionally, note the dependence on the combustion timing (repre-

sented by the combustion volume,V23).What is now required is a physics-based

expression for the combustion timing.
By using a simplified version of the integrated Arrhenius rate used in the

simulation model, a nonlinear dynamic model of the following form can be

derived for the combustion timing:
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such that

�23;� ¼ f2ðsystem states; system inputsÞ

¼ f2ðP��1; �23;��1;��;V1;�; ���1;V1;��1Þ

The constant C1 is a linear function of the engine speed and inversely
dependent on the equivalence ratio � (again, a metric for the amount of fuel
per unit amount of air). Together, the dynamic equations (Eqs. 4.1 and 4.2) for
peak pressure and combustion timing complete the physics-based control
model of residual-affected LTC under single-cylinder constant engine speed
conditions. Like the simulation model, the control model’s physically oriented
formulation is extendable to other conditions, including residual trapping [51]
and multi-cylinder, variable engine speed operation.

Once formulated, the control model was validated against both experimental
data and the more complex simulation model during both steady-state and
transient operating conditions. The control model was then used as a launching
point for the development of the several physics-based control strategies, result-
ing in the first generalizable, validated, and experimentally implemented con-
trol approach for residual-affected LTC engines.

4.3.4 Synthesis and Implementation of Controllers
from Control Models

By using the control model described in Section 4.3.3, the author and colleagues
developed the very first physics-based, experimentally validated control strat-
egy for LTC [40]. This approach relies on the ability to vary the inducted gas
composition with the VVA system and the existence of an operating manifold
with nearly constant combustion timing. Specifically, the control model was
used to synthesize a strategy capable of cycle-to-cycle control of peak pressure
through modulation of the inducted gas composition. Here a linear control law
was synthesized from a linearized version of the nonlinear peak pressure
dynamics. The self-stabilizing nature of the process is used to maintain nearly
constant combustion timing without direct control of the timing. The stability
of this linear controller, in closed-loop with the full nonlinear peak pressure
dynamics, was formulated in [52]. In this work, a Lyapunov-based analysis
utilizing sum of squares decomposition and a theorem from real algebraic
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geometry, the Positivstellensatz, is used to estimate the domain of attraction for
the nonlinear system with the linear control law. The resulting region of attrac-
tion proves stability of the system over the desired portion of the state space.
Physically, this means that the linear control stabilizes the nonlinear system
over the desired operating range of LTC.

In [41, 43], the author and colleagues examined a natural next step, the
simultaneous control of peak pressure and combustion timing. The approach
outlined here approximately decouples the cycle-to-cycle dynamics of combus-
tion timing and peak in-cylinder pressure by controlling them on separate time
scales with different control inputs (inducted composition and effective com-
pression ratio, respectively). A physics-based H2 framework is used to deter-
mine a linear control law. Timing controller gains are selected via pole
placement to achieve a response time that is slightly slower than the pressure
controller.

An even more capable physics-based LTC control strategy [42, 50] outlines a
strategy for the simultaneous, coordinated control of combustion timing and
peak pressure on the same time scale through modulation of inducted gas
composition and effective compression ratio. The controller used is directly
synthesized from a linearized version of the complete control model outlined in
Section 4.3.3. Tracking responses for combustion timing and peak pressure
occur within 4–5 engine cycles. Additionally, a reduction in control effort is
realized due to the coordinated modulation of the control inputs.

4.3.5 Future Work Required for This LTC Control Approach

While the work completed to date is promising, it is important to note that these
results have been applied under the following limiting conditions and
assumptions:

– single-cylinder configuration: cylinder-to-cylinder dynamics have been
ignored at this point

– constant engine speed: engine speed will vary during practical implemen-
tation of LTC, must be considered

– molar ratio of reactants/products and effective compression ratio (both
modulated via intake and exhaust valve timing) have been the only con-
trol inputs considered: the cylinder-independent cycle-to-cycle injection
of fuel represents another capable control input which should be studied
using a physics-based approach

In order to practically implement LTC, the dynamics associated with cylin-
der-to-cylinder coupling and variable engine speed must be considered.
Furthermore, the availability of direct in-cylinder fuel injection provides the
opportunity to vary the amount of fuel delivered on a cycle-to-cycle and
cylinder-to-cylinder basis, a capability that has yet to be exploited in previous

4 Modeling and Control of Residual-Affected Low Temperature Combustion 77



physics-based LTC control results. A benefit of a physics-based approach to

modeling and control of LTC is that previous work may be extendable to
additional operating conditions (e.g., variable engine speed), configurations
(e.g., multiple cylinders), and control inputs (e.g., cylinder-independent, cycle-
to-cycle modulation of fuel).

Consider the control model equations (Eqs. 4.1 and 4.2)

� under the formulation only the two ‘‘system outputs’’ (peak pressure P and
combustion timing �23) and the two ‘‘system inputs’’ (inducted gas composi-
tion, � and effective compression ratio) are assumed to vary on a cycle-to-
cycle basis

� while the control model depends on the equivalence ratio � and engine speed,
these parameters are assumed constant, with no change on a cycle-to-cycle
basis

� the temperature of the reinducted residual gas is only related to the gas
exhausted by the same cylinder on the previous engine cycle, with no depen-
dence on the temperature of exhaust from neighboring cylinders.

To accommodate practical multi-cylinder, variable speed operation the con-
trol model, and the controller synthesized from it, must reflect variation of the
engine speed and dependence of residual temperature on the exhaust from
neighboring cylinders. Furthermore, a cycle-to-cycle variation of the equiva-
lence ratio could be used to reflect the modulation of injected fuel as another
control input. The reformulation and validation of the control models with
cycle-to-cycle modulation in equivalence ratio and engine speed variation

should be key tasks in future efforts.
As done in previous work, the discretization and simplification of the induc-

tion, compression, combustion, expansion, and exhaust processes, as shown in

Fig. 4.4 might be useful and valid assumptions in future efforts. Furthermore,
integrating a physics-based description of the cylinder-coupling process in a
control model framework will be necessary to develop generalizable control
strategies for multi-cylinder residual-affected LTC.

4.4 Conclusion

A wonderful opportunity exists to capitalize on recent improvements in on-
engine technologies in the pursuit of cleaner and more efficient automobiles.
While a considerable amount of attention has been given to hybrid and FC
approaches, significant improvements can be made, and are required, in the
area of advanced combustion strategies. One such strategy, LTC combines
benefits of both diesel and SI methodologies to produce a strategy that has
NOx and soot emissions significantly lower than either approach. Residual-
affected LTC uses VVA to reinduct or trap hot combustion gases, enabling
dilute, stable autoignition. As a result, residual-affected LTC has an efficiency
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exceeding SI and matching diesel. While these characteristics of LTC can
address increasing environmental regulatory demands, there are some funda-
mental challenges. To practically implement residual-affected LTC, closed-
loop control must be used for several reasons: there is no direct combustion
trigger; cycle-to-cycle and cylinder-to-cylinder dynamics exist through the resi-
dual gas temperature; multiple combustion modes are required; and early fuel
delivery is required and difficult. Although LTC is a complex physical process,
this chapter has reviewed modeling efforts which show that the aspects most
relevant for control – in-cylinder pressure evolution, combustion timing, work
output and cycle-to-cycle dynamics – can be captured in relatively simple and
intuitive physics-based simulation and control models. In a specific case, it is
shown that from physics-based ‘‘control models’’ a variety of generalizable
strategies can be developed to control LTC. Work must continue in this area
to develop production-viable engines utilizing LTC.
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Chapter 5

Flexible Sunlight—The History and Progress

of Hybrid Solar Lighting

L. Curt Maxey

Abstract Over the past 150 years lighting has evolved significantly, enabling

great spatial, temporal, and intellectual extension of the human domain. With

the ability to safely generate light on demand, complex living and working

spaces have evolved. The length of a useful day is no longer limited to sunlit

hours. Intellectual pursuits continue around the clock, allowing the productiv-

ity that was once associated with ‘‘burning the midnight oil’’ to occur in well-

lighted homes, businesses, and universities. With this progress has come an

enormous energy burden. Lighting now accounts for one-third of the non-

residential electricity usage and is the largest single use of electricity in non-

residential buildings. The majority of the activity in non-residential buildings

still occurs during hours when the sun is shining, making it possible to offset at

least part of the electrical lighting load through daylighting. Introducing day-

lighting into existing buildings requires cultural and technical development. As

a culture we must comprehend the value of daylighting, in terms of societal and

environmental benefits. However, to introduce daylighting into existing build-

ings, the technology must be available in a form that is compatible with existing

infrastructure. The technology must also be presented in a way that enables it to

be embraced by the architects and lighting designers that will be responsible for

implementing it. Hybrid solar lighting is a daylighting solution that is specifi-

cally designed to be flexibly integrated into modern building systems.
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5.1 Introduction

The controlled lighting of interior space has changed the world to a far greater
degree than any other human achievement. Mastery over the ability to see is,
fundamentally, the most ‘‘enabling’’ technology ever introduced. Yet, the light-
ing of interior spaces has been so successful and so ubiquitous, for so long, that

few citizens of industrialized societies would immediately identify the invention
of the electric light bulb as one of the most significant achievements of human
civilization. It was, however, the invention that made it possible to provide
abundant light to interior spaces safely, conveniently, and reliably at all times of
the day or night. The timeline in Fig.5.1 shows the progression of lighting
technology from oil lamps through the emergence of solid-state lighting [1].

Throughout the 1900s, the use of the sun as a light source for illuminating
building interiors evolved considerably. As we entered the century, the sun was
our primary source of interior light during the day, and the electric light bulb
was only slowly gaining practicality. Until the 1940s, sunlight remained the
primary means for lighting buildings, with electric lights as a supplement.
Eventually, however, the cost and performance of electric lamps improved,

and the sun was displaced as our primary method of lighting building interiors.
During the heightened energy awareness of the 1970s, a renewed interest in day
lighting emerged, yet that interest was outweighed by the convenience and cost
of electric light sources that could be placed virtually anywhere within build-
ings. Moreover, it became clear that the effective architectural integration of
daylight into modern buildings required skill and finesse to avoid potential
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pitfalls (glare, variability, difficulty of control, requisite architectural modifica-
tions, and excessive illumination) [2].

As the interest in daylighting for interior spaces has continued, many con-
ceptual and technical improvements have made its applications easier andmore
reliable. The development of architectural daylighting designs that minimize
glare and over-illumination have matured as a result of continued interest. The
combination of energy-efficient dimmable lighting ballasts and reliable ‘‘day-
light harvesting sensors’’ has enabled daylighting to be combined with artificial
lighting in a harmonious manner that achieves consistent illumination.

Architecturally effective daylighting strategies add to the aesthetic and
environmental value of modern buildings, and yet the size of our buildings
often makes daylighting options very limited. Skylights provide light in spaces
that are far from exterior walls, but traditional skylight designs have often been
associated with poor thermal characteristics and excessive maintenance issues
(leakage). Skylight designs have traditionally been large optical openings that
contribute substantially to a building’s heating and air-conditioning loads,
create non-uniform lighting conditions, and are difficult to integrate into exist-
ing structures.Modern skylight designs aremuchmore aesthetically diverse and
include a variety of passive optical features to improve the lighting performance
and versatility of the designs.

5.2 Environmental Problems Addressed by Hybrid Solar Lighting

The use of electricity for lighting is, like many other things, a blessing when
applied judiciously and a curse when expended recklessly. Within the United
States, lighting accounts for more than one-third of all the electricity consumed
for non-residential use. Conservation with respect to how we use electric light-
ing can significantly reduce that usage. Daylighting is one means for achieving
that conservation without abandoning the convenience of lighted interior
space.

To balance the demands of growing electricity needs with limited production
and distribution capability, conservationmust play an immediate and sustained
role. There is neither sufficient generating capacity nor grid distribution infra-
structure to sustain our present rate of growth. Adding power plants or grid
capacity is a lengthy and complicated process.Moreover, if the power plants are
fossil-fueled, the problems of environmental pollution and greenhouse gas
emissions are only exacerbated by the new facilities.

There are incentives in the United States for private individuals and busi-
nesses to add renewable resources to their energy supply. An even more promis-
ing indicator is the Energy Policy Act of 2005, which mandates that federal
facilities ‘‘Reduce facility energy use per square foot by 2 percent per year
through the end of 2015 or by 20 percent by the end of FY 2015, relative to
2003 baseline.’’
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In the short term, there will continue to be blackouts and other inconve-
niences associated with the limited supply and distribution structure. In the long
term, by embracing conservation and responsible environmental stewardship as
a culture, we can manage our energy usage in a way that enables manageable
growth, with renewable resources generating a substantial portion of our energy
budget.

Fortunately, amidst an array of challenging environmental and energy
options, daylighting is a relatively easy concept to promote. It is significant in
terms of the energy it can displace and it offers ancillary benefits in terms of
aesthetics and comfort.

Architectural design of daylighting systems that are both energy efficient and
aesthetically appealing is an active area of research and development that is
producing elegant and efficient designs for new buildings. Throughout the
world, systems are being designed to introduce daylight into existing buildings.
Skylight designs have evolved significantly and now offer many options for
introducing sunlight into existing buildings in a way that enhances the aes-
thetics of the roof and ceiling. Daylighting systems with exterior reflectors (both
fixed and tracking) to direct light into buildings are being designed to meet a
variety of economic and cultural needs.

Introducing daylighting into existing buildings is one of the more difficult
challenges that daylighting system designers face. A large portion of modern
non-residential ceiling space is constructed using suspended ceiling components
and standardized luminaires.While it is applicable to a variety of environments,
hybrid solar lighting (HSL) was specifically designed to address the needs of
those types of environments. The initial HSL systems were all designed with
‘‘hybrid’’ luminaires that combined the sunlight and electric light together in a
single standardized luminaire. The HSL designs have evolved to include other
luminaire options but the hybrid luminaire is still the mainstay of the systems.
HSL has provided the ability to seamlessly integrate daylighting into non-
residential ceilings in a way that is unique from other commercially available
daylighting systems.

5.3 Origins of Fiber Optic Daylighting Systems

Early after the introduction of fiber optic technology, the concept of using fiber
optics for transmitting concentrated sunlight was discussed. There were several
immediately perceived advantages to this approach. By concentrating the sun-
light, very small roof penetrations could allow a few optical fibers, heavily laden
with sunlight, to illuminate large areas. This would reduce the impact on
insulation efficacy and potential roof leaks. Unlike skylights, these fibers
would allow the light to be bent at will, so that the light could easily be routed
around structures and into areas where it was needed. When lighting needs
changed, the fibers could then be re-routed. The concept of ‘‘flexible sunlight’’
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had been born. One of the first attempts to commercialize fiber-coupled day-

lighting was the Himawari system, shown in Fig. 5.2.
In addition to the obvious advantages of concentration and flexibility, the

use of optical fibers and concentrating optics provided the option of filtering the

light to remove ultraviolet (UV) and IR wavelengths. The removal of the IR

wavelengths could eliminate virtually all heating from the daylight that entered

the room, and the removal of the UV could reduce the potential for the light to

produce fading (technically known as photo bleaching) of fabrics and structures

in the lighted area. By comparison with conventional skylights, fiber optic

daylighting could significantly reduce heating and cooling loads imposed by

the daylighting systems.
With the creative application of optical filtering, fiber optic daylighting

systems offered additional degrees of freedom. As early as 1983, a fiber optic

daylighting system that also included photovoltaic (PV) conversion was pro-

posed [3]. In this system, a dichroic mirror filter would be inserted into the light

from a focusing lens to reflect the visible portion of the light into fibers for

illumination. The IR light would pass through the dichroic mirror to strike a PV

cell and be converted into electricity for other applications.

Fig. 5.2 One implementation of the Himawari daylighting system
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Presently, at least three commercial fiber optic daylighting systems are being
marketed around the world, Himawari (Japan), Parans (Sweden), and Sunlight
Direct (United States) [4]. Of these, the only one for which the author has
reliable cost and performance information is the Sunlight Direct ‘‘Hybrid
Solar Lighting’’ (HSL) system. The Himawari system (Fig. 5.2) is believed to
be the first commercial fiber optic daylighting system and dates back to at least
the early 1970s. That system, which uses a tracking concentrator with multiple
Fresnel lenses, transmits the light through quartz fibers, which have very low
loss but are very expensive compared to plastic optical fibers. Anecdotal infor-
mation from a source familiar with a Himawari system sold in the United States
several years ago, suggests that the Himawari system cost was (at that time)
between $1/lumen and $5/lumen depending on the system type. By contrast, the
HSL system being marketed by Sunlight Direct (capable of producing around
40,000 lumens) had an installed cost of approximately $0.50/lumen in 2007 but
is being projected at $0.35/lumen for 2008. Of the three known fiber optic
daylighting systems, the Sunlight Direct HSL system is believed to be the only
one that combines natural and artificial light in a hybrid luminaire and is
specifically designed for compatibility with existing ceilings and lighting. The
HSL system has been installed in a significant number of beta test sites, includ-
ing research institutions, universities, and retail outlets [5]. The evolution of the
HSL system will be discussed in more detail, but first we should consider some
of the motivations behind the development of any daylighting system.

5.4 Biological and Cultural Benefits of Daylighting

Much has been written about the potential benefits of natural lighting versus
artificial lighting. There is enough anecdotal information to suggest that the
solar spectrum (which is dramatically different than the spectra emitted by
electric light sources) may be a better option, in terms of overall physical and
mental health, than electric light. By extension, the reasoning suggests that
improved mental and physical health results in positive behavioral changes.
There have been some controlled experiments to validate various claims, but
many of the claims are still rather speculative. Before discussing the claimed
benefits of daylighting, it is worth considering some heuristic discussions
regarding biological mechanisms that could play a role in producing them.

It is widely accepted that the spectral response of the human eye, under
normal levels of illumination (the so called ‘‘photopic’’ response), is very similar
to the spectrum of visible sunlight, which is shown in Fig. 5.3. Currently, there is
no single undisputed photopic spectral diagram, but one from the International
Commission on Illumination (CIE) that is frequently used is shown in Fig. 5.4
[6]. For the purpose of this discussion it is not important to quibble over just
how precisely the two spectra are matched. The point to be appreciated is that,
from a systems standpoint, when the spectral response of a receiver (the eye) is
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Fig. 5.3 Normalized visible spectrum of direct sunlight
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very closelymatched to the spectral characteristics of a source (e.g., the sun), the
performance of the resulting system would reasonably be expected to exceed
that of a system in which the two were mismatched. The significance of this
reasoning becomes important when we consider the spectrum of an average
(4,000 K, T8) fluorescent bulb, shown in Fig. 5.5.

Clearly the fluorescent spectrum that is shown differs significantly from the
visible portion of the solar spectrum. Thus the wavelength distribution is not
optimized for human vision. From a systems point of view, one could reason-
ably speculate that visual acuity for tasks such as reading would be poorer
under the fluorescent spectrum in Fig. 5.5, compared to the visual acuity one
would experience when performing the same tasks under the same quantity of
light with the solar spectrum shown in Fig. 5.3. Reduced visual acuity is a source
of discomfort and diminished visual performance that also leads to decreased
feelings of well-being. Anyone who has experienced a decline in visual acuity
due to age or other factors can attest to the malaise it creates. By extension, we
can reason that if visual acuity is increased under natural lighting, improve-
ments in one’s feeling of well-being and improvements in one’s performance on
tasks requiring visual acuity (reading, writing, and detailed physical work)
might also be increased.

Beyond visual acuity issues, it is generally appreciated that organisms
respond differently, at an organic level, to optical stimulation from different
portions of the spectrum. Certainly the UV spectrum has its organic benefits
(vitamin D production and prevention of rickets) and hazards (sunburn and
carcinoma). In addition, the use of fiber optic blankets that emit blue-green
light have become common in the treatment of infants with elevated bilirubin
levels. These are limited examples of organic spectral affects that are generally

Fig. 5.5 Normalized spectrum of typical (4,000 K) fluorescent lamp
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accepted as being valid. It is reasonable to expect that there may be others,
perhaps subtle, perhaps not, that are yet to be accepted.

While the organic mechanisms are not fully understood, it is well known that
light plays a significant role in psychological health. One very familiar example
is the psychological phenomenon that occurs with reduced winter lighting
conditions. It is widely appreciated that, during winter months, inhabitants of
northern latitudes are often affected by a condition known as ‘‘seasonal affect
disorder’’ or SAD, which can manifest as a severe depression in extreme cases.
Whether the quality of light is important in this regard, or merely the quantity
of light received, the ability of light to play a profound role in one’s general
sense of well-being is appreciated.

These and other potential mechanisms by which lighting can affect health,
happiness, and performance can be explored in depth elsewhere but the sum of
these discussions lays the groundwork for some credible mechanisms that may
explain some of the positive attributes that have been attributed to natural
lighting. Among these benefits, there are claims that workers feel better, have
fewer health complaints, and higher productivity when exposed to natural
lighting. Similarly, there is evidence that students remain healthier and perform
better academically in environments where natural lighting is prevalent. In both
work and school environments, the absenteeism rates (which are easily quanti-
fied) have been shown to decrease with natural lighting [7].

From a cultural standpoint there are obvious financial and social advantages
to having workers and students that are productive, present, healthy, and
happy. Factors that have even a small influence over these characteristics can,
over time, have dramatic economic and societal impact. From the standpoint of
pure economics, some retailers have discovered benefits that daylight can have
on the retail environment. Retailers are starting to use daylighting in their stores
specifically to enhance their store environment, increase sales, create a more
pleasant shopping environment, attract customers, and improve color render-
ing. Using daylighting also has aesthetic benefits that encourage customers to
enter the store [7].

If even a portion of the claimed biological and cultural benefits associated
with the natural solar spectrum are true, the positive societal influence of
increased use of daylighting could vastly outweigh the benefits in energy sav-
ings. In the near term, however, the economic justification for the use of day-
lighting to offset energy usage will predominantly determine the extent to which
daylighting is implemented.

5.5 Energy and Environmental Benefits of Daylighting

In industrialized nations, the majority of the inhabitants leave their homes at
some point during the daytime to spend time in non-residential buildings. Non-
residential buildings remain lighted (mostly by electric lighting) throughout the
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hours when the sun is shining, with a significant portion of them turning out
their lights sometime after the sun goes down. By contrast, residential lighting
needs often go dormant during the day, because the inhabitants are engaged in
jobs or education that keeps them inside non-residential buildings. Thus, if we
want to consider the practical impact of daylighting on energy usage, it makes
sense to focus primarily on non-residential buildings. Non-residential buildings
are major consumers of electricity for lighting, and the peak demand for that
lighting occurs during daylight hours.

Within the United States, lighting accounts for more than one-third of all the
electricity consumed for non-residential use. Within non-residential buildings,
lighting is the single largest use of electricity. In addition to the direct energy
load associated with electric lighting, less than 25% of the electricity consumed
for lighting actually produces light; the rest generates heat, which increases the
need for air-conditioning [8].

The chart in Fig. 5.6 shows the electricity usage in non-residential buildings
and in these (2004) numbers, electricity used for lighting accounted for 1.12
quadrillion British thermal units per year [9]. Electricity used for space cooling
represented almost half as much electricity usage as lighting. The electrical
demand for both lighting and cooling could be significantly reduced through
the use of daylighting that did not add to the heat load in a building.

When we consider the economics of using renewable resources (such as
sunlight) to offset electricity usage, the relatively low cost of electricity presently
makes it difficult to justify the investment on the basis of economics alone. The
average cost of US commercial electricity in 2006 was just under $0.09 per
kilowatt hour (kWh). However, with declining fossil fuel reserves and increas-
ing concern about greenhouse gas emissions, we can anticipate rising electricity
costs as well as increased economic incentives for implementing renewable
resources.

When considering the various fuel sources for electricity generation in the
United States (Fig. 5.7) [10], one might argue that the impact of oil and gas
reserves on electricity costs will be mitigated by the fact that almost one-half of
US electricity is generated by burning coal. However, as liquid fuel reserves

Fig. 5.6 Electricity usage in non-residential buildings

92 L.C. Maxey



become less plentiful, the conversion of coal into liquid fuels will increase to
meet the increase in demand. In addition to these raw economic factors, the use
of government regulation and incentive programs are likely to have a significant
impact on the economics of daylighting.

Concern over greenhouse gas emissions is expected to continue to fuel
contempt over the burning of fossil fuels (for transportation as well as electri-
city). As a result, it is likely that we will see carbon dioxide emissions regulated
in a way that raises the cost of electricity generated by burning fossil fuels.
Taxation of greenhouse emissions combined with tax incentives for using
renewable resources, such as solar energy, will make it easier to justify the
investment in daylighting systems that offset energy usage in non-residential
buildings.

If we accept that the economic factors for incorporating renewable resources
will continue to improve, it raises the question of how the use of daylighting can
be increased in non-residential buildings. The most obvious method requires
constructing new buildings with daylighting incorporated into their architec-
ture. However, to achieve an impact on the electrical lighting load presented by
existing non-residential space, there must be some means by which daylighting
can be incorporated into those structures. This was the driving concept behind
the development of the HSL fiber-coupled daylighting system.

5.6 Development of the HSL System

The HSL system was conceived at the Oak Ridge National Laboratory
(ORNL) in the mid-1990s. This system was more than a daylighting system, it
was a hybrid system that included electric light. The concept of a fiber-coupled

Fig. 5.7 Sources of electricity in the United States (2005)
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daylighting system was not new. However, no previous system concepts had
focused on integrating electric lighting as a fundamental part of the system.
There were perceived to be major advantages with this approach. First, to have
a daylighting system achieve rapid acceptance in the architectural and lighting
design communities, there was a definite advantage to having the lighting
components look like and fit with other commonly used lighting components.
A fluorescent troffer design was the first implementation of a hybrid lighting
luminaire. Second, by integrating the daylight source and the electric light source
into the same fixture, it simplified the challenge of harmoniously blending the two
sources. With the use of a daylight harvesting sensor and dimmable fluorescent
ballasts, the fluorescent troffer design enabled the spatial and temporal unifor-
mity of the light from the luminaires to remain constant as sky conditions varied.
Although the design existed only on paper, the integrated nature of the HSL
system was emphasized in every promotional presentation to potential sponsors,
lighting designers, and architects (Fig. 5.8). The integration of the natural and
electric light into a lighting system that could be seamlessly introduced into
existing buildings greatly facilitated the early acceptance of the HSL concept.

Initial prototype development—When funding for an initial prototype
system was finally acquired, many system elements had to come together in a
very short period of time. The fundamental components for a system; collec-
tion optics, a tracking system, optical fiber, and a luminaire all had to be
selected and or developed in a period of a few months. For the HSL concept
to continue to receiveacceptanceby the lightingcommunity, the firstprototype
system had to be developed using components that would achieve impressive
performance but could ultimately bemanufactured as reasonably priced com-
modity items.

The selection of an off-the-shelf collection optic was one of the most critical
elements. To ensure maximum optical throughput, a high-quality glass

Fig. 5.8 Conceptual diagram of HSL system
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parabolic first-surface mirror was selected, despite its high initial cost and

sole-source limitation. The rationale was that molded plastic parabolic mir-

rors could eventually be produced in quantity. To keep the mirror pointed at

the sun, a tracking system had to be identified or developed. Early experiments

with sun-pointing sensors had suggested that they might not be adequate for

maintaining the required pointing accuracy. Ultimately, a dual-axis open-

loop tracking system was selected from a third-party source. This system,

when accurately programmed with the latitude, longitude, date and time was

capable of maintaining 0.1 pointing accuracy without any position sensor

feedback. The drawback to the open-loop tracking system was that it required

careful calibration to account for any alignment errors in the system. A

specialized camera-based sun pointer was developed for use in the calibration

procedure [11].
The choice of an appropriate optical fiber was another essential element.

Glass and plastic bundles, large core plastic waveguides, and even a liquid

core specialized waveguide were all considered. Ultimately, large core

(12-mm) waveguides constructed from fully cured polymethacrylate (PMA)

were selected. These waveguides eliminated the optical losses due to the

packing factor in fiber bundles, by having only one core. In addition, the

material had higher optical transmission and was significantly softer than

polymethylmethacrylate (PMMA). The combination of optical and mechan-

ical properties made the PMA waveguides attractive for this application.

Although the basic PMA product was offered by several vendors, the optical

properties varied significantly [12]. Eventually a product was selected that

had good transmission and negligible color shift.
Directing the light from the primary mirror required a secondary mirror

assembly. A segmented secondary mirror assembly was designed that

divided the concentrated light from the primary into eight individual foci.

The secondary mirror segments were designed with a dichroic coating that

reflected only the visible wavelengths, allowing the IR to pass through the

mirrors. The optical waveguide mounting assemblies were designed with

alignment features that allowed each of eight waveguides to be aligned to

one of the segmented foci. A specialized alignment system and procedure

was developed to ensure that each of the fibers was aligned to the optical

axis of the parabolic primary mirror [13]. Due to the fact that there were no

alignment features on the primary mirror that could reliably be used to

identify the optical axis, a portion of the initial assembly procedure

required measuring the parabolic mirror with a portable coordinate mea-

surement instrument, as shown in Fig. 5.9. Using these measurements,

the optical axis of the mirror was identified, and the mirror was cemented

into a specially designed mounting cradle. The fully assembled prototype

concentrator–tracker assembly with transmission fibers is shown in

Fig. 5.10. The sun pointer used for the calibration of the system is mounted

on the segmented secondary mirror assembly.
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The first luminaires that were developed for the HSL system used side-

emitting PMMA rods that were etched with a pattern of precision light-

scattering grooves. The patterned grooves, shown in Fig. 5.11, were designed

to provide uniform illumination along the entire length of the rods. The 1-m

Fig. 5.9 Measurement of the primary mirror to identify the optical axis

Fig. 5.10 Fully assembled prototype HSL concentrator and tracker
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rods, which were commercially available from the fiber vendor, fit easily
within a conventional fluorescent troffer. Two of the side-emitting rods were
mounted in between T8 fluorescent tubes, as shown in Fig. 5.12. Significant
testing was performed to evaluate the uniformity of the light emission
pattern from the natural light emitted by the side-emitting rods, as compared
to the pattern of light emitted by the fluorescent tubes. This information was
used to adjust the design to minimize any variation in the light emitted by the
two sources [14].

The first field installation of an HSL system was in 2002, for use with a
photo-bio-reactor at Ohio University, rather than for conventional lighting.
As such, the system contained all of the prototype HSL system components
except for the luminaires. The installation of the first field system is shown in
Fig. 5.13.

Fig. 5.11 Closeup of side-emitting rod showing light-scattering grooves

Fig. 5.12 Fully assembled prototype HSL luminaire, with diffusing lens removed
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5.7 Evolution and Commercialization of HSL

With the development of the first demonstration systems, it became possible for

people to directly experience the impact of the HSL technology. The results

were dramatic for the visitors to the ORNL HSL development laboratory. The

popularity of the concept gained momentum, and the design continued to

evolve. The drive to reduce component costs and system complexity led to

changes in the design itself. The 12-mm optical waveguides that were used in

the original prototypeswere awkward toworkwith, and their continued supply

from the preferred vendor was not guaranteed. Smaller PMMA fibers were in

prolific supply, and despite their limitations, they offered greater flexibility and

moredesignoptions.The glass primarymirror offered excellent optical quality,

Fig. 5.13 First field installation of HSL system (2002)
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but the cost andweight were unacceptable. No suitable plastic primarymirrors

were available, and producing one required advancing the state of the art in

plastic mirror manufacturing. The segmented secondary mirror imposed a

significant optical alignment challenge during the assembly of the systems

and required the machining of an expensive faceted mounting structure. The

limitations associated with tracking system flexibility mandated that ORNL

develop a dedicated tracker controller that could work with varying system

geometries.
By 2004, the optical system had been redesigned and the segmented secondary

mirror replaced with a single elliptical mirror, the large core PMA waveguides

had been replaced with a single bundle of 127 PMMA 3-mm fibers, a molded

plastic primary mirror had been developed, custom tracker control electronics

and softwarewere installed, and the services of an outsidemechanical engineering

firm had been employed to refine the overall packaging. The new design, shown

in Fig. 5.14, was beginning to look more like a product than a prototype.
During the development of the second-generation HSL system, one of the

original inventors, Duncan Earl, began laying the groundwork for a spin-off

company, Sunlight Direct. That company licensed the technology from ORNL

and eventually produced further refinements to the system. One of the most

significant changes in the optical design was a novel means for reducing the

packing fraction losses in the fiber bundle. Sunlight Direct developed a pro-

prietary method for producing a hexagonal bundle with minimal packing losses

Fig. 5.14 Second-generation HSL system (2004)
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(Fig. 5.15). In addition to the changes to the optical collector, Sunlight Direct

expanded the luminaire options available for the HSL system.
In early 2006, Sunlight Direct introduced its first commercial version of

the HSL system, incorporating all of the changes it had introduced into the

system (Fig. 5.16). In addition to the hexagonal fiber bundle, it had developed a

Fig. 5.15 Comparison of fiber bundles in second- and third-generation HSL units

Fig. 5.16 First commercial HSL system introduced by Sunlight Direct (2006)
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custom mixing rod to adapt the light to the hexagonal shape. Sunlight Direct

had also continued to work on the molding technology for the primary mirror,

and the mirror quality was approaching that of the glass mirror that had been

used in the initial prototypes.
With the design of the system reaching maturity, detailed spectral character-

ization of the optical system was conducted to evaluate the efficacy of the

different components and their impact on the overall performance of the system

[15]. The spectral characterization of the system showed that the natural light

from the HSL luminaires (measured with the electric lights extinguished) dif-

fered only slightly from the solar spectrum, with a small loss in the red portion

of the spectrum (Fig. 5.17).
At the time of this writing, more than 20 HSL systems are installed at

various locations throughout theUnited Stateswith ten of those organizations

participating in the detailed beta test program [5]. Figure 5.18 shows an

installation in progress at ORNL with four units on a newly constructed

building, and Fig. 5.19 shows various views of an installation at the Walmart

in McKinney, TX.
The energy performance at the beta test sites is monitored to accumulate

energy savings data. The plot in Fig. 5.20 shows the impact of the HSL system

on the energy used for lighting in a typical office environment. These data,

from SanDiego State University, represent the energy used to provide lighting

in an office area at the university. The data show the onset of energy usage,

when the lights are turned on early in the morning. The full electrical load of

0.00 

0.25 

0.50 

0.75 

1.00 

350 400 450 500 550 600 650 700 750

wavelength (nm) 

Sunlight 
Fiber Output 

Fig. 5.17 Normalized comparison of direct sunlight and light from HSL fibers
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the lights is present at that time, because there is not yet enough sunlight

available to provide any useful lighting from the HSL system. As the sun

climbs higher during the day, the quantity of natural light available increases,

and in response, the electric lights dim to maintain a uniform level of illumina-

tion throughout the day. In the afternoon, as the solar energy weakens,

the electrical lighting again increases to maintain the illumination level.

Finally, as the office inhabitants depart in the afternoon, the electrical load

is turned off.

Fig. 5.19 HSL installation at Walmart in McKinney, TX

Fig. 5.18 Four HSL units being installed on newly constructed ORNL building
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5.8 Discussion and Conclusion

HSL is providing a novel means for introducing daylighting into existing non-

residential buildings in a way that seamlessly integrates with the existing

infrastructure. By its nature, HSL is a technically complex product that has

all of the maintenance concerns of any system with moving parts and, like

other solar technologies, must be cleaned occasionally to ensure optimum

performance. Because of the precision pointing requirements the system must

be monitored from time to time and will never have the simplicity offered by a

passive skylight. In addition, HSL requires direct, unobstructed sunlight and

cannot effectively use diffuse light in overcast conditions, whereas skylights

can. Unlike other daylighting alternatives, however, HSL provides the ability

to integrate sunlight into existing buildings in a way that blends seamlessly

with other lighting systems and can be routed through complex paths if

needed. Despite its limitations, early adopters are embracing the HSL tech-

nology for its lighting quality, its ease of integration, and its novelty. The

concept of making the technology compatible with existing lighting and

architectural environments has played a major role in its early acceptance.

The HSL technology has decreased significantly in cost as the product has

evolved, but the cost is still keeping the technology limited to the early adopter

market. Cost reductions due to design changes and economy of scale are

expected to further decrease the installed cost of the systems by as much as

50% by 2010.
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Chapter 6

Synthesis, Characterization, and Application

of Magnetic Nanocomposites for the Removal

of Heavy Metals from Industrial Effluents

Zhenghe Xu and Jie Dong

Abstract Magnetic nanocomposites with tailored surface functionalities have

found a wide range of applications, including biological cell separation, waste

remediation, gas purification, and raw material recovery from complex multi-

phase systems. The challenge to magnetic nanocomposite particles for these

applications is to synthesize the particles of strong magnetic properties with

high density of reactive functional groups, diversity of functionalities, and

durability of surface films. In this chapter, the research and development of

magnetic nanocomposite particles for applications to industrial effluent treat-

ment are reviewed. Molecular self-assembly (SA), direct silanation, and meso-

porous silica coating on magnetic particles were developed for the preparation

of magnetic nanocomposites.
In SA, 16-mercaptohexadecanoic acid was anchored onto the g-Fe2O3

surface through chemical bonding between the carboxylic head group of the

surfactant and iron on g-Fe2O3 surface, leaving the thiol or disulfide groups

reactive. In the direct silanation, 3-aminopropyl triethoxy silane (APTES) films

were silanized on bare magnetic particles from toluene and water. To improve

the stability of silanized films, two-step silica-coating method was developed

using sol–gel reaction, followed by dense-liquid silica coating. APTES films

prepared by the silanation on the two-step silica-coated magnetic particles were

found to be more robust than the ones silanized on bare magnetic particles.

Furthermore, an innovative procedure of synthesizing mesoporous silica coat-

ings on magnetic particles was developed to increase specific surface area of

controlled pore sizes. This approach was based on the molecular templating,

followed by sol–gel and templates removal. The resultant products showed a

significant increase in specific surface area and were amenable for functionali-

zation by silanation reaction.
The functionalized magnetic nanocomposites were effective for removal or

recovery of heavy metal ions such as Cu2+, Zn2+, Ni2+, Ag+, and Hg2+ from
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aqueous solutions. Loaded metal ions could be stripped off by acid washing.
Selective separation of different metal ions was achieved by controlling the
solution pH. Magnetic nanocomposites particles with reactive functional
groups have great potential applications in industrial, biological, and pharma-
cological processes.

Keywords Magnetic nanocomposite particles � industrial effluent treatment �
heavy metal removal � molecular self-assembly � direct silanization � two-step
silica coating � mesoporous silica coating � molecular templating � sol–gel
reaction � templates removal � surface functionalization

6.1 Introduction

The problem of disposing industrial wastes is as old as industry itself. Industrial
wastes often cause serious water, air, and soil pollution. Heavy metals are
frequently found from chemical manufacturing, petroleum, fossil fuel combus-
tion, painting and coating, mining, extractive metallurgy, nuclear, and many
other industries [1, 2]. The heavy metals most often implicated in accidental
human poisoning are lead, mercury, arsenic, and cadmium. Some heavymetals,
such as zinc, copper, chromium, iron, and manganese, are required by the body
in trace amounts, but these same elements can be toxic at higher concentrations
in human body. In addition to impair fetuses development, poisoning of heavy
metals generally can cause the damage of kidneys, brain, blood, livers, central
nervous, digestive, and skin system. These toxicities have been well established
in scientific literature. Heavy metals can enter ground water aquifer by direct
industrial and consumer waste disposal or released from soils, other industry
solid wastes as a result of acid rain leaching.

The regulated levels of various heavymetal ions in drinkingwater are extremely
low. For example, the World Health Organization has set a maximum guideline
concentration of 0.01 mg/L for As in drinking water [3] and the US Environ-
mental Protection Agency (EPA) has set a maximum limit of 0.005 mg/L for Pb
and 0.65 mg/mL for Cu in drinking water [4]. It is a big challenge to remove
these metal ions to such a low level from large volume, low concentration
effluents in a cost effective manner. Discharge of metals to the environment
not only causes serious health concerns but also is a waste of dwindling and
valuable resources. Moreover, financial benefit could be gained by recovering
these metals while detoxifying the water for recycling or soft disposal. Recovery
of metals from effluent streams is thus in line with the principles of sustainable
development.

Growing concerns about the environmental pollution, economic impact, and
the potential threat that these heavy metals pose to human being stimulated
increasingly stringent control on the discharge of industrial wastes. Consider-
able efforts have been devoted to developing fundamental understandings and
viable technologies to reduce environmental consequences of industrial wastes,

106 Z. Xu, J. Dong



aiming at cost effective and sustainable removal or selective recovery of heavy
metals from industrial effluents [5, 6, 7, 8].

6.2 Existing Technologies for Heavy Metal Removal

A number of approaches have been developed or suggested for the treatment of
industrial effluents in order to meet mandatory discharge standards. The most
commonly used techniques are precipitation, adsorption, ion exchange, reverse
osmosis, and ion flotation. A brief overview of these existing technologies is
given here.

6.2.1 Precipitation

Precipitation is a well-known process capable of removing heavy metals from
aqueous solution [9]. For example, by the addition of sodium hydroxide or lime,
the solution pH is raised to a regime exceeding the solubility of metal hydro-
xides, causing the precipitation of metal hydroxides and lowering the concen-
tration of metal ions in solution. This method is effective for the removal of
large quantities of metals from contaminated water and is extensively used in
industry because of its simplicity. The problems associated with precipitation
process are slow solid–liquid separation, low density of solids, and the ultimate
disposal of the voluminous sludge which often contains a high content of water.
The inappropriate disposal of unstable precipitates may cause secondary con-
tamination of water because metal ions can be leached out from the sludge,
returning to the aqueous environment. In addition, a polishing step is required
for most precipitation processes in order to achieve low residual levels of metal
ions in the processed water. Furthermore, precipitation is a costly method
without the offset of producing secondary resources. There are only a few
metals that can precipitate to form a valuable solid product, such as gypsum
for the construction industry.

6.2.2 Adsorption

Adsorption process is based on the adsorption of soluble contaminants in
solution onto a solid adsorbent. The widely used material of adsorption is
activated carbon though sandstone, fly ash, clay, and other surface reactive
adsorbents are often used in wastewater treatment. This method is capable of
removing most toxic species, including Cu2+, Cr4+, Pb2+, Hg2+, and Zn2+.
Since most adsorption processes are preformed in a column packed with
adsorbents, a prefiltration step is needed for most industrial applications in
order to remove finely divided solids which may, otherwise, clog the channels
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available for transporting liquid. Regeneration of the adsorbent and the cost for
carbon replacement are issues to be concerned with. In addition, the surface
functionalization by solvent deposition and covalent attachment on ceramic sup-
ports as commonly used failed to demonstrate high ligand coverage and stability
of the attached functional groups. These drawbacks can be overcome by applying
the sol–gel processingmethod to form a silica network with functional ligands [10].

6.2.3 Ion Exchange

The ion-exchange process relies on the exchange of certain undesirable cations
or anions in wastewater with sodium, hydrogen, chloride, etc., in porous poly-
mer resins of either a styrene or an acrylic matrix. The ion-exchange process
continues until the solution being treated exhausts the resin exchange capacity.
The exhausted resin must be regenerated by other chemicals which replace the
ions captured in the ion-exchange operation, thus converting the resin back to
its original composition for reuse in the next cycle. Many chelating resins have
been reported but they do not show physical rigidity due to swelling of the
polymeric skeleton, poor wettability, small surface area, poor selectivity, slow
adsorption rate, and challenge in regeneration [11, 12]. Clogging and regenera-
tion of resins, similar to that encountered in the adsorption process by activated
carbon, may also be experienced in this approach. In practice, wastewater to be
treated by ion exchange is generally pre-filtered to remove suspended solids
which could mechanically clog the resin bed.

6.2.4 Reverse Osmosis

In industry, reverse osmosis removes minerals from boiler water at power
plants. The water is boiled and condensed over and over again and must be as
pure as possible to avoid fouling or corrosion of boilers. It is also used to clean
effluent and brackish groundwater. The apparent limitations of this approach
are concerns with membrane lifetime, loss in flux rate, relatively small amount
of effluent that can be treated and limited types of materials that can be
removed. Some solutions (strong oxidizing agents, solvents, and other organic
compounds) can cause dissolution of the membrane materials. Fouling of
membranes by suspended solids in wastewater is another concern. Pre-
treatment of effluents is thus necessary for reverse osmosis system.

6.2.5 Ion Flotation

Ion flotation involves the removal of surface-inactive ions from aqueous solu-
tions by the addition of surfactants capable of forming ion–surfactant pairs,
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and the subsequent passage of gas bubbles through the solutions. Due to the
surface active nature of the surfactant, the ion–surfactant pairs are concen-
trated at the air/water interface of bubbles which float to the surface of the
solution where they are removed as foams. In general, an ionic surfactant
(known as collector in mineral processing) of opposite charge to the surface-
inactive contaminants is used to induce an electrostatic force between them,
thus forming ion–collector pairs. However, it is possible to use a non-ionic
surfactant capable of forming coordination bonds with contaminants as a
collector [13]. Ion flotation has been widely applied in base metal recovery,
wastewater treatment, removal of radioactive elements from water, and the
recovery of precious metals [14, 15]. The major advantage of ion flotation over
activated carbon adsorption is that air bubbles are relatively inexpensive to
produce and no desorption step is required. However, a stoichiometric ratio of
surfactant molecules to ions to be removed is needed in ion flotation. Therefore,
the process can be quite expensive and may only be used to float ions in
solutions of low concentration.

In summary, each technique reviewed has its own limitations in industrial
applications although they have been practiced to a varying degree. Low
selectivity, complex to operate, high capital and energy costs, and slow separa-
tion kinetics are the commonly inherent shortcomings. In addition, it is also
inefficient in treating waste streams that contain low concentrations of con-
taminants and may fail when handling wastes of complex chemistry. Because
the active materials are difficult to regenerate, these processes generate signifi-
cant amounts of secondary waste.

6.3 Magnetic Composite Sorbents (MCS)

MCS refers to the tailoring of physical, chemical, and surface properties
of magnetic composites to enable selective or non-selective attachment to
the composites of ions, molecules, macromolecules, cells, colloidal particles,
or liquid phases from complex fluid systems [16]. In essence MCS is an inter-
disciplinary subject since it requires an integrated approach involving the
manufacture and surface hybridization of appropriate composites with careful
attention to the constraints imposed by end users. The properties of the com-
posite particles are of critical importance to the successful application of the
technology. The composite particles must fulfill a number of criteria relating to
their shape, size, porosity, mechanical strength, chemical inertness, density,
magnetic properties, wettability, surface charge, surface concentration of reac-
tive groups, cost, ease of manufacture, sterilizability, aggregation properties,
and regeneration [16].

Some application examples of this technology are the use of magnetite
particles to accelerate the coagulation of sewages [17], removal of radio
nuclides from milk by functionalized polymers such as resin with embedded
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magnetite [18], the adsorption of organic dyes by poly(oxy-2,6-dimethyl-1,

4-phenylene) [19], removal of an azo-dye, acid red B (ARB) from water by

MnO–Fe2O3 composites as adsorbent–catalyst materials [20], oil spill remedia-

tion by polymer-coated magnetic particles [21], and removal of heavy toxic

metals and purification of the hazardous waste waters by magnetic filtration/

sorption technology [22, 23, 24]. In addition, magnetic nanoparticles with

appropriate surface coatings have found various biomedical applications, as

contrast agents in MRI (magnetic resonance imaging), colloidal mediators

for cancer magnetic hyperthermia, and active constituents of drug-delivery

platforms, as well as for tissue repair, cell and tissue targeting, and transfection

[25, 26, 27, 28].
For selective recovery or removal of heavy metals from voluminous indus-

trial effluents with suspended solids, the use ofMCS is of particular importance,

as the technique combines the advantages of technical feasibility and flexibility

with economic value and environmental acceptability. A schematic illustration

ofMCS is shown in Fig. 6.1 [29]. In this figure, magnetic composite particles are

added to a hydrometallurgical processing suspension that contains precious

metal ions and many other waste solid particulates. The precious metal ions

selectively adsorb on the added magnetic composite particles through molecu-

lar recognition by surface functional groups. Along with the magnetic particles,

the adsorbed metal ions are separated from the suspension by an external

magnetic field. The metal ions loaded on the isolated magnetic particles can

be stripped off by, for example, acid washing, and the particles can then be

reused. Precious metals can, on the other hand, be produced from the concen-

trated ion solution by precipitation, crystallization, and/or electrowinning.

Fig. 6.1 Illustration of magnetic separation technology in metal recovery from an industrial
effluent
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The methods used to prepare the magnetic particles can be divided into two
general types [30]. The first method involves the coating of an existing magnetic
material. Representative examples of this type are adsorption of proteins onto
nickel microspheres [31], coupling of functionalized polymeric silane on mag-
netite [32, 33], adsorption of serum albumin onto aggregates of magnetite or
other magnetic metal oxides during or immediately after ultrasonic disruption
of the aggregates [34, 35], polymerization of monomers in the presence of
magnetite [36, 37], encapsulation of iron oxide by emulsion polymerization
[38, 39], and adsorption of Protein A to magnetite [40]. The second method
involves the generation of the magnetic material in the presence of the coating
material. Representative examples are precipitation of magnetite in the pre-
sence of dextran [41], serum albumin [42], and arabinogalactan [43]. A related
method is the precipitation of magnetite in the pores or on the surface of an
existing particle as magnetic tags [44].

In magnetic composite synthesis, magnetite is the most commonly used mag-
netic material since particles prepared from freshly precipitated magnetite are
claimed to be superparamagnetic [45], a property which facilitates re-suspension
of the particles after magnetic separation. Other magnetic materials, such as
g-Fe2O3, metallic iron, cobalt, and nickel, are also used. In a recent review [46],
Li et al. elaborated the synthesis, properties, and environmental applications
of nanoscale iron-based materials. Different physical and chemical methods
used for synthesizing nanoiron-based particles with desired size, structure, and
surface properties were reported. The applications of this kind of particles include
degradation of chlorinated organic compounds (such as trichloroethane (TCA),
trichloroethene (TCE), tetrachloroethene, or carbon tetrachloride), removal of
metallic ions (such as arsenic (As), lead (Pb), mercury (Hg), and chromium (Cr))
and inorganic contaminants (such as selenium (Se), denitrification and reduction
of carbon monoxide (CO)). A key mechanism of these applications is oxidative
nature of iron.

Lu et al. [47], on the other hand, provided a detailed report on the special
features, synthesis, protection/stabilization, functionalization, and application
of magnetic nanoparticles. Substantial progress in the size and shape control
of magnetic nanoparticles has been made by developing methods such as
co-precipitation, thermal decomposition and/or reduction, and molecular
template or hydrothermal synthesis. Protection of magnetic particles against
corrosion remains a major challenge. Therefore suitable protection strategies,
for example, surfactant/polymer coating, silica coating, and carbon coating of
magnetic nanoparticles or embedment of nano magnetic particles in a matrix/
support have been emphasized. Properly protected magnetic nanoparticles can
be used as building blocks for the fabrication of various functional systems and
applied to catalysis and biotechnology.

It is evident that the application of magnetic nanocomposite particles to
separation science and technology offers great flexibility. A key-and-lock rela-
tionship shown in Fig. 6.2 [48] can be developed to describe various applications
of magnetic nanocomposites. The lock varies from metals or toxic species as in
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environmental applications, to antigen or streptavidin as in biological applica-
tions, while the key could be a specific ligand, antibody, or biotin. In this
communication, we focus on the research progress over the last ten years on
the development of magnetic nanocomposites particles as sorbent for industry
effluent management. The approaches such as molecular self-assembly (SA),
direct silanation, two-step silica coating, and mesoporous silica coating for
preparation of magnetic nanocomposites particles and their target applications
will be reviewed.

6.4 Methods for the Preparation of Magnetic Nanocomposites

6.4.1 Molecular Self-Assembly (SA)

SA is a process of spontaneous formation of a functionalized organic molecular
(surfactant) layer on an inorganic substrate in an organic or aqueous solvent
[49]. The preparation and characterization of self-assembled (SA) monolayer
coatings of various organic surfactants on flat metal or metal oxide surfaces
have been reported in a number of publications. These include alkysilane
surfactant on hydroxylated surfaces, such as silica and aluminum oxide; alka-
nethiolates on gold, silver, and copper; alcohol and amines on platinum; and
carboxylic and hydroxamic acids on aluminum oxide and silver oxide [50, 51,
52, 53, 54, 55, 56, 57, 58, 59]. In more recent publications, bolaamphiphiles with
two different reactive head groups at both ends of the molecule are used to
manipulate the architecture of organic films on flat metal or metal oxide
surfaces such as gold, silica, and aluminum oxide [60, 61, 62, 63, 64]. By
controlling the relative reactivity of the two functional groups with the surface,
one functional group can anchor chemically onto the surface and the other
remains reactive to target species. However, most of the fabrications of SA
monolayers are limited to flat substrates and few publications have described

Fig. 6.2 Key-lock relation in potential applications of magnetic composites particles
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the preparation and characterization of SA coatings using bolaamphiphiles on
metal or metal oxide powders, particularly of magnetic iron oxides which have
potential applications in drug-delivery, magnetic carrier technology, raw mate-
rial recovery, biological cell separation, magnetic fluids, magnetic ink, and
magnetic memory media [65, 66, 67, 68, 69, 70].

Inour laboratory [71], 16-mercaptohexadecanoicacid (MHA) (HS(CH2)15COOH)
was assembled onto nanosized magnetic particles (g-Fe2O3) from chloroform.
To elucidate the reactivity of polar groups with g-Fe2O3, stearic acid
[CH3(CH2)16COOH], are also self-assembled into monolayer coatings on
magnetic particles and characterized by X-ray photon spectroscopy (XPS),
diffuse-reflectance infrared Fourier transform spectroscopy (DRIFTS), and
film flotation. It is expected that the carboxylic head group (�COOH) of
MHA preferentially anchors to the surface of the magnetic particles so that
the thiol (�SH) on the other end remains available for different reactions.

The most significant spectral change in the XPS spectra of g-Fe2O3 with and
without self-assembled layers is the appearance of two C1s bands at 288.3
(COO�) and 284.6 eV (C–C) [72], when the g-Fe2O3 powders were treated by
stearic acid and MHA. The ratio of area under the C1s band of higher binding
energy to that of lower binding energy was calculated to be ca. 1:17 and 1:15 for
g-Fe2O3 self-assembled with stearic acid and MHA, respectively. These values
are in excellent agreement with those derived from the molecular structure. For
the MHA treated sample, a sulfur band of S2p at 163.3 eV was observed. This
band is characteristic of –SH or –S–S– groups without oxidization to sulfate.
These spectral changes indicate the presence of self-assembled stearic acid and
MHA layer on g-Fe2O3.

To determine the orientation of surfactant molecules in the SA monolayers,
a surface-sensitive, DRIFTS was used, and the spectra are shown in Fig. 6.3.
Over the high wavenumber region, the CH2 stretching vibration bands at 2,924
and 2,851 cm�1 are observed, suggesting the presence of a hydrocarbon chain as
anticipated. The CH2 bands appeared at the same band positions for bulk
MHA and for MHA coated on g-Fe2O3. However, the bands are sharper for
the MHA on g-Fe2O3 than for bulk MHA, indicating a more ordered poly-
methylene chain and confirming the assembly of a densely packed surfactant
monolayer. However, over the low wavenumber region, the MHA on g-Fe2O3

resulted in a different spectral feature than bulk MHA. The absence of the
carbonyl band at 1,703 cm�1 and the presence of a carboxylate band at
1,433 cm�1 for the MHA on g-Fe2O3 suggest not only the anchoring of carbo-
nyl groups on g-Fe2O3, transferring a carbonyl to the carboxylate functionality,
but also the absence of the second MHA layer, i.e., only a monolayer coverage.
Should the second layer be present, a mixed functionality of carboxylate from
the first layer (band at 1,433 cm�1) and carbonyl from the second layer (band at
1,703 cm�1) would be observed.

From film flotation test, the differences of critical surface tensions of MHA-
coated g-Fe2O3, stearic acid-coated particles, andDTDPA (3,30-dithiodipropionic
acid)-coated particles further confirmed that the terminal group of the MHA

6 Magnetic Nanocomposites for Metal Removal from Industrial Effluents 113



coated on g-Fe2O3 is thiol or bisulfide, rather than a carbonyl, sulfate, or

sulfonate functionality. It also indicated that long chain hydrocarbon association

of amphiphiles is necessary for a densely packed monolayer, such as MHA on

g-Fe2O3.
To examine the nature of the packing of various surfactants on the g-Fe2O3

particle surface and to investigate the stability of self-assembled layers to harsh

environments, leaching experiments were conducted by placing the treated

particles in acidic (pH 3) and alkaline (pH 10)media. These experiments showed

that the surface coatings with stearic acid and MHA are stable in aqueous

solutions over a pH range from 3 to 10 for a few days. No ferric ions were

leached into the solution, indicating that the surface coatings are tightly packed.

After the leachate was removed and the powder dried, the same values of critical

surface tension were obtained, suggesting that the surfactant layer prepared

with stearic acid and MHA remained stable under the test conditions. In

contrast, ferric ions were detected (by sodium thiocyanide titration) in leachate

of DTDPA-coated g-Fe2O3 exposed to distilled water. These observations

confirm the packing information inferred from DRIFTS and film flotation.
It is important to note that a monolayer coating of MHA on g-Fe2O3 only

reduced the saturation magnetization (Ms) of magnetic particles marginally

(2 emu/g) from 52.7 emu/g of bare g-Fe2O3. The particles remained super-

paramagnetic after coating.
The magnetic particles fabricated with thio or disulfide groups have potential

applications in various areas. It is well known that thio and disulfide groups have

strong affinity with precious metals, such as gold, silver, and copper [73, 74]. The

fabricated magnetic particles of large surface area could, therefore, be used to

Fig. 6.3 Infrared spectra in the high (A) and low-frequency (B) regions for (a) MHA in KBr,
(b) MHA on g-Fe2O3, and (c) g-Fe2O3
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capture gold and silver ions from their leachates. The metal-loaded magnetic
particles can then be readily separated from leaching solutions using magnetic
separation. In addition, the approach can be readily extended to the fabrication
of magnetic particles with other customized functional groups by controlling the
reactivity of functional groups of a bolaamphiphile with magnetic particles. The
functionalized magnetic particles can be used to recover secondary resources or
to remove toxic species from industrial effluents by controlling the reactivity of
functional groups with targeted species in the effluents. In addition, the special
affinity of thio with antibodies makes fabrication of thio-containing magnetic
nanoparticles of special interest in the biological applications.

6.4.2 Direct Silanation

Although self-assembled bolaamphiphile monolayer on magnetic particles is
densely packed and stable in acidic and basic environments, the control of the
reactivity between the two functional groups and the substrate is crucial in
determining the quality of the coatings. The ideal case is that one functional
group anchors chemically to the surface while the other is unreactive to the
surface. This requirement limits the type of functional groups that can be
directly introduced onto the magnetic particles.

A more general approach to fabricating magnetic nanocomposites is direct
silanation. Silanation is to use silane-coupling agents to tailor surface properties of
metal oxides [75]. A typical silane-coupling agent has the structure of
Y–(CH2)n–Si–X3, where X represents the alkoxy or halide groups and Y, the
organic functional groups, including amine, thiol, carboxylic, phosphate, vinyl,
cyanide, and methacrylate. The Si–X3 group hydrolyzes readily in the presence of
water and catalyst to form silanol groupswhich coupleswith surfacemetal hydroxyl
groups, forming Si–O–M bonds upon dehydration. As a result, the organic func-
tional groups (Y) remain reactive on the surface. This unique feature of silane-
coupling agents has made silanation a widely used method in modifying surface
properties.A large volume of literature is available in this area [76, 77, 78, 79, 80, 81].

In the patent of Whitehead et al. [82], they described the procedures of direct
silanation of functional groups, including aminophenyl, amino, hydroxyl, sul-
phydryl, aliphatic, and mixed functional groups, on paramagnetic particles and
pointed out the potential applications of the resultant magnetic particles.
However, no fundamental characterizations of the silanized films are available,
in particular the stability of the coatings and possible leaching of iron from the
substrate.

It should be noted that coating of silane-coupling agents by silanation is a
multistep process. A triangular relationship among substrate, silane, and
solvent, along with the parameters that need to be considered, is shown in
Fig. 6.4 [6]. Evidently, hydrolysis is necessary but must be controlled to avoid
intramolecular condensation of silane-coupling molecules. It is also important
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to hydrolyze surface metal species to obtain the maximum density of bindings

between coupling agent and surface. The interactions and competition between

the solvent–solute, solvent–substrate, and solute–substrate dictate both cover-

age and quality of the resultant film. The last (but not the least) parameter (not

included in Fig. 6.4) that needs to be considered is the post-curing during which

thermal dehydration enhances chemical binding between substrate and cou-

pling molecules and lateral polymerization among the coupling molecules,

resulting in a robust film.
In our laboratory, we synthesized and studied the silanation of superpar-

amagnetic (g-Fe2O3) particles with focus on characterization of the coated

organic films, such as organo-amine functional groups (3-aminopropyl

triethoxy silane (APTES)). The characteristics investigated included the state

of the amine groups, the binding of silane on magnetic particles, and the

stability of the film [6].
APTES were silanized on g-Fe2O3 from both water and toluene solutions.

The presence of N1s and Si2p bands on XPS spectra of synthesized particles

suggests that APTES has deposited on g-Fe2O3 from both solutions. The

two bands of nitrogen centered at 399.4 and 401.3 eV are attributed to the

protonated and non-protonated amines, respectively. The fraction of amines

protonated is larger in the films silanized from water (26%) than that from

toluene (17%), indicating the stronger interaction of amine groups with

g-Fe2O3 in water than in toluene. Band-fit analysis revealed that the proportion

of oxygen in Si–O environment is higher for the film silanized in water (24%)

than in toluene (14%), suggesting a higher degree of hydrolysis of APTES on

g-Fe2O3 from water. The XPS analysis also suggests the deposition of APTES

as monolayers, and the moderate increase in the number of APTES molecules

on g-Fe2O3 from aqueous solutions is attributed to the increased APTES

Fig. 6.4 Interactions involved in silanation. [6]
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packing density rather than the formation of a three-dimensional gelation
which involves three-dimensional links among APTES molecules.

To determine the degree of hydrolyzation of ethoxy groups and subsequent
cross-linking, which have significant impact on the density and stability of the
film, DRIFT spectra were therefore collected. In contrast to silanization in
water, DRIFTS spectra of the APTES film deposited from toluene solutions
showed vibrational bands of methyl group at 2,974 and 2,887 cm�1, indicating
the presence of small fraction of unhydrolyzed ethoxy groups in the film. The
unhydrolyzed ethoxy groups on the surface are anticipated to inhibit the lateral
polymerization of APTES, thus resulting in a poorer packing density and lower
surface coverage films of lower stability than those of the film silanized from
water where the hydrolysis is more effective. This observation is consistent with
the findings from XPS.

To further confirm the orientation of APTES on g-Fe2O3, the electrokinetics
(zeta potentials) of the coated particles were measured. The isoelectric point
(IEP), the point where zeta potential is zero, of the particles silanized with
APTES from water and toluene was found at about pH 8.5 and 9.2, respec-
tively, in contrast to pH 4.5 for uncoated g-Fe2O3. The similar electrokinetics
confirms the condensation of APTES on g-Fe2O3 from both water and toluene
with amine groups facing the environment and remaining reactive. The differ-
ence in the measured zeta potentials using the particles silanized in water and
toluene reflects mainly the variation of APTES orientation on the particles.
A slightly lower IEP value observed for the particles silanized in water suggests
that more amine groups were hidden inside the film compared to the silanation
in toluene. As a result, the contribution from amine groups to the number of
positive surface sites decreases while that from silanol groups to the number of
negative sites increases. These two effects result in a lower IEP of g-Fe2O3

particles silanized in water than in toluene as experimentally observed. This
finding is consistent with XPS analysis, which showed a higher degree of
protonation of amine groups considered to bind with the surface.

The stability of the silanized APTES films on g-Fe2O3 was investigated by
leaching the particles in pH 2 HCl solutions for 20 h. It was found that the
amount of iron leached out reduced from 60 mg/g for unsilanized g-Fe2O3 to
34 mg/g for silanized g-Fe2O3 in water and toluene. Compared to the particles
coated with MHA using the SA method, the amount of iron leached out is
significant, suggesting that the original particles were not fully protected by
APTES, compounded with some degree of detachment of APTES from the
surface in acid solutions, for direct silanation from water and toluene.

Detachment of silanized APTES was confirmed by zeta-potential measure-
ments as shown in Fig. 6.5. After leaching, the zeta potentials shifted back
towards the zeta-potential values of unsilanized particles. Figure 6.5 also shows
amuch greater shift in IEP by base attack, suggesting that the APTES coating is
less stable in basic than in acidic environments. Similar trends in electrokinetics
were observed for particles silanized from toluene. In the base environment, an
IEP shift from pH 9 to 4.3 was observed. However, in acidic solution, the films
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formed in toluene were more stable with an IEP shift from pH 9.0 to 8.5 as
compared to that from pH 8.5 to 5.5 for the particles silanized in water. This
may be related to the lower degree of protonation of amine groups in the films
formed from toluene. The protonated amine, attached to the surface through
electrostatic attraction, may be detached in acid solution as aminemolecules are
more soluble at low pH.

Clearly, the direct silanation of APTES from water and toluene solutions on
g-Fe2O3 is not suitable for engineering magnetic composite particles for envir-
onmental and biological applications. Since silica is more stable in acidic solu-
tions than iron oxide, an alternative approach is to coat the magnetic particles
with a thin silica film first, followed by conventional silanation on silica, to
improve the film stability and density of surface functionality.

6.4.3 A Novel Two-Step Silica Coating

The challenge for the applications of magnetic nanocomposites is to improve the
stability of magnetic particles against coagulation and leaching in an acidic
environment, withmaximizedmagnetization in an external magnetic field. Ultra-
thin silica films coated on nanosizemagnetic particles are of special interest due to

Fig. 6.5 Zeta-potentials of APTES-silanized magnetic particles from water before and after
acid and base leaching
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their high stability against aggregation and acid leaching with minimal reduction
of magnetization. The silica surfaces are amenable for further functionalization
by silanation, using silane-coupling agents to produce functional magnetic nano-
composites. This approach remains, therefore, a principal method in engineering
magnetic nanocomposites. Two conventionalmethods suitable for silica coatings
on finely dispersed particles are sol–gel and dense-liquid processes.

6.4.3.1 Sol–Gel Process

The sol–gel process is a commonly used method for coating fine particles. The
coating is performed in an organic solvent and the process is based on hydro-
lysis of precursors, such as tetraethoxy silane (TEOS), in the presence of water
and a catalyst, followed by condensation of hydrolyzed TEOS on surface
containing metal hydroxyls. With controlled hydrolysis of TEOS, an M–O–Si
chemical linkage is established between surface metallic atoms (M) and TEOS,
followed by lateral polymerization and finally formation of a three-dimensional
network via siloxane bond formation (Si–O–Si) with increasing TEOS concen-
tration and degree of hydrolysis. However, it is well-known that silica coatings
by the sol–gel process are porous, as schematically shown in Fig. 6.6a. To
protect the substrate particles from dissolving in acidic solutions, a thick layer
of coatings is required, which reduces the magnetizability significantly and
hinders the technological applications of magnetic nanocomposites.

6.4.3.2 Dense-Liquid Process

This method was first introduced by Iler in 1959 to coat titania with a silica layer
from supersaturated silica solutions [83]. Nowadays, the dense-liquid process is
widely used to form silica films on surfaces of carbon, steel, alumina, and
polymer resins to promote adhesion, to minimize photodegradation, and/or
to prevent materials oxidation/corrosion [84, 85, 86]. By controlling the super-
saturation level of monosilicic acid (constant reactant addition), silica layers
can be formed on surfaces through heterogeneous followed by homogeneous
coatings. It has been recognized that surface coating using the dense-liquid
process is a complex physicochemical process. At least three competitive pro-
cesses are present simultaneously: (i) heterogeneous coatings (on a substrate of

Fig. 6.6 Schematics of silica-coated magnetic nanocomposites by (a) sol-gel, (b) dense-
liquid, and (c) two-step, i.e. (a) followed by (b), processes
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different chemical compositions; e.g., SiO2 on g-Fe2O3); (ii) homogeneous coat-
ings (on a substrate of the same chemical compositions; e.g., SiO2 on SiO2); and
(iii) homogeneous nucleation (e.g., formation of SiO2 nuclei) followed by
homogeneous coatings. In general, the lowest supersaturation level is required
for homogeneous coatings, followed by heterogeneous coatings, and finally
homogeneous nucleation, which requires an excess energy, as predicted by the
Kelvin equation, to account for extremely high curvatures of nuclei [87, 88].
Although in general, homogeneous nucleation can be avoided by careful con-
trol of (silica) supersaturation level just above the critical concentration of
heterogeneous coatings (on maghemite), the homogeneous surface coating
often presents a challenge to uniform surface coatings. It is evident that, as
soon as the substrate is coated with silica even at the submonolayer level, the
growth of the coated area (a process similar to homogeneous coating) prevails
because it requires a lower supersaturation level. As a result, a non-uniform and
patchwise (island) coating, as schematically shown in Fig. 6.6b, is often
obtained. With the dense-liquid-coating process, it is therefore inevitable to
expose substrate cores to the environment and poison the system by the released
species, unless a thick coating layer is applied.

6.4.3.3 Two-Step Coating

It is clear that neither the sol–gel nor the dense-liquid process could meet the
requirement of making magnetic nanocomposites of certain technological
applications. To coat magnetic particles with a thin protective silica layer and
minimize reduction of saturation magnetization, a novel two-step coating
process (the sol–gel followed by the dense-liquid coating) has been developed
in our laboratory [89]. This approach is based on the idea that the sol–gel
process can coat a surface uniformly, although the film is often porous, as
shown in Fig. 6.6a. In the second step, using the dense-liquid process, the
residual ethoxy groups in nano or microsize pores of the silica film prepared
using the sol–gel process are further hydrolyzed, and the pores are anticipated
to be closed by and filled with silica under low supersaturation conditions. It is
clear that the two-step silica-coating process integrates the advantages of uni-
form coatings by the sol–gel process and a low supersaturation level required
for homogeneous coating by the dense-liquid process. As a result, a uniform
thin silica layer, as shown in Fig. 6.6c, can be coated on maghemite or any other
magnetic nanoparticles to protect the particles with minimal reduction in
saturation magnetization (a key feature of magnetic nanocomposite sorbent)
and to provide a surface for further functionalization. It is important to note
that the objective of the two-step coating is not to coat more silica on the
particles but rather to protect the substrate particles with the thinnest silica
coatings possible to maximize the magnetic property of the coated particles.

For comparison, the silica was coated on g-Fe2O3 at the 11 wt% silica level
using these three methods. The presence of a silicon band at 103.4 eV and an
additional oxygen band at 532.8 eV on the XPS spectra of coated particles
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confirms the coating of silica on g-Fe2O3. By the analysis of XPS narrow-scan

spectra, semi-quantitative analysis showed an area ratio of silica to iron band
(Si/Fe) of 0.7, 4.1, and 4.1 for particles coated using the dense-liquid, sol–gel, and
two-step processes, respectively. A higher Si/Fe ratio indicates a high degree of
silica coating. It is evident that the silica-coating efficiency is comparable for the
sol–gel and two-step processes, higher than that of the dense-liquid process.

The formation of silaxone bonds was confirmed for all the coatings by
DRIFTS [48]. In contrast to the dense-liquid or two-step-coating process,

unhydrolyzed ethoxy was detected for particles coated using only the sol–gel
process. The presence of Si–OEt terminal groups is partially responsible for the
porous nature of the coated films by the sol–gel process.

To further study the surface properties of the magnetic nanocomposite
particles, the electrokinetics of the particles was measured, and the obtained
IEP for maghemite particles coated with different methods are summarized in
Table 6.1. As shown, the IEP of pH 3 for maghemite coated using the dense-

liquid process is significantly lower than that for uncoated maghemite particles
(pHIEP 4.5). However, this value is higher than the IEP of fused silica (pHIEP

2.1), suggesting that silica was coated on maghemite, but only partially (prob-
ably in the form of islands) by the dense-liquid process, as illustrated schema-
tically in Fig. 6.6b. When the sol–gel process was used, an IEP of pH 2.4 was
obtained, showing an improved coating compared with the dense-liquid pro-

cess. This value, however, remains slightly higher than the IEP of fused silica,
indicating that the surface coating is either incomplete or porous, as confirmed
later by leaching tests (Table 6.1). When the two-step process was used, an
identical electrokinetic behavior between the coated particles and fused silica
was observed over the pH range studied, indicating the same surface properties
between the two and confirming a full coverage of particles with silica. It is

important to note that silica-like electrokinetics of silica-coatedmaghemite with
the two-step process ensures its dispersion, as required in many of its techno-
logical applications.

Leaching tests were conducted to further examine the state of silica film on
g-Fe2O3. The results also are summarized in Table 6.1 along with the saturation
magnetization of coated particles. It is evident that the amount of iron leached
out was below the detection limits for the particles coated with the two-step

process in contrast to the single-step, either sol–gel or dense-liquid process
where 1.1 or 2.8 mg of Fe per gram of particles was detected, respectively.

Table 6.1 Characteristics and stability of silica-coated g-Fe2O3 by dense liquid, sol–gel, and
two-step coating processes

Sample and methods IEP (pH) Fe leached in 0.01 M HCl (mg/g) Ms (emu/g)

g-Fe2O3 4.5 60.3 52.0

DL coating 3.0 2.8 48.5

Sol–gel 2.4 1.1 43.2

Two-step 2.2 � 42.5
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Moreover, the saturation magnetization is comparable for particles coated with
silica using the sol–gel and two-step processes, suggesting that the amount of
silica on the surface is virtually the same and confirming the important role
of the film structure in protecting the matrix component of magnetic sorbents
for biological and environmental applications. It is evident that the two-step
silica-coating process is successful in making base materials that can be further
functionalized by the conventional silanation process to produce magnetic
sorbents of a desired functionality.

6.4.4 Mesoporous Silica Coating

Despite the advantage of easy separation from complex multiphase systems by
using MCS, the limited specific surface area of existing magnetic sorbents
presents a major challenge to these applications of many technological impor-
tances. Even for very finemaghemite (g-Fe2O3) particles (�30 nm), for instance,
a specific surface area of only ca. 40 m2/g is reported [48]. A further decrease in
particle size to increase specific surface area is not desirable, because the
magnetic forces exerted on these tiny magnetic particles are extremely weak
for any substantial migration of the particles to a desired location for separa-
tion. Since the specific surface area for a given surface functionality determines
separation capacity, there is an urgent need for an innovative approach to
increase the surface area of magnetic sorbents.

Surfactant-templated mesostructure materials have played a prominent role
in materials chemistry during the last decade. The excitement began with the
discovery of hexagonally ordered mesoporous silicate structure byMobil Corp.
(M41S materials) [90, 91, 92] and by Kuroda, Inagaki, and co-worker (FSM-16
materials) [93, 94]. Having extremely high surface areas, these materials are
easily accessible and of uniform nanopore structures and specific pore volume.
Most importantly, the pore sizes exceeded those attainable in zeolites and they
could be tuned in the nanometer scale by choosing an appropriate surfactant
templating system, sometimes with a co-solvent or swelling agent [95, 96, 97, 98,
99, 100]. As a result, the applications of mesoporous materials in a wide range
such as adsorption, separation, catalysis, biological sensing, medical diagnosis
and treatment, molecular engineering, and nanotechnology were envisioned
[101, 102, 103, 104, 105, 106, 107, 108].

However, the use of bulkmesoporous siliceous materials inmany science and
technological applications has inherent limitations, especially for adsorption
and separation of targets or contaminants from multiphase industrial effluents
of complex nature. One noticeable challenge is to separate the loaded fine
particles from industrial effluents for safe disposal or recovery of the adsorbed
valuables and recycle of the sorbents.

The above application limitations inherent in mesoporous materials and
magnetic sorbents led us to develop a mesoporous material-based MCS. It is
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anticipated that incorporating mesoporous coatings on a magnetic core could

increase the specific surface area of the resultant magnetic particles drastically
without sacrificing magnetization characteristics. Mesoporous magnetic nano-
composite particles of sufficiently high specific surface area formed in this way

could be easily separated from a multiphase complex system by magnetic
separation and effectively recycled or reused.

6.4.4.1 The Synthesis Process of Mesoporous Silica-Coated Magnetic Particles

The concept of template-based synthesis of mesoporous magnetic nanocompo-
site particles is illustrated in Fig. 6.7. In this synthesis, a thin silica layer is

deposited on the surface of magnetite particles of desired sized (I). The purpose
of silica layer is to protect the magnetic core from being leached into the mother
system under severe industrial conditions. The resultant silica surface also
facilitates the assembly of structured surfactant templates. With a negatively

charged silica surface, cationic surfactant micelles self-assemble on the nega-
tively charged silica layer (II), forming the desired structure. This step is highly
dependent on micelle solution concentration and solvent quality [109]. The

mesoporous silica network on the magnetic core (III) is formed by filling the
spaces among the assembled micelle templates using the conventional sol–gel
process [90, 110]. During sol–gel reaction, the positive nature of molecular

templates promotes the formation of silica precipitates within the voids
among the templates, resulting in a three-dimensional continuous silica net-
work. After calcinations at desired temperatures to remove the surfactant
templates from the formed silica network, pores are left on the surface (IV).

The silica surface of the so-formed mesoporous magnetic nanocomposite par-
ticles allows a variety of surface functionalities to be obtained by versatile
silanation chemistry (V), which enables ‘‘molecular recognition’’ in numerous

applications [6, 111, 112].
The prepared mesoporous magnetic nanocomposite particles have the fol-

lowing important attributes: strong magnetization for efficient magnetic
separation; large specific surface area for high loading capacity; well-sealed
silica coatings to prevent the substrate materials from leaching into the mother

Fig. 6.7 Illustration of the proposed synthesis process for the preparation of mesoporous
magnetic nanocomposite particles: dense-liquid-silica coating (I), molecular templating (II),
sol-gel process (III), calcination (IV), and functionalization (V). [122]
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system, as these could otherwise potentially contaminate or interfere with the
normal functions of the system; and robust and specific functional groups on
the surface to recognize and capture desire targets effectively.

6.4.4.2 Characterization of the Synthesis Process

Templating Study by AFM

Since the formation of mesoporous silica is built on the templates of surfactant
molecular suprastructure, studies on the interactions of micelles with silica
wafer which is used to represent the silica-coated surface on magnetic particles,
were performed first.

Figure 6.8 (solid squares) shows the interaction forces between a cantilever
tip and bare silica wafer in pure ethanol. There is a measurable attraction
between the two at the separation distance below 10 nm. This attractive force
is attributed to van der Waals forces. After replacing the ethanol by 5 mmol/L
CTAC (cetyl-trimethyl-ammonium chloride) in ethanol solution and incuba-
tion for 1 h, a repulsive force between the tip and the sample starting at 20 nm
during approaching is evident, as shown in Fig. 6.8 by open squares. This long-
range repulsion is attributed to overlap of electric double layers around two
positively charged surfaces. It appears that the cationic CTAC surfactant
adsorbs on both AFM tip and silica surfaces, rending them both positively
charged. At a separation distance around 9 nm, a maximum repulsive force
barrier is observed and the tip jumps inward by a distance of 5.7 nm. After this
jump-in, a continuous increase in repulsive force is observed as the sample
pushed upward against the AFM tip by about 4 nm. This type of force profiles
over such a short separation distance suggests a surface of compressible nature,

Fig. 6.8 Interaction forces between a bare silica wafer and AFM tip in ethanol (solid squares)
and CTAC ethanol solutions (open squares)
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in great contrast to the case measured in pure ethanol, indicating a soft silica

surface in CTAC ethanol solutions. Considering all the details in this force
profile, we can interpret the observed jump-in being the removal of a single layer

of micelles from the gap between the tip and sample under the applied force of
AFM tip. It is therefore reasonable to conclude that the silica surface is covered

byCTACmicelles, and the size (diameter) of micelles or thickness of single layer
micelles on silica is around 5.7 nm.

The AFM images of silica in ethanol and 5 mmol/L CTAC ethanol solution
are shown in Fig. 6.9a,b, respectively. The silica wafer in ethanol exhibits a

smooth, featureless topography (Fig. 6.9a). The image of silica wafer obtained
in CTAC ethanol solution (Fig. 6.9b), on the contrary, shows well-defined
features. It is interesting to note that the size of high spots is of 6 nm range, a

value very close to the jump-in distance observed on the force profile. It appears
that CTAC at 5 mmol/L concentration in ethanol forms pseudo-spherical

micelles. These micelles are assembled on silica surface with well-defined
voids of 10-nm diameter. For better view, a higher magnification image of the

marked area is shown on the left corner with circles to highlight the voids. By
filling in these voids with desired materials and removing the micelles, one can
obtain mesoporous surfaces of desired materials. Clearly these assembled

micelles can serve as templates for synthesis of mesoporous silica coatings on
silica-coated magnetic particles.

Structural properties of surfactants and micellar solutions are crucial when
preparing mesoporous structures. Surfactants in solution assemble into struc-

tures whose geometry can be described by the surfactant packing parameter [113,
114]. This packing parameter is defined as g=v/al, where n is the volume of the

surfactant tail, a is the effective head group area, and l is the length of the
extended surfactant tail. An increase in the packing parameter represents a

Fig. 6.9 Silica wafer in ethanol (a) and CTAC solutions (b) (circles represent voids to be filled
by silica using sol-gel method)
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reduction in curvature of surfactant aggregates. Such change may be achieved by
altering the surfactant chain length, introducing twin chains, adding electrolytes,
or by addition of polar and non-polar organic additives. Addition of short-chain
alcohols as co-surfactants can also be used to alter the packing parameter, result-
ing in elongated micelles. Furthermore, addition of short-chain amine co-surfac-
tants can decrease the pore size of the inorganic structures. By controlling the
packing parameter of different surfactants, mesoporous materials of different
structures have been synthesized [115, 116, 117, 118, 119]. Detailed descriptions
of reaction variables are available in many monographs [109, 110, 120, 121].

Synthesis Process Monitored by Zeta-Potential Measurement

To confirm the role of each step in the proposed synthesis process, the zeta-
potential distributions of bare magnetite (Fe3O4) (step I in Fig. 6.7 previous),
dense-liquid silica (DLS) coated magnetite (step II in Fig. 6.7 previous),
templated DLS magnetite (step III), sol–gel coated particles with templates
(step IV), and the particles after calcination (step V) were measured over a
wide pH range and the results are shown in Fig. 6.10.

The IEP of the bare magnetite is at pH 6.8, which is close to the value of
mineral magnetite. After DLS coating, the IEP of the coated particles was
found at pH 2.0, which is same as the IEP for mineral or fused silica. This silica

Fig. 6.10 Zeta potentials of different particles: (1) bare magnetite particles; (2) DLS coated
magnetite particles; (3) templated DLS magnetite (4) sol-gel coated particles with templates;
and (5) particles after calcination
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coating acts as a protective layer to avoid direct contact of the magnetite core

with the liquid to be treated. The negative charge of the silica-coated surface, on

the other hand, facilitates the assembly of cation surfactant micelles arisen from

electrostatic attraction. After molecular templating, the zeta potentials of the

resultant particles were positive over a wide pH range. This resembles the zeta-

potential variation of an oil droplet or air bubble with pH in CTAC aqueous

solutions. After sol–gel reaction to fill the voids observed in the AFM images

(Fig. 6.9b), the particles become negatively charged again. The measured IEP of

the collected particles is at pH 4.0, which is different from that for a silica

surface. This observation suggests that the trapped CTAC template partially

balances the negative charge of silica in the templates voids. After calcination,

the surfactant was removed, leaving behind the silica network on the magnetite

surface, which has the IEP at pH 2.6, identical to the IEP value for silica. This

finding confirms a full coverage of magnetite by silica, making the coated

surface silica-like. To further confirm the protection of magnetite particles by

the two-step silica coatings, the coated particles were immersed in a 1 M acid

solution. The results showed a negligible amount of iron being leached out after

a 12 h immersion, indicating good protection of magnetite by silica coatings.
To further verify the necessity and success of each step described in Fig. 6.7,

the samples collected at various stages of the synthesis are characterized by

DRIFT and XPS. The results can be found in our related publications [122].
The morphology of Fe3O4 and mesoporous silica-coated Fe3O4 is observed

by TEM. Figure 6.11 shows that bare Fe3O4 has a well-defined crystalline

feature with sharp edges and corners. In contrast, the TEM image of mesopor-

ous silica-coated Fe3O4 shows diffuse edges. Combined with the evidence from

Fig. 6.11 TEM images of untreated Fe3O4 particles (A) and Fe3O4 particles with template-
assisted silica coatings (B). Micrograph (B) is a dark-field image, obtained with tilt
illumination
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XPS analysis, these edges can be confidently considered as a homogeneous
silica shell around the Fe3O4 cores. Figure 6.11b also shows that no more than
one spherical core is included in each composite particle, suggesting that the
aggregation of primary particles during synthesis is minimal.

Other Properties

To determine the porous nature of template-assisted silica coatings on the
magnetite particles, standard nitrogen adsorption–desorption tests were per-
formed. A large hysteresis existing between the adsorption and desorption
branches, which is characteristic of highly porous materials, confirms the
formation of mesopores on the magnetite particles. The detailed analysis of
the results using the Brunauer–Emmett–Teller (BET) adsorption equation
resulted in an increase in specific surface area from 0.07 to 52.3 m2/g of total
material by the deposition of a mesoporous silica film on magnetite cores [122].

To obtain a uniform and well-covered mesoporous silica layer on magnetic
particles of high specific surface areas, the control of sol–gel conditions is extremely
important. Many synthesis conditions, such as reaction time, reaction tempe-
rature, reactant concentration, type and amount of catalyst, and the quality
of solvent, could affect the properties of the resultant silica coatings. Thus,
optimizing sol–gel conditions by factorial design to minimize the numbers
of synthesis while analyzing synergetic effects among different factors were
studied [123]. The specific surface area of produced mesoporous silica-coated
Fe3O4 was improved from 52.3 to 150 m2/g, which provides three times more
chances of the prevalence of functional groups, so the efficiency of the synthe-
sized magnetic sorbent will be increased.

The magnetization characteristics of synthesized particles is a major concern
for potential industrial applications. A strong magnetization is required for the
collection by magnet from a complex, multiphase system. As shown in Fig. 6.12
the room temperature saturation magnetization of bare magnetite is 85.5 emu/g,
which reflects the properties of Fe3O4 without any oxidation. For the final
mesoporous magnetic nanocomposite particles, the saturation magnetization
remains strong at 73.0 emu/g. The observed decrease of 15% in saturation
magnetization is attributed to the coating of diamagnetic silica. Such a reduc-
tion does not hinder the subsequent magnetic separation after the resultant
mesoporous magnetic particles are loaded with heavy metal ions. More impor-
tantly, magnetite particles coated with mesoporous silica remain fairly para-
magnetic as shown by minimal coercivity and hysteresis on the magnetization
curves (Fig. 6.12). This magnetization characteristic ensures that the magnetite
particles do not become permanently magnetized after exposure to an external
magnetic field, which in turn permits the particles to be re-dispersed without
significant aggregation when the external magnetic field is removed.

Our study above clearly shows that with the concept outlined in Fig. 6.7,
mesoporous magnetic nanocomposite particles can be successfully synthe-
sized. The synthesized particles possess the necessary attributes of strong
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magnetization and high specific surface area for their applications as magnetic

sorbents. The dense-liquid method followed by the template-assisted sol–gel

process resulted in the formation of a uniform, mesoporous thin silica coating

on magnetite particles. The resultant particles are well protected for iron

leaching from cores, while providing surface amenable for functionalization
via well-defined silane-coupling reactions. The functionalized particles have

potential applications in a variety of science and engineering disciplines.

6.4.5 Silanation on Mesoporous Silica-Coated Magnetic Particles

As mentioned earlier, the synthesized mesoporous magnetic particles exhibited

the necessary attributes of strong magnetization, high specific surface area and

good protection ofmagnetic cores for applications asmagnetic sorbents. Based on

previous success of functionalizing silica surfaces using APTES to obtain reactive
amino groups of high affinity for metals [6, 112], APTES was the common choice

as silane-coupling agent. Furthermore, use of this short-chain alkane amine

minimized blockage of pore channels.
The self-assembly of silane-coupling agents by silanation is a multistep

process. In addition to complex interactions among the substrate, silane, and
solvent, many other parameters need to be considered. According to Feng et al.

[112], the number of surface silanol groups and the amount of adsorbed water

Fig. 6.12 Room temperature magnetization of bare magnetite and mesoporous magnetic
nanocomposite particles
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molecules on mesoporous materials are two key parameters in determining

the density and quality of the functionalized monolayers. As can be seen from

the silane-coupling reaction schematically illustrated in Fig. 6.4, surface silanols

are essential because they are the active centers for silane condensation and

anchoring on the particle surfaces through siloxane chemical bonds. Adsorbed

surface water is necessary for the hydrolysis of APTES in toluene, which

initializes the condensation reaction process. However, the presence of excess

free water is deleterious to the formation of a clean monolayer, as APTES is

known to polymerize into white solid precipitates in the presence of water. The

precipitates can potentially block the pores and hence reduce the effective

surface area of the functionalized sorbents. For these reasons, a proper amount

of water for the hydrolysis of APTES needs to be employed to obtain a

monolayer of silanized APTES on the pore surfaces only.
Calcination at 540oC to remove surfactant templates and obtain mesoporous

particles (Section 6.4.4) dehydrates the mesoporous silica-coated magnetite

surface and depletes most of the silanol groups. Such a dehydrated surface

would result in a poor surface coverage of functional groups if silanized directly.

In this study, to optimize the reaction conditions for depositing alkoxysilane

monolayers on mesoporous silica-coated Fe3O4 surfaces, the particles were

rehydrated carefully by steaming the samples. The amount of surface-adsorbed

water was controlled by drying. High-purity toluene was used through out the

synthesis since toluene was reported in literature to be excellent for removing

excess water and forming organic monolayers.
As shown in DRIFTS spectrum b of Fig. 6.13B, obtained with the steamed

and dried samples, the presence of a sharp H–O vibrational band at 3,750 cm�1

confirms the successful hydrolysis of siloxane bonds by steaming. DRIFTS

spectrum c of the silanized mesoporous-Fe3O4 in Fig. 6.13B exhibits the char-

acteristic bands of APTES. A pair of weak broad bands at 3,400–3,250 cm�1 is

evident in the spectrum. These two bands are assigned to free amino asymmetric

and symmetric stretching vibrations. A strong band at 1,568 cm�1 is assigned to

the deformation bending vibrations of free amine groups on the surface. In

addition, two bands at 2,932 and 2,860 cm�1 assigned to asymmetric and

symmetric stretching vibrations of CH2 in alkyl chains, along with a band at

1,483 cm�1 assigned to CH2 bending vibrations, are evident. These spectral

features confirm the silanation of APTES on the particle surfaces. It is inter-

esting to note that the characteristic bands of Si–O–C at 1,167, 1,105, 1,083, and

959 cm�1 almost disappeared after silanation. This finding suggests that most of

the ethoxy groups in APTES were hydrolyzed. Two strong bands at 1,126 and

1,041 cm�1 (characteristic of siloxane Si–O–Si stretching vibrations) remained after

silanation, indicating that the surface binding of APTES was not by silanols but

rather by siloxane bonds. Thepresence of siloxane bindingwas further supportedby

the disappearance of IR bands at 3,745 cm�1, assigned to the stretching vibrations

of surface silanols in the spectra of silica-coated magnetic particles before calcina-

tion and steamed particles (spectrum b in Fig. 6.13B).
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6.5 Practical Applications of MCS

Utilizing the magnetic composite particles to selectively remove heavy metals

from industrial effluents or contaminated municipal water or to be used in

biological cell separation and biological sensing, the most important thing is to

functionlize the surface with specific ligands having specific interaction with

targets (heavy metals or bio-molecules), endowing the surface a strong and

specific affinity for targeted metal ions. There are two ways to reach this goal,

one is direct molecular self-assembling and the other one is by silanation of

specific function groups, which allows more versatile groups to be used. The

silanation is a promising avenue for introducing specific surface functional

groups on mesoporous silica surfaces [112, 124, 125, 126, 127, 128, 129].

6.5.1 SA Monolayer

6.5.1.1 Cu2+ and Ag+ Removal

The MHA-coated g-Fe2O3 particles (Section 6.4.1) prepared by the SA method

contain reactive thiol and/or disulfide groups that are known to have strong

Fig. 6.13 (A) Schematic diagram for the synthesis of mesoporous-Fe3O4 silanized by
3-APTES. (B) DRIFTS spectra of mesoporous-Fe3O4 magnetic particles; after (a) calcina-
tion, (b) rehydroxylation, and (c) silanation by 3-APTES from toluene
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affinity to various metal ions such as gold, silver, and copper. This application is

illustrated in our loading tests of Cu2+ and Ag+ on MHA-coated g-Fe2O3

particles from 10 mmol/L CuSO4 or AgNO3 solutions. The narrow-scan XPS

spectra of the loaded particles separated from the liquid/suspension with a hand

magnet are shown in Fig. 6.14. The load of Cu2+ and Ag+ on theMHA-coated

particles is evident from the presence of Cu2p (934 and 954 eV) and Ag3d (368

and 374 eV) XPS bands on spectra, respectively. The area ratio of the copper

satellite band to its 2p3/2 band is lower than expected, suggesting that some of

the copper ions are in the cuprous state. It appears that some of cupric ions were

reduced to cuprous ions, accompanied by the oxidation of thiol to disulfide,

which accounts for the presence of an additional sulfur band of higher binding

energy but lower intensity. The surface metal-to-sulfur atomic ratio was found

to be 0.6 and 0.8 for copper and silver, respectively. These results suggest a 1:2

(metal-to-sulfur) binding for divalent copper and 1:1 binding for monovalent

silver. It is clear that the metal loading efficiency is sufficient for the MHA-

coated magnetic sorbents to be used in the removal or recovery of Ag+ and

Cu2+ from industrial effluents.

Fig. 6.14 XPS spectra of narrow scans for the interested elements (a) g-Fe2O3; (b) thiol-type
magnetic sorbents; (c) after copper loading; and (d) after silver loading

132 Z. Xu, J. Dong



6.5.2 Silanized Monolayers on Two-Step Silica-Coated g -Fe2O3

6.5.2.1 Cu2+ and Zn2+ Removal

The silanized magnetic particles with reactive amine groups are found to confer
specific adsorption for heavy metal ions, including divalent mercury, lead,
copper, zinc, manganese, and monovalent silver in contaminated aqueous and
non-aqueous solutions [130].

It was shown (Section 6.4.2) that APTES films directly silanized onto g-Fe2O3

were unstable in alkaline solutions, although the films silanized from toluene
were relatively stable in acidic solutions. An idea to coat g-Fe2O3 with a thin
silica layer before silanation was proposed in order to obtain a stable silanized
film. In Section 6.4.3, it was shown that dense thin silica films were successfully
coated onto g-Fe2O3 using the sol–gel process followed by DLS coating. The
purpose of silica coating is to make the surface more amenable for silanation. It
has been well-documented that silanized films on silica are relatively stable
compared to those directly silanized on other metal oxides [131]. The silanation
of silica-coatedmagnetic particles usingAPTES in toluene is performed. Toluene is
used as a solvent simply due to the fact that the films formed on the magnetic
particles are relatively stable compared to those formed from water as shown in
Section 6.4.2. The silanized films on silica-coated magnetic particles were charac-
terized by XPS, DRIFTS, zeta-potential measurements, leaching test, and thermal
gravimetric analysis (TGA) as well-documented in literature [48]. It is found that
the silanized films on silica-coated magnetic particles were more stable in acid
solution than on bare magnetic particles, but both unstable in alkaline solutions.

Copper loading on the silanized silica-coated magnetic particles of reactive
amine groups is shown in Fig. 6.15. For comparison, copper loading on silica-
coated magnetic particles is also shown in this figure. It is evident that at a given
pH 5.3, copper can be removed effectively from low concentration solutions (e.g.,
100% removal from a 12 ppm solution). With increasing initial copper ion
concentrations, the copper removal efficiency decreases as copper loading
approaches the capacity limit of about 0.18 mmol of Cu per gram of particles.
In contrast, the copper loading on the silica-coated magnetic particles is signifi-
cantly lower than that on the silanized particles, suggesting the important role of
reactive amine groups in this application. It should be noted that the metal ion
loading is pH-dependent. The protonation of amino groups and detachment of
silane-coupling agents are both influenced by pH, thus they will affect metal ion
adsorption. In addition, various metal ions such as copper and zinc showed
different loading performance, leading to selective adsorption and removal/
recovery of various metals. This is demonstrated in our previous publication [48].

6.5.2.2 Stripping of Metal Ions and Recycling of Magnetic Sorbents

Stripping of metal ions from loaded magnetic particles is a major step for the
subsequent recovery of metals by electrowinning, while the recycling of magnetic
particles is a necessary step to offset the high price ofmagnetic sorbents by lowering
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the cost in industrial applications. Many methods such as acid washing, EDTA

(ethylenediamine tetraacetate) extraction, and electrowinning can be used to strip-

off metal ions from loaded magnetic sorbents. An ideal method would detach

metal ions effectively while maintaining maximum reactivity of magnetic sorbents.
The results of the stripping tests using nitric acid (0.01 M) are shown in

Fig. 6.16. The amount of copper detached vs the amount of copper loaded

Fig. 6.16 The amount of copper detached vs the amount of copper loaded

Fig. 6.15 Copper loading on and removal from APTES silanized on silica-coated g-Fe2O3

particles, in comparison to silica-coated g-Fe2O3 particles at loading pH 5.3
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exhibits a linear relation with the line passing through the origin of the coordi-
nate and a slope of 1, indicating the complete detaching of loaded copper ions.
The mechanism of copper detachment by acid washing seems similar to that in
the regeneration of exhausted ion-exchange resins often used in wastewater
management. The detachment is most likely accomplished by ion exchange due
to the high chemical potential of hydrogen ions in acidic solutions, which
compete with copper ions for amino groups on magnetic sorbents.

After stripping off metal ions, the recycled magnetic carriers were character-
ized by XPS, DRIFTS, zeta-potential measurements, and the copper loading
test to determine the density and reactivity of silanized films remained on
magnetic sorbents. The results from the analysis all indicate a partial detach-
ment of immobilized silanes from the surface after acid stripping. Moreover, in
DRIFTS the band at 1,580 cm�1 for amino groups onmagnetic sorbents shifted
to 1,615 cm�1 after copper loading, indicating the amino groups reacted with
copper ions. However, after detachment a new band at 1,711 cm�1 appeared,
which is attributed to oxidization of amines, possibly imides which have little
affinity to copper [132], thus reducing the reactivity of magnetic sorbents with
copper in the following reloading test.

Considering that amino groups are susceptible to oxidation [133], using
EDTA to extract loaded copper from magnetic sorbents may be beneficial.
The minimal breakage of siloxane bonds, and hence the detachment of APTES
films from the magnetic sorbents are anticipated. Therefore, using EDTA or
similar complexing reagent to detach metal ions from loaded magnetic sorbents
is worth exploring.

6.5.3 Poly(1-vinylimidazole)-Grafting on Magnetic Nanoparticles

Grafting of silane-terminated polymers on silica via chemical siloxane bonds
has been reported in a number of studies [134, 135, 136]. In this study [137],
a newly synthesized poly(1-vinylimidazole) with trimethoxysilyl terminal
groups is chemically anchored (grafted) on nanosize maghemite particles.
Poly(1-vinylimidazole) is chosen to graft on nanosize magnetic particles, as the
resultant organic–inorganic hybrid magnetic materials are anticipated to expand
the sorbent-based separation technology to amultiphase complex system, ranging
from biological cell sorting to industrial effluent detoxification and recovery
of valuables. Poly(1-vinylimidazole) can form complexes with such metal ions as
Cu-(II) [138], Zn(II) [139], Cd(II) [140], Ag(I) [141], and Hg(II) [142].

Figure 6.17 shows schematically the preparation procedure and the
resulting configuration of grafted polymers (thick lines) with bond metals
(M). Compared with the polymer-coating method, the polymer-grafting (direct
silanation) method offers a number of distinct advantages. First, particle size
shows little effect on polymer immobilization. Polymer chains immobilized on
magnetic particles would remain flexible. Polymer-grafted magnetic particles
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can be used in good solvents of the polymer. Finally, the method is applicable to

many kinds of polymers.
Poly(1-vinylimidazole) with a terminal trimethoxysilyl group (Imn) was prepared

by telomerization of 1-vinylimidazole with 3-mercaptopropyltrimethoxysilane. The
average degree of polymerization, n, is 18, as determined by 1H NMR. The
DRIFTS measurement combined with elemental and TGA showed that immobi-
lization of the synthesized polymer onto magnetic nanoparticles through siloxane
bonds (Mag-Im18) was successful. TheMag-Im18waswell-dispersed inwater and in

organic solvents such as methanol, ethanol, and chloroform. TEM micrograph
confirms that the original size and shape of the particles were retained after Im18-
grafting. The grafted polymer is stable over a wide solution pH range from 3.5 to
10.0, so Mag-Im18 can be used in a wide range of aqueous environments.

The removal of various metal ions from aqueous solutions is possible by using
the Mag-Im18 as a collector. Figure 6.18 shows the removal efficiency of Cu2+,
Ni2+, and Co2+ from their bulk solutions. The order of removal efficiency of the

metal ions by Mag-Im18 was found to be Cu2+ > Ni2+ > Co2+. A loading
capacity of 0.11 mmol/g at pH 5.3 was determined for copper. This capacity
corresponds to a one-quarter amount of imidazolyl groups on the particles
(0.44 mmol/g). This observation suggests a preferred coordination number of 4

Fig. 6.17 Synthesis of poly(1-vinylimidazole) (A) and schematic illustration of polymer-
grafted magnetic particles (B)
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for Cu2+ to complex with imidazolyl groups and confirms that the imidazolyl

groups on the flexible polymer chain are effective at capturing copper ions.
Selective removal of metal ions from aqueous solutions was evaluated by

loading tests from amixture of Cu2+/Co2+ solutions. In this set of experiments,

the initial concentration of Cu2+ andCo2+was fixed at 0.157mmol/L (10 ppm)

and 0.170 mmol/L (10 ppm), respectively. As shown in Fig. 6.19, the removal

Fig. 6.19 Removal efficiencies of Cu2+ and Co2+ by MagIm18 from a mixture of Cu2+/Co2+

solution. Metal ion solution/Mag-Im18 = 10 mL/10 mg at initial [Cu2+] and [Co2+] concentration
of 0.157 and 0.170 mmol/L, respectively

Fig. 6.18 Removal efficiency of Cu2+, Ni2+ and Co2+ by, and loading capacity of Cu2+ on
Mag-Im18. Metal ion solution/Mag-Im18 = 10 mL/10 mg at initial solution pH 5.3
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efficiency for Cu2+ increased with increasing solution pH. The adsorption of
copper ions on Mag-Im18 is not significant below pH 3. The competitive
adsorption of hydrogen ions with metal ions for imidazolyl groups at low pH
values accounts for the observed low removal efficiency. Since the imidazolyl
groups are most likely protonated at a low pH, the magnetic particles are
positively charged, resulting in a strong electrostatic repulsive force between
the poly(1-vinylimidazole) on the magnetic particles and positively charged
metal ions. This long-range repulsive force also contributes to the observed
low copper removal efficiency at solution pH below 3. On the other hand, Co2+

cannot be removed by Mag-Im18 over the entire pH range studied. The Mag-
Im18 showed an effective and selective separation of Cu2+ from a mixture of
Cu2+ and Co2+ solution. Given the wide selection of polymer functionality,
polymer-grafted magnetic particles can provide vast potential applications.

6.5.4 Functionalized Mesoporous Silica-Coated Magnetic
Particles

6.5.4.1 Separation of Transition Metals

Cupric ion adsorption tests were performed on magnetic composite particles
with varying surface treatments. To illustrate the role of molecular templating
in synthesis of the silica coating and subsequent capture of target species, the
results obtained with the micrometer-sized magnetite coated with silica under
the identical conditions but without templating are included for comparison.

From the results shown in Fig. 6.20, the following general conclusions can be
made: (1) The capability of the particles to capture copper ions increased when
mesoporous films were formed on the magnetite particles to produce a higher
specific surface area (curves (b) and (d) are higher than curves (a) and (c),
respectively). (2) Surface functionalization with amine groups by silanation
increased the capability of the particles to capture metal ions, arisen from a
stronger chemical affinity of the immobilized amine groups for copper ions
(curves (c) and (d) are higher than curves (a) and (b), respectively). (3) The
functionalized mesoporous surfaces showed the highest loading capacity for
copper ions (curve (d)), suitable for detoxification or recovery of copper ions
from industrial effluents.

Mesoporous magnetic particles functionalized with APTES were tested to
determine the loadings of other soluble heavy metals. The extractability of
soluble metals was examined by adding 50 mg of particles to 25-mL samples
of aqueous solutions, each containing 0.5 mmol/L Cu2+, Zn2+, and/or Ni2+

ions. In this set of tests, the solution pH varied from 2 to 6. The upper pH limit
was set at 6 to avoid precipitation of metal hydroxides, which would complicate
the interpretation of results.

Figure 6.21A shows the loading distribution coefficients, Kd, of different metal
ions from the corresponding single element solutions as a function of the equilibrium
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solution pH. The extractability obtained at pH < 6 was found to be in the order
Cu2+ > Ni2+ > Zn2+. The distribution coefficient for each metal is relatively low
for pH< 2. At such a low pH, excess H+ ions compete with metal ions for binding
with surface amino groups, resulting in a low metal ion loading capacity [48]. From
the results in this figure, a selective loading of copper ions over nickel and zinc is
anticipated. The selective loading was confirmed with loading tests in a solution
containing all three of these types of heavy metal ions. The distribution coefficient
(Kd) obtained as a function of pH in Fig. 6.21B shows that the extractability of the

Fig. 6.20 (A) Distribution and (B) adsorption isotherms of copper ions on different magnetic
particles as a function of copper concentration: (a) Fe3O4 coated with silica without templat-
ing, (b) mesoporous-Fe3O4, (c) Fe3O4 coated with silica without templating but silanized by 3-
APTES, and (d) mesoporous-Fe3O4 silanized with 3-APTES
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metal ions from amixture follows the same order as seen in the single-metal systems,
i.e., Cu2+>Ni2+> Zn2+.Metal ion loading increases with increasing pH above 2
up to the limiting pH of 5.2 for copper and zinc, but not for nickel.

6.5.4.2 Stripping and Recycling

The adsorbed metals were successfully desorbed with 1 M aqueous HCl solu-
tions. The mechanism of copper detachment from silanized mesoporous-Fe3O4

particles by acid washing is similar to that explained before [48]. In the reload-
ing test there is a decrease in the loading capacity of the recycled sorbents by
17%. The reasons for the observed decrease in the loading capacity of the
APTES-silanized mesoporous-Fe3O4 particles after acid stripping of the loaded

Fig. 6.21 Loadings of transition metal ions on the amine-terminated mesoporous magnetic
particles as a function of solution pH from (A) single-element solutions; and (B) a solution
containing copper, nickel, and zinc, each at 0.5 mmol/L concentration
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copper remain to be investigated. A similar observation was reported by Liu for
the loading of copper using amine-terminated nano Fe2O3 particles [48]. His
work led to the conclusion that both the protonation/oxidation of amino
groups and some degree of detachment of the silanized APTES films during
acid stripping contributed to the reduced copper reloading efficiency. We
believe that these effects also account for the observations made in the current
study. Since long chain alkyl coupling agent will block the pore, it is not good to
be used in the functionalization of mesoporous surface. We are continuing to
explore other applications of the functionalized mesoporous magnetic particles
and are studying the relevant mechanisms.

The above fundamental study demonstrates the feasibility of using APTES-
silanized mesoporous-Fe3O4 particles in metal recovery and/or removal. The
metal ions loaded on the functionalized mesoporous-Fe3O4 particles can
be detached completely by acid washing. Although the loading capacity of
copper on the recycled mesoporous-Fe3O4 particles is reduced, improving
the stability of the silanized film is anticipated to make the recycling of
silanized mesoporous-Fe3O4 particles feasible in practice. The concept
of using mesoporous-Fe3O4 particles functionalized with reactive amine term-
inal groups for the effective recovery or selective removal of metal ions has thus
been demonstrated.

6.5.4.3 Other Examples of Heavy Metal Removal

It should be noted that other functional groups can be attached onto mesopor-
ous-Fe3O4 particles by a similar scheme. For example, carboxylic acid-termi-
nated mesoporous magnetic sorbents can be readily synthesized following the
same procedures as used for silanation of APTES [143]. Organic functional
groups other than amines are suited to different applications. The surface
tailoring method reported here is foreseen to enable diverse design of surface
properties of mesoporous-Fe3O4 mesoporous materials and could lead to the
synthesis of more advanced nanocomposite particles for industrial and envir-
onmental applications.

Taking functionalization with mercapto-propyl-trimethoxy-silane (MPTS)
through silanation reaction, as an example, the mesoporous magnetic sorbents
showed a strong affinity for mercury in aqueous solutions [144]. The Langmuir
type of isotherm in Fig. 6.22A confirms monolayer adsorption, indicating a
chemisorption mechanism of mercury on functionalized mesoporous magnetite
surfaces. The maximum loading of mercury at pH 2 is 14 mg/g. The distribution
coefficient as a measure of the affinity of an ion exchanger for a particular ion is
a sensitive indicator of the selectivity of the ion exchanger to the particular ion
in the presence of a complex matrix of interfering ions. For a successful
separation, Kd must have a value > 100 mL/g. The result in Fig. 6.22B shows
that the distribution coefficient at pH 2 is well above 100, which confirms the
applicability of this kind ofmesoporousmagnetic particles for mercury removal
from industrial effluents.

6 Magnetic Nanocomposites for Metal Removal from Industrial Effluents 141



6.6 Further Directions

In our group, research and development of novel sorbents are taking directions

for mercury removal from flue gases of coal-fired power plant. Large mercury

adsorption capacity, effective capture, regenerability, and recyclability are a

few features to be considered to reduce mercury emission, control cost, and

recover mercury from coal-burning processes. The preliminary results showed

promising research direction of zeolite-based magnetic sorbents. The research

results will be published separately.
The mesoporous silica coating onmagnetic particles has a well-characterized

surface morphology and can be modified to a wide range of functionality owing

to the presence of active hydroxyl groups. For example, the surface can be tuned

Fig. 6.22 Mercury adsorption by functionalized magnetic sorbents at pH 2: (A) isotherm; and
(B) distribution
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to strongly acidic or alkaline by grafting different functional groups. Thus it can
promise for a wide range of surface catalytic systems with various types of
chemical reactions for industrial, biological, and pharmacological processes.
The industrial processes like flotation, flocculation, and ceramic processing,
etc., which chiefly depend on the nature of the interface, can be controlled by
manipulating surface characteristics. The surface charge and wettability of the
silica-coated magnetite surfaces can also be tuned by the adsorption of surfac-
tants, which can be beneficial for controlling dispersion and flocculation in
various industrial processes. Silica surface can act as a template for the synthesis
of high molecular weight polymers and bio-molecules of medical importance.
Using this template, drug-delivery technique can be developed whereby specific
drugs can be applied directly to localized area thus resulting in an enhanced
remedy without affecting other parts of the body. Photosensitive compounds
adsorbed on silica surface can be subjected to external irradiations and their
reaction mechanisms can be studied in great detail with better profoundness.
Such study can be utilized in developing photo-sensitized chemical machines
which can replace electronic chips and can produce pollution-free micro machi-
neries [145]. With magnetic property, the difficulties in recovery and recycling
for some applications can be overcome.

In addition, co-condensation reactions, introduction of organic moieties
within the silicate framework may increase the flexibility of mesoporous silica
coating. The flexibility in choosing organic, inorganic, or hybrid building
blocks, and combinations of templates allows one to control the materials’
properties and to optimize them for each desired application. Periodic meso-
porous organosilicas (PMOS) were independently initiated by three groups
(Inagaki group [146], Ozin group [147], and Stein group [148]) in 1999. This
category of materials is synthesized using organic molecules having multiple
alkoxysilane groups such as bis(triethoxysilyl)ethane and bis(triethoxysilyl)-
benzene [149]. Unlike in organic functionalized mesoporous silica phases
obtained via grafting or co-condensation procedures the organic groups in
PMOS are direct parts of the 3D framework structure, thus giving raise to
enormous possibilities to turn their chemical and physical properties in desig-
nated ways by varying the structure of the precursors [150]. It is worth to
integrate PMOS with magnetic nanoparticles.

6.7 Conclusion

Magnetic nanocomposites were successfully synthesized by SA. By controlling
the reactivity of functional groups with surface, MHA was anchored onto
g-Fe2O3 surface through chemical bonding between the carboxylic head
group of surfactant and iron on the surface, leaving the thiol or disulfide groups
reactive. The molecular orientation of MHA self-assembled on g-Fe2O3 was
inferred fromXPS, DRIFTS and film flotation. This SA film is resistant to acid
and base attack.
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APTES can be directly silanized onto magnetic particles from water or
toluene solutions and the process is characterized by XPS, IR, and zeta-poten-
tial measurements. APTES films formed on bare magnetic particles from
toluene are relatively stable in acid solution compared to the films formed
from water. Both films are unstable in alkaline solution.

Silica coatings on magnetic particles were achieved by both sol–gel and DLS
process. A uniform but porous silica layer was coated on magnetic particles by
sol–gel process. At low supersaturation level, non-uniform silica coatings were
formed byDLS process. A dense thin silica layer was coated on magnetic particles
by a novel two-step process, i.e., sol–gel followed by DLS coating. The chemical
stability of the two-step silica-coated magnetic particles was increased.

Mesoporous silica coating by a combination of DLS coating and the sol–gel
process with molecular templating on magnetic particles can dramatically
increase the surface area of the final composites. The templating mechanism
and the mesoporous silica-coated magnetic particles were studied by AFM,
DRIFTS, TEM, zeta-potential measurement, and leaching tests. The resultant
particles show paramagnetic property with strong saturation magnetization,
and the silica surface is amenable for various functionalizations.

The magnetic nanocomposite particles functionalized by silanation with
different reactive functional groups, such as –SH, –NH2, and –COOH, have
been proven to be effective for removal or recovery of heavy metal ions such as
Cu2+, Zn2+, Ni2+, Ag+, and Hg2+ from aqueous solutions. Selective separa-
tion of different metal ions can be achieved by controlling the solution pH.
Loaded metal ions on the magnetic particles can be stripped off by acid wash-
ing. Magnetic nanocomposites particles with tailored functional groups have
potential applications in many scientific and technological applications of
different disciplines.
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Chapter 7

Application of Bacterial Swimming

and Chemotaxis for Enhanced Bioremediation

Rajveer Singh and Mira S. Olson

Abstract Contaminated soil and ground water persistently threatens drinking-
water supplies, and is difficult and expensive to remediate. In situ bioremedia-
tion is an effective remediation strategy, but is often limited by inadequate
distribution of bacteria throughout a contaminated region. Bacterial chemo-
taxis describes the ability of bacteria to sense chemical concentration gradients
in their environment, and preferentially swim toward optimal concentrations of
chemicals that are beneficial to their survival. This mechanism may greatly
increase the efficiency of ground-water remediation technologies by enhancing
bacterial mixing within contaminated zones. Many of the native soil-inhabiting
bacteria that degrade common environmental pollutants also exhibit chemo-
taxis toward these compounds. In this paper, we present a review of bacterial
chemotaxis to recalcitrant ground-water contaminants, including relevant tech-
niques for mathematically quantifying chemotaxis, and propose improvements
to field-scale bioremediationmethods using chemotactic bacteria. By exploiting
the degradative and chemotactic properties of bacteria, we can potentially
improve both the economics and the efficiency of in situ bioremediation.

Keywords Chemotaxis � bioremediation � ground water

7.1 Background

Ground water is an invaluable national resource. Over half of the U.S. popula-
tion relies on ground water as a source of drinking water [1]. Release of recalci-
trant pollutants in industrial effluents and their continued contamination of
ground water is therefore a major threat to our drinking-water supplies. Con-
taminated ground water is difficult to characterize and remediate, often requiring
decades of treatment and monitoring [2]. Recognizing the prohibitively high cost
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and impracticality of fully removing all trapped contaminant sources [3],
researches have explored in situ bioremediation and biological stabilization as
safe and efficient alternatives to physicochemical remediation strategies [4, 5].
Bioremediation refers tomineralization and/or transformation of pollutants into
less harmful compounds via microbial degradation [6]. Quantification of advec-
tive and dispersive transport of bacteria and contaminants in the subsurface, and
characterization of biochemical reactions involved in pollutant biodegradation,
have been major areas of research in the past few decades. The roles of enzymes
and genes in biodegradation are now relatively well understood. Current research
efforts are focused on identifying additional features of bacterial behavior that
may help enhance the rate of biodegradation [7]. Bacterial chemotaxis, a directed
movement toward or away from chemicals (energy sources), is one such beha-
vioral response that has the potential to enhance in situ bioremediation [7].

Chemotaxis may be applied to current technologies in bioaugmentation,
monitored natural attenuation (MNA) and contaminant containment to
improve overall remediation efficiency. Bioremediation is often limited by
inadequate distribution of bacteria in regions favorable for pollutant degrada-
tion. For example, contaminants trapped in low-permeability pockets within
the subsurface are persistent sources of long-term contamination in the envir-
onment; chemotaxis enables bacteria to locate, penetrate, and remediate these
pollutant sources.While high concentrations of many environmental pollutants
can be toxic, bacteria are able to degrade them at lower concentrations. Direc-
ted migration away from toxic hot spots toward lower peripheral chemical
concentrations maximizes biodegradation efficiency by removing bacteria
from high contaminant concentrations that inhibit growth and degradation
and allowing them to accumulate in niches optimal for growth andmetabolism.
Chemotaxis has the potential to significantly improve in situ bioremediation
processes; however, in order to apply this emerging technology to site remedia-
tion plans it is important that we optimize the unique transport processes that
facilitate bacterial chemotaxis. This chapter presents a review of current litera-
ture on bacterial chemotaxis toward environmental pollutants, describes the
specific assays available to quantify chemotactic transport parameters, and
provides recommendations on how chemotaxis may be exploited to improve
field-scale applications of in situ ground-water bioremediation.

7.2 Bacterial Chemotaxis

The ability of bacteria to sense and respond to chemical gradients in their
surroundings and to direct their migration either toward or away from increas-
ing concentrations of chemicals is known as chemotaxis [5, 8]. Bacterial migra-
tion toward and away from chemicals helps bacteria navigate to niches that are
optimal for their growth and survival [5] and is termed positive and negative
chemotaxis, respectively. Generally, chemicals that attract bacteria as sources
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of carbon and/or energy are termed chemoattractants for those specific bac-

teria. Similarly, chemorepellents repel certain bacteria and are often toxic [5].

Recently, it has been reported that chemical contaminants that are readily

degraded at low concentrations are toxic to bacteria above certain concentra-

tion thresholds [9, 10]. In such cases, a chemical can act both as a chemoat-

tractant (at low concentrations) and a chemorepellent (at high concentrations)

for the same bacterial strain.

7.2.1 Why Microorganisms Pose Chemotaxis

Responding to changes in the environment is a fundamental property of living

cells and is of prime importance to single-cell microorganisms as they interact

with their changing environment [5]. Through evolution, microorganisms have

developed mechanisms that help them regulate their cellular mechanisms to

changing environments [11]. Chemotaxis is an advantageous behavior selected

by bacteria that has probably evolved as a result of bacterial pursuit of energy

sources. It has been observed that numerous bacteria develop the ability to

respond chemotactically to certain chemicals when they are grown under spe-

cific carbon and energy source conditions. Childers et al. [12] report that growth

of flagella and pili, appendages responsible for chemotactic movement of

bacteria, takes place on the surface of Geobacter metallireducens cells only

when cells are grown under insoluble electron acceptor conditions. In contrast,

cells grown in the presence of soluble substrates are neither chemotactic nor do

they develop flagella and pili. They concluded that chemotaxis enables bacteria

to establish contact with insoluble electron acceptors. Pandey and Jain [5]

suggest that bacteria developed taxis, including chemotaxis, aerotaxis and

phototaxis, over time as naturally available energy sources became limited.

Introduction of anthropogenic pollutants into the environment, along with

increased competition for natural resources, may have given bacteria the ability

to respond to and degrade these chemical pollutants as sources of carbon and

energy.

7.2.2 Molecular Mechanisms of Chemotaxis

In a uniform environment, bacteria swim in a randommigration, which consists

of relatively straight swimming, interrupted by tumbling events that change the

swimming direction. This alternating series of runs and tumbles is governed by

the direction of flagellar rotation. The overall bacterial motion results in a 3D

random walk which is somewhat analogous to diffusion of gas molecules [8]. In

the presence of chemical gradients in the surroundingmedium, bacteria lengthen/

shorten their run length between two consecutive tumbling movements; in other
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words, they change their tumbling frequency depending on the presence of
chemical stimuli.

Cell communication with their environment consists of complex extracellu-
lar signal reception and intracellular signal transduction mechanisms. A simple
mechanism for Escherichia coli chemotaxis toward amino acids and sugars is
described by Parales and Harwood [7]. E. coli are able to sense and respond to
changes in their environment through surface receptor molecules called methyl-
accepting chemotaxis proteins (MCPs) [8]. These MCPs embedded in the
plasma membrane usually bind the attractant molecules. Upon binding, this
activates intracellular signaling proteins which in turn alter the function of
the effector [13]. This signal transudation mechanism results in a change in
the direction of the flagellar rotation and is manifested as chemotaxis [7]. The
chemotactic machinery of E. coli consists of five MCPs and six chemotactic
proteins [7]. Complex signaling systems are found in many other chemotactic
species with multiple sets of chemotactic genes. For example, 25 or more MCPs
are found inPseudomonas putida [7]. It is argued that despite these complexities,
the fundamental mechanism of signal reception and transduction is similar in
all species [14].

7.3 Random Motility and Chemotaxis Assays

Anumber of assays have been developed to evaluate the role of randommotility
and chemotaxis in bacterial transport. These assays can be divided into two
general groups: single-cell and population-scale studies. A comparative study of
bacterial random motility and chemotaxis quantification assays is presented by
Lewus and Ford [15]. In this section, we describe experimental techniques
for measuring and quantifying bacterial random motility and chemotaxis to
specific chemoattractants.

7.3.1 Capillary Assay

This method was first introduced byAdler [16, 17] and has since been repeatedly
modified to enable quantitative evaluation of chemotaxis. A typical capillary
assay consists of amicrocapillary tube filled with attractant and placed in a pool
of motile bacteria at one end and sealed at the other (Fig. 7.1A).Motile bacteria
respond to the chemical gradient formed as a result of diffusion into the pool
and swim upgradient into the tube. The tube is removed after a pre-specified
time interval and cells accumulated inside the tube are enumerated to quantify
chemotaxis. A cloud of bacterial accumulation can also be observed micro-
scopically around the mouth of the capillary for qualitative observation.
Random motility can be quantified using similar experiments without a chemi-
cal attractant. Mathematical expressions for deriving quantitative expressions
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Fig. 7.1 Bacterial random motility and chemotaxis assays. Capillary assay (Panel A): Attrac-
tant, placed in capillary tube diffuses out into pool of motile bacteria and results into formation
of chemical gradient. Bacteria sense and respond to this gradient and swim upgradient into the
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of random motility and chemotaxis from capillary assay data will be described
in Section 7.4.

Capillary assays are relatively easy to perform and have been widely used for
quantitative evaluation of chemotaxis. However, data obtained from this
method is not useful for relating population behavior to intrinsic cell para-
meters [18].Mathematical models account for variability in setup geometry, but
since flow patterns at the mouth of the capillary are complex, such models are
based on simplified boundary conditions. This method is particularly suitable
for testing chemotaxis of sparingly soluble compounds, such as naphthalene [7].

7.3.2 Stopped-Flow Diffusion Chamber (SFDC) Assay

Figure 7.1B represents an experimental design for the SFDC introduced by Ford
et al. [18] for quantification of bacterial random motility and chemotaxis. This
assay is based on the principle that two liquid streams, with different chemoat-
tractant or chemorepellent concentrations, intersect via impinging flow to form a
step change in chemical concentration. Chemotactic bacteria respond either posi-
tively or negatively to the chemical gradient. This assay overcomes limitations of
the capillary assay by providing a well-characterized chemical concentration
gradient.

Briefly, bacteria that are uniformly distributed in the SFDC respond to a
chemical gradient induced by an initial step change in attractant concentration
and migrate toward optimal concentrations, resulting in a moving bacterial
band as time progresses (Fig. 7.1B). Light scattering microscopy is used to

Fig. 7.1 (continued) capillary tube that can be counted to quantify bacterial chemotaxis.
Bacterial accumulation at the mouth of capillary can also be observed under microscope.
SFDC assay (Panel B): Impinging flow is achieved by introducing two bacterial suspensions,
which differ in attractant concentration, into a channel formed between two microscopic
slides. After flow is stopped, temporal bacterial moving bands are imaged with light scattering
microscope and are converted into bacterial density vs spatial plots to quantify bacterial
chemotaxis. Agarose plug assay (Panel C): attractant is mixed with melted agarose plug and is
placed in the middle of a chamber formed by using cover slip and plastic strips at the top of a
microscopic slide. Bacterial suspension is flooded into chamber. Chemotactic band can be
visualized under microscope. Swarm plate assay (Panel D): Attractant mixed with growth
medium is poured into a Petri dish. Motile bacteria are stabbed in the middle. A sharp
chemotactic band moving outward from inoculation point can be observed (plate on left
side) in comparison to blank (plate on right side) which did not have any attractant with
growth medium. Tracking microscope assay (Panel E): Individual bacterium random walk is
tracked with tracking microscope to determine average run length and turn angle which in
turn are used to calculate the randommotility and chemotactic sensitivity coefficients. [Note:
Pictures in Panels A, B, C (partially) D and E are adopted from Parales and Harwood (2002),
Ford et al. (1991) and Lewus and Ford (2001), Parales et al. (2000), Samanta et al. (2000) and
Ford and Harvey (2007), respectively.] Pictures in Panel B reprinted with permission of
Wiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc.
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detect moving bacterial bands. For random motility quantification, similar
experiments can be performed with no chemoattractant.

Temporal bacterial concentration profiles can be obtained from digitized
images and transformed into dimensionless bacterial concentration versus
position plots (Fig. 7.1B). The area under the crest or above the trough repre-
sents bacterial concentration and is proportional to the number of migrated
bacteria. Ford et al. [18] show that the area above the trough is linearly
proportional to the square root of time. The following expression can be used
to determine the random motility coefficient [15]:

b0
2

ffiffiffiffiffiffiffiffiffi
4�0t

p

r
¼ Aexp (7:1)

where b0 is initial bacterial concentration in the injected solution, m0 is the random
motility coefficient, t is elapsed time, and Aexp is the experimentally determined
area under the bacterial concentration versus position curve. The random moti-
lity coefficient can be calculated using slope of the Aexp/b0 versus t curve and Eq.
(7.1). A detailed procedure for determining chemotaxis parameters is provided by
Lewus and Ford [15]. One of the main advantages of using this method is that it
provides well-defined boundary conditions for attractant and bacterial concen-
trations in both spatial and temporal coordinates, and ease in mathematical
analysis of experimentally obtained data. In addition, the initial chemical con-
centration is easily adjusted, enabling controlled studies of the chemotactic
response at varying contaminant concentrations. The SFDC has been used to
confirm that P. putida F1 exhibits both positive and negative chemotaxis toward
benzene at low and high chemical concentrations, respectively.

7.3.3 Agarose Plug Assay

The agarose-in-plug bridge method was first developed by Yu and Alam [19]
for studying chemotaxis. In this method, an attractant or repellent is mixed
with low-melting temperature agarose and a drop of mixture is placed on
the top of a microscope slide. A cover slip supported by plastic strips at
both ends is placed on top to form a chamber around the agarose plug
(Fig. 7.1C). A bacterial suspension is flooded into the chamber around the
plug. A characteristic chemotactic band of bacterial accumulation is visua-
lized surrounding the plug—a small distance from its edge—using light scat-
tering microscopy. The limitation of this method is its poorly defined
boundary conditions due to variability in the shape of the plug, making it
difficult to model mathematically. This method has been used for toluene [20]
and TCE [20, 21], and is particularly useful for volatile compounds, as the
system is partially closed and therefore minimizes volatilization losses of the
chemical [7].
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7.3.4 Swarm Plate Assay

This qualitativemethod is based onmetabolism of an attractant.A carbon source

(attractant) is mixed with low percentage agar media (generally 0.3% [7]) and
poured in a petri dish. Bacteria are stabbed in the middle of the petri dish and

incubated. A sharp chemotactic band of bacteria growing outward is visualized in
the petri dish as a result of attractant metabolization and the resultant concen-

tration gradient (Fig. 7.1D). This method is well suited for identification of
chemotactic bacteria and is widely used for enrichment of chemotactic mutants

[7, 22, 23, 24, 25]. However, as metabolism is a primary requirement, this method
is limited to testing chemotaxis of metabolizable chemoattractants [7].

7.3.5 Drop Assay

Similar to the swarm plate assay, this method is also based on population-scale

imaging and may be used to study bacterial responses to both chemoattractants
and chemorepellents. Chemotactic bacteria are suspended in a drop assay agar

consisting of bacto-agar (0.3%) and a carbon source (1 mM glucose, for
example) [25], and poured into a petri dish. The chemotactic response is

determined by placing an attractant/repellent in the center of the petri dish,
incubating, and observing the characteristic chemotactic band formed sur-

rounding the drop.

7.3.6 Three-Dimensional Tracking Microscopy

In addition to the population-based assays described above, individual cell
tracking assays for evaluating random motility and chemotaxis are also

described in the literature [15, 18, 26], and are based on a three-dimensional
tracking microscope developed by Berg [27]. This method consists of character-

izing the 3D random walk, described earlier in Section 2.2, of individual
bacteria (Fig. 7.1E). The parameters of interest are average run length (l),
average run time (�), and average turn angle (�) of the bacteria. The following
mathematical relationship, derived by Lovely and Dahlquist [26] and based on

statistical analysis of individual cell-based parameters, can be used to calculate
a population-based random motility coefficient.

�0 ¼
lv
3

1

1� cos�
(7:2)

where v is the average chemotactic velocity and can be calculated from the
average run length and average run time.
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7.3.7 Chemotactic Index (C.I.)

A chemotaxis index parameter has been reported [25] to compare the chemo-
tactic response of different species to the same attractant. In a capillary assay
experiment, C.I. is defined as the ratio of the number of cells accumulated in the
capillary with attractant to that in the control.

7.4 Chemotaxis Transport Parameters

To evaluate the potential applicability of chemotaxis to in situ bioremediation of
environmental pollutants in soil and ground water, it is important to quantify this
process in terms of quantifiable chemotactic transport parameters that can be
directly incorporated into comprehensive bacterial fate and transport models.
Ford andHarvey [8] have recently presented a systematic approach for quantifica-
tion of these response parameters for laboratory-scale studies. This section pre-
sents a review of the transport parameters commonly reported in the literature.

7.4.1 Chemotaxis Sensitivity Coefficient (�0)

The chemotactic sensitivity coefficient, �0 is an intrinsic cell population-based
parameter that theoretically relates the individual swimming behavior of a
bacterium to the resulting migration of the bacterial population [28]. This
parameter accounts for the mechanism by which bacteria respond to chemical
gradients. Ford and Lauffenburger [28] derived the following analytical expres-
sion for determining the chemotactic sensitivity coefficient for commonly used
capillary assay experiments:

�0 ¼
ffiffiffiffiffiffiffiffiffi
D�0

p ð1þ C0Þ2

ðC1 � C0Þ
N

NRM
� 1

� �
(7:3)

where D is attractant diffusivity; C0 and C1 are normalized attractant concen-
trations at the mouth and far end of the capillary, respectively. Concentrations
are normalized by the chemotaxis receptor constant, Kd (defined later); N and
NRM are numbers of cells accumulated in the capillary in the presence and
absence of chemoattractant, respectively; and m0 is the cell random motility
coefficient derived by Segel et al. [29]:

�0 ¼
p
4t

NRM

pr2bc

� �2

(7:4)

whereNRM is the number of cells accumulated in a capillary of radius r at time t
and bc is the initial bacterial cell concentration in the chamber.
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Generally, the chemotactic sensitivity parameter is less directly quantified

compared with other model parameters in bacterial transport models, and is

therefore often determined as a fitted parameter. A higher value of �0 represents
greater chemotactic response and thus results in more cell accumulation for

similar concentrations of chemoattractants. Chemotactic sensitivity has units of

distance2/time (e.g., cm2/s). A comparative list of bacterial random motility and

chemotactic sensitivity coefficients for different bacterial species–chemoattractant

combinations under various experimental condition is given in Table 7.1.

7.4.2 Chemotaxis Receptor Constant (Kd)

Chemoreceptor half-saturation constant and chemoreceptor binding constant

are terms that are used interchangeably in the literature for the chemotaxis

receptor constant, Kd. This parameter represents the propensity of bacteria to

bind the attractant and characterizes the binding between attractant molecule

and cell surface receptors, which are responsible for sensing concentration

gradients in the surroundings. The value of this parameter corresponds to an

optimal chemoattractant concentration, where bacteria elicit the strongest

chemotactic response, and hence has units of concentrations (e.g. mM). This

parameter is generally determined from dose–response curves, but can also be

determined as a best fitted model parameter [21].

Table 7.1 Reported random motility and chemotactic sensitivity coefficients for bacteria
under various experimental conditions

Bacterial
strain

Chemoattractant Random
motility
coefficient
(� 10–6 cm2/s)

Chemotactic
sensitivity
coefficient
(� 10–4 cm2/s)

Experimental
condition

Reference

P. putida
F1

TCE 0.15 0.08 Glass-coated
polystyrene
(250 mm
diameter)

[21]

P. putida
G7

Naphthalene 0.32 0.72– 0.14

1.3

Bulk liquid

Saturated beads
(50 mm)

[44]

[31]

P. putida
PR2000

3-Chloro
benzene

35 – 2

0.7
1.6
3.1

1.9 – 0.7 Bulk liquid
quartz sand of
diameter:

81 mm
194 mm
326 mm

[48]
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7.4.3 Chemotactic Velocity (vc)

The chemotactic velocity, vc is defined as an advective transport property and is
a function of bacterial species, chemoattractant concentration, and chemoat-
tractant concentration gradient. The following mathematical expression is
commonly used for describing chemotactic velocity in shallow gradients [30]

vc ¼
�0

3

Kd

ðKd þ CÞ2
dC

dx
(7:5)

for a one-dimensional system, where C is chemoattractant concentration and x
is the spatial coordinate. There may exist a critical chemoattractant concentra-
tion, Ct below which no chemotactic response is elicited. Considering this fact,
we suggest the following mathematical expression could be useful in calculating
chemotactic velocity at low attractant concentrations:

vc ¼ �ðC� CtÞ
�0

3

Kd

ðKd þ CÞ2
dC

dx
(7:6)

where �ðCÞ is a Heaviside step function, the value of which is given by,

�ðC� CtÞ ¼
0;C5Ct

1;C � Ct

�
(7:7)

The chemotactic velocity parameter is directly incorporated into bacterial
transport models as an advective velocity term to account for bacterial trans-
port due to chemotaxis.

7.4.4 Chemotactic Bacterial Transport Models

Mathematical models describing bacterial transport are modified to account
for chemotaxis in porous media. One such model given by Pedit et al. [31] and
Olson et al. [32] is based on amaterial balance for bacteria and chemoattractant
in one dimension and can be represented as:

R
@b

@t
¼ � @ðbvxÞ

@x
þDb

@2b

@x2
� @ðbvcÞ

@x
þ Y

qmC

Cþ ks
b� kdb (7:8)

and,

R
@C

@t
¼ � @ðCvxÞ

@x
þDc

@2C

@x2
� qmC

Cþ ks
b (7:9)
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where b is bacterial concentration, C is chemoattractant concentration, R is the
retardation factor, vx is the advective ground-water velocity, vc is the chemo-
tactic velocity, Y is the yield coefficient, qm is the maximum chemoattractant
utilization rate, ks is the half-saturation constant, kd is the bacterial decay rate, t
is time, and x is the spatial coordinate in the direction of ground-water flow.Db

andDc represent the longitudinal bacterial and chemical dispersion coefficients,
respectively, and are given by:

Db ¼ �vx þ
�eff
"

(7:10)

and

Dc ¼ �vx þ
Deff

"
(7:11)

where� is the longitudinal dispersivity, e is porosity, �eff is the effective bacterial
motility coefficient in porous media, and Deff is the effective diffusion coeffi-
cient of the chemoattractant.

7.5 Review of Bacterial Chemotaxis Toward

Environmental Pollutants

Various natural and anthropogenic activities have led to the expulsion of simple
and polycyclic aromatic hydrocarbons (PAHs), nitroaromatic compounds
(NACs) and chlorinated compounds into the environment [24]. Although the
biodegradability of many of these compounds has been studied, bacterial
chemotaxis toward environmental pollutants, which may be used to enhance
remediation rates, has received relatively little attention [5]. Recently, a number
of soil inhibiting bacteria were found to be chemotactic toward a variety of
environmental pollutants and have been extensively reviewed by Pandey and
Jain [5] and Parales and Harwood [7]. In several studies [5, 7, 20, 23, 25, 33], a
direct or indirect correlation between chemotaxis and biodegradation has been
reported and it is speculated that chemotaxis may potentially enhance biore-
mediation of contaminated soil and ground water. A comprehensive list of
environmental pollutants and the identified bacterial strains that exhibit che-
motaxis toward them is presented in Table 7.2.

7.5.1 Chemotaxis Toward Simple Aromatic Compounds

A large number of simple aromatic compounds are environmental pollutants,
including benzene and toluene. Petroleum products, asphalt, coal tar, creosote,
and incomplete combustion of fossil fuel are the major sources of these
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compounds [6]. As a result of human activities in the extraction, transportation,
refinement, and use of petroleum, these compounds have become serious environ-
mental threats [7].Due to their simple structure,mineralizationof these compounds
is relatively easy and thereby favorable for biodegradation. A number of soil
bacteria, Pseudomonas sp., Ralstonia sp., Burkholderia sp. and Rhizobium sp., for
example, exhibit chemotaxis toward aromatic hydrocarbons (Table 7.2). Chemo-
taxis can play an important role in biodegradation of these compounds by bringing
degrading bacteria closer to sites that are contaminated with these pollutants.

7.5.2 Chemotaxis Toward Polycyclic Aromatic
Hydrocarbons (PAHs)

PAHs are compounds that consist of two or more aromatic rings. Naphthalene,
one of the most prevalent groundwater contaminants at sites contaminated
with PAHs [34], is relatively easily degraded and is often used as a model
compound in degradation studies of PAHs. A number of bacterial strains are
chemotactic toward naphthalene, including P. putida G7, Pseudomonas sp.
strain NCIB 9816-4 andP. putidaRK J1 (Table 7.2). The chemotactic responses
in G7 and NCIB 9816-4 species were induced when grown with naphthalene
itself [35], whereas in RK J1 species, the response was induced by growing on
salicylate [36]. The naphthalene chemoreceptor, NahY (an MCP), is encoded
downstream of the naphthalene catabolic genes on the NAH7 plasmid [7].
Pandey and Jain [5] suggest that chemotaxis toward naphthalene and/or sali-
cylate might be due to a change in cellular energy levels due to metabolism of
these compounds and/or because of intracellular receptors that recognize such
contaminants or their degradation intermediates.

7.5.3 Chemotaxis Toward Nitroaromatic Compounds (NACs)

NACs are man-made pollutants and are difficult to degrade. They are generally
used as pesticides, herbicidal dyes, and explosives. Once released into the
environment, NACs undergo complex physical, chemical, and biological
changes resulting in harmful and toxic byproducts [25, 37]. Samanta et al. [25]
isolated Ralstonia sp. SJ98 from pesticide-contaminated soil using the drop
assay technique. Strain SJ98 is chemotactic toward a large number of NACs
and subsequently degrades them bymetabolism [22, 25] and co-metabolism [24]
(Table 7.2). Bhushan et al. [33] reported chemotaxis-mediated biodegradation
of cyclic nitramine explosives by an obligate anaerobic bacterium Clostridium
sp. strain EDB2 (Table 7.2), which they isolated from marine sediments.

On the contrary, a number of other compounds such as p-nitroaniline, 2,3-
dinitrotoluene, naphthalene, phenanthrene, and salicylic acid, were neither
biodegradable nor chemoattractants for strain SJ98 [25]. These results further
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reinforce the hypothesis that a correlation between chemotaxis and biodegra-
dation exists.

7.5.4 Chemotaxis Toward Chlorinated Compounds

Both aliphatic and aromatic chlorinated hydrocarbons are of growing concern
in the environment due to their abundant use as herbicides, pesticides, and
solvents in various industries [38]. Dichloroethylene (DCE), trichloroethylene
(TCE) and perchloroethylene (PCE) are common pollutants in the environment
and most of them are recalcitrant to biodegradation [38].

Some bacterial strains that are chemotactic toward chlorinated compounds
have been isolated for the biodegradation of chlorinated compounds (Table 7.2).
A chemotactic response toward 2,4-dichlorophenoxyacetate (2,4-D) is induced in
R. eutropha JMP123(pJP4) when grown on 2,4-D, which encodes the pJP4
plasmid containing genes for 2,4-D degradation [5]. P. putida PRS2000 exhibits
chemotaxis to 3- and 4-chlorobenzoate, when induced with 4-hydroxybenzoate
[38, 39].P. putidaF1, grown on toluene, is chemotactic toward TCE, DCE, PCE,
and other chlorinated compounds [20].

A review of the molecular basis of chemotaxis toward different pollutants
indicates that chemoreceptor genes are located within biodegradation gene
clusters and are coordinately regulated with these genes [5, 7]. In cases, where
the chemoreceptor has not yet been identified, chemotaxis toward different
pollutants is induced by growing on the pollutant itself or one of its metabo-
lites, which likely encodes the necessary chemoreceptors. Thus, it has been
speculated that chemotaxis may be an integral feature of the biodegradation
process [5, 7].

Genetic improvement ofmicroorganisms has been suggested as an option for
environmental restoration [40]. Identification, isolation, and characterization
of chemotactic bacteria coupled with genetically improved degradation ability
may have great potential in optimization of in situ bioremediation.

7.6 Quantification of Chemotaxis for Bioremediation

Both experimental and modeling approaches for quantification of chemotaxis
with respect to bioremediation enhancement are described in the literature
[21, 31, 41, 42, 43, 44, 45, 46, 47] and will be presented in this section.

7.6.1 Quantification of Chemotaxis in Bulk Liquids

Marx and Aitken [44] evaluated naphthalene degradation by P. putida G7 in a
typical capillary assay experiment. Experimental data were fitted to a model in
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order to predict the chemotactic sensitivity coefficient. The value obtained was
found to be approximately three times lower than previously reported values
from a relatively simpler model [48] that did not account for the bacterial
transport in the chamber. Another model that also incorporated substrate
consumption was able to predict chemotactic band formation, and replicated
capillary assay data well [45]. Hilpert [41] presents a numerical modeling
approach based on Lattice–Boltzmann methods for modeling bacterial chemo-
taxis and the fate and transport of a chemoattractant in bulk liquid. Chemo-
tactic traveling bacterial bands in a uniformly distributed substrate region were
simulated as a result of self-generated concentration gradients due to substrate
consumption. Based on simulation results, they suggest that only a fraction of a
bacterial slug injected into a chemoattractant domain forms a traveling band as
the slug length exceeds a critical value. These findings are consistent with the
capillary assay results from Adler [16].

7.6.2 Quantification of Chemotaxis in Saturated Porous Media

Pedit et al. [31] measured the chemotactic response of P. putida G7 toward
naphthalene in saturated porous media. To simulate saturated porous media, a
conventional capillary assaymethod wasmodified by packing glass beads in the
capillary tube and surrounding reservoir. A model was developed to estimate
transport parameters including naphthalene diffusion, random motility, and
chemotactic sensitivity. Simulations indicate that an order of magnitude higher
cell concentration of the non-chemotactic strain would be required to achieve
the same amount of naphthalene degradation as from a chemotactic strain.
Chemotaxis in porous media systems can be approximated by free-liquid sys-
tems by accounting for soil parameters including tortuosity and porosity [48].
Recently, an analytical solution for bacterial chemotaxis in homogeneous
porous media was presented by Long and Hilpert [47]. They derived analytical
solutions for chemotactic band velocities under different substrate input con-
ditions. This approach could be important in comparing the chemotactic band
velocity with groundwater velocity in order to assess the impact of chemotaxis
on an overall remediation scheme.

Olson et al. [21] have used immunomagnetic labeling and magnetic reso-
nance imaging (MRI) for non-invasive measurement of bacterial distributions
in a packed column. Simulation of experimental data required addition of a
non-zero chemotactic sensitivity term to account for the chemotactic response
of P. putida F1 toward TCE. In addition, Olson et al. [49] mathematically
demonstrated that bacteria traveling in a high-permeability region with advec-
tive flow can successfully migrate toward and accumulate around contaminant
diffusing from low-permeability regions. The effect of pore size on transport
parameters is also reported; a 50% reduction in both motility and chemotaxis is
reported for a similar reduction in pore size. These studies demonstrate that
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chemotaxis can potentially be exploited to enhance in situ bioremediation in the
subsurface, particularly in heterogeneous and low-permeability regions, where
low solubility contaminants such as NAPLs remain trapped.

7.6.3 Impact of Chemotaxis on Contaminant Degradation

A quantitative evaluation of enhanced chemoeffector degradation due to che-
motaxis is presented by Law and Aitken [42]. Naphthalene desorption and
degradation from a model NAPL was faster for a chemotactic wild-type
P. putidaG7 strain compared with non-chemotactic strains, which is attributed
to the steep concentration gradient created by chemotactic bacteria near the
NAPL surface. Thus, chemotaxis can be useful in increasing the rate of mass
transfer and biodegradation of NAPL-associated hydrophobic pollutants.

The role of chemotaxis in naphthalene degradation by P. putida G7 in a
heterogeneous aqueous system was evaluated experimentally by Marx and
Aitken [46]. They demonstrated that mass transfer was a rate-limiting step in
naphthalene biodegradation by non-chemotactic strains. In contrast, the
removal rate clearly exceeded the mass transfer rate in the case of the chemo-
tactic wild-type strain of P. putida G7 and was approximately five times faster
than the non-chemotactic strains. These results clearly indicate the possibility of
enhancing bioremediation in aqueous systems by chemotaxis.

7.7 Field-Scale Application of Chemotaxis to Ground-Water

Bioremediation

Bacterial movement in soil as a result of chemotaxis and randommotility is well
documented by soil microbiologists [50, 51]. However, studies demonstrating
direct evidence of enhanced bioremediation at the field scale due to chemotaxis
are very rare. Witt et al. [52] demonstrated faster migration of Pseudomonas
stutzeri KC, a denitrifying strain chemotactic toward nitrate, in comparison to
groundwater flow velocities in a bench scale study of carbon tetrachloride (CT)
degradation. CT and nitrate were injected with groundwater into a model
aquifer column containing CT-saturated sediments. Bacteria and tracers were
inoculated at the top of a column and it was observed that bacteria migrated
through the column faster than the traces, removing both adsorbed and aqu-
eous CT. This enhanced migration of strain KC was attributed to the chemo-
tactic response as a result of nitrate depletion in the vicinity. Olson et al. [21]
also reported chemotaxis of P. putida F1 toward TCE in small-scale laboratory
columns packed with glass-coated polystyrene. Two field-scale bacterial trans-
port studies recently reported faster transport and greater recovery of motile
Pseudomonas compared with non-motile bacterial strains [12, 43]. However, no
distinction between chemotaxis and motility was made in these two field
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studies. Paul et al. [37] evaluated chemotaxis of Ralstonia sp. SJ98 toward
p-nitrophenol in soil microcosms using qualitative and quantitative plate and
tray assays. However, no effort was made to evaluate the effect of chemotaxis
on biodegradation.

One concern for in situ bioremediation is the bioavailability of contami-
nants, or the proximity of target pollutants to degrading microorganisms.
Many subsurface pollutants are hydrophobic, sparingly soluble in ground-
water, and form a non-aqueous-phase liquid (NAPL) [6]. These NAPLs remain
trapped in low-permeability regions in heterogeneous subsurface environments,
making them difficult to remove by conventional pump-and-treat treatment
methods. Chemotaxis is a mechanism for bringing cells in close proximity to
contaminants [7, 8, 25] thereby reducing limitations in bioavailability due to
mass transfer limitations or low contaminant solubility [7]. It also enables
bacteria to adjust their proximity to toxic repellents, thereby increasing their
odds for survival and optimizing their distribution in conditions favorable for
bioremediation. A vigorous chemotactic response can enhance the availability
of carbon and/or energy resources significantly and hence chemotactic bacteria
can grow faster than their non-chemotactic counterparts. Faster chemoattrac-
tant consumption causes localized depletion of the contaminant which creates
even steeper chemical gradients that trigger higher driving forces for dissolution
of the contaminant. In light of this, groundwater treatment technologies can
take advantage of bacterial chemotaxis for enhancement of contaminant
removal. Scenarios of groundwater remediation in which chemotaxis can
potentially be exploited to enhance biodegradation are described below.

7.7.1 Enhanced Remediation Due to Chemotaxis in Heterogeneous
Porous Media

Contaminants often remain trapped in pockets of low permeability within the
subsurface. Figure 7.2 depicts a contaminated aquifer scenario where contami-
nant is trapped in a low-permeability clay lens. In Fig. 7.2a, non-chemotactic
degradative bacteria flowwith advective groundwater through the surrounding
high-permeability region, limiting remediation to the slow diffusion of con-
taminants into the high-permeability region. Lanning et al. [53] recently
reported that chemotactic bacteria can swim transverse to the flow direction
at fluid velocities greater than typical ground-water flow velocities. Thus che-
motactic bacteria flowing with ground water in the high-permeability regions
can sense chemical gradients induced by diffusing contaminants and migrate
toward the source (Fig. 7.2b). Chemotactic bacteria are able to swim upgradient
in typical ground-water velocities [47] to penetrate low-permeability regions
from the bulk flow in high-permeability areas [49]. Accumulation of bacterial
bands surrounding contaminated low-permeability regions can significantly
enhance contaminant removal.
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7.7.2 Application of Chemotaxis to Bioaugmentation

Introduction of beneficial microorganisms into contaminated aquifers for the

purpose of enhancing biodegradation is referred to as bioaugmentation.

Bioaugmentation is highly site-specific and dependent on the microbial ecology

and physiology of the site [54], however, it is feasible for combined chemotaxis

and genetically improved degradation capabilities to significantly improve the

remediation rate of an aquifer.
Figure 7.3 shows a schematic of a bioaugmentation strategy that takes

advantage of chemotaxis for improved contaminant removal from an aquifer

contaminated due to leakage from an underground storage tank. Ground-

water flow past the contaminated region will slowly dissolve the contaminant

and a contaminant plume will form that may contaminate the entire aquifer

system. Figure 7.3a represents the initial step of a bioaugmentation scheme.

Injected non-chemotactic bacterial strains would consume the contaminant

plume in the vicinity of an injection point or would rely on contaminant

advection away from the injection point for further consumption (Fig. 7.3b).

Formation and movement of chemotactic bacterial bands in a uniformly

distributed contaminated region (such as a contaminant plume) has been

demonstrated [47]. A moving bacterial band can migrate upgradient and/or

downgradient against contaminant gradients that are moving with ground

water to overcome mass transfer limitations (Fig. 7.3c). Moving bacterial

bands capitalize on naturally available nutrient resources (such as electron

acceptors) within the aquifer while non-chemotactic strains depend solely on

the addition of external nutrients to stimulate the biodegradation process. Since

chemotactic bacteria have the ability to swim against typical ground-water flow

velocities [47, 53], a given bacterial washout rate may be slower for chemotactic

strains compared with non-chemotactic strains, which would ultimately result

in less frequent bacterial and nutrient injections. Bioaugmentation using

GW Flow

Low permeability region with trapped contaminant

(b) Chemotactic degradative bacteria(a) Non-chemotactic degradative bacteria

Dissolving contaminant

GW Flow Chemotactic bacterial accumulationDispersed nonchemotactic bacteria

Fig. 7.2 Removal of contaminant trapped in low-permeability lenses. Non-chemotactic
strains (a) remain dispersed and wash away with ground-water flow. Chemotactic bacteria
(b) sense and respond to the chemical gradient formed due to contaminant diffusion and
accumulate around the contaminated site

7 Bacterial Chemotaxis for Enhanced Bioremediation 167



chemotactic bacteria may significantly accelerate the degradation rate in con-

taminated aquifers and reduce overall remediation costs. Appropriate bacterial

transport models, including chemotaxis transport parameters, will be helpful in

selecting appropriate injection locations and rates to fully exploit the benefits of

chemotaxis.

7.7.3 Chemotaxis in Monitored Natural Attenuation (MNA)

Natural attenuation of contaminants relies on various naturally occurring in

situ physicochemical and biological processes. A careful evaluation of these

processes to achieve site-specific remediation objectives within a reasonable

timeframe is termed MNA. These in situ processes, under favorable conditions

and without human intervention, may cause stabilization, transformation or

complete destruction of contaminants [55]. Chemotaxis may enhance these

natural processes. Incorporating moving bacterial bands in MNA predictions

for a specific site may significantly reduce the remediation time by overcoming

mass transfer and nutrient limitations.

Injection 
well

Underground
storage tank

Unsaturated 
Zone

Saturated 
zone

Leaking 
contaminant

Contaminant 
plume

Injected 
bacteria

GW flow

Monitoring 
wells

Chemotactic 
bacterial band

GW flow

GW flow

(c) Contaminant removal by chemotactic bacteria

time  t > 0

Dispersed 
nonchemotatic 

strain

(b) Contaminant removal by non-chemotactic bacteria

(a) Initial injection

Fig. 7.3 Chemotaxis assisted bioaugmentation. Panel (a) represents the initial state of bioaug-
mentation, where bacterial strains are injected for remediation of a contaminant plume. Non-
chemotactic strains (b) remain dispersed and are washed away with ground-water flow,
resulting in a slow removal rate. Chemotactic strains (c) create a chemical gradient as a result
of contaminant consumption and move upgradient and downgradient in the form of con-
centrated bands, resulting in an accelerated contaminant removal rate
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7.7.4 Application of Chemotaxis for Contaminant
Containment – A Variable Length Biocurtain

Preventing off-site migration of contaminants with ground-water flow thereby
containing the source for biodegradation is known as contaminant contain-
ment. In practice, barriers such as slurry walls and reactive barriers in conjunc-
tion with continuous or intermittent pumping are used for containment of
contaminated sites. A biocurtain is a biologically active zone around a con-
taminated region designed to contain and remediate the site. A biocurtain
containing chemotactic bacteria can be advantageous by increasing the length
of the reactive zone. Changes in ground-water flow conditions may occur due to
pumping failures or extreme precipitation events. Chemotaxis enables bacteria
to adjust their position with respect to changes in the physical and chemical
characteristics of the contaminant plume, thereby reducing the risk of off-site
migration. In addition, since chemotactic bacteria can sustain higher flow
velocities [47, 53] pumping costs associated with contaminant containment
can be reduced by decreasing pumping rates and frequency.

7.8 Conclusion

Chemotaxis is traditionally studied in medicine and other areas of microbiolo-
gical research. It has recently attracted interest in the environmental research
community due to its potential for improving in situ bioremediation. Research
to understand the impact of chemotaxis on bacterial transport in the subsurface
and its role in enhancing bioremediation is ongoing. However, there are several
key areas, described below, which would lead to a better understanding of the
role chemotaxis may play in improving remediation of contaminated aquifers.

� Only a portion of bacteria in a uniformly distributed contaminant plume
forms a chemotactic band [41]. Identification of the critical bacterial con-
centration that maximizes chemotaxis would help engineers minimize bio-
clogging and optimize bacterial and nutrient injection requirements.

� High contaminant concentrations can be toxic to degrading bacteria [10, 56].
Negative chemotaxis enables bacteria to swim toward lower concentrations
of contaminants, however, this process and the ultimate distribution of
bacteria surrounding high contaminant loads are not well understood.

� Chemotaxis studies related to bioremediation have all been reported under
aerobic conditions. However, anaerobic conditions prevail in many subsur-
face environments. Chemotaxis in anaerobic conditions should be consid-
ered for groundwater remediation processes.

� Evidence from recent laboratory column studies and numerical simulations
suggests that chemotaxis can potentially improve in situ bioremediation of
contaminated sites [5, 7, 8, 21, 41, 42, 43, 46, 47, 49, 53]. However, to the best
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of our knowledge, there are neither studies explicitly measuring enhanced
bioremediation at the field scale due to chemotaxis nor predictive models for
expected enhanced degradation rates based on chemotactic parameters.

Adequate distribution of degradative bacteria in contaminated regions is para-

mount for effective in situ bioremediation. Bacterial chemotaxis is an important

transport mechanism that can help achieve this goal. Experimental studies have

shown that chemotaxis has the potential to enhance bioremediation, but appli-

cations at the field scale have yet to be demonstrated. Laboratory studies

combined with additional field-scale experiments are needed to verify that

chemotaxis does indeed stimulate in situ biodegradation.
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