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Forests and vegetation emit biogenic volatile organic compounds (BVOCs) into
the atmosphere which, once oxidised, can partition into the particle phase, forming
secondary organic aerosol (SOA). This thesis reports a unique and comprehensive
analysis of the impact of BVOC emissions on atmospheric aerosol and climate. A
state-of-the-art global aerosol microphysics model is used to make the first detailed
assessment of the impact of BVOC emissions on aerosol microphysical properties,
improving our understanding of the role of these emissions in controlling the
Earth’s climate.

Laboratory experiments, ambient atmospheric observations and model simu-
lations are combined to provide new evidence that the oxidation products of
BVOCs participate in the first steps of particle formation. This finding means that
BVOCs have a larger impact on climate than previously thought, with the global
radiative effect of biogenic SOA estimated to be half the net anthropogenic
radiative forcing of climate. The thesis also reports on the implications for the
climate impact of forests. Accounting for the climate impacts of SOA, alongside
the carbon cycle and surface albedo effects that have been studied in previous
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thesis suggests that deforestation warms climate more than previously thought.
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Chapter 1
Introduction

Vegetation emits biogenic volatile organic compounds (BVOCs) into the
atmosphere which, once oxidised, may partition into the particle-phase forming
secondary organic aerosol (SOA). In this thesis, the climatic impacts of biogenic
SOA are quantified, using a detailed global aerosol microphysics model, and the
sensitivity of these radiative effects to the representation of various atmospheric
processes is examined.

The radiative effects of biogenic SOA have implications for the climatic impact
of forests and any changes to their distribution. In this thesis, simple deforestation
scenarios are used to quantify the radiative effects of potential changes to the
magnitude and distribution of biogenic SOA production.

1.1 The Climate System

The energy balance of the Earth system is governed by fluxes of incoming and
outgoing radiation. Shortwave (SW) solar radiation reaching the Earth system is
either reflected or absorbed, as dictated by the nature of the surface and compo-
sition of the atmosphere. Figure 1.1 depicts the estimated global average energy
flows within the Earth system and indicates that the atmosphere exerts consider-
able control over how much incoming radiation reaches the surface.

Almost half of the incoming solar radiation is absorbed at the Earth’s surface
and re-emitted at longer wavelengths (LW); the Earth system behaves almost as a
black body with a total emissive power (rT4) proportional to the fourth power of
its temperature, T, where r is the Stefan-Boltzmann constant. In its equilibrium
state, the amount of energy entering the Earth system is equal to that which leaves.
If LW radiation is prevented from leaving, the system shifts in order to maintain
the required outgoing flux, with an increase in emissive temperature. As such,
changes to atmospheric composition, levels of incoming SW radiation, and
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properties of the Earth’s surface that initiate a radiative imbalance, can alter the
temperature.

A radiative forcing (RF) may be assigned to physical factors on the basis of their
ability to perturb the Earth’s radiative balance, over a given time period. The RF is
most commonly defined as the net change in radiative flux (i.e. downwards minus
upwards) at the tropopause, after allowing for stratospheric temperatures to readjust
to radiative equilibrium but with surface and tropospheric temperatures and state
held fixed at their unperturbed values [58, 82, 189]. As the surface and troposphere
are strongly coupled by convective heat transfer, there is a direct relationship
between the RF across the tropopause and the global mean equilibrium temperature
change at the Earth’s surface (DTs), such that DTs = k RF [189], where k repre-
sents the climate sensitivity parameter (in K W-1 m2). However, the relationship
between RF and transient climate change is not straightforward, and consideration
must be given to the temporal and spatial variability of the forcing agent.

1.2 Forests and Their Impact on the Climate

Approximately 31 % of the Earth’s land area (4.03 billion hectares) is presently
covered by forest (Fig. 1.2); one third of this being undisturbed primary forest [55].
More than half of the world’s current forest cover lies within just five countries: The
Russian Federation, Brazil, Canada, the United States of America and China [55].

Fig. 1.1 Schematic of the estimated global average energy budget (values in W m-2) for March
2000 to May 2004; reproduced from Trenberth et al. [225]
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1.2.1 Historical Changes to Forest Distribution

Land-use change has accompanied population growth for many years, particularly
the last 6000. As indicated in Fig. 1.3, prior to 1850 deforestation occurred mostly
in temperate regions (Asia, Europe and North America). In medieval Europe,
deforestation in France, Germany and the UK occurred mainly on the land con-
sidered most suitable for farming; the extensive coniferous forests of Finland,
Norway and Sweden escaped relatively unscathed during this time, with defor-
estation in these countries concentrated around cities and less widespread than in
other European countries [244].

From around 1900 onwards, the majority of deforestation has occurred in
tropical regions (Fig. 1.3), specifically South and Central America, South-east Asia
and Central Africa; during the 1990s approximately 16 million hectares of forest
was lost globally per year. As with temperate deforestation, forest clearance in the
tropics occurs predominantly to acquire land suitable for agriculture [63], in
particular for food and fuel crop growth in Africa and South-east Asia [30, 62, 134,
142], and cattle ranching in South and Central America [57, 66]. Pressure on the
land from mineral mining (e.g. to obtain gold, copper, tin), coal mining, and oil
drilling is also particularly prevalent in parts of South America, Africa and South-
east Asia [66].

Since 2000, the rate of tropical forest loss has slowed (Fig. 1.4 and e.g. [136,
142]), with approximately 13 Mha of forest removed globally each year between
2000 and 2010 [55]. For the same period, the net rate of forest area change is
estimated at -5.2 million hectares per year [55]. This is lower than the rate of

Fig. 1.2 Estimated percentage forest cover in 2000; reproduced from Hansen et al. [83]
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forest loss, due to extensive afforestation, particularly in China [53, 54, 239], and
the natural expansion of forests onto previously managed lands.

As indicated in Fig. 1.4, the distribution of the world’s forests is changing;
whilst most deforestation occurs in the tropics, natural forest expansion and
afforestation occurs primarily in temperate and boreal regions.

Fig. 1.3 Estimated area of deforestation, in tropical and temperate regions, from pre-1700 to
2010; reproduced from FAO [56]

Fig. 1.4 Annual change of forest area by region; reproduced from FAO [55]
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1.2.2 Role of Forests in the Carbon Cycle

Plants take in carbon, in the form of carbon dioxide (CO2), from the atmosphere.
Approximately half of this carbon is returned to the atmosphere during respiration,
whilst the other half is fixed as plant biomass during photosynthesis. The meta-
bolic activity of ecosystems controls the atmospheric concentration of CO2, with a
marked seasonal cycle evident in observations [156].

The total amount of carbon stored, in terrestrial ecosystems is uncertain: the
tropical forests of Latin America, Sub-Saharan Africa and Asia are estimated to
contain between 247 and 553 Pg(C) [185, 203], temperate forests between 159 and
292 Pg(C) [41] and boreal forests between 395 and 559 Pg(C) [41]. Inverse
modelling based on atmospheric CO2 concentrations, known carbon emissions and
an estimated ocean sink, suggests that, globally, the terrestrial biosphere is cur-
rently a carbon sink of approximately *1–3 Pg(C) a-1 [31, 32, 39, 165, 185].

1.2.3 Biogeophysical Impacts of Forests

As well as controlling the atmospheric concentration of CO2, the presence of
large-scale vegetation can affect the balance of radiation in the Earth system
through several biogeophysical mechanisms. The relative importance of each of
these mechanisms, summarised in Fig. 1.5, is latitude dependent [25].

Fig. 1.5 Summary of biogeophysical impacts of forests
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Most trees have a lower albedo (typically 0.08 to 0.19 e.g. [22, 145]) than
cultivated surface types such as grass or cropland (typical albedo of 0.15 to 0.26
e.g. [145]). A lower albedo means that a smaller proportion of incoming SW solar
radiation is reflected by the land-surface, imposing a warming on the Earth system
when compared to a higher albedo surface. At tropical latitudes, the warming
induced by the lower surface albedo is more than offset by strong evaporative
cooling (i.e. due to more efficient evapotranspiration by trees [211]).

At high northern latitudes (above 60�N), snow covers the ground for a sub-
stantial fraction of the year. If the snow is lying on short vegetation, it will
completely cover it (Fig. 1.5) and the surface albedo will be high, e.g. 0.57 [103],
or 0.75 [22]. However, if boreal trees are present, they will protrude from the
snow, and the albedo will be much lower [127, 198, 221], e.g. 0.11 for snow
covered spruce/poplar and 0.15 for pine [22].

Surface roughness is greater for forests (e.g. characteristic roughness length of
1 m) than for shorter vegetation (e.g. characteristic roughness length of 0.001 m),
potentially increasing turbulence in the boundary layer [146]. The overall impact
on surface temperature remains unclear, but a higher surface roughness could lead
to increased sensible and latent heat fluxes [124].

The climatic impacts of forests are difficult to isolate from observations, so
models are used to estimate the effect of removing or adding forests in a particular
area [6, 13, 23, 26, 27, 34, 37, 61, 80, 124, 184, 209].

Using an integrated carbon-climate model, Bala et al. [13] found that the net
climate impact of simulated global forest removal was a temperature reduction of
-0.3 K. Removing tropical forest led to a global mean warming (+0.7 K) due to a
reduction in evapotranspiration and high carbon storage in the tropics, whereas the
removal of boreal forests gave a global mean cooling (-0.8 K) due to the dom-
inance of the surface albedo effect. Using a fully coupled land-atmosphere-ocean
general circulation model (GCM), Davin and de Noblet-Ducoudré [37] also found
that simulated global forest removal generated a cooling (-1 K) with the albedo
effect dominant at high latitudes, and the effects of reduced surface roughness and
evapotranspiration dominant in the tropics.

In temperate regions, the balance between competing biogeophysical effects is
less clear than for either boreal or tropical forests [34]. Bala et al. [13] simulated a
global annual mean cooling of -0.04 K for total temperate deforestation. For the
northern hemisphere (NH) alone, Snyder et al. [209] obtained a larger annual mean
cooling of -1.1 K and found that the effect was seasonally dependent, with a
simulated warming during JJA and SON, but a cooling for DJF and MAM. Using
a combined atmospheric, land-surface and carbon-cycle model (CAM 3.0-CLM
3.5-CASA), Swann et al. [219] found a global mean temperature change of between
-0.4 K and +0.1 K due to northern mid-latitude afforestation (replacement of all
C3 grass between 30�N and 60�N with broadleaf deciduous trees), but also simulate
a northward shift of tropical precipitation belts and drying of the southern Amazon.

By combining the radiative effect of albedo decrease and potential carbon
sequestration, Betts et al. [24] derived a net radiative effect for forest plantations in
temperate and boreal regions (Fig. 1.6). Plantations in some regions of Canada,
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Russia and Northern China exert a simulated net positive radiative effect, whilst
temperate regions of North America and Europe exert a net negative radiative
effect. However, a substantial fraction of the area examined falls into the -0.05 to
+0.05 nW m-2 ha-1 category (green in Fig. 1.6), suggesting that forests planted
here could contribute a warming or cooling if there were additional climate
impacts not considered by this study.

1.2.4 An Additional Biogeochemical Impact of Forests?

In addition to CO2, vegetation exchanges carbon with the atmosphere in the form
of gas-phase biogenic volatile organic compounds (BVOCs), such as isoprene
(C5H8; 2-methyl 1,3-butadiene), monoterpenes (C10H16), and sesquiterpenes
(C15H24) [72, 194, 204, 243]. Once oxidised (Sect. 1.2.4.2), these compounds are
able to partition into the atmospheric particle phase (Sect. 1.2.4.3). Figure 1.7
summarises how this process may affect the climate; directly by perturbing the
path of incoming solar radiation, and indirectly by modifying the microphysical
properties of clouds.

1.2.4.1 The Emission of Biogenic Volatile Organic Compounds

The production of biogenic volatile organic compounds (BVOCs) (Fig. 1.8)
requires a large energy investment from plants (1–2 % of photosynthetic carbon
fixation), suggesting that some form of advantage is gained from their emission;
potentially by enhancing the resilience of the plant to abiotic stress (e.g. temper-
ature, light and oxidative damage [132, 238]), inhibiting the establishment of
competing plants [148], altering the climate (e.g. temperature, precipitation and
cloud cover; e.g. [163, 212]), allowing below ground signalling [191], or reducing

Fig. 1.6 Estimated global net radiative forcing due to carbon sequestration and surface albedo
(the value in each pixel represents the global mean net radiative effect due to afforestation of 1 ha
in that pixel alone); reproduced from Betts et al. [22]
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Fig. 1.7 Summary of the additional biogeochemical impact of forests explored in this thesis

Fig. 1.8 Chemical
structures of isoprene and
seven monoterpenes;
reproduced from Vickers
et al. [238]
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insect and herbivore attack [1, 109, 161]. Insects, such as the sawfly, are known to
sequester monoterpenes from their host plants and eject them in their own defence
[84].

Isoprene, monoterpenes and sesquiterpenes are synthesised, de novo, during the
plastidic 2-C-methyl-D-erythritol 4-phosphate (MEP) and the cytosolic mevalonic
acid (MVA) biosynthetic pathways within the chloroplast [122, 128, 201].
Dimethylallyl pyrophosphate (DMAPP) is converted to isoprene by isoprene
synthase [208], whereas monoterpenes and sesquiterpenes are generated by the
addition of isopentyl pyrophosphate (IPP) to DMAPP, via geranyl diphosphate
(GPP) and farnesyl diphosphate (FPP) respectively [138, 160]. Many other iso-
prenoid compounds (i.e. those composed of repeating C5 units) are generated by
plants, but their vapour pressure is too low to allow them to volatilise at normal
biological temperatures [45].

Once produced, monoterpenes are stored in the leaf and emitted when the
vapour pressure of the individual compounds allows volatilisation [38], from the
adaxial side of the leaf which does not have stomatal pores [72]. Consequently,
monoterpene emission levels vary exponentially with temperature, but are not
thought to be strongly controlled by light availability [224]. As monoterpenes are
stored in the leaf, their emission can still be detected when their synthesis may be
assumed to be low e.g. due to drought [123].

Isoprene production is both light and temperature-dependent [73, 193, 223].
The observed increase in isoprene emission with increasing temperature has been
attributed to the kinetics of the enzyme isoprene synthase; however isoprene
synthase may become denatured at very high temperatures ([40 �C) above which
isoprene emission levels fall [73, 144]. Isoprene is emitted from the abaxial side of
the leaf which features stomatal pores through which the molecules diffuse [72],
leaving a negligible amount stored in the leaf. Experimental studies have shown
that isoprene emission is also sensitive to ambient CO2 concentration [207],
becoming inhibited at higher levels [202]. The lower isoprene emission level was
found to accompany an increase in above ground biomass, and did not reflect a
decrease in overall productivity; photosynthesis generally being enhanced under
higher [CO2].

The emission of BVOCs by vegetation is sensitive to disturbances, hence their
hypothesised role in plant defence. Forest management i.e. logging, has been
found to temporarily enhance monoterpene emission [76] and beetle infestation
has also been shown to cause an overall increase in monoterpene emission [20].

In order to quantify global BVOC emissions and represent their behaviour in
land-surface, climate and Earth-system models, algorithms have been developed to
calculate emissions from a variety of species under different climatic conditions
e.g. [4, 69, 70, 120, 181, 182, 234]; either by linking BVOC emission directly to
light intensity and temperature e.g. [71], or calculating BVOC emission at the leaf
level on the basis of electron availability e.g. [154, 155]. Combining these emis-
sion models with different land-cover information and climate data yields a wide
range of global total BVOC emission estimates; 32–156 Tg(C) a-1 for monoter-
penes and 412–601 Tg(C) a-1 for isoprene [5, 71].

1.2 Forests and Their Impact on the Climate 9



1.2.4.2 BVOCs in the Atmosphere

Considerable diurnal variability is observed in the atmospheric concentration of
BVOCs [78, 99]. Ambient daytime monoterpene concentrations up to 500 pptv
have been observed at boreal forest locations in the NH summertime, whilst
concentrations up to 8,000 pptv have been reported at night (Table 1.2). Con-
versely, in the Amazon rainforest, monoterpene concentrations have been
observed to peak during the day at around 800 pptv [101]. The diurnal cycle in
observed BVOC concentrations occurs due to controls on emissions (e.g. sensi-
tivity to light and temperature), the height of the boundary layer and amount of
vertical mixing, and the nature of reactions occurring in the atmosphere.

BVOCs are highly reactive and quickly oxidised by the hydroxyl radical (OH),
ozone (O3) and the nitrate radical (NO3), to form more highly functionalised, but
lower volatility, compounds (see Table 1.1 for atmospheric lifetimes with respect
to oxidation). Atmospheric concentrations of photochemically controlled OH and
O3 peak during the daytime, when incoming solar radiation levels are highest [85,
206]. Additionally, the ozonolysis of BVOCs has been shown to be a source of OH
in the troposphere [8, 42, 92, 172]. Whilst BVOC emissions are highest in the
daytime, the lower concentrations of photochemical oxidants, and restricted ver-
tical mixing, may allow BVOC concentrations to rise during the night [78, 99].
NO3 is rapidly photolysed during the daytime, but can accumulate at night [12,
143] which, together with lower OH and O3 concentrations, means that NO3

oxidation dominates night-time BVOC chemistry.
These oxidation reactions proceed mainly via addition to one of the C = C

double bonds (O3, OH and NO3), or to a lesser extent, H-atom abstraction from C–H
bonds (NO3 and OH only) [9]. The oxidation reactions of monoterpenes have been
extensively studied in the laboratory and the first-stage oxidation products are well
known [10, 11, 21, 86, 93, 166, 216, 218, 249]. The OH-initiated oxidation of
a-pinene proceeds mainly via OH addition to the double bond (*90 %), with a
smaller contribution from hydrogen abstraction, forming pinonaldehyde, acetone,
formaldehyde and other hydroxycarbonyls [77, 174]. Ozonolysis of monoterpenes
follows the Criegee mechanism [36]; a-pinene has been shown to produce pinonic
acid, norpinonic acid, pinonaldehyde and norpinonaldehyde [248, 250], via a
Criegee intermediate. Whereas, oxidation of b-pinene by O3 and OH has been
shown to produce almost exclusively nopinone (6,6-dimethylbicyclo[3.1.1]heptan-
2-one) and formaldehyde [7, 77, 86, 245, 248].

Laboratory oxidation of isoprene by OH and O3 has been shown to yield
predominantly formaldehyde, methacrolein (MTA) and methyl vinyl ketone
(MVK) [9, 68, 104, 170, 171, 227]. When isoprene reacts with OH, peroxyradicals
(RO2) are generated which may react further with nitrogen oxide, or recombine to
form peroxides. The peroxyradicals may also undergo internal reactions, yielding
organic hydroperoxy radicals, eventually resulting in net OH production and
leading to high OH concentrations over pristine forest regions [125, 173, 220].
Oxidation of isoprene with NO3 yields mainly alkyl nitrates, but also small
quantities of formaldehyde, MVK and MTA [14, 118].
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1.2.4.3 Biogenic Secondary Organic Aerosol (SOA)

As originally suggested by Went [242], the oxidation products of BVOCs may
partition into the particle phase, forming secondary organic aerosol (SOA) [102,
105, 107, 114, 158]. Semi-volatile gas-phase organic compounds may reach
equilibrium with absorbing material in the particle phase [167, 168], adding to the

Table 1.2 Summary of ambient BVOC concentration measurements

Isoprene

Location Time Conc. (pptv) Reference

Pötsönvaara, Eastern Finland. Mainly Pinus
sylvestris forest. Samples collected
approximately 100 m from forest.

Jun–
Aug

D 68–346 [79]

Hyytiälä, Finland. Mixed forest (Pinus sylvestris,
Picea abies, Populus tremula, Betula pubescens,
Alnus incana)

Jun–
Sep

D [140 [123]

Oct–
May

\100

Total Monoterpenes

Oslo, Norway. Picea abies and Pinus sylvestris
forest. Samples collected within canopy.

June /
Aug

D 8800–70700
(pptC)

[96]

Jäadraås, Sweden. Pinus sylvestris forest June–
Aug

D 10–500 [98]

N 200–8000

Hyytiälä, Finland. Mixed forest (Pinus sylvestris,
Picea abies, Populus tremula, Betula pubescens,
Alnus incana)

Oct–
Apr

D \100 [123]

Jun–
Aug

[250

Dec–
May

M 3–96 [78]

Jun–
Aug

129–508

Sep–
Nov

16–257

Manaus, Brazil. Undisturbed, mature rainforest in
Central Amazonia

Sep–
Dec
2010

D *600–800 [101]

N *200

Total Sesquiterpenes

Manaus, Brazil. Undisturbed, mature rainforest in
Central Amazonia

Sep–
Dec
2010

D 150–250 [101]

N 250–800

Hyytiälä, Finland. Mixed forest (Pinus sylvestris,
Picea abies, Populus tremula, Betula pubescens,
Alnus incana)

Dec–
May

M 0.1–4.2 [78]

Jun–
Aug

2.3

Sep–
Nov

0.7–13

D Indicates a day time measurement, N a night time measurement, and M a monthly mean
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existing organic mass in the aerosol distribution [159]. Extremely low-volatility
compounds (i.e. those with saturation concentrations less than approximately
10-3 lg m-3) may condense kinetically onto the surface of existing particles, at a
rate controlled by the difference between the ambient partial pressure of the
substance and its equilibrium vapour pressure over the particle surface [43, 180,
196, 254]. Very low-volatility compounds may also be formed via reactions in the
particle phase, following which their re-evaporation would be inhibited [197]. The
importance of these processes is discussed further in Chap. 5.

Oxidation products of isoprene, monoterpenes and sesquiterpenes have been
observed in ambient aerosol [33, 100, 108, 251]. Over Scandinavia, parcels of air
have been found to contain an aerosol mass that is proportional to the length of
time the air has spent over forested land [228, 229]. Whilst their presence is widely
observed, the exact formation mechanisms and subsequent behaviours of these
semi- and low-volatility BVOC oxidation products remain unclear.

The first stage oxidation products of isoprene (e.g. MVK and MTA) are too
volatile to partition into the aerosol phase, originally leading to the conclusion that
isoprene oxidation does not generate SOA [166]. However, further oxidation of
these first generation products has been shown to yield lower volatility 2-meth-
yltetrols in smog chamber experiments [48], compounds which have also been
observed in aerosol collected from forest locations in the Amazon [33, 240],
Scandinavia [111], central Europe [97] and the USA [40]. Employing smog
chamber experiments and field measurements, Lin et al. [130] suggest that meth-
acrylic acid epoxide (MAE), formed by isoprene oxidation under low NOx con-
ditions, via methacryloylperoxynitrate (MPAN), could act as a precursor to SOA
formation. Laboratory studies suggest that SOA formation from isoprene oxidation
occurs at a low mass yield, e.g. between 0.9 % and 5 % [112, 113]; depending upon
conditions such as temperature, relative humidity and NOx concentration [48, 166].
However, due to the large global isoprene source (*535 Tg a-1; [71], even a low
yield would produce a substantial amount of SOA. Laboratory production of SOA
from isoprene oxidation has been shown to be highly sensitive to NOx concentra-
tion; at low initial NOx concentrations (\150 ppb), SOA yields increase with
increasing NOx concentration, but at high initial NOx concentration ([200 ppb)
SOA yield tends to decrease with increasing NOx concentration [113].

Chamber studies of the SOA formation from monoterpene oxidation suggest
higher yields than those observed for isoprene [87, 93, 153, 186]; for example,
Hoffmann et al. [93] obtained mass yields of 12.5 % for a-pinene, and 30.2 % for
b-pinene. For sesquiterpene oxidation, laboratory derived yields of SOA formation
can be very high, for example Ng et al. [153] observed mass yields of greater than
100 % for the oxidation of longifolene.

However, extrapolating laboratory derived yields for SOA formation to the
atmosphere is not straightforward. To obtain reliable yields, chamber experiments
must be conducted at higher than atmospherically relevant initial BVOC concen-
trations in order to achieve acceptable signal-to-noise ratios [186] and overcome
losses to the chamber walls [112, 113]. An alternative approach is to correlate the
measured amount of aerosol mass added with an estimate of the BVOC emission
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encountered during the trajectory of an air parcel. For example, Tunved et al. [228]
derive an apparent mass yield for the formation of SOA from monoterpene oxi-
dation that ranges between 5 and 10 % (Fig. 1.9). This approach, however, cannot
account for the role of atmospheric sinks (of BVOCs or their oxidation products)
and may therefore underestimate the yield. Equally, all increase in aerosol mass is
attributed to BVOC emission, which may lead to an overestimate.

1.2.4.4 Organically Mediated New Particle Formation

As well as partitioning into the existing atmospheric aerosol distribution, the
oxidation products of terpenes may play a role in the initial stages of new particle
formation (see Chaps. 2 and 3 for more details on new particle formation), via

Fig. 1.9 Average observed
aerosol mass versus total
estimated emission of
monoterpenes at Hyytiälä
(red), Pallas and Värriö
(blue), in Finland; reproduced
from Tunved et al. [228]
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stabilisation of the critical nucleus [52, 115, 141, 164, 253]. In contrast, both
laboratory [110] and field experiments [106] indicate that isoprene emissions may
act to suppress new particle formation in the presence of high isoprene to
monoterpene emission ratios, although the mechanism through which this process
operates is not known.

1.2.4.5 Global SOA Budget

Due to uncertainties in the distribution and strength of BVOC emission sources
(Sect. 1.2.4.1), the amount of SOA produced from BVOC oxidation and the exact
nature of its behaviour in the atmosphere, the global budget of SOA is poorly
constrained. Estimates derived by modelling emissions and applying laboratory
derived yields to BVOC oxidation suggest a global SOA production between 12
and 70 Tg(SOA) a-1 [105], whilst top-down estimates based on satellite obser-
vations or atmospheric mass balance are an order of magnitude larger, up to 1820
Tg(SOA) a-1 ([64, 81, 89]; assuming a conversion factor of 2 Tg(SOA)/Tg(C) to
convert from literature values; Spracklen et al. [213]).

Additionally, there may be a contribution to SOA directly from anthropogenic
precursors (e.g. toluene and xylene), or an anthropogenic enhancement of the
biogenic source [241]. Spracklen et al. [213] derive an optimised SOA source of
140 ± 90 Tg(SOA) a-1, by comparing simulated organic aerosol formation (from
biogenic and anthropogenic precursors) with aerosol mass spectrometer mea-
surements, and suggest an important role for anthropogenically controlled SOA.
This suggestion is consistent with Heald et al. [88] who find the best agreement
between simulated and observed organic aerosol mass concentrations when
100 Tg of anthropogenically controlled SOA is added to their simulations.

1.2.4.6 Climatic Impact of Biogenic SOA

Whilst organic aerosol has been found to dominate the mass of fine aerosol at sites
across the world [102, 153], its impact on the climate remains poorly constrained
[133]. The presence of SOA can potentially influence the Earth’s radiative balance
directly by contributing to the absorption or scattering of radiation, and indirectly
by altering the microphysical properties of clouds [58].

The Direct Radiative Effect of SOA

Particles in the atmosphere interact directly with incoming solar radiation; whe-
ther, and by how much, they subsequently scatter or absorb the radiation is
dependent upon their size, chemical composition and optical properties [90, 175,
189]. Incoming solar radiation peaks at wavelengths between 380 nm and 750 nm,
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so processes that add particles of this size to the atmosphere, or aid in the growth
of smaller particles to these sizes (such as the condensation of secondary organic
material) will influence the path of radiation in the atmosphere.

The annual global direct radiative effect from biogenic SOA has been previ-
ously estimated at between -0.01 W m-2 and -0.29 W m-2 [65, 157, 190], but
regional effects may be much larger, e.g. summertime mean of between -

0.37 W m-2 and -0.74 W m-2 over boreal regions [129] and up to -1 W m-2

over tropical forest regions [190].
The ability of a particle to scatter radiation may be described by its wavelength

dependent, single scattering albedo (x), i.e. the ratio of radiation scattered to the
total of radiation scattered and absorbed, and its complex refractive index (k).
Aerosol components that are efficient at scattering radiation have a high value of x
(e.g., x for sulphate is close to 1 at 550 nm), and efficient absorbers of radiation,
such as black carbon, have a lower x.

The optical properties of SOA are not well known, owing to the range of
possible compositions, and the practical limitations of measuring optical param-
eters under atmospherically relevant conditions. Nakayama et al. [151] found that
SOA formed from the photo-oxidation of a-pinene did not absorb UV radiation (at
either 355 or 532 nm), and Lambe et al. [121] found a x value between 0.99 and 1
for a-pinene SOA (at 405 nm).

The First Aerosol Indirect Radiative Effect of SOA

The presence of particles in the atmosphere facilitates the formation of cloud
droplets at much lower supersaturations (SS, relative humidity minus 100 %) than
would be required for the homogenous nucleation of pure water droplets. Only a
subset of particles, known as cloud condensation nuclei (CCN), are able to form
cloud droplets under atmospherically relevant conditions.

The ability of a particle to act as a CCN, at a given SS, depends approximately
upon the number of potential solute molecules it contains, determined by its size
and chemical composition [47, 137]. At atmospherically relevant values of SS,
across a range of compositions, CCN-active particles are typically sized between
50 and 150 nm diameter. As such, atmospheric processes that influence the
amount of water-soluble material in *50–150 nm diameter particles will affect
CCN concentrations.

The presence of SOA can affect CCN number concentrations in several ways.
The condensation of organic compounds is known to aid in the growth of newly
formed particles to observable sizes ([3 nm) and beyond, to a CCN-active size
[28, 116, 119, 179, 180, 195–197, 237, 247]. Additionally, condensing organic
oxidation products may make hydrophobic particles more hydrophilic [178], and
may also play a role in new particle formation (Sect. 1.2.4.4). SOA formed in the
laboratory from the oxidation of isoprene and monoterpenes has been shown to
exhibit CCN activity under atmospherically relevant conditions [46, 49, 50].
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If the CCN concentration in the atmosphere increases, and a fixed cloud water
content is assumed, the average size of cloud droplets formed will decrease,
making the cloud more reflective. This is the basis of the first aerosol indirect, or
cloud albedo, effect [131, 230].

Several studies suggest a large first aerosol indirect effect (AIE) from biogenic
SOA over the boreal forests at high northern latitudes. Using the global aerosol
microphysics model GLOMAP, Spracklen et al. [212] simulated a doubling of
regional CCN concentrations as a result of monoterpene emissions, and calculated
a subsequent regional AIE of between -1.8 and -6.7 W m-2 of boreal forest. A
stronger annual indirect forcing (locally between -5 and -14 W m-2) was cal-
culated by Kurten et al. [117] using measurements taken at a station in Finland. On
a global scale, the AIE from biogenic SOA is weaker, and previous estimates range
from -0.19 W m-2 to +0.23 W m-2 [65, 157, 190].

1.3 Anthropogenic Climate Change

Whilst many greenhouse gas (GHG) and aerosol species are naturally present in
the Earth’s atmosphere, over the past two centuries there have been significant
increases in their concentrations as a result of anthropogenic activities; in partic-
ular, the large scale combustion of fossil fuels for energy, land use changes and
biomass burning [58, 94, 236]. Accompanying these anthropogenic emissions has
been an increase in global annual mean surface temperature of approximately
0.8 K [147, 226].

1.3.1 Drivers of Climate Change

1.3.1.1 Greenhouse Gases

Carbon dioxide (CO2) is an unreactive gas generated during the combustion of
fossil fuels and biomass, or flared directly into the atmosphere. Whilst CO2 is
constantly exchanged between the atmosphere, land and ocean, its lack of
chemical reactivity leads to a long atmospheric residence time. Approximately
50 % of emitted CO2 will be removed (i.e. partitioned amongst the ocean and land
carbon sinks) from the atmosphere within the first 30 years, a further 30 % within
the next few centuries, and the remainder may stay in the atmosphere for several
thousands of years [39]. The global annual mean atmospheric concentration of
CO2 reached 394 ppmv in 2012 [156]; approximately 40 % above the pre-
industrial (i.e. pre-1750) level of 280 ppm, and unprecedented during the past
650,000 years [210]. The atmospheric concentrations of other GHGs (methane,
nitrous oxide, halocarbons and ozone) have also increased [58].
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Figure 1.10 details the best estimate RF (see Sect. 1.1) values attributed to the
increase in atmospheric CO2 concentration (+1.66 ± 0.17 W m-2), and other
long- and short-lived GHGs in 2005, since 1750, from the Fourth Assessment
Report (AR4) of the Intergovernmental Panel on Climate Change [58].

1.3.1.2 Aerosol Species

Whilst the estimated net anthropogenic RF from 1750 to 2005 is positive
(approximately +1.6 W m-2), there is a substantial negative RF from anthropo-
genically driven changes to aerosol concentrations (Fig. 1.10). The IPCC AR4 best
estimate of the aerosol direct RF (-0.5 ± 0.4 W m-2 [58]) represents a combi-
nation of modelled [205] and observationally [15] derived values, and is consistent
with more recent model [17, 19, 150, 188, 190] and satellite-derived estimates [16,

Fig. 1.10 Components of
anthropogenic radiative
forcing in 2005, relative to
1750, for principal emissions;
(S) and (T) represent
stratospheric and
tropospheric contributions
respectively. Reproduced
from Forster et al. [58]
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149]. The aerosol first indirect RF (cloud albedo effect in Fig. 1.10) from
anthropogenic emissions since 1750 is estimated by the IPCC at -0.7 W m-2

(median value), with a 5–95 % range of -1.8 to -0.3 W m-2 [58]. This wide
range of values highlights the difficulty in constraining this complex parameter, as
it relies upon a combined quantitative understanding of changes to global aerosol
concentrations, as well as the process of cloud droplet activation under various
conditions. Subsequent estimates of the first indirect RF, using more sophisticated
aerosol microphysics models lie in the middle of AR4 range [17, 188, 190];
however, observationally derived values are consistently lower in absolute mag-
nitude [18, 176, 187].

1.3.1.3 Land-Use Change

As a result of the carbon stored within terrestrial ecosystems, a considerable
emission of carbon can be associated with the process of land-use and land cover
change (LULCC), predominantly through the decay and burning of vegetation
when forest is converted to agricultural land. Over the period 1990–2009, the mean
estimate of global emissions from LULCC was 1.14 ± 0.18 Pg(C) a-1 [95],
equivalent to approximately 12.5 % of annual carbon emissions from fossil fuel
combustion and cement production during the 2000–2009 period [59].

Pongratz et al. [183] estimate an RF of +0.35 W m-2 due to CO2 emission from
historical LULCC between AD 800 and 1992. However, since the albedo of
agricultural land can be substantially higher than the forested ground it replaced,
LULCC since 1750 has also resulted in a negative RF of -0.2 ± 0.2 W m-2 due
to surface albedo increase (Fig. 1.10 [58, 183]).

1.3.2 Climate Change Mitigation

Using a variety of projected emission scenarios [152], and an ensemble of climate
simulations, the IPCC estimated a rise in global surface temperature between 1.1
and 6.4 K by 2100 (relative to 1980–1999 mean [139]). To limit the potential
future temperature increase, global anthropogenic greenhouse gas emissions must
be reduced. Much climate change mitigation policy, e.g. the Copenhagen Accord
[231], focuses on limiting global mean warming to 2 K above pre-industrial
temperature. The aspiration to limit warming to 2 K is based on suggestions that
critical thresholds may be breached and unmanageable climatic changes could
occur if the global mean temperature increase exceeds 2 K; for example, wide-
spread coral mortality, major loss of rainforests, partial deglaciation of Greenland
and the West Antarctic Ice Sheet, 20–30 % of species committed to extinction, and
widespread water stress in Africa and Latin America e.g. [126, 169, 199].

Due to the long atmospheric residence time of CO2, cumulative emissions until
any given year are of greater relevance to the CO2 concentration and therefore
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radiative forcing, than the emissions in any specific year. Zickfeld et al. [255]
found that cumulative CO2 emissions from 2000 to 2500 must not exceed a median
estimate of 590 Pg(C) in order to stabilise global mean temperature within 2 K of
pre-industrial levels. Using a series of climate emulations for the next century,
Meinshausen et al. [140] found that even if GHG emission levels in 2050 are
reduced to 50 % of 2000 levels (i.e. 20 Gt(CO2 equivalent) a-1), there is still up to
a 49 % probability that the global mean temperature rise will exceed 2 K by 2100.

Globally, anthropogenic CO2 emissions are rising each year, reaching
9.5 ± 0.5 Pg(C) in 2011, with 2012 emissions estimated at 9.7 ± 0.5 Pg(C) [177].
In 2015, the UNFCCC will review the 2 K target and potentially revise it
downward to 1.5 K; however, emission trajectories that limit temperature increase
to 1.5 K tend to assume that negative CO2 emissions (for example through bio-
energy with carbon capture and storage) will be possible by the end of the century
[177, 200].

Wise et al. [246] found that the most efficient way to limit projected GHG
emissions was to value carbon emissions from terrestrial land sources equally
alongside those from energy and industrial systems; e.g. if only fossil fuel carbon
emissions are taxed, demand for bioenergy, and therefore deforestation, will
increase. Likewise, Rogelj et al. [200] concluded that ‘‘the full potential of land-
based mitigation measures seems to be required in our scenarios to achieve the
2 �C target.

Due to the high heat capacity of the oceans, potential future decreases in
atmospheric CO2 concentration will not be accompanied by immediate tempera-
ture reductions. Using an Earth system model of intermediate complexity,
Matthews and Caldeira [135] demonstrated that following an instantaneous pulse
of CO2, temperatures increased immediately, but did not reduce significantly for
the next 500 years, despite a lack of further emissions. This suggests that to
achieve a stabilisation of global temperatures it is preferable not to pass through
higher concentrations of CO2, on the way to CO2 stabilisation, since there will be a
delay in realising the subsequent temperature reductions.

1.3.2.1 The Role of Forest Management in Climate Change Mitigation

A reduction in deforestation, deliberate and managed reforestation or afforestation
on a large scale, could all potentially increase CO2 sequestration from the atmo-
sphere and are already being encouraged. The 1997 UN Kyoto Protocol stated that
Annex 1 countries should implement policies or further elaborate existing policies
such as ‘‘protection and enhancement of sinks and reservoirs of greenhouse gases
not controlled by the Montreal Protocol’’ and ‘‘promotion of sustainable forest
management practices, afforestation and reforestation’’. Documentation from the
most recent UN Climate Change Conference in 2012 (COP-18), reiterated the
sentiments of previous meetings (COP-11 onwards e.g. [232]) that efforts should
be made to reduce emissions from deforestation and encourage the conservation
and enhancement of carbon stocks [233]. The UN-REDD (Reducing Emissions
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from Deforestation and forest Degradation) programme, and the extension
REDD+, aims to reduce forest loss in developing countries by introducing
financial mechanisms to benefit countries that preserve the carbon stocks in their
forests [2, 74]; at present, 16 developing countries are engaged in national scale
REDD programmes [235]. However, there are concerns that a focus on promoting
carbon storage could jeopardise the conservation of low-biomass ecosystems and
human rights [29, 44].

Reducing deforestation rates by 50 % by 2050 (relative to rates observed in the
1990s), and maintaining them at that level until 2100 would avoid the direct
release of approximately 50 Pg(C) [74]; equivalent to 5 years of fossil fuel carbon
emissions. Using a dynamic vegetation model (LPJmL) and climatologies obtained
using 5 different GCMs, Gumpenberger et al. [75] found that tropical carbon
stocks in 2100 decreased by between 35 and 134 Pg(C), relative to 2012, under a
continued deforestation scenario (i.e. until 50 % of forest in each grid cell
remains), whereas under a forest protection scenario (i.e. forested fraction of grid
cell held fixed) tropical carbon stocks increased by between 7 and 121 Pg(C).

Whilst preserved or increased forest cover would enhance CO2 sequestration,
forests also exert the biogeophysical impacts discussed in Sect. 1.2.3; as such the
overall climatic impact of modifications to forest area will be location specific.
Pongratz et al. [183] found that historical anthropogenic land-use change in
temperate and boreal regions has occurred on the most productive land, thereby
generating higher than average (i.e. for a particular latitude) CO2 emissions.
Subsequently, reforestation of these areas could induce a negative radiative effect
from CO2 sequestration that would outweigh the positive radiative effect of albedo
increase. Arora and Montenegro [6] found that gradually replacing cropland in an
Earth system model (CanESM1) with forests reduced the simulated global mean
temperature for 2081–2100 by 0.45 K. The biogeophysical component of this
change yielded a global mean temperature change of 0 K (with simulated warming
at high latitudes balancing cooling in the tropics), and the temperature reduction
occurred entirely due to increased carbon sequestration. The climate impact of
changing BVOC emission levels due to land-use change, via the biogeochemical
pathway described in Fig. 1.7, has not previously been assessed.

1.4 Aims of Thesis

The aim of this thesis is to determine the climatic significance of secondary
organic aerosol formed via the oxidation of biogenic volatile organic compounds.
In particular, the magnitude of the SOA effect from forests, and the implication for
the role of forests in climate change mitigation will be explored.

In Chap. 2, the detailed aerosol microphysics model (GLOMAP) used in this
thesis is described, with a particular emphasis on the representation of secondary
organic aerosol.
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In Chap. 3, this microphysics model is used to examine the role of biogenic
SOA in the atmosphere and the following questions are answered:

• what impact does the presence of biogenic SOA have on particle concentrations
in the present-day atmosphere?

• how sensitive is this impact to the representation of new particle formation, the
amount of SOA generated from BVOC oxidation, the nature of primary car-
bonaceous emissions, and the presence of anthropogenic emissions?

• how does the inclusion of biogenic SOA affect agreement between observations
and simulated particle concentrations?

In Chap. 4 the impact of biogenic SOA on the climate will be quantified using
an offline radiative transfer model in order to establish:

• the direct radiative effect of the changes to particle number and size, due to
biogenic SOA, determined in Chap. 3.

• the impact of these changes to particle number and size on cloud droplet
number concentration.

• the indirect radiative effect of this change to cloud droplet number
concentration.

In Chap. 5, specific assumptions concerning the volatility treatment of biogenic
SOA in global models will be examined, and the following points addressed:

• how do global aerosol models differ in their representation of secondary organic
aerosol?

• what are the implications of these differing representations when calculating the
climate impact of biogenic SOA?

In Chap. 6, the radiative impact of biogenic SOA from particular forested
regions will be quantified and compared to other forest impacts, in order to
establish:

• the magnitude of the radiative effect due to forest derived biogenic SOA.
• how this radiative effect may influence the net climatic impact of forests [252].
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Chapter 2
Model Description

This chapter describes the global aerosol microphysics model (GLOMAP-mode)
used in Chaps. 3–6. An offline radiative transfer model and land-surface model are
introduced and described in Chaps. 4 and 6, respectively.

2.1 Introduction to GLOMAP

The GLObal Model of Aerosol Processes (GLOMAP) was developed at the
University of Leeds [63, 73, 79, 80] and is an extension to the TOMCAT three-
dimensional, Eulerian, chemical transport model [12]. TOMCAT-GLOMAP has a
horizontal resolution of 2.8� 9 2.8� (T42) with 31 r-pressure levels (i.e., terrain
following at the surface), extending to 10 hPa. GLOMAP is a global aerosol
microphysics model, calculating the size, number concentration and chemical
composition of aerosol. It includes representations of nucleation, particle growth
via coagulation, condensation and cloud processing, and wet/dry deposition; these
processes are summarised in Fig. 2.1 and will be described in detail in the fol-
lowing chapter.

2.1.1 Representation of the Aerosol Size Distribution

The work described in this thesis uses the modal version of GLOMAP [53], in
which information about aerosol component masses and number concentrations
(i.e., two moment) is carried in five log-normal size modes, based on the ‘‘pseudo
modal’’ M7/HAM approach [81, 87]. This modal approach, depicted in Fig. 2.2,
contrasts with the original sectional version of GLOMAP, in which the aerosol
distribution is represented by 20 size sections, or bins (e.g. [17, 40, 55, 64, 75, 79]).
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The modal scheme is designed to allow longer integrations with greater compu-
tational efficiency and has been shown to compare well with the sectional version
and observations [10, 52, 53, 67, 90].

Fig. 2.1 Summary of main processes included in the GLOMAP model

Fig. 2.2 Schematic of the aerosol number size distribution, as represented by GLOMAP-mode.
Components are classified as: sulphate (SU), particulate organic matter (POM), black carbon
(BC) and sea-salt (SS)
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In the configuration used for this work, material in the particle phase is clas-
sified as one of four components: sulphate (SU), black carbon (BC), particulate
organic matter (POM) and sea-salt (SS), with each component allowed into the
modes specified in Table 2.1. Four of the size modes are treated as hydrophilic
(nucleation, Aitken, accumulation and coarse), with an additional non-hydrophilic
Aitken mode.

Each mode has a fixed geometric mean standard deviation (rg) and contains
particles with a range of geometric mean diameters (Dg), as described in Table 2.1.
Dg for each mode i is calculated as in Eq. 2.1, where Vdryi

is the total dry volume
over all components j in that mode.

Dgi ¼
6Vdryi

p exp 4:5log2rg;i

� �

 !1
3

ð2:1Þ

Vdryi
is calculated as in Eq. 2.2, according to the number of molecules per

particle of component (mij), Avogadro’s constant (Na), and the density (qj) and
molar mass (Mj) of each component, given in Table 2.2.

Vdryi ¼
X

j

mijMj

Naqj

 !

ð2:2Þ

Dg for each mode varies with time as the aerosol size distribution evolves; when
Dg for a particular mode exceeds the upper limit of the size ranges given in
Table 2.1, a fraction of the particle number and mass is transferred to the adjacent
mode (fractions calculated as in Eqs. 57 and 58 of Mann et al. [53]).

Table 2.1 Summary of GLOMAP-mode configuration; Dg is the geometric mean diameter and
rg is the geometric standard deviation of each mode

Mode Size range Components Treated as
soluble?

Geometric standard
deviation, rg

Nucleation Dg \ 10 nm SU, POM Yes 1.59

Aitken 10 \ Dg \ 100 nm SU, BC,
POM

Yes 1.59

BC, POM No 1.59

Accumulation 100 nm \ Dg \ 1 lm SU, BC,
POM, SS

Yes 1.4

Coarse Dg [ 1 lm SU, BC,
POM, SS

Yes 2.0

Based on Mann et al. [53], as modified by Mann et al. [52]
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2.1.2 Gas-Phase Emissions and Processes

In this work, six-hourly mean concentrations of the hydroxyl radical (OH), ozone
(O3), the nitrate radical (NO3), the hydroperoxy radical (HO2) and hydrogen per-
oxide (H2O2) are prescribed from a previous TOMCAT simulation [2]. The treat-
ment of H2O2 is semi-prognostic; in low-level clouds, it is depleted by oxidation of
S(IV) (generating S(VI)), and replenished by self-reaction of HO2 [33, 68].

2.1.2.1 Sulphur Emissions and Gas-Phase Chemistry

The sulphur chemistry included in GLOMAP-mode is detailed in Table 2.3.
Phytoplankton emissions of dimethyl-sulphide (DMS) are calculated online using
monthly sea-water DMS concentrations from Kettle and Andreae [35], wind-speed
and sea-air gas exchange. Gas-phase sulphur dioxide (SO2) emissions for the year
2000 are included from anthropogenic sources [15] and wildfires [85]; additionally,
SO2 from both continuous [1] and explosive [30] volcanic eruptions is included.

There are no emission inventories for carbon disulphide (CS2) or carbonyl
sulphide (COS). In GLOMAP-mode, anthropogenic sources of CS2 and COS, such

Table 2.2 Characteristics of GLOMAP-mode components included in this configuration

Component Summary of main sources Density
(kg m-3)

Molar
mass
(g mol-1)

Sulphate SU Volcanic eruptions, power plants, industry,
road transport, shipping, domestic biofuel
combustion, wildfires, marine biosphere

1769 98.0

Black
Carbon

BC Wildfires, fossil fuel combustion, biofuel
combustion

1500 12.0

Particulate
Organic
Matter

POM Wildfires, fossil fuel combustion, biofuel
combustion, vegetation

1500 16.8

Sea-salt SS Oceans 1600 58.4

Table 2.3 Sulphur based reactions included in GLOMAP-mode [79]

Reaction References

DMS + OH ? SO2 Atkinson et al. [4]

DMS + OH ? 0.6 SO2 + 0.4 DMSO Pham et al. [60]

DMSO + OH ? 0.6 SO2 + 0.4 MSA Pham et al. [60]

DMS + NO3 ? SO2 Atkinson et al. [4]

CS2 + OH ? SO2 + COS Pham et al. [60]

COS + OH ? SO2 Pham et al. [60]

SO2 + OH ? H2SO4 Pham et al. [60]
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as biomass burning, automobile exhausts and chemical industries [36], are rep-
resented by a constant molar emission in proportion (0.3 and 0.08 % respectively)
to anthropogenic SO2 emission levels [60]. Biogenic sources of CS2 and COS are
represented by a constant molar emission at 1 % of the calculated DMS emission
level [6].

2.1.2.2 BVOC Emissions and Gas-Phase Chemistry

In the standard version of GLOMAP-mode, used in Chaps. 3–5, monthly mean
emissions of monoterpenes and isoprene are taken from the Global Emissions
InitiAtive (GEIA; www.geiacenter.org/) database. This inventory was compiled
using the emission factors presented by Guenther et al. [26] and the vegetation
distribution of Olson [58], giving total emissions of 127 Tg(C) a-1 for monoter-
penes and 503 Tg(C) a-1 for isoprene. Figure 2.3 shows the spatial distribution of
monoterpene and isoprene emissions in the GEIA database, for January and July.
In the tropical regions of South America, Africa and South-east Asia, emissions of
both monoterpenes and isoprene are high throughout the year. In the GEIA
inventory, 78 and 87 % of the global total emission, of monoterpenes and isoprene
respectively, originate from between 30�S and 30�N. In northern temperate and
boreal regions, wintertime monoterpene emissions are low, and isoprene emissions
are negligible (Fig. 2.3, left). In the northern hemisphere summertime (Fig. 2.3,
right) emissions of BVOCs rise to a level comparable with the tropics (Fig. 2.3,
right). In Chap. 6, emissions are calculated offline using the Model of Emissions of
Gases and Aerosols from Nature version 2.1 (MEGAN2.1; [27]).

The amount of secondary organic material generated by the oxidation of
BVOCs in the atmosphere is uncertain (Sect. 1.2.4.5). As with previous GLOMAP
studies (e.g. [74, 76, 78]), and many other global-scale modelling approaches (e.g.
[9, 16, 51, 61]), a fixed molar yield is applied to SOA generation from BVOC
oxidation. The oxidation reaction rates used are detailed in Table 2.4; all mono-
terpenes are prescribed the reaction characteristics of a-pinene, the most highly
emitted compound.

As discussed in Chap. 1, the atmospheric concentration of BVOCs in any
location will depend upon the relative rates of production (emission) and loss (via
oxidation, mixing of air masses and deposition). Figure 2.4 shows that GLOMAP
represents well the seasonal cycle in monoterpene concentration observed by
Hakola et al. [29] and Lappalainen et al. [47], at a boreal forest location (Hyytiälä,
Finland; 24�170E, 61�510N).

The standard version of GLOMAP-mode [53] includes only SOA from mon-
oterpenes, in this work, a source of SOA from isoprene oxidation is added, fol-
lowing Sparcklen et al. [78]. Monoterpenes generate secondary organic material at
a 13 % molar yield (after [76, 84]), and isoprene at 3 % (after [41, 42]). These
yields are very uncertain and are varied in Chap. 3 as part of a sensitivity study.
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2.1.3 Primary Particulate Emissions

Annual mean emissions of black carbon (BC) and particulate organic matter (POM)
from fossil and biofuel combustion are taken from the analysis of Bond et al. [8] and
monthly wildfire emissions are from the Global Fire Emissions Database (GFEDv1)

Fig. 2.3 Monthly mean monoterpene (upper) and isoprene (lower) emission rates during January
(left) and July (right) from the GEIA inventory [26]

Table 2.4 BVOC reaction
rates used in GLOMAP,
taken from Atkinson et al.
[4] and Atkinson et al. [3]

Reaction Rate coefficient (cm3 s-1)

a-pinene + OH 1.2 9 10-11 exp (444/T)

a-pinene + O3 1.01 9 10-15 exp (-732/T)

a-pinene + NO3 1.19 9 10-12 exp (490/T)

Isoprene + OH 2.7 9 10-11 exp (390/T)

Isoprene + O3 1.0 9 10-14 exp (-1995/T)

Isoprene + NO3 3.15 9 10-12 exp (-450/T)
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inventory [85], all represent the year 2000. Primary carbonaceous particles are
emitted with the distribution characteristics described by Stier et al. [81], i.e.,
number median diameter Dff = 60 nm and Dbf = 150 nm; standard deviation
rff = 1.59 and rbf = 1.59 (where ff = fossil fuel and bf = biofuel/wildfire).

Following previous work by Stier et al. [81] and the AeroCom recommendation
[16], 2.5 % of all gas-phase SO2 emissions are assumed to be emitted directly as
particle phase sulphate to represent sub-grid scale particle formation. 50 % of all
sub-grid sulphate is emitted into the accumulation mode with a number mean
diameter of 150 nm and r of 1.59. For shipping, power plants and industrial
sources, the remaining 50 % is emitted with a number mean diameter of 1.5 lm
and r of 2.00 (i.e., into the coarse mode). For transport, domestic, wildfire and
volcanic sources, the remaining 50 % is emitted with a number mean diameter of
60 nm and r of 1.59 (i.e., into the Aitken soluble mode).

The emission of primary sea-salt aerosol is parameterised using the sea-spray
source function of [25]. Bin-resolved emissions are generated (as in [79]) and
added to the accumulation (if Dg \ 1 lm) and coarse (if Dg [ 1 lm) modes.

2.1.4 Microphysical Processes

2.1.4.1 New Particle Formation

New particle formation, or nucleation, is known to occur throughout the atmo-
sphere [46], from the free troposphere (e.g. [14]) to the boundary layer (e.g. [13]).
Despite its ubiquity, understanding of the mechanisms driving formation of new
particles in the atmosphere remains incomplete.

Fig. 2.4 Seasonal cycle in monthly mean monoterpene concentration as simulated by
GLOMAP-mode for the year 2000 (dashed red line) and observed in 2011 by Hakola et al.
[29] (grey) and in 2006–2007 by Lappalainen et al. (47) (blue) at Hyytiälä, Finland
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Several mechanisms have been proposed in order to explain atmospheric new
particle formation, including binary homogeneous nucleation (BHN) of H2SO4 and
H2O [43, 86], ternary nucleation of H2SO4-H2O-NH3 (e.g. [5, 54, 57]), and ion-
induced nucleation (e.g. [48, 50, 56, 91]).

BHN is included in GLOMAP-mode and parameterised according to the
hydrate-corrected, classical nucleation theory of Kulmala et al. [43]; the nucleation
rate, JBHN, is calculated as in Eq. 2.3:

JBHN ¼ exp Alog
H2SO4½ �

H2SO4½ �crit

� �
þ Bxal þ C

� �
ð2:3Þ

where [H2SO4]crit is the gas phase concentration of H2SO4 above which nucleation
will occur and xal is the H2SO4 mol fraction in the critical nucleus. The coefficients
A, B and C are temperature dependent and expressions for these are given in
Kulmala et al. [43]. These particles are assumed to be composed of 100 sulphuric
acid molecules and are added to the nucleation mode.

BHN appears able to explain nucleation rates in the free troposphere, however,
new particle formation has been observed to occur in the boundary layer at far
higher rates than would be predicted by BHN [79, 89], ternary [20], or ion-induced
nucleation [38, 50]. Consequently, other mechanisms have been sought to explain
new particle formation in the boundary layer.

Observed particle formation rates in the boundary layer appear to be propor-
tional to the concentration of H2SO4 to the power of either 1 or 2 [44, 65, 71, 89].
In GLOMAP-mode, an empirically derived mechanism is used to represent the
activation of H2SO4 clusters, as proposed by Kulmala et al. [44]. With this
approach, molecular clusters (1 nm in diameter) activate at a rate, J�Act, calculated
as in Eq. 2.4:

J�ACT ¼ A½H2SO4� ð2:4Þ

The coefficient A represents the complexity of the activation process and may
be a function of several parameters such as temperature and the concentration of
other species; in this work an empirically determined value for A of 2 9 10-6 s-1

[71] is used. In Chap. 3, several other parameterisations for the formation of the
initial nucleating cluster are examined.

Following cluster activation, the production rate of particles of a measurable
size, Jm is calculated using the approximation of Kerminen and Kulmala [34], as
given in Eq. 2.5; where dm represents the diameter of the measurable particle
(taken here as 3 nm) and d* represents the cluster diameter (in this case 1 nm but
values for d* vary):

Jm ¼ J�exp 0:23
1

dm
� 1

d�

� 	
CS0

GR

� �
ð2:5Þ
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This production rate accounts for scavenging by larger particles, and allows
growth of nucleated clusters up to dm at a constant rate, GR, proportional to the gas
phase concentration of H2SO4. The reduced condensation sink, CS0, is calculated as
in Eq. 2.6 by integrating over the aerosol size modes, i, following Kulmala et al. [45]:

CS0 ¼
X

i

biriNi ð2:6Þ

Here, bi is the translational correction factor for the condensational mass flux
[23], ri is the particle radius and Ni is particle number concentration.

2.1.4.2 Coagulation

Both intra- and inter-modal coagulation (i.e., particle collision) are represented in
GLOMAP-mode. Particles in the soluble modes can coagulate with particles in the
larger soluble and insoluble modes, whereas insoluble mode particles can coag-
ulate only with larger insoluble mode particles. A coagulation kernel, calculated as
in Spracklen [73] (equations for which are given in Sect. 2.2.6 of Mann et al. [53]),
is used to determine the rate of change of particle number in each mode.

2.1.4.3 Condensation and Ageing

GLOMAP-mode includes the condensation of gas-phase H2SO4 and (assumed
low-volatility) secondary organic material onto existing particles. Condensing
H2SO4 is added to the SU component, and condensing secondary organics are
added the POM component. The rate of change of gas-phase molecular concen-
tration of condensable material (Sgas) is calculated as in Eq. 2.7 where Ci is the
condensation coefficient for each mode i (Eq. 2.8).

dSgas

dt
¼ �

X

i

CiNi

 !

Sgas ð2:7Þ

Ci ¼ 4pDsri;condF Knið ÞAðKniÞ ð2:8Þ

Ci is calculated following Fuchs and Sutugin [23] from the diffusion coefficient
for H2SO4, or a typical gas-phase a-pinene oxidation product in air (Ds, calculated
according to Fuller et al. [24] and the condensation sink radius (ri;cond , which is
calculated as in Eq. A.1 of Mann et al. [52], based on Lehtinen et al. [49]. Ci is
corrected for molecular effects and limitations in interfacial mass transport by the
terms F(Kni) and A(Kni) respectively, calculated as in Eqs. 2.9 and 2.10:
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F Knið Þ ¼ 1þ Kni

1þ 1:71Kni þ 1:33 Knið Þ2
ð2:9Þ

A Knið Þ ¼ 1þ Kni

1þ 1:33KniF Knið Þ 1
s � 1
� � ð2:10Þ

where s is the accommodation coefficient and Kni is the Knudsen number for each
mode i, calculated in Eq. 2.11 using the mean free path of the relevant condensable
gas in air (MFPgas).

Kni ¼
MFPgas

ri;cond
ð2:11Þ

The approach described here means that gases condense according to particle
surface area; the importance of the manner in which secondary organic material is
added to the existing aerosol distribution is examined in Chap. 5.

Following the condensation of soluble gas-phase species, or coagulation with
smaller soluble particles, previously insoluble particles may become water soluble.
Once sufficient soluble material has been accumulated, in this case ten monolayers
(as in Mann et al. [53]), particles are transferred to the corresponding hydrophilic
mode. This process is also known as physical ageing; sensitivity to the amount of
soluble material required for physical ageing is examined in Chap. 3.

2.1.4.4 Hygroscopic Growth

Water uptake by particles in each mode is calculated according to the Zadanovskii-
Stokes-Robinson method (ZSR; Zadanovskii [92], Stokes and Robinson [82]),
using data from Table B.10 in Jacobson [32] and assuming spherical particles.
Organic material present in the non-hydrophilic Aitken mode is assumed to be
non-hygroscopic; organic material present in any of the hydrophilic modes is
either secondary or aged primary organic material and is therefore assigned a
moderate hygroscopicity (65 % of the assumed water uptake for sulphate). The
geometric mean wet diameter for each mode, Dweti , is calculated according to
Eq. 2.12:

Dweti ¼
6

p exp 4:5log2rg;i

� �
X

j

Vwetj

 !1
3

ð2:12Þ

where Vwetj represents the partial volume for each component and its associated
water, calculated as in Eq. 2.13, where qX,j is the density of the solution of
component j with water (for soluble components, for insoluble component the
original density is used).
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Vwetj ¼
mijMj

NaqX;j
ð2:13Þ

2.1.4.5 Aerosol Activation and Cloud Processing

GLOMAP-mode simulates the activation of soluble particles (with dry radius
greater than ract; here taken as 25 nm) to cloud droplets, and their subsequent
growth [52, 53]. Particles in the Aitken soluble mode with dry radius greater than
ract are transferred to the accumulation mode and sulphate produced by in cloud
aqueous-phase-oxidation of SO2 is then partitioned between the soluble accumu-
lation and coarse modes.

2.1.4.6 Dry Deposition

The removal of particles and gases from the atmosphere, in the absence of pre-
cipitation, is known as dry deposition. In GLOMAP-mode, dry deposition is
represented using the parameterisation of Zhang et al. [93], which follows the
approach of Slinn [72] in calculating a dry deposition velocity Veld, as in Eq. 2.14:

Veld ¼ Velgrav þ
1

Ra þ Rs
ð2:14Þ

where Velgrav is the gravitational velocity; surface resistance Rs and aerodynamic
resistance Ra are calculated by Eqs. 2.15 and 2.16 respectively, where k is the von
Karman constant (equal to Eq. 2.4), u� is the surface friction velocity, z is the
height at which the dry deposition is being evaluated (the vertical distance from
the surface), and z0 is the surface roughness length:

Ra ¼
1

ku�
ln

z

z0

� �
ð2:15Þ

Rs ¼
1

3u� Eb þ Eim þ Einð Þ ð2:16Þ

The collection efficiencies associated with Brownian diffusion, impaction and
interception are represented by Eb, Eim and Ein respectively, expressions for which
are given in Mann et al. [53]. Experiments described in Chap. 6 involve a change
to the model land-surface type, which influences dry deposition through the terms
z0, u*, Eb, Eim and Ein.
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2.1.4.7 Wet Deposition: Nucleation and Impaction Scavenging

Nucleation scavenging occurs when precipitation is formed in a given model level.
Large-scale (dynamic) precipitation removes particles at a rate of 99.99 % con-
version of cloud water to rain. The conversion rate for small-scale (convective)
precipitation is calculated according to the parameterisation of Tiedtke [83], with
removal of aerosol assuming a raining fraction of 30 %. In GLOMAP-mode,
nucleation scavenging removes only soluble particles with a dry radius greater
than rscav (here taken as 103 nm).

Impaction scavenging represents the removal of aerosol by falling raindrops; its
implementation in GLOMAP is discussed in detail by Pringle [63]. The Marshall-
Palmer raindrop size distribution as modified by Sekhon and Srivastava [70], and
Dg for each mode, are used to determine raindrop-particle collection efficiencies
from a look-up table. An empirical relationship is used to calculate the raindrop
terminal velocity [19].

2.1.5 Meteorological Conditions

Meteorological fields (wind, temperature and humidity) are obtained from Euro-
pean Centre for Medium-Range Weather Forecasts (ECMWF) analyses by inter-
polation of six-hourly reanalysis (ERA-40) fields. Cloud fraction and cloud top
pressure fields are taken from the International Satellite Cloud Climatology Project
(ISCCP) archive (http://isccp.giss.nasa.gov/; [66]) for the year 2000. Tracer
transport is controlled using the Prather [62] advection scheme, the convection
scheme of Tiedtke [83] and the scheme of Holtslag and Boville [31] for boundary
layer turbulence.

2.2 Calculation of Cloud Condensation Nuclei
Concentrations

Only a subset of particles with sufficient hygroscopicity and size are able to act as
cloud condensation nuclei (CCN). Following a simulation with GLOMAP-mode,
CCN concentrations may be calculated offline using monthly-mean aerosol tracers,
following the ‘‘j-Köhler’’ approach of Petters and Kreidenweis [59], an extension
to Köhler theory.

Köhler theory [39] describes the competition between the Kelvin effect (i.e., the
effect of particle curvature on the vapour pressure over the surface) and the solute
effect, or Raoult’s Law (i.e., the contribution of each chemical solute to the vapour
pressure over the particle), to predict the CCN activity of a particle with given size
and composition (e.g. [69]). Building on Köhler theory, Petters and Kreidenweis
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[59] introduce the term j, a quantitative measure of water uptake ability and CCN
activity, also known as the hygroscopicity parameter.

In this work, a j value is assigned to each component: SU (0.61, assuming
ammonium sulphate), SS (1.28), BC (0.0) and POM (0.1), following Petters and
Kreidenweis [59]. A multicomponent, jmulti, is then obtained by weighting the
individual j values by the volume fraction of each component. Whilst there is
considerable uncertainty associated with the hygroscopicity parameter for organic
material in the atmosphere due to the wide range of solubilities observed, j values
close to 0.1 have been reported for secondary organic components [18, 21, 22, 28,
37], and the entire organic fraction [11, 88].

Here, CCN concentrations are calculated at a fixed uniform supersaturation of
0.2 %. This would be equivalent to an activation dry diameter of approximately
80 nm (assuming a composition of pure ammonium sulphate).

2.3 Suitability of GLOMAP-Mode for This Work

As a two-moment scheme, GLOMAP is able to calculate aerosol number as well
as mass. This confers considerable advantage over mass-only models when
examining processes that affect the evolution of the aerosol size distribution. As
demonstrated by Bellouin et al. [7], the addition of particle-phase material in a
mass-only model results in an increase in aerosol number. However, if both mass
and number are tracked, the addition of particle-phase material (for example the
condensation of secondary organics) may grow existing particles; altering their
size but not necessarily their number. Particle number concentrations will however
be modified by changes to the condensation and coagulation sinks resulting from
the particle growth; for example, enhanced condensation of nucleating vapours
due to an increase in the surface area available for condensation. Accounting for
particle mass and number is particularly important if one wishes to determine the
number of particles of a certain size, for example when calculating CCN
concentrations.

2.4 Comparison to Observations

Particle and speciated mass concentrations simulated by GLOMAP-mode have
been compared to observations in several previous studies (e.g. [52, 53, 67, 78, 90])
and in Chap. 3 of this thesis.

Mann et al. [53] found that GLOMAP-mode captures the spatial variability in
observed POM mass concentrations over North America (Pearson’s correlation
coefficient, R, of 0.82); but that the POM mass burden was underestimated by the
model (normalised mean bias, NMB, of -0.57). Spracklen et al. [78] found that
GLOMAP-mode underestimated organic mass when compared against aerosol
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mass spectrometer observations at over 30 locations; the bias against observations
was minimised when a large source of SOA (i.e., 100 Tg(SOA) a-1) was included
in the model.

CCN concentrations calculated offline (Sect. 2.2) from both GLOMAP-mode
and GLOMAP-bin have been compared to the global dataset of CCN observations
compiled by Spracklen et al. [77]. Spracklen et al. [77] and Schmidt et al. [67]
found that both versions of GLOMAP tend to underestimate CCN concentrations
when compared to the global dataset (e.g. NMB = -38 %; Schmidt et al. [67],
NMB = -25 %; Spracklen et al. [77]). Spracklen et al. [77] demonstrated that
simulated CCN concentrations were particularly sensitive to the treatment and
atmospheric processing of primary particulate emissions, and the new particle
formation mechanisms used; this will be explored in Chap. 3.
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Chapter 3
The Impact of Biogenic SOA on Particle
and Cloud Condensation Nuclei
Concentration

3.1 Introduction

As described in Chap. 1, the presence of biogenic SOA affects the number and size
of particles in the atmosphere. Organic oxidation products may condense onto
existing particles and aid their growth to larger sizes (e.g., [30]), enhance particle
solubility [27], and contribute to new particle formation (e.g., [25]).

In this chapter, the role of biogenic secondary organic aerosol in the atmosphere
is quantified using GLOMAP-mode. A set of experiments were conducted to
determine the processes and parameters to which the impacts of biogenic SOA are
most sensitive, and simulated particle concentrations were compared to a range of
observations.

3.2 Experimental Design

To examine the extent to which the simulated climate impacts of biogenic SOA are
sensitive to uncertainties in aerosol processes, the series of model experiments
described in Table 3.1 were completed. These simulations explore the impact of
uncertainty in the SOA yield from BVOC oxidation, the role of organic oxidation
products in new particle formation, and the interaction between SOA and primary
carbonaceous aerosol emissions. All simulations are performed for the year 2000,
with 6 months spin-up from zero initial aerosol (i.e., 18 months total simulation).

3.2.1 Yield

In the standard configuration (Expt. 2 to 4) monoterpenes and isoprene generate a
condensable secondary organic material at fixed molar yields of 13 % (following
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Table 3.1 Summary of simulations performed; results from Expt. 21–27 are discussed in
Chap. 4

Exp.
No.

Expt. name Description BVOCs
included

Global
production
of SOA
(Tg(SOA)
a-1)

1 ACT BHN with Eq. 3.1 within the
boundary layer

None 0

2 ACT_m Monoterpenes 20.4

3 ACT_i Isoprene 16.6

4 ACT_mi Mono + Iso 37.0

5 ACT_mi_x0.5 0.5 9 SOA production yield Mono + Iso 18.5

6 ACT_mi_x2 2 9 SOA production yield Mono + Iso 74.0

7 ACT_mi_x5 5 9 SOA production yield Mono + Iso 185.1

8 ACT_mi_noSOAage No transfer of non-
hydrophilic particles to the
hydrophilic distribution via
condensation of secondary
organics

Mono + Iso 37.0

9 ACT_fast_age One soluble monolayer
required to transfer non-
hydrophilic particles to the
hydrophilic distribution

None 0

10 ACT_mi_fast_age Mono + Iso 37.0

11 ACT_BCOCsmall Size distribution of primary
BC and OC emissions set to
AeroCom recommendation
[3]

None 0

12 ACT_mi_BCOCsmall Mono + Iso 37.0

13 BHN Binary homogeneous
nucleation only

None 0

14 BHN_m Monoterpenes 20.4

15 Org1 BHN with Eq. 3.2
throughout the atmosphere

None 0

16 Org1_m Monoterpenes 20.4

17 Org2 BHN with Eq. 3.3
throughout the atmosphere

None 0

18 Org2_m Monoterpenes 20.4

19 Org3 BHN with Eq. 3.4
throughout the atmosphere

None 0

20 Org3_m Monoterpenes 20.4

21 ACT_1750 1750 emissions of BC, POM
and SO2 taken from [3]

None 0

22 ACT_1750_mi Mono + Iso 37.0

23 ACT_1750_mi_x0.5 1750 emissions, with
0.5 9 SOA production yield

Mono + Iso 18.5

24 ACT_1750_mi_x2 1750 emissions, with
2 9 SOA production yield

Mono + Iso 74.0

25 ACT_1750_mi_x5 1750 emissions, with
5 9 SOA production yield

Mono + Iso 185.1

26 Org1_1750 1750 emissions, standard
yields and BHN with Eq. 3.2
throughout the atmosphere

None 0

27 Org1_1750_m Monoterpenes 20.4
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[33, 34, 41]) and 3 % [16, 17], respectively. These yields are very uncertain, so to
account for this, experiments were conducted in which the SOA production yields
were multiplied by a factor of 0.5, 2 and 5 (Expt. 5–7), resulting in a global
production of between 18.5 Tg(SOA) a-1 and 185.0 Tg(SOA) a-1. The global
production of biogenic SOA from each experiment is detailed in Table 3.1 and all
lie within the wide range of previous estimates (Sect. 1.2.4.5; [4, 5, 9, 8, 11, 37]).

3.2.2 New Particle Formation

New particle formation has been shown to strongly affect CCN concentrations
(e.g., [24, 35]). To explore the potential role of BVOC oxidation products in the
formation of new particles, the impact of biogenic SOA is quantified using five
different representations of new particle formation (Table 3.1). All experiments
include the binary homogeneous nucleation (BHN) of sulphuric acid and water
[18] which occurs mainly in the free troposphere (e.g., [32]). However, as dis-
cussed in Chap. 2, observed particle formation rates in the boundary layer cannot
be explained by binary nucleation of H2SO4 and H2O alone.

Here, BHN is combined with four parameterisations for the formation of new
particles in the boundary layer (Table 3.2); ACT, Org1 and Org2 are taken from
existing literature, whilst Org3 is evaluated for the first time here.

The first additional boundary layer mechanism (ACT; Eq. 3.1) is described in
Chap. 2 and is based on the activation of H2SO4 clusters, at a rate (J*) proportional
to the gas phase concentration of H2SO4. This mechanism is restricted to the
boundary layer and BHN is allowed to proceed at higher altitudes.

Sulphuric acid and organic compounds have both been implicated in the
appearance of new particles at an observable size, but the identity of compounds
initiating nucleation is inherently difficult to establish due to the practical limi-
tations in measuring the composition of the smallest particles. In smog chamber
experiments, [25] found that the formation rate of 1.5 nm clusters was proportional
to the product of the gas-phase concentrations of H2SO4 and low volatility
products from the photo-oxidation of SOA precursor species, in this case 1,3,5-
trimethylbenzene (Org1; Eq. 3.2). Paasonen et al. [26] found good correlation
against a wide observational dataset when the particle formation rate combined a
term based on the product of the concentrations of H2SO4 and an organic mole-
cule, and a kinetic nucleation term proportional to the square of H2SO4 concen-
tration (Org2; Eq. 3.3). In Eqs. 3.2 and 3.3, the term OxOrg represents the
products of monoterpene oxidation only, since the role of isoprene oxidation
products in new particle formation remains unclear [12, 13].
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3.2.2.1 The CLOUD Mechanism for New Particle Formation

The fourth additional mechanism (Org3; Eq. 3.4) for new particle formation is the
result of experiments performed in the CLOUD (Cosmics Leaving Outdoor
Droplets) chamber at CERN. The CLOUD chamber is a stainless steel vessel of
26 m3, in which nucleation experiments may be conducted under stable and
contaminant free conditions [14]. A new parameterisation was developed to
describe the dependence of nucleation rates on the concentration of H2SO4 and
organic oxidation products (BioOxOrg) in the chamber. BioOxOrg represents the
oxidation products of pinanediol (PD, C10H18O2), chosen as a model compound
for the first generation oxidation products of monoterpenes. The effects of H2SO4

and BioOxOrg on the nucleation rate were determined experimentally by inde-
pendently varying their concentrations in the CLOUD chamber; see [29] and its
Supplementary Material for updated values and further details on the experimental
setup and protocol.

The formation rate of 1.7 nm clusters was found to be proportional to the
concentration of H2SO4 to the power 2, and the concentration of BioOxOrg to the
power 1, with a multi-component pre-factor (k4; Table 3.2) of 5.5 9 10-21 s-1.
The concentration of BioOxOrg in the chamber, under steady state conditions, may
be described as in Eq. 3.5, in relation to its production (via oxidation of PD by
OH) and loss rates (i.e., vapour loss to the chamber walls (kwall), condensation onto
existing particles (kcond), and dilution due to replacement of sampled air in the
chamber with clean air (kdil)). The derivation of these loss terms is described in
[29]. Here, it is sufficient to note that kwall is the dominant loss rate.

½BioOxOrg� ¼ kPD;OH ½PD� OH½ �
kwall þ kcond þ kdilð Þ ð3:5Þ

Similarly, the rate of change of PD concentration may be described as in
Eq. 3.6, in relation to its rate of production (via oxidation of a-pinene) and loss
(via oxidation to BioOxOrg).

Table 3.2 Summary of new particle formation mechanisms used during this chapter

Mechanism Cluster formation rate (J*) Coefficient values
(s-1)

Cluster size
(nm)

ACT [21] A½H2SO4� A = 2 9 10-6 0.8 (3.1)

Org1 [25] k1 H2SO4½ �½OxOrg� k1 = 5 9 10-13 1.5 (3.2)

Org2 [26] k2½H2SO4�2 þ k3 H2SO4½ �½OxOrg� k2 = 1.1 9 10-14

k3 = 3.2 9 10-14
2.0 (3.3)

Org3 [29] k4 H2SO4½ �2½BioOxOrg� k4 = 5.5 9 10-21 1.7 (3.4)
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d PD½ �
dt
¼ kapin;OH apin½ � OH½ � � kPD;OH PD½ � OH½ � ð3:6Þ

Therefore, at steady-state, when d[PD]/dt is zero, the concentration of PD may
be expressed as in Eq. 3.7

PD½ � ¼
kapin;OH apin½ �
� �

kPD;OH
ð3:7Þ

For implementation in GLOMAP-mode, Eqs. 3.4, 3.5, 3.6 and 3.7 were com-
bined to give Eq. 3.8, where kCS, the atmospheric condensation sink (i.e., rate of
condensation onto existing particles, s-1) replaces the loss term kwall, and is cal-
culated assuming the diffusion characteristics of a typical a-pinene oxidation
product (see Appendix A1 of [23]).

J� ¼ k4 H2SO4½ �2
kapin;OH apin½ � OH½ �
� �

kCS

� �
ð3:8Þ

3.2.3 Characteristics of Primary Carbonaceous Emissions

In GLOMAP, the simulated aerosol size distributions and therefore CCN con-
centrations, are sensitive to the treatment of primary emissions [28, 38], in par-
ticular the emission characteristics of primary carbonaceous aerosol. As described
in Chap. 2, primary carbonaceous particles are emitted with the distribution
characteristics described by Stier et al. [39]. Sensitivity to this choice, in terms of
the impact of biogenic SOA, is explored with an additional set of simulations
(ACT_BCOCsmall) using the smaller emission size (i.e., number median diameter
Dff = 30 nm, Dbf = 80 nm; where ff = fossil fuel and bf = biofuel/wildfire
respectively), but wider distribution (i.e., standard deviation rff = 1.8, rbf = 1.8)
recommended by AeroCom [3].

The process of physical ageing, by which non-hydrophilic particles become
hydrophilic via condensation of soluble material, is poorly understood [11]. In
GLOMAP, primary BC/OC particles are emitted into a non-hydrophilic distribu-
tion and are transferred to an internally mixed hydrophilic distribution after the
condensation of a specific amount of condensable material. Here, the standard
simulations assume that ten monolayers of condensable material (secondary
organics or H2SO4) are required to sufficiently coat an insoluble particle for it to
become soluble. To examine the importance of this process, and its representation
with respect to the impact of biogenic SOA, an additional simulation in which
physical ageing does not occur as a result of the condensation of secondary
organics (ACT_mi_noSOAage) is performed, and another in which only one sol-
uble monolayer is required (ACT_mi_fast_age).
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3.2.4 Presence of Anthropogenic Emissions

To test the sensitivity of the impact of biogenic SOA to the presence of anthro-
pogenic emissions, a set of simulations (Expts. 21 to 27) are conducted which
include anthropogenic emissions from the year 1750 (BC and POM from wildfire
and biofuel, SO2 from wildfire and domestic sources), compiled for the AeroCom
initiative [3]. In the 1750 emission dataset, wildfire emissions are scaled versions
of monthly mean data from 1998–2002 (scaled according to population ratio (i.e.,
1750 vs. 1990) from the 100 Year database for Integrated Environmental
Assessments (HYDE; www.rivm.nl/hyde)). Emissions from deforestation fires are
scaled by population, whereas emissions from other land surfaces (grassland,
shrub/bush, agricultural) are 60 % scaled by population, as the remaining 40 % is
assumed to burn regardless of human activity; forest emissions in high latitudes
(Europe, North America and Russia) are doubled from current emissions to reflect
the fact that there would have been less wildfire suppression in the past. Conse-
quently, tropical deforestation emissions are lower in the 1750 dataset, but boreal
wildfire emissions are higher [3]. Results from these simulations are discussed in
Chap. 4.

3.3 Results

3.3.1 Changes to Total Particle Concentration

Table 3.3 reports the impact of biogenic SOA on simulated aerosol properties. The
impact of biogenic SOA on global annual mean total particle number concentra-
tion (greater than 3 nm dry diameter; N3) depends upon the nucleation mechanism
implemented in the model. Whilst the condensation of secondary organic material
leads to particle growth, this increase in particle size also enhances the conden-
sation sink for nucleating gases (H2SO4 and organic oxidation products) and the
coagulational sink for newly formed particles. As a result, the global annual mean
N3 concentration is reduced by 7.9 % when monoterpene emissions are included
with activation boundary layer nucleation (ACT_m) and by 0.4 % when BHN is
the only new particle formation mechanism (BHN_m). In contrast, when organics
contribute directly to nucleation (Org1_m, Org2_m and Org3_m), a global annual
mean increase in N3 of between 22.0 and 142.0 % is simulated. In these simula-
tions, the additional nucleation resulting from the presence of organics outweighs
the moderate reduction in N3 due to the enhanced condensation sink.
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3.3.2 Changes to Cloud Condensation Nuclei Concentrations

In all the model configurations examined here, biogenic SOA increases the sim-
ulated global annual mean surface CCN concentration, with the relative
enhancement ranging between 3.6 and 45.2 % (Table 3.1). The spatial distribution
of changes to CCN concentration (Fig. 3.1) does not simply match the distribution
of BVOC emissions (Fig. 2.3) due to the diverse range of processes controlling the
aerosol size distribution and CCN number. For the ACT simulation shown in Fig.
3.1, biogenic SOA (from monoterpenes and isoprene) increases annual mean CCN
concentrations by up to 100 % over the Amazon, whilst reducing annual mean
CCN concentrations by up to 10 % over some tropical oceans.

The largest increases in absolute CCN concentration are simulated in regions
coincident with substantial primary particle emissions (particularly regions of
tropical biomass burning) suggesting an important interaction between SOA and
primary particles. In GLOMAP, primary carbonaceous aerosol from fossil fuel
combustion and wildfire is initially non-hydrophilic, being emitted into the Aitken
insoluble mode. Condensation of soluble gas phase species moves these particles
into the hydrophilic Aitken mode, where they are able to act as CCN. Without this
physical ageing by SOA, the global annual mean increase in CCN concentration is
reduced to 3.6 % (ACT_mi_noSOAage), compared to 12.8 % in the equivalent
standard run (ACT_mi). When the physical ageing requires only one monolayer of
soluble material (ACT_mi_fast_age), the global mean increase in CCN number
concentration is reduced to 8.9 % because carbonaceous particles are more

Table 3.3 Global annual mean surface-level changes to N3 (number concentration of particles
[3 nm diameter) and CCN (0.2 % supersaturation) concentration, relative to an equivalent
control simulation including no BVOC emission

Exp. No. Expt. name DN3

(cm-3)
DCCN
(cm-3)

2 ACT_m -64.3 (-7.9 %) +23.5 (+10.4 %)

3 ACT_i -43.1 (-5.3 %) +19.3 (+8.5 %)

4 ACT_mi -79.6 (-9.7 %) +29.0 (+12.8 %)

5 ACT_mi_x0.5 -56.7 (-6.9 %) +22.1 (+9.7 %)

6 ACT_mi_x2 -106.7 (-13.0 %) +36.7 (+16.2 %)

7 ACT_mi_x5 -145.5 (-17.8 %) +48.0 (+21.1 %)

8 ACT_mi_noSOAage -81.3 (-9.9 %) +8.3 (+3.6 %)

10 ACT_mi_fast_age -81.5 (-9.9 %) +21.8 (+8.9 %)

12 ACT_mi_BCOCsmall -55.8 (-5.0 %) +46.0 (+17.5 %)

14 BHN_m -1.7 (-0.4 %) +20.3 (+10.4 %)

16 Org1_m +643.0 (+142 %) +88.1 (+45.2 %)

18 Org2_m +188.0 (+22.0 %) +39.0 (+15.5 %)

20 Org3_m +302.3 (+66.7 %) +69.9 (+35.8 %)

Each global annual mean change is expressed as a percentage, relative to the control, in brackets
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efficiently coated and transferred to the hydrophilic distribution by H2SO4, such
that CCN concentrations are less sensitive to the presence of organics. Using a
smaller emission size for primary carbonaceous aerosol (ACT_mi_BCOCsmall)
increases the global annual mean change to surface CCN concentrations when
biogenic SOA is included to 17.5 %. A smaller emission size increases the number
of primary particles emitted per mass of carbonaceous material, thereby providing
more non-hydrophilic particles ready to be aged to the hydrophilic modes where
they are able to act as CCN. Additionally, the lower surface area of these smaller
particles allows a faster rate of ageing by a given amount of SOA.

At tropical latitudes (30�N to 30�S), high year-round emissions of both isoprene
and monoterpenes (Sect. 2.1.2.2) result in large increases to CCN concentrations
(Fig. 3.1) throughout the seasonal cycle (red lines in Fig. 3.2, left). Between 30
and 90�N, increases in CCN are largest during the NH summer, with small
increases simulated in winter months when emissions of BVOC are low. Over the
high latitude boreal forests, monoterpene emissions are responsible for the
majority of the CCN increase (green lines in Fig. 3.2, left), owing to their higher
emission rate as compared to isoprene (Sect. 2.1.2.2). In the southern hemisphere

Fig. 3.1 Simulated annual mean absolute (left) and percentage (right) changes to surface level
cloud condensation nuclei (CCN) number concentration, calculated at 0.2 % supersaturation,
resulting from the emission of monoterpenes (ACT_m; upper), isoprene (ACT_i; middle) and both
monoterpenes and isoprene (ACT_mi; lower)
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(30–90�S), absolute CCN changes are small throughout the year due to low BVOC
emissions at these latitudes (blue lines in Fig. 3.2, left). However, relatively low
absolute changes can result in substantial fractional changes, particularly over
ocean regions (Fig. 3.1, right) due to low background CCN number concentration.

Within 30� either side of the equator, BVOC emissions in the GEIA inventory
[6] are slightly higher during the respective wet seasons (April–September in
northern tropics; October–March in southern tropics), but as shown in Fig. 3.2
(right), the largest absolute increase in CCN concentration occurs during the dry
seasons when primary carbonaceous emissions from wildfires are highest. The
importance of ageing is confirmed by much lower CCN increase simulated when
secondary organic material does not transfer non-hydrophilic particles to the
hydrophilic distribution (dotted lines in Fig. 3.2, right). At high northern latitudes,
the process of physical ageing also contributes to the summertime CCN increase
(Fig. 3.1, right), but a more substantial contribution here comes from the growth of
smaller particles to CCN active sizes via condensation of organic material.

Over some ocean regions, BVOC emissions can cause reductions in simulated
CCN concentrations (Fig. 3.1), as a result of several different processes. The
presence of biogenic SOA allows non-hydrophilic particles to be aged (i.e.,
transferred to a hydrophilic mode) and enhances their growth up to the size at
which they may be nucleation scavenged (Sect. 2.1.4.7). In the absence of SOA,
simulated particle growth may only proceed via coagulation and condensation of
sulphuric acid. Therefore, in the presence of SOA, particles grow more quickly to
a size where they may be removed from the atmosphere by nucleation scavenging.
Additionally, the presence of biogenic SOA enhances the condensation sink over
continental regions, resulting in increased condensation of the H2SO4 onto existing
particles. This can lower H2SO4 concentrations in the upper troposphere, subse-
quently reducing binary homogeneous nucleation and the number of particles

Fig. 3.2 Left Monthly mean absolute change in surface CCN number concentration (cm-3) at
0.2 % supersaturation, across three latitude bands, when monoterpene (ACT_m; dashed lines),
isoprene (ACT_i; dotted lines) and both monoterpene and isoprene (ACT_mi; solid lines)
emissions are included. Right Seasonal mean absolute change in CCN number concentration
(cm-3) at 0.2 % supersaturation during Dec–Feb (blue) and Jun–Aug (red) using the ACT
mechanism; solid lines represent ACT_mi and dotted lines ACT_mi_noSOAage (i.e. condensable
organics do not transfer non-hydrophilic particles to the hydrophilic distribution)
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entrained into the boundary layer. This entrainment of particles formed in the
upper troposphere makes the largest contribution to surface CCN concentrations
over the sub-tropical oceans [24]. Where these processes outweigh the generation
of new CCN via particle growth, and ageing of primary particles, a net reduction in
CCN concentration is simulated.

Monoterpene emissions contribute a greater increase to global annual mean
CCN concentration, than isoprene emissions (ACT_m and ACT_i; Table 3.3). This
occurs partly because a greater amount of SOA is generated from their oxidation,
despite total annual monoterpene emissions in the GEIA inventory being a factor
of four lower than those for isoprene, but may also be due to the spatial distribution
of emissions and relative proximity to sources of fine particles that require growth
to reach CCN sizes (e.g., carbonaceous particles from fossil fuel combustion). As
indicated in Figs. 3.1 and 3.2 (left), the contributions from each BVOC are not
additive; monoterpene and isoprene SOA increase CCN concentrations by
approximately 10.4 and 8.5 % respectively whereas the combined emission results
in only 12.8 % increase. This suggests a saturation of the global CCN response to
the presence of SOA and is confirmed by the reduced sensitivity to yield increase
observed for Experiments 4 to 7.

3.3.3 Sensitivity to New Particle Formation

The simulated contribution of SOA to global mean CCN concentrations depends
strongly on the nucleation mechanism used in the model. Inclusion of an empir-
ically derived particle activation mechanism within the boundary layer (i.e., ACT,
Eq. (3.1) results in a greater absolute global annual change in CCN concentration
due to monoterpene SOA (+23.5 cm-3; ACT_m), when compared to the equivalent
simulation using only BHN (+20.3 cm-3; BHN_m). This occurs because particles
formed by the activation of H2SO4 clusters in the boundary layer are able to grow
to CCN active sizes by the condensation of organic oxidation products and is
particularly evident between 40 and 60�N (Fig. 3.3, left) where there is a strong
contribution to total particle numbers from nucleation within the boundary layer
[24]. However, a similar annual global mean fractional CCN change (+10.4 %)
due to monoterpene SOA is simulated in each case, owing to the higher back-
ground CCN concentration when the ACT mechanism is used.

When monoterpene oxidation products are allowed to participate directly in
nucleation (Org1_m, Org2_m and Org3_m), the contribution of biogenic SOA to
CCN concentrations is substantially greater; increasing the global annual mean by
15.5 % for Org2, 35.8 % for Org3 and 45.2 % for Org1. The large increase in
CCN concentrations when the Org1 and Org3 mechanisms are used can be
attributed to the fact that in the absence of BVOC emissions, new particle for-
mation in the boundary layer does not occur. With these mechanisms, the peak
annual mean absolute increase in CCN concentration occurs at approximately
40�N (Fig. 3.3, left) due to large CCN increases simulated over south east U.S.A,
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Europe and China, regions of high monoterpene emission during the Northern
Hemisphere summer. Substantial fractional increases (over 80 %) are simulated in
regions where high monoterpene emissions combine with low background aerosol
number concentrations such as the boreal regions of northern Russia and Canada
(Figs. 3.3, right and 3.4, right).

3.4 Comparison to Observations

3.4.1 Seasonal Cycle at Forested Sites

The simulated seasonal cycle in the number concentration of particles with dry
diameter greater than 80 nm (N80) was compared against multi-annual monthly
mean observations at three forested sites: Hyytiälä, Finland (e.g. [20, 19]) from
1996–2006, Pallas, Finland (e.g. [7, 15, 16]) from 2000–2011, and Aspvreten,
Sweden (e.g. [40]) from 2005–2007. These locations were chosen since they are
relatively remote from anthropogenic aerosol sources and are in regions with
substantial BVOC emissions. N80 concentrations were evaluated since these match
particles of CCN relevant size; although N80 does not take into account the
composition or solubility of the particles, long-term observations of CCN are not
yet available at locations suitable for this study. Observations were taken from the
EBAS database (available at http://ebas.nilu.no) and monthly mean model values
are linearly interpolated to each location.

Table 3.4 gives the Pearson correlation coefficient (R) between simulated and
observed monthly mean N80 concentrations at each site; possible values of R span
from -1 (perfect anti-correlation) to +1 (perfect correlation). Figure 3.5 shows the
observed and simulated seasonal cycle at Hyytiälä and Pallas; a pronounced sea-
sonal cycle in N80 is observed at these locations, with summertime (JJA) concen-
trations a factor of two greater than those measured in the wintertime (DJF). Without

Fig. 3.3 Annual mean absolute (left) and percentage (right) change in surface CCN number
concentration, at 0.2 % supersaturation, when monoterpene emissions are included in the model,
using four particle formation mechanisms: ACT (light green), BHN only (orange), Org1 (red),
Org2 (blue) and Org3 (dark green)
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biogenic SOA, summertime N80 concentrations are under-predicted (dotted line in
Fig. 3.5) and simulations do not capture the seasonal cycle; the maximum corre-
lation coefficient at Hyytiälä is 0.37, 0.16 at Aspvreten, and 0.14 at Pallas (all
obtained using the Org2 mechanism). The inclusion of biogenic SOA improves the
correlation between simulated and observed values for each set of simulations at all
three locations, primarily by increasing summertime N80 concentrations.

When the ACT mechanism is used, increasing the yield of SOA production
(ACT_mi_x2 and ACT_mi_x5) reduces the correlation coefficient at all three sites,
when compared to the standard yield simulation (ACT_mi). This occurs because, at
Hyytiälä for example, summer time N80 concentrations simulated with the higher
yields are lower than simulated with the standard yield. As indicated in Fig. 3.6
increasing the SOA formation yield increases the size of the largest particles
([400 nm), enhancing the simulated condensation sink for potential nucleating
gases and the coagulational sink for nucleation mode particles, suppressing new
particle formation and growth as a route to 80 nm particles.

The seasonal cycle is captured best when monoterpene oxidation products are
included in the particle formation rate (red, blue and dark green lines in Fig. 3.5),

Fig. 3.4 Simulated annual mean absolute (left) and percentage (right) changes to surface level
cloud condensation nuclei (CCN) number concentration, calculated at 0.2 % supersaturation,
when monoterpene emissions are included in the model, for the Org1_m (upper), Org2_m
(middle) and Org3_m (lower) experiments. Note that scale differs from Fig. 3.1
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with the Org3 mechanism giving the best correlation at all three locations (0.64 at
Hyytiälä, 0.48 at Aspvreten and 0.63 at Pallas). Figure 3.7 indicates that organi-
cally mediated nucleation is required to simulate sufficient particle concentrations
between 20–100 nm; however, the number of particles in the nucleation mode is
over-predicted.

3.4.2 Seasonal Cycle in Total Particle Concentration

The simulated seasonal cycle in total particle number concentration was compared
to the multi-annual observational dataset compiled by [36]. Here, data collected

Table 3.4 Pearson correlation coefficient (R) between multi-annual monthly mean observed and
simulated monthly mean N80 concentrations

Simulation Pearson correlation coefficient (R) NMB
(%)
against
subset
of CCN
dataset

Hyytiälä, Finland.
Boreal forest,
influenced by
European pollution;
typical background
for high latitude
Europe [24.3�E,
61.9�N]

Aspvreten,
Sweden.
Boreal forest
location, mid-
Sweden
[17.4�E,
58.8�N]

Pallas, Finland.
Very remote
location at
northern border
of boreal zone
[24.1�E, 68.0�N]

ACT 0.31 0.13 0.13 -44.4

ACT_mi 0.44 0.22 0.40 -16.0

ACT_mi_x0.5 0.42 0.22 0.36 -16.4

ACT_mi_x2 0.41 0.19 0.35 -16.7

ACT_mi_x5 0.26 0.06 0.15 -17.2

ACT_mi_noSOAage 0.44 0.21 0.42 -40.5

ACT_mi_fast_age 0.44 0.19 0.40 -16.5

ACT_mi_BCOCsmall 0.50 0.33 0.35 +48.2

BHN 0.09 -0.15 -0.04 -48.7

BHN_m -0.01 -0.18 -0.22 -22.9

Org1 0.09 -0.15 -0.04 -48.6

Org1_m 0.61 0.46 0.60 +16.9

Org2 0.37 0.16 0.14 -26.6

Org2_m 0.60 0.43 0.57 +20.8

Org3 0.09 -0.15 -0.04 -48.6

Org3_m 0.64 0.48 0.63 +0.3

The normalised mean bias (NMB; Eq. 3.10 in surface CCN concentration between model and
observations is also given for each simulation
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from 19 northern hemisphere continental boundary layer locations (Table 3.5) is
used. The definition of the particle number concentration varies between sites (e.g.,
N3, N7 …) due to differences in instrumentation, and the associated minimum cut-
off diameter.

A normalised anomaly (Ax) for observed monthly mean particle number con-
centrations (Nx), relative to the annual mean particle number concentration (Mx),
was calculated at each site, as in Eq. 3.9:

Fig. 3.5 Multi-annual monthly mean observed (black lines) seasonal cycle in N80 concentration
at Hyytiälä (left) and Pallas (right); standard deviation of the observed monthly mean is indicated
by the vertical black lines. N80 concentrations simulated using the ACT (light green Expt.1 and
Expt. 4) and Org1 (red), Org2 (blue) and Org3 (dark green) nucleation mechanisms

Fig. 3.6 Simulated and measured (multi-annual; 1996–2006) seasonal (June–July–August) mean
number size distribution at Hyytiälä, Finland. Simulations include both monoterpene and
isoprene emissions (except ACT, green dashed line), with SOA yields varied by a factor of 10
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Fig. 3.7 Simulated and measured (multi-annual; 1996–2006) seasonal (June–July–August) mean
number size distribution at Hyytiälä, Finland. Simulations include different representations of
new particle formation

Table 3.5 Observation sites used in comparison; taken from [36]

Location Observation period Minimum cut-off
diameter (nm)

Hyytiälä 24.3�E, 61.9�N 2000–2004 3

Pallas 24.1�E, 68.0�N 2000–2004, 2007 10

Finokalia 25.7�E, 35.3�N 1997, 2006–2007 10

Hohenpeissenberg 11.0�E, 47.8�N 2006–2007 3

Melpitz 12.3�E, 51.2�N 1996–1997, 2003 3

Bondville 88.4�W, 40.1�N 1994–2007 14

Southern great plains 97.5�W, 36.6�N 1996–2007 10

Tomsk 85.1�E, 56.5�N 2005–2006 3

Listvyanka 104.9�E, 51.9�N 2005–2006 3

Harwell 359.0�E, 51.0�N 2000 10

Weybourne 1.1�E, 53.0�N 2005 10

India Himilaya 79.6�E, 29.4�N 2005–2008 10

Aspvreten 17.4�E, 58.8�N 2000–2006 10

Utö 21.4�E, 59.8�N 2003–2006 7

Värriö 29.6�E, 67.8�N 1998–2006 8

Thompson farm 289.1�E, 43.1�N 2001–2009 7

Castle springs 71.3�W, 43.7�N 2001–2008 7

Tannus observatory 8.4�E, 50.2�N 2008–2009 10

Po valley 11.6�E, 44.7�N 2002–2006 3

3.4 Comparison to Observations 67



Ax ¼
Nx �Mxð Þ

Mx
ð3:9Þ

The same approach was applied to the model output from five simulations
(ACT_m, BHN_m, Org1_m, Org2_m and Org3_m); model data were interpolated
to the observation location in the horizontal, and in the vertical where necessary.
Figure 3.8 compares the observed mean (across the 19 locations) normalised
anomaly for each month, to those simulated by the model using five different
schemes for new particle formation. Using the ACT particle formation mechanism
gives peak particle number concentration during the early spring, with summer-
time nucleation suppressed by the higher condensation sink. Inclusion of an
organically mediated new particle formation mechanism greatly improves the
representation of the observed seasonal cycle.

Table 3.6 reports the mean R value, across the 19 locations, between measured
and simulated particle concentrations; model values were sampled at the relevant
particle size for each location, e.g., to compare against observations at Hyytiälä, N3

was used, but to compare against observations at Pallas, N10 was used. Inclusion of
an organically mediated new particle formation rate increases R from 0.23
(ACT_m; where new particle formation is based on activation of sulphuric acid
clusters), up to 0.40 for Org3_m.

Fig. 3.8 Normalised concentration anomaly in simulated and observed monthly mean total
particle concentration across 19 northern hemisphere continental boundary layer locations [36].
Multi-annual observations, represented by the black line, are derived from measurements with
various minimum cut-off diameters (Table 3.5); the coloured shading represents the region
between the modelled normalised concentration anomaly at 3 and 14 nm
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3.4.3 Cloud Condensation Nuclei Concentrations

Simulated CCN concentrations were compared to a subset of the CCN dataset
compiled by [38]. The treatment of primary carbonaceous emissions has been
shown to strongly influence particle number concentrations and aerosol size dis-
tributions simulated by global aerosol microphysics models [28, 38]. Therefore,
simulated CCN were compared against measurements filtered to minimise the
influence of these particles: that is, data for terrestrial locations with a simulated
present-day/pre-industrial CCN concentration ratio (calculated from [CCN]ACT_mi /
[CCN]ACT_1750_mi) less than 2, during times when the site was reported to be
unaffected by wildfire emissions. This subset of data contained 25 observations
(each representing time-weighted mean CCN concentration from a sampling
period of days to weeks) from the 6 locations detailed in Table 3.7. Relative
uncertainties in the observational dataset all lie in the range ±5–40 %, but most
within ±10–20 % [38]. CCN concentrations from the model were calculated for
each of the six locations using the supersaturation at which the observations were
recorded.

Table 3.4 reports the normalised mean bias (NMB) between observed and
simulated CCN, calculated according to Eq. 3.10 where Sx are CCN number
concentrations simulated by the model, and Ox are observed CCN number con-
centrations at each location, x.

Table 3.6 Mean Pearson correlation coefficient between multi-annual observed and simulated
monthly mean total particle concentration, across 19 continental boundary layer locations

Simulation Pearson correlation coefficient (R)

ACT_m 0.23

BHN_m 0.08

Org1_m 0.37

Org2_m 0.33

Org3_m 0.40

Table 3.7 Locations included in the subset of CCN observations taken from [38]

Location Reference

Balbina, Amazon Basin 59.4oW, 1.9oS [31]

Rondonia, Amazon Basin 61.9oW, 10.9oS [43]

Amazon Basin 73oW, 5oS and 63oW, 12oS [1]

Fazenda Nossa, Amazon Basin 62.35oW, 10.8oS [42]

Reno, USA 119.8oW, 39.5oN [10]

Lauder, New Zealand 169.7oE, 45oS [2]
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NMB ¼ 100 %�
X

Sx � Oxð Þ �
X

Ox ð3:10Þ

In the absence of biogenic SOA, CCN concentrations are under-predicted
(NMB between -48.6 and -26.6 %). Inclusion of biogenic SOA reduces the
NMB at these locations to within the uncertainty associated with the observational
dataset, e.g., from -44.4 to -16.0 % for ACT_mi.

Whilst the mechanisms Org1 and Org2 led to an over prediction in CCN
concentration (NMB = +16.9 % for Org1 and +20.0 % for Org2; still within the
uncertainty of the measurements), the Org3 mechanism gives very good agreement
(NMB = 0.3 %) across this subset of locations. In the Org3 mechanism, Bio-
OxOrg is generated only from monoterpene oxidation via OH, rather than the
OxOrg term in Org1 and Org2 which is generated from monoterpene oxidation by
OH, O3 and NO3. This difference in oxidation pathway could introduce spatial,
seasonal and diurnal differences to the nucleation rate and warrants further
investigation.

When biogenic SOA is included, but is not able to age non-hydrophilic particles
to the hydrophilic distribution (ACT_mi_noSOAage), CCN concentrations are
under-predicted (NMB = -40.5 %) suggesting that despite selecting for relatively
pristine locations and times, the ageing of carbonaceous particles still contributes
substantially to local CCN concentrations. The faster rate of ageing (ACT_mi_-
fast_age) makes little difference to the correlation (NMB = -16.5 %, as com-
pared to -16.0 % for the standard ageing), suggesting that the process of
generating CCN-active particles through physical ageing is not being limited by
the availability of condensable material in these locations. This is confirmed by the
narrow range of NMB values obtained (-16.0 to -17.2 %) when yield of SOA
production is varied by a factor of 10. When the smaller emission size for BC/OC
primary particles is used (ACT_mi_BCOCsmall), CCN concentrations are sub-
stantially over-predicted (NMB = +48.2 %), suggesting that this emission size
generates too many CCN active particles in the presence of SOA.

3.5 Summary and Conclusions

In all simulations, the inclusion of biogenic SOA increases the global annual mean
CCN concentration (by between 3.6 and 45.2 %). In the absence of organic-
mediated nucleation, most of the simulated increase in CCN number concentration
occurs due to physical ageing, and subsequent growth, of non-hydrophilic particles
originating from wildfire and carbonaceous combustion. However, when mono-
terpene oxidation products affect the new particle formation rate, CCN concen-
trations are mostly perturbed by the growth of newly formed particles to CCN-
active sizes. Similarly, at around 60�N, where monoterpene emissions are high
during the northern hemisphere summer months and background particle
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concentrations are low, a greater proportion of the CCN increase is associated with
the growth of smaller particles.

In the absence of organically mediated new particle formation, regional
decreases in CCN concentrations are simulated, due to both enhanced nucleation
scavenging of non-hydrophilic particles, and the suppression of both upper tro-
pospheric and boundary layer nucleation.

The low sensitivity of CCN to the inclusion of biogenic SOA in experiments
without organic-mediated nucleation is consistent with the much larger parameter
sensitivity study of [22]. Using an emulator approach, they varied biogenic SOA
production between 5 and 360 Tg(SOA) a-1, resulting in a global mean 3 %
standard deviation in CCN concentration.

Simulated particle concentrations were compared to observations from a range
of locations. In the absence of SOA, GLOMAP-mode fails to capture the sum-
mertime peak in N80 concentrations at boreal forest locations (e.g., R of 0.31 for
ACT at Hyytiälä), with the best representation found when organic oxidation
products contribute directly to new particle formation (e.g., R of 0.64 for Org3_m
at Hyytiälä). Similarly, the seasonal cycle in total particle concentration at sites
across the continental boundary layer is better captured when organically mediated
new particle formation is included (R of 0.40 for Org3_m as compared to 0.23 for
ACT_m).

Results in this chapter suggest that organic compounds do contribute to the
initial stages of atmospheric new particle formation, and therefore, that CCN
sensitivity to the presence of biogenic SOA is high.
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Chapter 4
The Radiative Impact of Biogenic SOA

4.1 Introduction

Despite the ubiquity of organic material in the particle phase over much of the
world (e.g., [12, 30]), its impact on the climate is not well understood [17].

In Chap. 3, the presence of biogenic SOA was shown to alter the number and
size of particles in the atmosphere; specifically increasing the global annual mean
concentration of CCN-sized particles. In this chapter, the direct and first aerosol
indirect radiative effects resulting from these changes to the aerosol distribution
are quantified using the Edwards-Slingo radiative transfer model.

The top-of-atmosphere (TOA) change in radiative flux due to the presence of
biogenic SOA is referred to in this thesis as its radiative effect (RE), after Rap et al.
[24]. Also calculated in this chapter is the change in TOA radiative balance
relative to pre-industrial conditions, termed the radiative forcing (RF), after Forster
et al. [8] and Ramaswamy et al. [23].

4.2 Experimental Setup

4.2.1 The Edwards–Slingo Radiative Transfer Model

The radiative transfer model of Edwards and Slingo [7] (hereafter E–S) calculates
radiative fluxes, or radiances, given a particular atmospheric state. The E–S model
was originally designed to operate within the Hadley Centre Global Environmental
Model (HadGEM) but is used here in an offline configuration, with a horizontal
resolution of 2.5� 9 2.5� and 23 fixed vertical levels (from the surface to 1 hPa).
To avoid the computational expense involved in modelling all atmospheric
absorption lines, the spectrum of radiation is split into six bands in the shortwave
(SW) region, and nine bands in the longwave (LW) region, with each band
modelled as a downward and upward flux.
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In the offline configuration, multi-annual mean (1990–2000) monthly clima-
tologies for gas-phase species (e.g., water vapour, O3, CO2, CH4) and temperature
are used, based on ECMWF reanalysis data. Cloud fields (liquid water path and
cloud fraction) are taken from the ISCCP-D2 archive [25] for the year 2000.
Sensitivity of the direct and first indirect radiative effects to the particular cloud
climatology used (i.e., single year versus multi-annual mean) was examined in Rap
et al. [24] and found be to be very low, for a range of natural aerosol sources
including monoterpene derived SOA.

4.2.2 Direct Radiative Effect

To determine the direct radiative effect (DRE), the radiative transfer model was
used to calculate the difference in net TOA all-sky (i.e., including clouds) radiative
flux (SW + LW) between experiments including SOA and the equivalent exper-
iments without SOA.

The offline E–S model was adapted to include a new offline version of the
UKCA_RADAER code, previously configured for use with the CLASSIC (Cou-
pled Large-scale Aerosol Simulator for Studies In Climate) aerosol scheme (e.g.,
[4]). However, because the mean radius of, chemical composition, and amount of
water associated with each aerosol mode varies during simulations with GLO-
MAP-mode, the aerosol optical properties cannot be pre-computed, as was the case
with previous implementations of UKCA_RADAER [3, 4]. Accordingly, the
modal refractive index is calculated as the volume-weighted average refractive
index of the individual components (given in Table A.1 of Bellouin et al. [4]) in
the mode, including water. As described by Bellouin et al. [3], optical properties
are obtained from a look-up table of all possible combinations of refractive index
and Mie parameter (relationship between the modal radius and the wavelength of
radiation) for computational efficiency.

In the GLOMAP experiments described in Chap. 3, secondary organic material
is added to the POM component. When coupling to UKCA_RADAER, the optical
properties of POM are calculated assuming the characteristics of aged fossil fuel
organic carbon (Table A.1; Bellouin et al. [4]) to reflect the fact that POM con-
tains a mixture of primary and secondary organic components.

The direct radiative effect calculations were performed by Alexandru Rap, but
the candidate performed all subsequent analysis.

4.2.3 Aerosol Indirect Effect

The first aerosol indirect effect (AIE), or cloud albedo effect, describes the radi-
ative perturbation resulting from a change to the number concentration of cloud
droplets, when a fixed cloud water content is assumed [16, 23, 29]. As such, an
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accurate estimation of the cloud droplet number concentration (CDNC), before
and after any given perturbation, is required.

4.2.3.1 Determining Cloud Droplet Number Concentrations

Empirical relationships are often used to determine CDNC from aerosol mass or
number concentration (e.g., [5, 13]). However, these relationships do not account
for the distribution of particle sizes and composition, or the maximum supersat-
uration of individual air parcels [22]. As an alternative, mechanistic parameteri-
sations may be used to determine CDNC as a function of precursor aerosol
concentrations and updraught velocity (e.g. [1, 9, 19]).

In the work presented here, CDNC are calculated using the parameterisation
developed by Nenes and Seinfeld [19], as updated by Fountoukis and Nenes [9]
and Barahona et al. [2]. Merikanto et al. [18] previously demonstrated good
agreement between aircraft measurements and CDNC values derived using this
approach in combination with the GLOMAP model. The monthly mean aerosol
size distribution is converted to a supersaturation distribution from which the
number of activated particles can be determined at a given supersaturation. The
maximum supersaturation (SSmax) is computed for an adiabatic parcel and occurs
when water availability from parcel cooling becomes equal to the rate at which
water vapour is depleted by condensation onto activated particles. As such, SSmax

depends upon the aerosol population and must be diagnosed at each point in time
and space, rather than prescribed uniformly; in polluted environments with
abundant potential CCN, there will be many sites for the condensation of water,
and SSmax will be suppressed.

In this chapter, CDNC are calculated with a uniform updraught speed of
0.15 m s-1 over sea and 0.3 m s-1 over land, in line with those commonly
observed for stratus clouds [11, 21]. The global distribution of updraught velocities
is uncertain, so the sensitivity of the radiative impact of biogenic SOA to the
choice of updraught velocity is examined in Chap. 5.

4.2.3.2 Determining the AIE

The effective radius (re) of a cloud droplet may be expressed relative to the density
of water (qw; g cm-3), and the liquid water path (LWP; g m-2), thickness (Dz; m)
and CDNC (cm-3) of the cloud, as in Eq. 4.1 [6]:

re ¼ 100� LWP

Dz
� 3

4pqwCDNC

� �1
3

ð4:1Þ

For each perturbation experiment, the AIE is calculated relative to an equivalent
control experiment. A uniform control cloud droplet effective radius (re1) of 10 lm
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is assumed to maintain consistency with the approach used by ISCCP to derive the
LWP. For each perturbation experiment, a new field of effective radii (re2) is
calculated using Eq. 4.2 (obtained by assuming fixed LWP and Dz, between
experiments, in Eq. 4.1; Spracklen et al. [28]); CDNC1 represents the simulation
including SOA, and CDNC2 represents the simulation with no SOA. The effective
radii are modified only for low- and mid-level clouds, up to 600 hPa.

re2 ¼ re1
CDNC1

CDNC2

� �1
3

ð4:2Þ

The first AIE of biogenic SOA is then calculated by comparing net (SW + LW)
radiative fluxes using the re2 values derived for each perturbation experiment, to
those of the control simulation with fixed re1. In these offline experiments, the
second aerosol indirect (cloud lifetime) effect is not calculated.

4.3 Results

4.3.1 Direct Radiative Effect

An annual global mean DRE of between -0.08 and -0.78 W m-2 is calculated
for biogenic SOA in the present-day atmosphere (Table 4.1), with the spatial
distribution of the effect for ACT_mi shown in Fig. 4.1 (left). The DRE from
biogenic SOA is strongest at tropical latitudes, with local annual mean DREs as
large as -4 W m-2 over the Amazon and central Africa.

Figure 4.1 (right) shows the sensitivity of the global annual mean DRE to the
processes examined in Chap. 3. The magnitude of the direct effect is highly
sensitive to the amount of SOA (and therefore the amount of potential particle
growth) included in the simulation, with the global annual mean varying from -0.
09 W m-2 when the SOA production yield is halved (source of 18.5 Tg(SOA)
a-1), to -0.78 W m-2 when the yield is increased by a factor of 5 (source of 185.1
Tg(SOA) a-1).

Varying the nucleation mechanism, results in little variability in the size of
larger particles (e.g. Fig. 3.8), and therefore little variability in the DRE (range
-0.08 to -0.10 W m-2). The large increase in the number of nucleated particles
and CCN simulated with the organically mediated nucleation mechanisms is less
important for the DRE as these particles are too small to influence the path of
incoming solar radiation.

The DREs simulated by Rap et al. [24] and O’ Donnell et al. [20] lie within the
range we calculate here (Table 4.2). Goto et al. [10] calculated a smaller DRE of
-0.01 W m-2 but used a mass-only aerosol model which does not simulate the
growth of particles associated with the condensation of secondary organic
material.
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4.3.2 First Aerosol Indirect Radiative Effect

4.3.2.1 Cloud Droplet Number Concentration

The inclusion of biogenic SOA increases the calculated global annual mean CDNC
by between 1.9 and 5.2 % when the ACT nucleation mechanism is used
(Table 4.1). Figure 4.2 shows the spatial distribution of the annual mean change in
CDNC due to the presence of biogenic SOA in the ACT_mi simulation. Over most
regions, perturbations to calculated CDNC follow the same spatial pattern as the
changes to CCN concentration described in Chap. 3. However, in regions with
high pre-existing aerosol concentrations, such as those heavily affected by biomass
burning, activation of additional CCN to cloud droplets can become limited by
competition for water vapour. This is evident over South America and western
Africa, where the largest changes to CDNC (Fig. 4.2) do not coincide spatially
with the largest changes to CCN (Fig. 3.2, lower).

As with CCN, relatively low absolute changes to CDNC in the southern
hemisphere can lead to high fractional changes over the oceans. In the boreal
regions, the inclusion of biogenic SOA increases the annual mean CDNC by up to
70 % (Fig. 4.2, right), due to very low background CDNC and therefore a high
sensitivity to additional CCN. Small decreases (\10 %) in CDNC occur over some
ocean regions due to the decreases in CCN described in Chap. 3.

Including monoterpene oxidation products in the particle formation rate
equation yields the greatest increase in CDNC due to biogenic SOA (e.g., +20.7 %

Table 4.1 Global annual mean changes to CDNC at cloud height (approximately 900 hPa), all-
sky DRE and first AIE, relative to an equivalent control simulation including no BVOC emission

Experiment No. Experiment name DCDNC
(cm-3)

All-sky DRE
(W m-2)

First AIE
(W m-2)

2 ACT_m +7.7 (+4.1 %) -0.10 -0.07

3 ACT_i +5.9 (+3.2 %) -0.08 -0.06

4 ACT_mi +8.2 (+4.4 %) -0.18 -0.06

5 ACT_mi_x0.5 +7.1 (+3.8 %) -0.09 -0.07

6 ACT_mi_x2 +9.0 (+4.8 %) -0.33 -0.04

7 ACT_mi_x5 +9.3 (+5.0 %) -0.78 +0.01

8 ACT_mi_noSOAage +3.6 (+1.9 %) -0.14 -0.02

10 ACT_mi_fast_age +4.9 (+2.5 %) -0.18 -0.02

12 ACT_mi_BCOCsmall +10.4 (+5.2 %) -0.18 -0.12

14 BHN_m +5.8 (+3.5 %) -0.10 -0.05

16 Org1_m +44.2 (+26.6 %) -0.08 -0.77

18 Org2_m +14.3 (+7.2 %) -0.10 -0.22

20 Org3_m +34.3 (+20.7 %) – -0.59
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for Org3). Figure 4.3 shows the spatial distribution of the annual mean CDNC
change when the Org3 mechanism is used; as with CCN (Fig. 3.5), large absolute
increases are simulated at around 40�N, whilst fractional increases in excess of
100 % are simulated above 50�N (Fig. 4.3).

4.3.2.2 Aerosol Indirect Effect

In the present-day atmosphere, biogenic SOA exerts a global annual mean AIE of
between +0.01 and -0.77 W m-2 (Table 4.1). Figure 4.4 (left) shows the spatial
distribution in the first AIE due to biogenic SOA for the ACT_mi simulation. A
negative first AIE occurs in locations experiencing a large relative increase in
CDNC (e.g., boreal Asia), or a modest increase in CDNC coinciding with a high
fraction of low level cloud cover (e.g., Southern Hemisphere oceans). A positive

Fig. 4.1 Annual mean all-sky DRE (left) due to biogenic SOA (ACT_mi) relative to an
equivalent simulation with no biogenic SOA. Variation in the global annual mean DRE (right) of
biogenic SOA associated with several parameters; black bars indicate the range of values
obtained for each set of experiments: Nucl (nucleation mechanism; Expt. 2, 14, 16, 18, 20), Yield
(SOA yield; Expt. 4, 5, 6, 7), Pri Carb (primary carbonaceous emission size; Expt. 4, 12), Age
(physical ageing; Expt. 4, 8, 10)

Table 4.2 Summary of previous estimates of the radiative effects of SOA

Study SOA included Clear-sky DRE
(W m-2)

All-sky DRE
(W m-2)

AIE
(W m-2)

Goto et al. [10] Monoterpenes not calculated -0.01 -0.19

O’Donnell et al.
[20]

Monoterpenes
and isoprene

-0.29 not calculated +0.23a

Rap et al. [24] Monoterpenes -0.14 -0.13 -0.02

This study Monoterpenes/
isoprene/both

not calculated -0.08 to -0.78 +0.01 to -0.77

a Also includes anthropogenic SOA
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AIE occurs in locations where a small decrease in CDNC (Fig. 4.2) coincides with
very high cloud fractions, such as the western coasts of Central America and the
South Atlantic (Fig. 4.4, left).

Figure 4.4 (right) summarises the sensitivity of the global annual mean first
AIE to the processes examined in Chap. 3. The simulated global annual mean first
AIE is most sensitive to the nucleation mechanism used in the model (global
annual mean range -0.05 to -0.77 W m-2 for BHN_m and Org1_m, respec-
tively); the inclusion of monoterpene oxidation products in the particle formation
rate results in greater CCN and CDNC increases, and therefore a more negative
global annual mean AIE, than either the BHN or ACT mechanisms. As with the
ACT simulation, the organic nucleation mechanisms generate a negative AIE over
the oceans between 30�S and 50�S (Fig. 4.5), but Org1 and Org3 in particular also
result in large negative forcings in the northern hemisphere due to high fractional
CCN (Fig. 3.4) and CDNC changes above 40�N (Fig. 4.3).

Fig. 4.2 Annual mean absolute (left) and percentage (right) change to CDNC due to biogenic
SOA for the ACT_mi experiment (i.e., [CDNC]ACT_mi–[CDNC]ACT)

Fig. 4.3 Annual mean absolute (left) and percentage (right) change to CDNC due to biogenic
SOA for the Org3_m experiment (i.e., [CDNC]Org3_m–[CDNC]Org3)
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Using smaller size characteristics for primary carbonaceous emissions
(ACT_mi_BCOCsmall) gives greater CCN and CDNC increases due to biogenic
SOA, and subsequently a more substantial AIE of -0.12 W m-2. However, results
from Sect. 3.4.3 suggest that this emission size generates too many CCN-sized
particles. When secondary organic material is not able to age non-hydrophilic
particles to the hydrophilic distribution (ACT_mi_noSOAage), the global annual
mean AIE reduces to -0.02 W m-2, due to smaller increases in CCN and CDNC.

Whilst increasing the yield of SOA production gives a greater global annual
mean fractional increase in CDNC (Table 4.1), the increased yield enhances the
small CDNC decreases in regions with very high cloud fraction, enhancing regions
of positive AIE at tropical latitudes (Fig. 4.6). As discussed in Sect. 3.4.1,
increasing the SOA production yield also increases the size of the largest particles
and supresses the formation and growth of new particles (e.g., Fig. 3.7). Conse-
quently, the dominant change to the size distribution, when biogenic SOA is
included at an enhanced yield, but in the absence of organically mediated nucle-
ation, is to increase the size of particles already large enough to act as CCN. Since
more water is then required to activate each particle, this results in a smaller
increase to CDNC. This process is particularly evident during the northern
hemisphere summertime; consequently a smaller global annual mean first AIE is
simulated with increasing yield (Table 4.1 and Fig. 4.6).

Over boreal forests, regional annual mean AIEs of between -0.1 and -0.5 W m-2

are calculated for the ACT_mi experiment (Fig. 4.4, left). When an organic nucleation
mechanism is used, e.g., Fig. 4.5 for Org3_m, regional annual mean AIEs up to
-2 W m-2 are calculated. As illustrated in Fig. 4.7, much of the boreal region
experiences a summertime (JJA mean) first AIE of between -1 and -5 W m-2,
when the Org3 mechanism is used, matching the large cooling effect over these forest

Fig. 4.4 Annual mean first AIE (left) associated with the perturbation in cloud droplet number
concentration due to biogenic SOA (ACT_mi), relative to an equivalent simulation with no
biogenic SOA. Variation in the global annual mean AIE (right) of biogenic SOA associated with
several parameters; black bars indicate the range of values obtained for each set of experiments:
Nucl (nucleation mechanism; Expt. 2, 14, 16, 18), Yield (SOA yield; Expt. 4, 5, 6, 7), Pri Carb
(primary carbonaceous emission size; Expt. 4, 12), Age (physical ageing; Expt. 4, 8, 10)
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regions calculated by previous studies [14, 27]. However, the strongest radiative
effects (up to -8 W m-2) are simulated over the ocean regions above 50�N which
whilst experiencing smaller increases in CDNC, have higher cloud coverage (i.e.,
cloud fraction of 50–70 % as compared to 0–30 % over the land).

The AIE from monoterpene SOA (-0.19 W m-2) estimated by Goto et al. [10]
lies within the range of AIE we calculate here (Table 4.2). Rap et al. [24]

Fig. 4.6 Annual zonal mean
AIE from biogenic SOA
when the yield of SOA
production is varied by a
factor of 10, using the ACT
nucleation mechanism

Fig. 4.5 Annual mean first AIE associated with the perturbation in cloud droplet number
concentration due to biogenic SOA in the Org3_m simulation
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calculated a relatively small AIE due to biogenic SOA (-0.02 W m-2) using
GLOMAP, however, they did not fully explore the ways that SOA can affect CCN
and CDNC. The AIE calculated by Rap et al. [24] was for a GLOMAP-mode
simulation using only binary homogenous nucleation (as in BHN_m) and requiring
only one soluble monolayer to transfer non-hydrophilic particles to the hydrophilic
distribution (as in ACT_mi_fast_age), and is consistent with the AIEs calculated
here (Table 4.1).

O’Donnell et al. [20] simulated a positive AIE (+0.23 W m-2) for all SOA (i.e.,
biogenic plus anthropogenic), which lies outside the range calculated here. This
positive AIE may be caused by the approach used by O’Donnell et al. [20] to
distribute SOA amongst the existing aerosol size distribution which results in SOA
being distributed preferentially amongst larger size particles (i.e., those already
large enough to act as CCN). Sensitivity of the AIE from biogenic SOA to
assumptions concerning the distribution of SOA across the existing aerosol size
distribution is examined in Chap. 5.

4.4 Sensitivity to Anthropogenic Emissions

Primary particulate (POM and BC) and gas-phase (SO2) emissions from anthro-
pogenic sources were much lower in 1750 compared to the present day. These
lower emissions result in lower simulated background (i.e., in the absence of
biogenic SOA) concentrations of CCN and CDN. The impact of biogenic SOA
may therefore have been different in a pre-industrial atmosphere. To explore this
possibility the impact of biogenic SOA in an atmosphere with 1750 anthropogenic

Fig. 4.7 Summertime (June–July–August) mean first AIE from biogenic SOA in the Org3_m
experiment
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emissions was examined. In order to isolate the influence of anthropogenic
emissions, BVOC emissions were held fixed, but their spatial distribution and
magnitude would have been different in the pre-industrial period (e.g., [15]).

Including biogenic SOA in a pre-industrial atmosphere yields a lower absolute
change in CCN number concentration (ACT_1750_mi; +23.8 cm-3) than in the
present day (ACT_mi; +29.0 cm-3). This lower absolute change is due to fewer
ultrafine particles being available (from nucleation and primary sources) for
growth to CCN sizes, or physical ageing, by the secondary organic material.
However, despite the lower absolute changes (Fig. 4.8, left), the inclusion of
biogenic SOA results in higher fractional changes (Fig. 4.8, right) in CCN number
concentration due to a lower background in the pre-industrial atmosphere.

This increased fractional change in CCN, combined with lower background
CDNC in the pre-industrial atmosphere results in a greater perturbation to global
annual mean CDNC due to biogenic SOA (ACT_1750_mi; +12.6 %), as compared
to the present day (ACT_mi; +4.4 %). Since the fractional change in CDNC
constrains the AIE (Eq. 4.2), a more substantial indirect effect of -0.19 W m-2 is
simulated with 1750 anthropogenic emissions (Table 4.3) compared to -0.06 W
m-2 with the same model setup in the present day.

Regions of both positive and negative change in CDNC are enhanced by the
lower background concentration, so this global mean radiative effect represents a
combination of northern hemisphere land and southern hemisphere ocean regions
experiencing a more negative AIE and tropical oceans experiencing a more sub-
stantial positive AIE (Fig. 4.9, right), as compared to an equivalent simulation
using present-day anthropogenic emissions (Fig. 4.10).

The global mean first AIE obtained using the Org1 particle formation mecha-
nism is also enhanced in the 1750 atmosphere (-0.95 W m-2 as compared to
-0.77 W m-2 in the present day; Table 4.3). The 1750 annual mean first AIE is
more negative at most latitudes (dashed red line in Fig. 4.10), but between 30 and

Fig. 4.8 Simulated annual mean absolute (left) and percentage (right) changes to surface level
CCN number concentration (calculated at 0.2 % supersaturation) due to the inclusion of
monoterpene and isoprene emissions in the ACT_1750_mi experiment
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50�S, the radiative effect is stronger in the present-day simulation (full red line
Fig. 4.10) due to higher SO2 emissions in southern Africa and Australia, required
to generate the H2SO4 needed to form new particles using the Org1 nucleation
mechanism.

Due to the lower background CCN concentration, increasing the SOA yield
when 1750 anthropogenic emissions are used results in a greater fractional
enhancement to CCN than when present-day emissions are used (Fig. 4.11). The
enhanced CCN sensitivity to changes in SOA yield translates into a greater CDNC
and local AIE sensitivity which has implications for the first aerosol indirect
radiative forcing (RF) due to anthropogenic aerosol emissions. To test this, an
anthropogenic first indirect RF since 1750 was calculated by setting CDNC1 in
Eq. 4.2 to the present day, and CDNC2 to the value obtained from a simulation
using anthropogenic emissions from 1750.

If a low source of biogenic SOA (18.5 Tg(SOA) a-1) is assumed, the first
aerosol indirect RF from anthropogenic emission changes (1750 to present) is
-1.16 W m-2, but decreases in absolute value to -1.10 W m-2 when a large

Table 4.3 Global annual mean changes to surface-level CCN (at 0.2 % supersaturation), CDNC
at cloud height (approximately 900 hPa), and first AIE in a pre-industrial atmosphere, relative to
an equivalent control simulation including no BVOC emission

Experiment No. Experiment name DCCN
(cm-3)

DCDNC
(cm-3)

First AIE
(W m-2)

22 ACT_1750_mi +23.8 (+23.2 %) +12.8 (+12.6 %) -0.19

23 ACT_1750_mi_x0.5 +17.8 (+17.3 %) +10.7 (+10.6 %) -0.18

24 ACT_1750_mi_x2 +30.5 (+29.7 %) +14.7 (14.5 %) -0.19

25 ACT_1750_mi_x5 +38.9 (+37.9 %) +16.7 (+16.4 %) -0.17

27 Org1_1750_m +52.5 (+56.7 %) +34.9 (+37.9 %) -0.95

Fig. 4.9 Annual mean DRE (left) and first AIE (right) from biogenic SOA when anthropogenic
emissions from 1750 are included in GLOMAP (ACT_1750_mi)
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source (185.1 Tg(SOA) a-1) is assumed (Fig. 4.12). If the Org1 mechanism is used
in both present-day and 1750 simulations (red circle in Fig. 4.12), the calculated
aerosol indirect RF is -1.04 W m-2; that is 0.12 W m-2 smaller than that derived
using the ACT mechanism.

This variation in the first indirect anthropogenic RF, due to uncertainties in the
amount of SOA available and its behaviour in the atmosphere, highlights the need
to understand the baseline pre-industrial atmosphere and the magnitude of pre-
existing natural radiative effects in order to constrain the radiative forcings due to

Fig. 4.10 Annual zonal mean AIE from biogenic SOA in the present day (solid lines) and pre-
industrial (dashed lines) when the ACT (green) and Org1 (red) nucleation mechanisms are used

Fig. 4.11 Percentage change to global annual mean CCN concentration, when biogenic SOA is
included, simulated using the ACT nucleation mechanism at four different SOA production
yields, with present-day (blue squares) and pre-industrial (purple triangles) anthropogenic
emissions
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human activities. Schmit et al. [26] demonstrated that uncertainty in volcanic SO2

emissions plays a similar role in driving uncertainty in the anthropogenic first
aerosol indirect RF.

In contrast, the DRE of biogenic SOA is less sensitive to the presence of
anthropogenic emissions. When the ACT mechanism is used (Fig. 4.9, left),
the same DRE is simulated with present-day and 1750 anthropogenic emissions
(-0.18 W m-2).

4.5 Summary and Conclusions

The inclusion of biogenic SOA leads to an increase (between 1.9 and 26.6 %) in
the global annual mean CDNC, calculated offline. The spatial changes to CDNC
from the inclusion of biogenic SOA broadly match changes to CCN concentra-
tions; however, the magnitude of CDNC change becomes limited by competition
for water vapour in highly polluted regions, such as those affected by biomass
burning.

The inclusion of biogenic SOA results in a present-day global annual mean top-
of-atmosphere DRE of between -0.08 and -0.78 W m-2. The DRE is most sen-
sitive to the yield of SOA production and strongest in the tropics where there are
high BVOC emissions and high insolation. In Chap. 3, it was shown that altering
(either increasing or decreasing) the yield of SOA production reduces the agree-
ment with observations of N80 at three forested locations and the subset of CCN
observations used (Sect. 3.4); the best agreement was found for a global production
of 37 Tg(SOA) a-1, which gives a DRE from biogenic SOA of -0.18 W m-2.

Fig. 4.12 Anthropogenic first aerosol indirect RF from 1750 to present day, simulated using the
ACT nucleation mechanism at four different yields for SOA production (purple circles), and
using the Org1 nucleation mechanism with standard SOA production yield (red circle). Arrows
highlight the RF sensitivity to assumptions about SOA yield and nucleation mechanism
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The inclusion of biogenic SOA results in a present-day global annual mean top-
of-atmosphere first AIE of between +0.01 and -0.77 W m-2. The largest uncer-
tainty in the AIE of biogenic SOA comes from the representation of new particle
formation, specifically whether BVOC oxidation products contribute to the
nucleation rate in the boundary layer. Including the oxidation products of mono-
terpenes in the particle formation rate equation gives up to an 11 times greater AIE,
from biogenic SOA, than when H2SO4 alone controls new particle formation. The
best agreement between simulated and measured seasonal cycles in N80 is obtained
when monoterpene oxidation products affect the new particle formation rate, sug-
gesting that the magnitude of the global annual mean AIE from biogenic SOA could
lie towards the most negative values in the estimated range presented here.

At high northern latitudes, monoterpene emissions from boreal forests result in
summertime regional AIE of up to -5 W m-2 over land, and -8 W m-2 over
ocean, when organic compounds influence the nucleation rate. This has implica-
tions for the overall climatic impact of high latitude forests and will be investi-
gated in Chap. 6.

Figure 4.13 shows the REs calculated for a variety of natural aerosol sources by
Rap et al. [24], indicating that previously, the strongest natural DRE came from sea-
salt and the strongest natural AIE from DMS and volcanic eruptions. The size of the
DRE and AIE bars for SOA in Fig. 4.13 are extended to represent the values with
the largest absolute magnitude (-0.78 W m-2 for the DRE and -0.77 W m-2 for
the AIE) calculated in this chapter. The extended bars indicate that at the outside of
the uncertainty range examined here and in Chap. 3, biogenic SOA could exert the
largest REs of the natural aerosol sources examined by Rap et al. [24].

Fig. 4.13 Anthropogenic indirect RF and REs from natural aerosol sources (DMS dimethyl
sulphide, SOA biogenic secondary organic aerosol); values taken from Rap et al. [24], SOA bars
are extended with the values from this chapter
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When present-day anthropogenic aerosol emissions are replaced with those
from 1750, the lower background aerosol concentrations result in a greater pro-
portion of additional CCN becoming activated and therefore a more substantial
AIE from biogenic SOA (-0.19 and -0.95 W m-2 for ACT_mi and Org1_m
respectively). As such, the AIE from biogenic SOA in 1750 is more sensitive to
changes in the amount of SOA generated, and the nucleation mechanism used;
adding uncertainty of 0.06 and 0.12 W m-2 respectively to the magnitude of the
first aerosol indirect RF from anthropogenic emissions since 1750 (Fig. 4.12). This
highlights the need to understand the natural ‘‘background’’ state of the atmo-
sphere in order to accurately quantify the impact of human activities.
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Chapter 5
The Impact of Volatility Treatment
on the Radiative Effect of Biogenic SOA

5.1 Introduction

The multi-step oxidation of BVOCs yields products with lower volatility, which
allows their partitioning to the particle phase and the formation of SOA. The
manner in which this SOA adds to the existing aerosol distribution will influence
its impact on the number, size and composition of particles in the atmosphere; in
particular, the number of particles that are able to act as CCN.

As described in Chap. 1 and demonstrated in Chap. 3, the presence of SOA
may increase CCN number concentrations by aiding the growth of smaller parti-
cles to CCN active sizes [22] and by making hydrophobic particles more hydro-
philic [15]. Conversely, the presence of SOA may act to decrease CCN number
concentrations by growing existing CCN sized particles to even larger sizes and
enhancing the coagulational scavenging of ultrafine particles, and the condensa-
tional scavenging of potential nucleating gases; thereby suppressing new particle
formation and growth as a route to CCN. The presence of these larger particles
may also suppress the maximum in cloud supersaturation, allowing fewer potential
CCN to become cloud droplets. Because the availability of CCN controls CDNC,
and subsequently cloud albedo, the manner in which secondary organics are dis-
tributed has implications for the first AIE of biogenic SOA.

In this chapter, the radiative implications of two common approaches to
modelling the behaviour of SOA will be quantified.

5.1.1 The Volatility Treatment of SOA

The volatility, or vapour pressure, of a molecule is governed by its polarity and size.
In the case of BVOCs, the addition of polar functional groups (i.e., through oxi-
dation) will decrease their vapour pressure. The transfer of semi-volatile organic
compounds between the gas and condensed phases can be treated using partitioning
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theory that assumes instant equilibration between organic vapours and the organic
mass in the aerosol phase [13, 14]. When simulating the aerosol size distribution, a
consequence of this instant-equilibrium approach is that the net condensation of
new organic mass scales with the existing organic mass size distribution of the
particles [21]. Because aerosol mass scales with volume, this means that particles
requiring condensation to grow to climatically relevant sizes receive only a trivial
fraction of the new SOA and subsequently do not grow. However, if the volatility of
organic oxidation products is further reduced (i.e., through gas or particle-phase
chemistry [4, 9]), they may condense kinetically according to the Fuchs-corrected
surface area of existing particles and a larger proportion of the condensable mass
will be added to the nucleation mode [21, 28, 29].

Neither approach fully describes the behaviour of SOA; the kinetic approach
neglects the re-evaporation of semi-volatile organics whilst the thermodynamic
approach is unable to account for the observed growth in particles smaller than
100 nm in diameter [17, 18, 21, 28].

Global aerosol microphysics models use either the thermodynamic (partitioning
proportional to organic mass, e.g., [2, 8, 12, 19, 26]) or the kinetic (condensation
proportional to particle surface area e.g. [10, 25]) assumptions described above.
Riipinen et al. [21] and D’Andrea et al. [3] both found that the simulated global
annual mean concentration of CCN-sized particles increased by approximately
10 % when the kinetic (rather than thermodynamic) assumption was used, with
regional increases of over 50 %. Yu [28] found that allowing successive stages of
oxidation, and the generation of non-volatile products, to occur increased simu-
lated CCN concentrations by 5–50 % at the surface, over a version of the same
model in which the thermodynamic assumption was applied.

These global aerosol microphysics models have been used to quantify the cloud
albedo, or first indirect effect (AIE), of biogenic SOA, estimating values that span
from positive (e.g. +0.23 W m-2; [12]) to negative (-0.02 W m-2; [20], and
e.g. -0.07 W m-2; Chap. 4 of this thesis). One difference between these studies is
the method by which they represent the condensation of SOA, with O’Donnell
et al. [12] applying a thermodynamic approach whereas the other studies use the
kinetic approach.

In this chapter, the implications of these two different approaches, used to
distribute secondary organics amongst the existing aerosol population, for the sign
and magnitude of the aerosol indirect effect from biogenic SOA will be examined.
The direct radiative effect for a given aerosol component tends to scale linearly
with the mass of particulate material (e.g. [20]) and may be less sensitive to the
relative proportion of ultrafine and larger particle growth.

5.2 Experimental Setup

In this chapter, two different global aerosol microphysics models are used to test the
hypothesis that the sign of the first AIE of biogenic SOA is controlled by the manner
in which secondary organic material is distributed across the aerosol size distribution.
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The first global aerosol microphysics model used in this analysis is GLOMAP-
mode, described in Chap. 2 and used in Chap. 3. The second model is the global
3D chemical transport model GEOS-Chem (v8.02.02) (http://www.geos-chem.org)
coupled with the TwO-Moment Aerosol Sectional (TOMAS) microphysics model
[1, 16, 24]. GEOS-Chem-TOMAS (referred to as ‘‘TOMAS’’ throughout the rest of
this chapter) operates at a horizontal resolution of 4o 9 5o with 30 r-pressure
levels from the surface to 0.01 hPa. In contrast to GLOMAP-mode, TOMAS uses
40 log-normally spaced bins to simulate particles with diameters between 1 nm
and 10 lm. The TOMAS simulations in this chapter were performed by Jeffrey
Pierce; all subsequent analysis was performed by the candidate.

The GLOMAP-mode experiments examined in this chapter are equivalent to the
ACT_m experiment described in Chap. 3; i.e., include BHN and an empirically
derived mechanism for the activation rate of sulphuric acid clusters in the boundary
layer (Sect. 2.1.4.1). In TOMAS, the same activation mechanism is used in the
boundary layer, but BHN is parameterised according to Vehkamäki et al. [27].

In TOMAS, secondary organic material is generated at a fixed molar yield of
10 % (as compared to 13 % in GLOMAP), from the oxidation of monoterpenes by
O3, OH and NO3. In contrast to GLOMAP, which takes monoterpene emissions
from the GEIA database, TOMAS uses monoterpene emissions generated using
the Model of Emissions of Gases and Aerosols from Nature (MEGAN) v2.0 [6],
generating 18.4 Tg(SOA) a-1 (as compared to 20.4 Tg(SOA) a-1 in GLOMAP).

In this chapter, SOA is distributed across the aerosol size distribution using two
different approaches. In both models the standard approach (described in Sect. 2.1.
4.3) is to assume secondary organic mass (MSOA) condenses as if it were
non-volatile, to the Fuchs-corrected surface area (i.e., the kinetic approach), such
that the rate of change of MSOA in each mode/bin i, may be described as in Eq. 5.1,
where Sorg represents the gas-phase concentration of secondary organic material:

dMSOAi

dt
¼ CiNiP

i¼1;5 CiN
� dSorg

dt
ð5:1Þ

where Ci represents the condensation coefficient for each mode i (Eq. 2.8) and Ni

is the particle number concentration. Here, a sensitivity study is conducted in
which the amount of secondary organic material entering the aerosol phase is
partitioned between the size modes/bins according to Eq. 5.2, where MOAi is the
pre-existing organic mass in mode i (i.e., the thermodynamic assumption):

dMSOAi

dt
¼ MOAiP

i¼1;5 MOAi

� dSorg

dt
ð5:2Þ

Because the aim is to quantify the impact of changes in the size of particles to
which the SOA condenses, SOA is otherwise treated identically between the two
different approaches and is not allowed to re-partition into the gas phase.
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With each model one simulation without biogenic SOA (NoSOA) is completed,
as well as two simulations with biogenic SOA (KinSOA and ThermSOA). The
resulting changes to CDNC due to the inclusion of biogenic SOA (i.e., KinSOA–
NoSOA or ThermSOA–NoSOA) are calculated using the parameterisation developed
by Nenes and Seinfeld [11] and described in Chap. 4, with a uniform updraught
velocity of 0.2 m s-1. The first AIE of biogenic SOA is then calculated using the
offline radiative transfer model of Edwards and Slingo [5], and the approach
described in Chap. 4. The global distribution of cloud updraught velocity is
uncertain; to determine the sensitivity of these results to updraught velocity, the first
AIE is calculated for a range of globally uniform updraught values (0.1–0.5 m s-1).

5.3 Results

Figure 5.1 compares the observed aerosol size distributions at a boreal forest
location (Hyytiälä, Finland), with those simulated by GLOMAP and TOMAS
using the kinetic and thermodynamic approaches. At Hyytiälä, the simulated size
distribution will be sensitive to many processes including new particle formation,
the amount of SOA, and the characteristics of primary particles; the intention here
is to demonstrate that the aerosol size distribution is also sensitive to the treatment
of SOA condensation.

The number of particles between 40 and 200 nm in diameter is underestimated
by both models, in every simulation (Fig. 5.1). Results from Chap. 3 suggest that
organically mediated new particle formation (not included here) may be required
to accurately simulate the number of particles between 20 and 100 nm (Fig. 3.8).
In the absence of SOA, a large nucleation mode is simulated by both models
(dashed blue lines in Fig. 5.1). In GLOMAP, when the kinetic approach is applied
(green lines in Fig. 5.1), some secondary organic material condenses onto particles
in the nucleation mode (0.26 % of the total flux in GLOMAP), enabling their
growth into the 40–200 nm size range. This is consistent with Riipinen et al. [21]
who found that variation in the growth rate of particles between 7 and 20 nm was
linked to the presence of organic oxidation products.

When the thermodynamic approach is applied (red line in Fig. 5.1), no sec-
ondary organic material is added to the nucleation mode, suppressing the growth
of these particles. Rather, the secondary organic material is added to particles in
the Aitken and accumulation modes with greater existing organic mass.

Table 5.1 summarises the flux of secondary organic material to particles of
different sizes in GLOMAP. Using the thermodynamic approach, particles smaller
than 100 nm diameter receive less than half the amount of secondary organic
material per particle (2.97 9 10-12 ng(SOA) particle-1 s-1), as compared to the
kinetic approach (6.77 9 10-12 ng(SOA) particle-1 s-1). This response is con-
sistent with Yu [28] and with D’Andrea et al. [3] who observed a similar relative
response across 20 ground-based measurement sites, when comparing a kinetic
and thermodynamic approach.
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5.3.1 Changes to Cloud Droplet Number Concentration

Figure 5.2 shows the simulated change in annual mean CDNC due to the presence
of biogenic SOA in both models, using an updraught velocity of 0.2 m s-1. The
spatial pattern of CDNC change, upon inclusion of biogenic SOA, varies between
the two models.

As in Chap. 4, under the kinetic approach, GLOMAP simulates the largest
fractional increases to CDNC over boreal regions and southern hemisphere oceans
(Fig. 5.2a). In TOMAS, the largest increases are simulated over tropical land regions
(Fig. 5.2c). Over most regions, GLOMAP simulates higher background CDNC than
TOMAS, with the annual global mean NoSOA CDNC approximately 60 %
(*70 cm-3) higher in GLOMAP. However, annual mean CDNC in TOMAS are up
to 70 % (*70 cm-3) higher over some continental boreal regions of Canada and
Siberia, than GLOMAP CDNC; therefore, a small absolute CDNC change over the
boreal region in GLOMAP results in a relatively larger fractional effect. Addition-
ally, monoterpene emission rates in the GEIA inventory (used here in GLOMAP) are
up to a factor of 10 higher over some boreal regions than those generated by ME-
GANv2.0 (used here in TOMAS) [23]; this is discussed in further detail in Chap. 6.

Over tropical regions, particle concentrations are dominated by biomass
burning emissions during the dry season. Both models use primary carbonaceous
emissions from the GFED inventory, but these are emitted with a number median
diameter of 150 nm in GLOMAP (see Sect. 2.1.3), and 100 nm in TOMAS. This
means that for the same mass of biomass burning emission, a greater number of
smaller particles (that require SOA for growth to CCN sizes) are emitted in TO-
MAS over tropical regions, than in GLOMAP. Additionally, monoterpene emis-
sions generated by MEGANv2.0 are up to 100 % higher over the tropics than those

Fig. 5.1 Simulated (GLOMAP (left) and TOMAS (right)) and measured (multi-annual;
1996–2006) mean size distribution at Hyytiälä during June–July–August. The grey shaded
region represents the mean (over June–July–August) standard deviation of the annual mean size
distributions
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from the GEIA inventory [7]; discussed further in Chap. 6. The additional supply
of ultrafine particles, and greater amount of SOA produced in the tropics by
TOMAS leads to a higher CDNC sensitivity to biogenic SOA in this region. Since
the background CDNC over the tropics is higher in GLOMAP, which reduces the
maximum supersaturation, this will allow fewer additional CCN sized particles to
form cloud droplets.

As was also seen in Chap. 4, the inclusion of biogenic SOA in GLOMAP results
in reductions in CDNC over some oceanic regions downwind of biomass burning
emission regions (Fig. 5.2a). This reduction in CDNC is due to the condensation of
SOA onto hydrophobic biomass burning aerosols (i.e. physical ageing), enhancing
their loss rate by wet deposition. In the NoSOA simulations, this process takes
longer and these particles may survive to act as CCN over the oceanic regions. The
process of explicitly ageing hydrophobic biomass burning emissions by SOA is not
represented in TOMAS (aerosol ageing occurs on a fixed 1.5 day timescale), so the
reduction in CDNC over the oceans is not seen in Fig. 5.2c.

Fig. 5.2 Annual mean percentage change to CDNC (using a uniform updraught velocity of
0.2 m s-1) from biogenic SOA in GLOMAP (upper) and TOMAS (lower), in the model level
which corresponds to low level cloud base (mean pressure of approximately 900 hPa). Secondary
organic mass is distributed according to the kinetic approach in panels (a) and (c), and according
to the thermodynamic approach in panels (b) and (d). Green crosses denote grid cells with more
than a 30 % increase in particles with diameter greater than 80 nm (N80) when biogenic SOA is
included
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When the thermodynamic approach is applied, the secondary organic material
is preferentially distributed towards the aerosol modes/bins with the greatest
existing mass of organic material, thereby increasing the size of larger particles.
Consequently, the growth of ultrafine particles is lower than with the kinetic
approach, and far fewer model grid cells (in both models, Fig. 5.2) experience
more than a 30 % increase in the number of particles with dry diameter greater
than 80 nm (N80). As a result, regional annual mean increases in CDNC are
limited to approximately 30 % in both models (Fig. 5.2b, d). In GLOMAP, regions
of negative CDNC change are larger than with the kinetic approach because the
increased scavenging of hydrophobic particles is not balanced by the growth of
ultrafine particles as it was in the kinetic approach.

Table 5.2 reports the change in global annual mean CDNC when biogenic SOA
is included in both models. Across all five updraught velocities (0.1–0.5 m s-1),
and in both models, the kinetic approach leads to a larger global annual mean
increase in CDNC than the thermodynamic approach. Increasing the updraught
velocity increases the absolute and fractional change in CDNC at cloud base due to
biogenic SOA. However, the relative kinetic to thermodynamic response remains
consistent across the five updraught velocities (Table 5.2).

5.3.2 First Aerosol Indirect Effect

Figure 5.3 shows the spatial variation in annual mean first AIE (when CDNC have
been calculated using an updraught velocity of 0.2 m s-1), with the kinetic and
thermodynamic approach, for both models. The kinetic approach gives biogenic
SOA a negative global annual mean first AIE in GLOMAP (-0.07 W m-2; up-
draught velocity of 0.2 m s-1), with regions of annual mean negative forcing
peaking at high northern latitudes (*60�N), the tropics, and southern hemisphere
(30–50�S). The small CDNC decreases seen over the tropical oceans in Fig. 5.2a
result in a positive radiative effect (Fig. 5.3a), reducing the magnitude of the first
AIE at 0� latitude (Fig. 5.4, upper). In TOMAS, the kinetic approach gives a
global annual mean first AIE of -0.03 W m-2 (for all updraught velocities;
Table 5.2), peaking at tropical latitudes where the greatest increase in CDNC is
simulated (Fig. 5.2c).

Figure 5.4 shows the zonal mean first AIE, across the five updraught velocities,
for each treatment in both models. In GLOMAP, taking the thermodynamic
approach gives a global annual mean first AIE of +0.02 W m-2 (with an updraught
velocity of 0.2 m s-1), with the zonal mean peaking at around 0� latitude (Fig. 5.4,
upper). This occurs due to decreases in CDNC at the height of low-level
(Fig. 5.2b) and mid-level (Fig. 5.5, upper) clouds in the tropics. The higher alti-
tude (*600 hPa) decrease occurs as a result of the enhanced condensation sink for
vapours (e.g. H2SO4) at the surface (due to larger particle size), and subsequent
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suppression of binary nucleation in the free troposphere. In TOMAS, a negligible
global annual mean first AIE (0.00 W m-2 to 2 decimal places) is simulated with
the thermodynamic approach due to the small change in CDNC (Table 5.2 and
Fig. 5.2).

Due to the greater change in CDNC with increasing updraught velocity, the
GLOMAP global annual mean first AIE becomes more negative (Table 5.2),
reaching -0.08 W m-2 with an updraught velocity between 0.3 and 0.5 m s-1.
When the thermodynamic approach is taken in GLOMAP, the global annual mean
first AIE varies by less than 0.005 W m-2 when the updraught velocity is modified

Table 5.2 Global annual mean change to cloud droplet number concentration (CDNC),
calculated using five globally uniform updraught velocities

Model Updraught
velocity
(m s-1)

Distribution of secondary organic material Ratio of
CDNC
change:
DCDNCkin/
DCDNCtherm

Kinetic Thermodynamic

DCDNC
(cm-3)

First AIE
(W m-2)

DCDNC
(cm-3)

First AIE
(W m-2)

GLOMAP 0.1 +2.7
(+2.0 %)

-0.05 +0.7
(+0.6 %)

+0.03 3.6

0.2 +6.3
(+3.4 %)

-0.07 +2.1
(+1.1 %)

+0.02 3.0

0.3 +9.1
(+4.3 %)

-0.08 +3.1
(+1.5 %)

+0.03 2.9

0.4 +11.4
(+4.9 %)

-0.08 +3.9
(+1.7 %)

+0.03 2.9

0.5 +12.9
(+5.3 %)

-0.08 +4.4
(+1.8 %)

+0.03 2.9

Mean +8.4
(+4.0 %)

-0.07 +2.9
(+1.3 %)

+0.03 3.0

TOMAS 0.1 +2.7
(+3.2 %)

-0.03 +0.3
(+0.3 %)

0.00 9.6

0.2 +3.9
(+3.4 %)

-0.03 +0.3
(+0.3 %)

0.00 11.4

0.3 +5.0
(+3.7 %)

-0.03 +0.5
(+0.3 %)

0.00 10.5

0.4 +5.9
(+3.9 %)

-0.03 +0.5
(+0.4 %)

0.00 10.6

0.5 +6.6
(+4.0 %)

-0.03 +0.6
(+0.4 %)

0.00 10.8

Mean +4.8
(+3.6 %)

-0.03 +0.5
(+0.3 %)

0.00 10.6

In the model level which corresponds to low-level cloud base (mean pressure of approximately
900 hPa), and first aerosol indirect effect (AIE), reported to 2 decimal places, resulting from the
inclusion of biogenic SOA in GLOMAP and TOMAS simulations using the kinetic and thermo-
dynamic approaches
A mean DCDNC and first AIE for each model is calculated, assuming that each updraught velocity
is equally likely to occur
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(Table 5.2), due to the enhancement of regions of both positive and negative AIE
with increasing updraught velocity (Fig. 5.4).

When the kinetic approach is applied in TOMAS, and the updraught velocity is
increased, the calculated first AIE remains consistent at -0.03 W m-2 (Table 5.2),
with much of the AIE simulated at tropical latitudes (Figs. 5.3c and 5.4, lower).
This occurs because whilst the magnitude of the zonal mean CDNC increase at
cloud base (over 20�S–20�N) increases, CDNC at the altitude of mid-level clouds
decreases further (Fig. 5.5).

The global mean first AIE shows a strong seasonal cycle in GLOMAP when the
kinetic approach is applied, peaking in August (Fig. 5.6) due to a substantial
negative first AIE during NH summertime. In TOMAS, a negligible seasonal cycle
is simulated when the kinetic approach is applied due to the dominance of CDNC
change in the tropics, where monoterpene emissions are high throughout the year,
and the less substantial change to CDNC at high northern latitudes as compared to
GLOMAP. When the thermodynamic approach is applied, the first AIE calculated
from both models shows a negligible seasonal cycle, again due to the dominance
of tropical forcings (Fig. 5.3) and because regions of small positive and small
negative first AIE balance throughout the year.

Fig. 5.3 Annual mean first AIE (W m-2) from biogenic SOA in GLOMAP (upper) and TOMAS
(lower) when secondary organic mass distributed kinetically (a and c) and thermodynamically
(b and d)
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5.4 Summary and Conclusions

In this chapter, two different detailed microphysics models are used to examine the
implication of volatility treatment on the radiative impact of biogenic SOA.
Despite differences in the spatial distribution of CDNC changes between the two
models, the magnitude of the CDNC response is strongly controlled by the size of
particles onto which secondary organic material is distributed.

The kinetic approach, which enables organic oxidation products to condense
upon the smallest particles, facilitating their growth to larger sizes, increased
annual mean CDNC and gave a negative first AIE when biogenic SOA was
included. Applying the thermodynamic approach suppresses the growth of the
smallest particles; globally this resulted in a smaller increase to simulated CDNC

Fig. 5.4 Annual zonal mean first AIE due to biogenic SOA in GLOMAP (upper) and TOMAS
(lower), based on CDNC changes calculated at five different globally uniform updraught
velocities (0.1–0.5 m s-1); note different vertical axis scales
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when biogenic SOA was included, and gave a negligible or small positive first
AIE. Despite structural differences in the two models used here, a consistent
response has been found; indicating that these findings have general implications
for global aerosol models.

In this chapter it has been shown that the approach used to model SOA controls
the sign of the calculated first AIE. Accurately simulating the condensation of
SOA onto ultrafine particles is important when evaluating processes that depend
strongly on changes to ultrafine particle number, such as the AIE.

The current GLOMAP-approach partitions SOA entirely kinetically, and may
therefore underestimate the amount of SOA condensing onto larger particles.

Fig. 5.5 Annual zonal mean percentage CDNC change, over tropical latitudes (20�N–20�S), due
to biogenic SOA in GLOMAP (upper) and TOMAS (lower), at five different globally uniform
updraught velocities (between 0.1 and 0.5 m s-1); grey shaded areas indicate pressure levels in
which cloud fraction is greater than 10 % (in the ISCCP dataset for the year 2000) at these
latitudes
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Ultimately, a combination of the thermodynamic and kinetic approaches will be
required in order to accurately represent the range of differing volatility com-
pounds present in the atmosphere. As gas- and particle-phase atmospheric
chemistry tends to reduce the volatility of organic compounds, accounting for the
presence of non-volatiles, as well as semi-volatiles, is important. Improving on
existing first attempts (e.g., [21, 28]) will require a more detailed understanding of
the pathways by which organic compounds of differing volatilities are generated,
and their relative contributions to the growth of particles of different sizes.
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Chapter 6
The Radiative Effects of Deforestation

6.1 Introduction

In Chap. 4, it was shown that the presence of biogenic SOA has a considerable
radiative influence, when compared to other natural components of the atmo-
sphere. In particular, the first AIE due to biogenic SOA may be substantial if
biogenic oxidation products contribute to the initial stages of new particle
formation.

In this chapter, a land-surface model is used to explore the impact of several
idealised deforestation scenarios on BVOC emission levels. The subsequent
change in aerosol properties is then calculated using GLOMAP-mode, and the first
AIE is evaluated using the Edwards-Slingo (ES) radiative transfer model. To put
the magnitude of this indirect radiative effect into context, the equivalent radiative
effects of changes to surface albedo and atmospheric carbon dioxide concentration
associated with deforestation are also evaluated (Fig. 6.1).

6.2 Experimental Setup

6.2.1 The Community Land Model and MEGAN

The land component of the Community Atmosphere Model (CAM) and the Com-
munity Climate System Model (CCSM), known as the Community Land Model
(CLMv4.0) [8, 13], was used to generate speciated BVOC emission fields, according
to the Model of Emissions of Gases and Aerosols from Nature (MEGANv2.1) [5].
The CLM operates at a horizontal resolution of 2.5� (lon) 9 1.9� (lat). The CLM
simulations described in this chapter were performed by Stephen Arnold; the land
cover files were modified by the candidate and all subsequent analysis was per-
formed by the candidate.
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For this work the CLM was used in the offline configuration, i.e., not coupled to
either the CAM or CCSM, and atmospheric forcing (precipitation, solar radiation
and atmospheric pressure, specific humidity, temperature and wind) was taken
from the observationally derived dataset of Qian et al. [15], based on NCEP/
NCAR reanalysis. All simulations are performed for the year 2000. Since the
simulations were run without an interactive carbon-nitrogen cycle, a 40 year spin-
up period was sufficient to allow the soil moisture of the CLM to establish equi-
librium with the driving meteorology.

The surface of each grid cell in the CLM is divided into different plant func-
tional types (PFTs; Table 6.1), plus non-vegetated surface. Figure 6.2 indicates the
dominant PFT in each grid cell; the distribution of PFTs, and their associated leaf
area indices (LAI; mleaf area

2 mground area
-2 ), are obtained from MODIS (MODerate

Resolution Imaging Spectroradiometer) satellite data [9, 11]. This standard dis-
tribution of PFTs and LAIs will form the basis of the control, i.e., no deforestation,
scenario.

6.2.1.1 MEGANv2.1

The flux F (lg m�2
ground area h-1) of a BVOC, i, to the atmosphere is calculated as in

Eq. 6.1. Here, ci is an emission activity factor accounting for responses to mete-
orological and phonological conditions and ei,j is the PFT specific emission factor
(given in Table 6.1) at standard conditions of light (photosynthetically active
radiation flux of 1,000 lmol m-2 s-1), leaf temperature (303.15 K) and leaf area
(for each vegetation type j), with fractional grid cell coverage of vj.

Fig. 6.1 Summary of the
impacts of deforestation that
are examined in this chapter
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Table 6.1 Plant functional types, land area covered by each in the control experiment, and their
emissions factors for isoprene and the dominant monoterpene (a-pinene); taken from Guenther
et al. [5]

PFT No.
(Fig. 6.2)

Plant functional
type

Land area
covered
(1012 km2)

Emission factor, e
(lg m-2 h-1)

Replaced with in
deforestation
scenariosIsoprene a-pinene

1 Needleleaf
evergreen tree:
temperate

5.46 600 500 C3 grass

2 Needleleaf
evergreen tree:
boreal

10.6 3,000 500 C3 Arctic grass

3 Needleleaf
deciduous tree:
boreal

6.46 1 510 C3 Arctic grass

4 Broadleaf
evergreen tree:
tropical

15.6 7,000 600 C4 grass

5 Broadleaf
evergreen tree:
temperate

2.64 10,000 400 C3 grass

6 Broadleaf
deciduous tree:
tropical

12.9 7,000 600 C4 grass

7 Broadleaf
deciduous tree:
temperate

5.33 10,000 400 C3 grass

8 Broadleaf
deciduous tree:
boreal

2.14 11,000 400 C3 Arctic grass

PFTs that are not modified

9 Evergreen
temperate shrub

0.18 2,000 200 –

10 Deciduous
temperate shrub

4.15 4,000 300 –

11 Deciduous boreal
shrub

9.33 4,000 200 –

12 C3 Arctic grass 4.94 1,600 2 –

13 C3 grass 14.3 800 2 –

14 C4 grass 13.2 200 2 –

15 Crop 16.3 1 2 –
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Fi ¼ ci

X

j

ei;jvj ð6:1Þ

Each emission activity factor, ci, is calculated according to Eq. 6.2, where CCE

represents the canopy environment constant (derived such that emission activity
will equal 1 under standard conditions), and cP, cT, cA, cSM and cC are scaling terms
for light, temperature, leaf age, soil moisture and CO2 inhibition (for isoprene
only; Sect. 1.2.4.1), respectively; expressions for c terms are given in Sect. 2.2 of
Guenther et al. [5].

ci ¼ CCELAIcPcTcAcSMcC ð6:2Þ

Figure 6.3 indicates the fraction of the global total monoterpene emission,
simulated by MEGANv2.1, contributed by individual compounds. Throughout the
year, a-pinene comprises the largest fraction of the emission at almost 50 %,
followed by trans-b-ocimene and b-pinene at between 10 and 15 %; consistent
with the global emission estimates in Table 6.1. This confirms that, as a

Fig. 6.2 Dominant PFT (i.e., highest fraction occupied) in each grid cell for the standard land-
cover configuration of the CLM; legend values correspond to Table 6.1
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simplification in GLOMAP, applying the reaction characteristics of a-pinene to all
monoterpenes is justifiable.

6.2.1.2 Comparison to Previous BVOC Emission Inventory

Using the control distribution of PFTs (Fig. 6.2), the CLM generates 480 Tg(C)
a-1 of isoprene, slightly less than the 503 Tg(C) a-1 in the GEIA inventory, and a
total monoterpene emission of 140 Tg(C) a-1, slightly more than the 127 Tg(C)
a-1 in the GEIA inventory. Figure 6.4 shows the ratio of BVOC emissions in the
GEIA inventory to those generated by the CLM. Monoterpenes and isoprene show
a similar spatial pattern in the relative magnitude of emission between the two
datasets. At high northern latitudes, BVOC emissions generated by the CLM (of
monoterpenes in particular) during the summertime are more than a factor of 2
lower than those taken from the GEIA inventory (Fig. 6.4, upper right). Con-
versely, CLM emissions simulated for Central Africa and the Amazon are a factor
of 2 higher than those in the GEIA inventory. This pattern is consistent with the
findings of Guenther et al. [5]. The GEIA inventory was derived using the original
Guenther et al. [4] algorithms, which have been updated for use in MEGAN and
combined with new land-cover data and different meteorology; consequently, the
reasons for the differences between the two datasets are not immediately clear.

To test the BVOC emissions generated using the CLM, the seasonal cycle in
atmospheric monoterpene concentration at Hyytiälä, Finland (24.3�E, 61.9�N),
simulated by GLOMAP-mode using the CLM emissions was compared to that
simulated using the GEIA inventory (see Sect. 2.1.2.2), and the observations of
Lappalainen et al. [7] and Hakola et al. [6]. As shown in Fig. 6.5, using the CLM
emissions results in an underestimation of the summertime peak in monoterpene
concentration observed at Hyytiälä, which is better captured when the GEIA
inventory is used.

Fig. 6.3 Fraction of global
total monoterpene emission
contributed by individual
compounds (as simulated by
MEGANv2.1); only those
compounds making a greater
contribution than 1 % are
shown
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Fig. 6.4 Emission ratio (GEIA 7 CLM) for total monoterpenes (upper) and isoprene (lower)
during January (left) and July (right)

Fig. 6.5 Monthly mean monoterpene concentrations; observed (grey in 2011 by Hakola et al.
[6], blue in 2006–2007 by Lappalainen et al. [7]) and simulated by GLOMAP-mode using the
GEIA emission inventory (purple dotted) and emissions generated by the CLM (orange dotted)
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6.2.2 Changes to GLOMAP-Mode Model Setup

The simulations in this chapter use the Org1 new particle formation scheme (Eq. 3.2).
In the standard configuration of GLOMAP-mode, one gas-phase tracer is used to
represent the oxidation products of monoterpenes and isoprene. Consequently, for the
simulations that included organically mediated nucleation in Chap. 3 (e.g., Org1_m),
only monoterpene emissions were included to prevent the oxidation products of
isoprene contributing to new particle formation (see Sects. 1.2.4.4 and 3.2.2). Here,
an additional gas-phase tracer is added to GLOMAP-mode so that the products of
monoterpene and isoprene oxidation may be tracked independently. The product of
monoterpene oxidation contributes to both new particle formation and condensa-
tional growth, whilst the product of isoprene oxidation contributes only to conden-
sational growth.

The new model configuration (Org1_mi) was tested using the original GEIA
inventory of BVOC emissions; simulated N80 concentrations were compared to multi-
annual observations at Hyytiälä and the original Org1_m configuration used in
Chap. 3 (Fig. 6.6). The Pearson correlation coefficient, R, is virtually unchanged (0.62
with the Org1_mi configuration, as compared to 0.61 using Org1_m (Sect. 3.4.1)).

When the Org1_mi configuration is combined with BVOC emissions generated
by the CLM (Org_mi_CLM), R at Hyytiälä is reduced to 0.55, mainly due to a
decrease in N80 concentrations between May and September (Fig. 6.6). This
suggests that, at Hyytiälä at least, GLOMAP does not generate an appropriate
amount of SOA when BVOC emissions from the CLM are used; however,
uncertainties in the formation processes of SOA prevent any conclusive statement.

Fig. 6.6 Multi-annual monthly mean observed (black line) and simulated (Org1_m (red),
Org1_mi (purple dashed) and Org1_mi_CLM (orange dashed)) seasonal cycle in N80

concentration at Hyytiälä
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For the experiments performed here, the emissions generated by the CLM and
MEGANv2.1 are retained in order to be consistent with the land-use changes being
examined, however, the differences between the GEIA and CLM/MEGANv2.1
datasets warrant further investigation.

6.2.3 Deforestation Experiments

To quantify the radiative impact of a reduction in biogenic SOA due to defores-
tation, several idealised deforestation simulations were performed with the CLM.
A control simulation was performed in which no modifications were made to the
distribution of PFTs. For each deforestation scenario, the forested fraction of each
grid cell in the deforested region was replaced with a relevant grass PFT (detailed
in Table 6.1), according to the regions shown in Fig. 6.7, i.e. global (90�N–90�S),
boreal (90�–50�N), temperate (50�–20�N and 20�S–50�N) and tropical (20�N–
20�S). To avoid scaling up potentially inaccurate LAIs, derived from satellite
observations of a small initial area of PFT, the LAIs for the grass PFTs (used to
replace trees) were updated with the relevant latitudinal averages.

The CLM was used to generate emissions of monoterpenes (speciated emis-
sions are combined) and isoprene for each deforestation scenario, following the
40-year spin-up period, after which soil moisture and BVOC emission levels were
seen to stabilise to constant values. The BVOC emissions were then passed to
GLOMAP-mode in order to simulate the perturbed aerosol distribution.

The dry deposition of aerosol is affected by land surface-type, with deposition
velocities (Veld) generally higher over trees than grass (e.g., [14, 17]). The rep-
resentation of dry deposition in GLOMAP is described in Sect. 2.1.4.6, where the
surface roughness length (z0), and collection efficiencies (Brownian diffusion; Eb,
impaction; Eim and interception; Ein) are dependent upon surface type. Across the
deforested region, the surface characteristics are modified from those of trees to
grass (Table 6.2) according to Zhang et al. [17].

Fig. 6.7 Regions over which
forest is replaced in each
deforestation experiment

114 6 The Radiative Effects of Deforestation

http://dx.doi.org/10.1007/978-3-319-07851-9_2


The standard wildfire emissions (Sect. 2.1.3) are maintained in the deforested
regions, to represent fires potentially required to maintain an absence of forest on
what would be naturally forested land.

6.2.3.1 Radiative Effects of Deforestation

To estimate the radiative impacts described in Fig. 6.1, several calculations were
performed using the E-S offline radiative transfer model.

Firstly, changes to CDNC (calculated offline from GLOMAP-mode output)
associated with the deforestation scenarios were determined, as described in
Chap. 4, and the E-S model was used to evaluate the first AIE resulting from the
perturbation to cloud droplet effective radii. The cloud fraction fields (taken from
ISCCP for the year 2000) were held constant between simulations.

Secondly, monthly mean surface shortwave albedos were calculated for each
deforestation scenario as the ratio of the amount of shortwave radiation reflected
by (SWR) and incident upon (SWI) each grid cell, as calculated by the CLM. In the
CLM, LAIs are adjusted for burial by snow, according to snow depth and vege-
tation height, which in turn affects SWR. The E-S offline radiative transfer model
was then used to evaluate the radiative impact of the change in albedo between the
various scenarios by comparing the net (SW + LW) top-of-atmosphere flux.

Lastly, the E-S model was used to estimate the radiative impact of changes to
CO2 concentration associated with deforestation. A coupled climate carbon-cycle
model would be required to comprehensively evaluate the impact of deforestation
on atmospheric CO2 concentration. In its absence, changes to CO2 concentration
were obtained from Bala et al. [1] in which an integrated carbon-climate model is
used to assess various impacts of simulated forest removal in the year 2000. When
forests are replaced by grass in these simulations, the carbon they stored is
gradually added to the litter pool. The simulations proceed for 100 years following
deforestation, allowing the carbon released (a total of 818 Pg(C) over 100 years) to
partition amongst the atmosphere, ocean and land carbon sinks. Table 6.3 details
the atmospheric CO2 concentration for each deforestation scenario; the regional
boundaries are the same as Fig. 6.7. Anthropogenic CO2 emissions follow the
SRES A2 scenario from 2000 to 2100 [12], resulting in a control CO2 concen-
tration of 732 ppm in 2100. The E-S model was then used to evaluate the radiative
impact of the change in CO2 concentration, between each deforestation scenario
and the control scenario, by comparing the net (SW + LW) fluxes at the tropo-
pause, and correcting for stratospheric temperature re-adjustment according to
Myhre et al. [10], by revising the calculated values downward by 15 %.

Table 6.2 Surface type
characteristics used in
GLOMAP-mode for forest
and grass

Forest Grass

Roughness length (z0) 0.1–3 m 0.1 m

Characteristic radius (A) 5 mm 2 mm
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Finally, the combined radiative effect was evaluated by modifying the surface
albedo, CO2 concentration and cloud droplet effective radius simultaneously, for
each deforestation scenario, in the E-S model.

These simulations do not account for changes in evapotranspiration following
deforestation, which would likely decrease, resulting in a positive radiative effect.
Nor do they account for the potential interaction of the radiative effects examined.

6.3 Results

Table 6.4 reports global BVOC emission totals, and amount of SOA generated, for
the control simulation and each regional deforestation scenario. Globally replacing
forests with grass reduces the global total isoprene emission by approximately
87 %, to 60 Tg(C) a-1, and the global total monoterpene emission by approxi-
mately 94 % to 8 Tg(C) a-1. As a result, simulated SOA production is reduced by
91 %.

Most of this reduction in emission is due to the removal of trees at tropical
latitudes (20�N–20�S), which reduces the isoprene and monoterpene emission
totals by 72 and 74% respectively. Despite the large areas of forests north of 50�N,
simulated boreal deforestation reduces global isoprene and monoterpene emissions
by only 1 and 5% respectively. However, as shown in Sect. 6.1.2.1, the CLM may
be underestimating high latitude monoterpene emissions.

6.3.1 First Aerosol Indirect Effect

Table 6.5 reports the change to global annual mean CDNC for each deforestation
scenario, when compared to the control simulation. Global deforestation, which
leaves only 3 Tg(SOA) a-1, reduces the global annual mean CDNC by 7.6 %. This
reduction in CDNC yields a global annual mean first AIE of +0.26 W m-2 with
the spatial pattern shown in Fig. 6.8 (upper left).

For a number of reasons, the positive first AIE for global deforestation is
smaller in magnitude than the equivalent negative AIE calculated for monoterpene

Table 6.3 Atmospheric CO2

concentrations after simu-
lated deforestation; taken
from Bala et al. [1]

Simulation CO2 concentration in 2100 (ppm)

Control 732

Global deforestation 1,113

Boreal deforestation 737

Temperate deforestation 842

Tropical deforestation 1,031
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SOA in Chap. 4 (Org1_m; -0.77 W m-2). Firstly, since the source of organic
oxidation products is not completely removed when forests are replaced with
grass, nucleation is not completely suppressed, as it was in the absence of biogenic
SOA in Chaps. 3 and 4. Secondly, the BVOC emissions generated by the CLM are
lower than those from the GEIA inventory in some of the more pristine regions
(e.g., high northern latitudes, Australia and the south-east coast of South America)
that were important for the first AIE simulated in Chap. 4.

Tropical deforestation generates the largest AIE (+0.12 W m-2) of the indi-
vidual regions due to substantial year-round decreases in CDNC (up to 50 %) and
the abundance of low-level clouds over tropical regions. The first AIE calculated
due to tropical deforestation will be sensitive to the assumptions made regarding
wildfire and biomass burning emissions, since these hydrophobic particles may be
physically aged by SOA and subsequently act as CCN. Here, the standard GFED
emission set for biomass burning is retained, but a more realistic scenario could
include gradual deforestation (i.e., gradual reduction in the production of biogenic
SOA) and shifting patterns of deforestation fire emissions.

Table 6.4 BVOC emissions and amount of SOA generated during deforestation experiments

Global annual total

Isoprene
emission
(Tg(C) a-1) and
percentage
change from
control

Total
monoterpene
emission
(Tg(C) a-1) and
percentage
change from
control

SOA generated
(Tg(SOA) a-1)
and percentage
change from
control

Control 480 – 140 – 35.6 –

Global deforestation 60 -87 % 8 -94% 3.1 -91 %

Boreal deforestation 475 -1 % 133 -5% 34.4 -3 %

Temperate deforestation 412 -14 % 119 -15% 30.1 -15 %

Tropical deforestation 133 -72 % 36 -74% 9.7 -73 %

Table 6.5 Summary of results from deforestation scenarios

Percentage change to
global annual mean
CDNC

AIE
(W m-2)

DSOA
(Tg(SOA))

AIE per change in SOA
[AIE/DSOA]
(W m-2 Tg(SOA)-1)

Global
deforestation

-7.6 +0.26 32.5 0.79 9 10-2

Boreal
deforestation

-1.4 +0.02 1.2 1.49 9 10-2

Temperate
deforestation

-2.7 +0.09 5.5 1.68 9 10-2

Tropical
deforestation

-2.5 +0.12 25.8 0.47 9 10-2
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Temperate deforestation gives the largest AIE per change in SOA (1.68 9 10-2

W m-2 Tg(SOA)-1). This occurs because the removal of biogenic SOA in tem-
perate regions affects CDNC across the remote northern hemisphere (NH) and
southern hemisphere (SH) ocean regions, with the influence of the change
spreading into regions of very high cloud fraction (Fig. 6.8, lower left).

Boreal deforestation reduces the global annual mean CDNC by only 1.4 %, but
regional reductions over northern Russia and Canada, evident in the first AIE
(Fig. 6.8, upper right), in the NH summertime exceed 35 %. Figure 6.9 shows the
seasonal cycle in regional mean AIE over each deforested region, highlighting the
summertime peak in first AIE of approximately +0.4 W m-2 over the boreal
region. Regionally, the combined contribution of temperate and boreal defores-
tation leads to a summertime (JJA mean) local first AIE between +0.3 W m-2 and
+1.5 W m-2 across much of the region between 40 and 80�N (Fig. 6.10).

6.3.2 Other Radiative Effects of Forests

To assess the relative importance of the calculated first AIE from deforestation, the
radiative effects (RE) of changes to surface albedo and atmospheric CO2

Fig. 6.8 Annual mean first AIE (W m-2) resulting from reduction in SOA due to replacement of
global (upper left), boreal (upper right), temperate (lower left) and tropical (lower right) forests
with grass
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concentration were also calculated. Table 6.6 reports the global annual mean REs
for each deforestation scenario.

The global annul mean RE due to surface albedo change (-0.96 W m-2) is
dominated by boreal deforestation, which alone exerts a global annual mean RE of
-0.51 W m-2. Over Canada and Russia, the increase in surface albedo, and
enhanced snow cover, due to deforestation leads to regional REs up to
-25 W m-2 (Fig. 6.11, left), consistent with Betts [2]. Snow cover and the level
of incident solar radiation combine to give a peak RE from surface albedo change
during March and April (Fig. 6.12) over the boreal region.

Fig. 6.9 Monthly-mean first AIE (W m-2), over the boreal (blue), NH temperate (full green),
SH temperate (green dotted line) and tropical (red) regions, during the global deforestation
simulation

Fig. 6.10 NH summertime (June–July–August) mean first AIE (W m-2) due to global
deforestation
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The radiative effect from CO2 (Fig. 6.11, right) follows a logarithmic rela-
tionship with the ratio of atmospheric CO2 concentration in the deforestation
scenario to that in the control. In Bala et al. [1], global deforestation increases the
atmospheric CO2 concentration by 381 ppm after 100 years (Table 6.3), giving an
RE of +2.20 W m-2. In reality, the radiative effect from CO2 would be sensitive to
the mode of deforestation, the fate of the carbon stored by the trees and the
timescale over which it is released.

The radiative effects combine linearly (tested using the non-adjusted CO2 RE
values but not shown here), providing similar values when the radiative transfer
model is run with separate perturbations to cloud droplet effective radii, surface

Table 6.6 Summary of global annual mean radiative effects due to change in BVOC emission,
surface albedo and atmospheric CO2 concentration (adjusted) associated with each deforestation
scenario

Global annual mean radiative effects

AIE
(W m-2)

RE due to
Dalbedo
(W m-2)

RE due to
D[CO2]a

(W m-2)

RE due to Dalbedo
plus D[CO2]b

(W m-2)

Total
REb

(W m-2)

Global
deforestation

+0.26 -0.96 +2.20 +1.24 +1.50

Boreal
deforestation

+0.02 -0.51 +0.03 -0.48 -0.46

Temperate
deforestation

+0.09 -0.27 +0.75 +0.48 +0.57

Tropical
deforestation

+0.12 -0.18 +1.80 +1.62 +1.74

a Based on CO2 concentrations 100 years after deforestation from Bala et al. [1] (Table 6.3) and
revised downwards by 15 % to account for stratospheric temperature readjustment, following
Myhre et al. [10]
b Sum of radiative effects when radiative transfer model run individually for each perturbation

Fig. 6.11 Annual mean radiative effect of change in surface albedo (left) and atmospheric CO2

concentration (non-adjusted values; right) due to simulated global deforestation
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albedo and CO2 concentration, and when the individual radiative effects are
summed. In the absence of the first AIE, the additive RE from the change to CO2

concentration and surface albedo due to global deforestation would be
+1.24 W m-2; this is increased by 21 % to +1.50 W m-2 when the first AIE is
included (Table 6.6).

In order to make a first estimate of the potential first AIE due to forest removal,
these experiments make several assumptions. Firstly, a new particle formation rate
that is dependent on the presence of biogenic organic compounds is used in
GLOMAP-mode; an approach which is supported by results in Chap. 3. Secondly,
the removal of all forests in one instance is not intended to represent a realistic
course of events, but to allow an estimation of the radiative implications of an
absence of forests. Accordingly, the radiative effects of actual deforestation could
be different, i.e., a gradual reduction in SOA production, combined with increased
forest fire emissions. Additionally, these experiments do not include the impact of
changes to evapotranspiration, a reduction in which (due to forest removal) would
likely contribute an additional warming (e.g., [1, 3]). This would require a coupled
hydrological cycle which is beyond the scope of the study presented here, but an
avenue for further investigation.

6.4 Summary and Conclusions

In this chapter, a land-surface model, aerosol microphysics model, and radiative
transfer model were combined (offline) to assess the climatic impact of the idea-
lised deforestation of various regions.

The first AIE due to a reduction in SOA production associated with defores-
tation has been estimated for the first time. Globally, the first AIE due to the
replacement of forests with grass (+0.26 W m-2) increases the positive radiative
effect (net effect from increased CO2 concentration and surface albedo) of

Fig. 6.12 Seasonal cycle in
regional mean RE due to
surface albedo change only
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deforestation by 21 %, suggesting that present-day deforestation may be warming
the climate more than previously thought. In further work, this model framework
will be used to assess the impact of historical deforestation, i.e., in a pre-industrial
atmosphere.

Of the three regional deforestation scenarios examined, tropical deforestation
resulted in the largest absolute first AIE (+0.12 W m-2), increasing the net effect
by 7 %. Since the AIE is strongest in the tropics, the latitudinal (i.e., from 0� to
90�N) gradient in the total radiative effect from forest removal is increased. The
first AIE calculated for tropical deforestation will be particularly sensitive to the
assumptions made regarding wildfire and deforestation fire emissions. In order to
calculate a more realistic first AIE for tropical deforestation, this approach could
be improved by gradually reducing the forested area (i.e., when calculating the
changing BVOC emission), and simultaneously increasing emissions from
deforestation fires (used in GLOMAP-mode), over a series of simulations.

Previous studies suggested that the strength of the albedo effect gives simulated
boreal deforestation an overall cooling effect (e.g., [1, 3]). The present analysis
does not change that conclusion, however, the first AIE for boreal deforestation
(+0.02 W m-2) calculated here may be an underestimate if the BVOC emissions
generated by the CLM are too low at high northern latitudes.

Deforestation in temperate regions was found to give the largest first AIE per
change in SOA, increasing the combined RE by 19 %. Snyder et al. [16] found that
the temperature change induced by NH temperate deforestation was seasonally
dependent, with a simulated warming between June and November, but a cooling
between December and May. The present analysis suggests that inclusion of the
first AIE due to reduced SOA production would enhance this summertime
warming (Fig. 6.10), and by imposing an additional positive RE may increase the
fraction of the year for which NH temperate deforestation would induce a warming
(Fig. 6.9).

Most present-day afforestation is occurring in temperate regions; the present
analysis suggests that this may have been exerting more of a cooling effect on the
climate than would have been attributed to CO2 sequestration alone. Further work
will explore the potential negative RE from increasing forest cover in particular
temperate regions (e.g., China), incorporating species-specific BVOC emissions.

The first AIE calculated in this chapter will be sensitive to the assumptions
made when calculating the impact of reduced biogenic SOA on particle concen-
trations, in particular whether or not BVOC oxidation products are involved in the
initial stages of new particle formation. It was shown in Chap. 3 that this is likely
to be the case, however our understanding of the mechanisms that drive new
particle formation in the atmosphere remains incomplete; subsequent estimates of
this effect will therefore be sensitive to any further insights into this process.
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Chapter 7
Conclusions, Implications and Further
Work

7.1 Summary of Results

This thesis has explored the role of biogenic secondary organic aerosol (SOA) in
the present-day, and pre-industrial, atmosphere. Chapters 3–5 examined the
behaviour of SOA, and the radiative impact of its presence, whilst Chap. 6
focussed on the climatic significance of forest-derived SOA.

In Chap. 3, a global aerosol microphysics model (GLOMAP-mode) was used to
quantify changes to total particle (greater than 3 nm dry diameter; N3) and cloud
condensation nuclei (CCN) number concentration. It was shown that the impact of
biogenic SOA on the aerosol distribution is complex, and sensitive to many
uncertain parameters and processes.

The effect of biogenic SOA on N3 concentration is dependent upon the
mechanism used to simulate new particle formation. In the absence of organically
mediated new particle formation, the global annual mean N3 concentration
decreases in the presence of biogenic SOA (by as much as 17.5 %), due to the
enhanced condensation and coagulational sinks. If organically mediated new
particle formation is included, the global annual mean N3 increases by as much as
142 %.

The seasonal cycle in total particle concentration (varying between N3 and
N14), across sites in the continental northern hemisphere was best captured when
organically mediated new particle formation was included in the model (Sect. 3.4.
2). Introducing a dependency on biogenic species increases summertime total
particle concentrations, relative to wintertime, and improves the correlation
coefficient from 0.23 when new particle formation is dependent only on the
concentration of sulphuric acid, to 0.40 when the new particle formation rate
derived in the CLOUD chamber is used.

The inclusion of biogenic SOA also improved the simulated seasonal cycle in
N80 (particles greater than 80 nm dry diameter) and reduced the model bias when
compared against CCN observations (Sect. 3.4). The presence of biogenic SOA
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increased the simulated global annual mean CCN concentration by between 3.6 %
(when organic oxidation products are not able to physically age non-hydrophilic
particles) and 45.2 % (when organic oxidation products contribute to new particle
formation). In the absence of organically mediated new particle formation, most of
the increase in CCN concentration occurs due to the physical ageing of initially
non-hydrophilic particles, e.g., from wildfires. However, when monoterpene oxi-
dation products directly affect the rate of new particle formation, CCN concen-
trations are strongly perturbed by the growth of newly formed particles to a
CCN-active size.

The improved representation of the seasonal cycle, in both total particle con-
centrations and N80, when organically mediated new particle formation is included
in GLOMAP-mode, strongly suggests a role for a biogenic control on new particle
formation. Accordingly, the sensitivity of CCN concentrations to the presence of
biogenic SOA is high.

In Chap. 4, the radiative effects (REs) of the changes to particle number, size,
and composition quantified in Chap. 3, were evaluated. It was shown that biogenic
SOA very likely has a negative radiative effect in the present-day atmosphere, via
both the direct and first indirect effect. The direct radiative effect from SOA was
shown to be most sensitive to the amount of SOA produced in the simulation,
varying from -0.09 W m-2 for a source of 18.5 Tg(SOA) a-1, to -0.78 W m-2

for a source of 185 Tg(SOA) a-1. An accurate assessment of the direct effect from
SOA will require a refinement of the current wide range in estimates of the global
SOA budget. The first aerosol indirect effect (AIE) due to biogenic SOA was
shown to be very sensitive to the mechanism used to simulate new particle for-
mation, ranging from -0.05 W m-2 for a simulation including only binary
homogenous nucleation (i.e., little new particle formation in the boundary layer) to
-0.77 W m-2 for a simulation including organically mediated new particle for-
mation. At high northern latitudes, monoterpene emissions from boreal forests
result in regional summertime AIEs of up to -5 W m-2 over land, and -8 W m-2

over the adjacent ocean regions.
The first indirect radiative forcing (RF) of anthropogenic emissions, since

1750, was found to be sensitive to the assumptions made concerning biogenic SOA
(Sect. 4.4). The RF changes by 0.06 W m-2 when the SOA production yield is
varied by a factor of 10 and by 0.12 W m-2 when the approach to modelling new
particle formation (and the involvement of biogenic oxidation products) is chan-
ged. This highlights, as previously demonstrated by Schmidt et al. [33] for vol-
canic eruptions, that in order to understand the radiative effects of human
activities, a comprehensive understanding of the background atmospheric state in
pre-industrial times is required.

In Chap. 5 it was shown that the first AIE calculated from biogenic SOA is
sensitive to the model treatment of SOA volatility. Whilst the first stage oxidation
products of many BVOCs are semi-volatile, their continued oxidation in the gas-
or particle-phase reduces their volatility further still and may provide a supply of
very low volatility compounds to the particle-phase. Two different, but commonly
implemented approaches to the partitioning of SOA amongst the existing particle
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distribution were examined. The first, a kinetic approach, distributes the SOA
across the existing size distribution according to particle surface area. The second,
a thermodynamic approach, distributes the SOA according to the existing organic
mass. This thermodynamic approach suppresses the growth of newly formed
particles, removing this as a source of CCN. To capture the observed growth of
newly formed particles, the kinetic approach is required—however, this neglects
the potential re-evaporation of semi-volatile organics, back into the gas-phase.

Accurately simulating the condensation of SOA onto the existing aerosol size
distribution is important when evaluating processes that depend strongly on
changes to ultrafine particle number, such as the AIE. In Chap. 5 it was shown that
the first AIE from biogenic SOA is negative if the kinetic approach is taken, but
positive, or negligible, if the thermodynamic approach is taken. The next step
would be to combine the two approaches, with a fraction of the SOA assigned a
very low volatility (theoretically, since the volatility is not actually assigned in the
model) and partitioning via the kinetic route, and a fraction of the SOA assigned a
moderate volatility and partitioning via the thermodynamic route. The current
literature offers little constraint on the values these two fractions should take.
However, since gas- and particle-phase processing tends to shift organic com-
pounds to lower volatility (e.g., [7, 15]), one could assume that the fraction of
lower volatility material should be the larger of the two.

In Chap. 6, the radiative effect of forest derived SOA in the present-day
atmosphere was explored using several idealised deforestation scenarios. It was
shown that including the first AIE due to reduced biogenic SOA production (+0.26
W m-2) increased the positive radiative effect from global deforestation (i.e., the
net change from increased CO2 concentration and increased surface albedo) by
21 %. The magnitude of the AIE due to biogenic SOA is strongest for total tropical
deforestation (+0.12 W m-2), but the largest AIE per change in SOA was found for
temperate deforestation, due to modest but widespread decreases in cloud droplet
number concentration in regions of high cloud fraction.

Pongratz et al. [30] have previously estimated a RF of +0.15 W m-2 due to
historical (AD 800 to 1992) land-use change (-0.2 W m-2 from surface albedo
changes and +0.35 W m-2 from CO2 emission); results from Chap. 6 suggest that
historical deforestation may have warmed the climate more than previously
thought. Further work will examine the significance of the first AIE due to his-
torical land-use change, using the dataset of Pongratz et al. [30].

Over the past decade, the rate of tropical deforestation has decreased, and the
rate of temperate afforestation has increased (Sect. 1.2.1). Results from Chap. 6
would suggest that the first AIE due to changes in biogenic SOA over that time
would be negative, relative to the immediately preceding period (e.g.
1960s–1990s) with high levels of tropical deforestation (i.e., that the total RF due
to land-use change would be less positive than previously). If sufficiently large,
this could have contributed to the observed hiatus in temperature increase observed
over the last decade [22]. A further study to accurately quantify the radiative
effects from recent levels of deforestation and afforestation is therefore warranted,
building on the framework established in Chap. 6.
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7.1.1 Implications for Understanding and Mitigating Future
Climate Change

In order to limit equilibrium climate warming to 2 K (Sect. 1.3.2), the net RF
resulting from anthropogenic activities would need to be restricted to between +2.5
and +3.9 W m-2 (assuming an equilibrium climate sensitivity of between 1.9 K [24]
and 3 K [20]). This calculation is based on the equilibrium temperature change,
whereas the transient climate changes experienced will be sensitive to the temporal
and spatial nature of forcing agents. As highlighted by Ramanathan and Xu [31], the
current RF from greenhouse gas levels (approximately 3 W m-2; Fig. 1.10) is being
masked by a very uncertain negative aerosol RF which may decrease under policies
designed to improve air quality.

As shown in Chap. 4, the calculated anthropogenic indirect RF (and therefore
the total RF due to anthropogenic activities) is sensitive to the representation of the
natural ‘‘background’’ state of the atmosphere, to which SOA is a significant
contributor. If anthropogenic sources of aerosol reduce in the future, our under-
standing of the behaviour of natural components of the atmosphere will become
increasingly important.

Quantifying the current global budget of biogenic SOA, and understanding how
this may change in the future, should therefore be a priority for the research
community. This will require an improved understanding of the behaviour of
biogenic SOA, even in the present-day atmosphere. Whilst including a biogenic
control on the rate of new particle formation represents a substantial improvement
in our ability to model the seasonal cycle in particle number concentrations, our
understanding of the process of new particle formation and growth is not complete.
It is likely that different types of organic compounds are responsible for different
aspects of the role of SOA in the atmosphere, e.g., formation of the initial cluster,
growth of the initial clusters to an observable size, and growth of observable
particles to a climatically relevant size. For example, Häkkinen et al. [14] found
that the measured growth rate of 7–20 nm diameter particles showed a clear peak
in the NH summertime, suggesting a biogenic control. Conversely, the observed
growth rate of sub-3 nm particles did not show a seasonal cycle, suggesting that
this was not driven by biogenic organic compounds, but potentially anthropogenic
organic compounds, or even amines (e.g., [16, 18]; although the determination of
growth rates below 3 nm is subject to large errors [37]). Accurately representing
the spatial and temporal variations in the formation and growth rates of new
particles will therefore require an improved understanding of the compounds that
contribute at each stage.

In the future, sources of biogenic SOA will change. Emissions of BVOCs will
be sensitive to changes in temperature [19, 21, 25, 35] and carbon dioxide con-
centrations [1, 26, 32]. The spatial distribution of BVOC emissions will also
change, both through shifting land-use practises, e.g., deforestation and affores-
tation, biofuel growth [2, 11] and vegetation management (e.g., logging [10]), and
through climate induced changes, e.g., a northwards shift of vegetation in warming
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climate [12], savannisation in the tropics [38], or enhanced levels of beetle
infestation [3]. It was shown in Chaps. 3 and 4 that the location of emissions is
important, as well as their magnitude, with emissions into relatively pristine
locations able to exert a more substantial indirect radiative effect.

Reducing deforestation, and increasing afforestation, has been suggested as part
of a strategy to mitigate potential future climate change (Sect. 1.3.2.1). Results
from Chap. 6 suggest that deforestation, particularly in the tropics, is causing more
of a positive radiative effect than previously thought and a reduction in defores-
tation rates should therefore be seen as a priority. One possibility to help achieve
this would be the inclusion of non-carbon effects in the metrics used to assess the
importance of land-use changes. In schemes such as REDD, the preservation of
carbon stored on the land is considered, but it will be necessary to take the other
effects of forests into consideration, e.g., their effects on rainfall [34] and the
radiative effects explored in this thesis, to accurately assess the impacts of forests
on the climate.

7.2 Further Work

Several avenues for further work have been discussed in the previous sections.
Important questions to be answered are summarised briefly below, and some
potential modifications to the GLOMAP-mode model are described in the fol-
lowing section.

• How significant is the reduction in biogenic SOA, and the associated radiative
effects, attributable to historical deforestation. This could be answered using the
land-use change data collated by Pongratz et al. [30] to generate BVOC
emission fields (potentially using the Community Land Model) for various
years (e.g., 1750, 1850, 1950, 2000), under changing climatic conditions. The
impact of reduced biogenic SOA could then be quantified using GLOMAP-
mode, by including anthropogenic emissions for the appropriate year.

• What is the first AIE associated with current levels of tropical deforestation,
i.e., a loss of approximately 13 million hectares per year between 2000 and
2010 [8], and what are the implications of deforestation continuing at this level?

• How significant could temperate afforestation be in terms of climate change
mitigation, is the negative first AIE associated with expansion of temperate
forests significant? This could be answered using the framework developed in
Chap. 6 by replacing grass and crop plant functional types with trees across the
temperate northern hemisphere, and generating BVOC emissions using the
Community Land Model, taking into consideration the particular species being
planted.
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7.2.1 Secondary Organic Aerosol in GLOMAP

The representation of SOA in GLOMAP is necessarily simple. Section 7.1 dis-
cussed the possibility of adding additional tracers to the model to reflect the range
of volatilities present amongst organic oxidation products. Further to this, the
behaviour of the oxidation products of compounds from the same class may even
be quite different; the oxidation products of exocyclic structures (i.e., double bond
outside the ring, e.g., b-pinene) tend to retain their ring structure, whilst the
oxidation of endocyclic structures (i.e., double bond inside the ring, e.g., a-pinene)
gives ring-opened products, yielding two classes of compounds with potentially
differing behaviours in the atmosphere [4, 5]. This may be important in locations
where vegetation emissions are dominated by particular compounds, for all or part
of the year. Accurate speciated emissions and atmospherically relevant yields for
SOA production from individual compounds would be required to improve the
model in this respect, which may be possible in the future.

This thesis has not examined the role of sesquiterpenes. Whilst the estimated
annual emission of sesquiterpenes (\30 Tg(C) a-1; [9]) is far lower than either
isoprene or monoterpenes, very high yields have been observed in the laboratory
for SOA produced from sesquiterpene ozonolysis (e.g., [23]). Accordingly, their
future inclusion in global models, potentially using emissions generated by
MEGANv2.1, may be important.

7.2.2 Dry Deposition in GLOMAP

The representation of dry deposition in GLOMAP is relatively sophisticated,
however, the categories into which the land-surface is split are limited and surface
characteristics are held constant throughout the year. The current parameterisation
could be updated using the approach of Petroff et al. [27, 28] and Petroff and
Zhang [29] to further distinguish between broadleaf and needleleaf, evergreen and
deciduous trees, and add a seasonal dependence for the surface characteristics
(e.g., roughness length and collection radius).

7.2.3 Tropospheric Chemistry

As well as affecting the particle-phase via the formation of SOA, BVOC emissions
impact the concentrations of compounds in the gas-phase, e.g., O3 [13]. As such,
changes to the level and distribution of BVOC emissions could affect the oxidative
capacity of the atmosphere, and the lifetime of other climatically important gases,
e.g., methane (e.g., [36]). The importance of these changes could be investigated
using the coupled-chemistry version of GLOMAP-mode, described by Breider
et al. [6] and Schmidt et al. [33].
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Additionally, the application of a fixed yield for the production of SOA from
BVOC oxidation does not allow for any dependency on the concentration of other
atmospheric constituents (apart from the oxidants O3, OH and NO3), e.g., NOx,
which may be important, particularly for isoprene oxidation (Sect. 1.2.4.3; [17]).
An SOA production dependency on NOx concentrations could be added to the
coupled-chemistry version of the model.
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