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Preface

Lectures in Meteorology is intended as a comprehensive reference book for mete-
orologists and environmental scientists to look up material. The basic concept of
these lectures is that all equations are derived from the physical and chemical basic
equations. This concept well distinguishes these lectures from classical textbooks
as it demonstrates how to derive/develop equations, which is essential for model
development.

The lectures are written in module form. This means the student/instructor can
address Chaps. 2 and 4 in any order. The order of Chap. 5 and 6 can be switched as
well. Chapter 7 needs the understanding of Chaps. 2—5. Chapter 3 needs basics from
Chap. 2. The lectures can be used at the undergraduate level for the separate classes
covered by the chapters or at the graduate level as a one semester comprehensive,
intensive course.

Lectures in meteorology comprises the thermodynamics, dynamics and chem-
istry of the troposphere. The governing conservation (balance) equations for
trace constituents, dry air, water substances, total mass (equation of continuity),
energy (1st law of thermodynamics), entropy (2nd law of thermodynamics), and
momentum (Newton’§ 2nd axiom) are presented and explained. This presentation
includes simplifications like the hydrostatic and geostrophic approximations and
their application in models. Static and conditional stability criteria are explained too.
Phenomena discussed include, for instance, atmospheric waves and their analytical
solutions, frontal systems, hurricanes, fohn wind systems (Chinook), classical and
non-classical mesoscale circulations, the global circulation and circulation systems
(e.g. El Nifio Southern Oscillation). Basic principles of climatology and data
analysis are introduced as well. Chemical processes taking place in the atmosphere
are analyzed based on kinetic processes, but thermodynamic equilibrium is also
discussed. The discussion comprises, among other things, photolytic and gas phase
oxidation processes, heterogeneous and aqueous chemistry, as well as gas-to-
particle conversion. Fundamentals of biogeochemical cycles (e.g., CO,, water,
nitrogen, etc.) and the origin of the ozone layer are pointed out. The role of clouds
in cleaning the atmosphere, in the radiation budget, and as consequence of motions,
and how atmospheric processes affect the appearance of clouds are elucidated.
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Cloud microphysical processes are also covered. The chapter on radiation includes
solar and terrestrial radiation, major absorbers, radiation balance, radiative equi-
librium, radiative-convective equilibrium, basics of molecular, aerosol, and cloud
adsorption and scattering. Satellite imaginary, greenhouse gases (e.g., CO,, H,O,
CH,, etc.), and optical phenomena like rainbows, halos etc. are included too.
Interactions of the energy, water, and trace gas cycles and their influence on general
circulation and their role in climate variability and change are presented. Some
aspects of numerical modeling of atmospheric, air quality and hydro-meteorological
processes are discussed.

Fairbanks, USA Nicole Molders
February 2014 Gerhard Kramm
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Chapter 1
Introduction

Abstract This chapter defines various sub-disciplines within meteorology. It gives
a motivation why humans were interested in meteorology. It provides a brief history
of the development of meteorology, and illustrates how other disciplines affected the
progress in meteorology. It discusses the vertical structure of the atmosphere under
different aspects (temperature, pressure, composition, magnetism, ionization).

Keywords Atmospheric structure ¢ Atmospheric composition ¢ History of
meteorology * Steps for research ¢ Inert and reactive gases

1.1 Aspects of Meteorology

Primary tasks of meteorology are to understand the processes and phenomena in the
atmosphere, explain weather, climate, air quality, climate variability and change,
causal relations like water resources and availability, and their spatial and temporal
variation. Thus, meteorology applies physical and chemical laws. Understanding
of and research in meteorology requires basic knowledge in mathematics, physics,
chemistry, statistics, computer science, and modern technologies.

Classically, atmospheric science encompasses meteorology (Greek meta =
beyond, eora = suspension, logos = discourse), aeronomy and climatology as
well as the physical and chemical processes in the atmosphere of other celestial
bodies with an atmosphere. Meteorology encompasses atmospheric chemistry
and atmospheric physics with a major focus on weather forecasting and hence
modeling. Meteorology deals with the structure, composition and thermodynamic
behavior of the atmosphere (Chap. 2), the transfer of electromagnetic and acoustic
waves (Chap.4), the physical processes involved in cloud- and precipitation
formation and atmospheric electricity (Chap. 3), and atmospheric motion (Chaps. 6
and 7). Air chemistry encompasses photochemistry, gas phase, aqueous and
aerosol chemistry, and deals with the chemical reactions, transport, and removal of
atmospheric trace gases as well as air quality questions.

N. Molders and G. Kramm, Lectures in Meteorology, Springer Atmospheric Sciences, 1
DOI 10.1007/978-3-319-02144-7__1, © Springer International Publishing Switzerland 2014



2 1 Introduction

Climatology deals with the long-term statistical properties of the atmosphere
(e.g. mean values, range of variability, frequency of events) as a function of time and
space (e.g. day, month, season, annual cycle, geographical location, altitude) and its
natural and anthropogenic changes (Chap. 7). Climatology encompasses physical
climatology, climatography, and applied climatology. Physical climatology deals
with the underlying reasons for a certain climate (Greek klima = slope, zone).
Climatography provides climate statistics on global, regional, and local scale. It
describes which climate exists in a region on Earth. In applied climatology, climatic
statistics serve to solve practical problems. Knowledge of maximum precipitation,
for instance, permits engineers to construct bridges optimally. Likewise, knowledge
of wind statistics allows optimizing the location for wind-energy farms or assess-
ment which coastal areas need protection against erosion.

According to the World Meteorological Organization (WMO) climate refers
to the average weather of 30 years. This means meteorological processes on all
scales determine climate (Chap. 7). Climate is a time-dependent problem of various
interacting processes of the atmosphere, biosphere, cryosphere, hydrosphere, and
lithosphere. Therefore, a single collection of statistics from atmospheric variables
alone cannot describe the climate.

The distinction between climatology and meteorology results from the long
tradition of these fields developing independently. Especially, under the aspect of
climate change, and climate impact assessment studies this separation and the
exclusion of air chemistry will diminish in the future.

Aeronomy studies the upper atmospheric layers of planets, where dissociation
and ionization are important. Focus is on atmospheric tides, upper-atmospheric
chemistry and lightning discharges, such as red sprites, sprite halos, blue jets, and
elves. Research in aeronomy uses balloons, satellites, lidars, sounding rockets, and
modeling.

Since the atmosphere varies steadily, no 2 days have exactly the same weather.
Consequently, we can neither reproduce experiments in the atmosphere with the
exact same conditions, nor experiment with the atmosphere. Therefore, atmospheric
scientists have created numerical models to use them like laboratories. Models
namely permit us to include/exclude processes, vary the initial and boundary
conditions and reproduce experiments.

The main methods to gain knowledge in meteorology are observations, statistical
analysis, and development of theoretical concepts, developing and applying models,
and defining knowledge deficits to set up new observational designs to close the
identified gaps. A major difficulty is the scale problem. Processes occur at different
temporal and spatial scales that interact with each other (Fig.1.1). Furthermore,
observations are often at different scales than for which equations are derived and/or
valid.

Since many of the processes occurring in the atmospheric system somehow
interact with other systems (e.g. ocean, land-surface, glaciers) solution of many
atmospheric questions requires interdisciplinary collaboration and understanding of
related or auxiliary sciences. Examples are:
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Fig. 1.1 Schematic view of
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refinement
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* Numerical modeling, remote sensing techniques and some measuring techniques
need knowledge from computational sciences and mathematics.

e Measuring air pollution requires knowledge of atmospheric and aerosol physics,
electronics, computational sciences, and chemistry.

* Climate studies require knowledge on astronomic parameters, oceanography,
biology, and glaciology.

* Reconstruction of paleo-climate bases on biological, geological, astro-
geophysical knowledge, and application of physical techniques (e.g. C'“-
method; Chap. 7).

1.2 History of Meteorology

Humans have always been concerned about weather: Sailors and millers needed
knowledge on the winds; farmers worried about too few or too much precipitation or
the timing of precipitation or flooding. Often laws governing atmospheric processes
were not derived with better understanding the atmosphere in mind, but because
of other necessities. Findings from other disciplines have been integrated, adopted
and/or synthesized for use in meteorology.

1.2.1 First Steps

The concept of a global water cycle dates back at least 3,000 B.P. when King
Solomon wrote that “all rivers run into the sea, yet the sea is not full, unto the
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place from where the rivers come thither they return again” (Ecclesiates 1:7). The
first known rainfall measurements by Kautilya of India in 2,400 B.P. served to
determine taxes that depended on rain amount. The Babylonians provided some
basic mathematics, and defined the four main directions, north, east, south, and
west, and the intermediary directions northeast, southeast, southwest, northwest.
The Egyptians defined weights and measures, and introduced the 365-day year.

The old Greeks contributed methodically to meteorology. Around 430 B.C, the
Greeks made the first wind measurements, however, the first reliable instruments
to determine wind direction and speed were not developed before the seventeenth
century. About 400 B.C. Hippocrates' published Airs, Waters and Places, a study of
climate and medicine. Some years later, Aristotle? wrote Meteorologica. Thales of
Miletus® applied meteorological knowledge to predict an abundant olive crop one
summer. He wisely bought all olive presses in his immediate vicinity and became a
rich man, as his prediction was right. About 300 B.C. Theophrastus* published On
the signs of rain, winds, storms and fair weather. Seneca’ discussed various aspects
of atmospheric phenomena in Natural questions which mainly based on previous
works by Greek authors.

In the Middle Age, progress in meteorology stagnated. About 1170 Gerard of
Cremona,® translated Aristotles Meteorologica, which finally was first printed in
1474. In 1543, Copernicus’ published his De revolutionibus orbium coelestium in
which he showed that the Earth is part of a vast solar system.

1.2.2 Instrument Development

The invention of meteorological instruments and introduction of meteorological
observations laid the foundation of modern meteorology. Torricelli® built the first
mercury-filled barometer in 1644. Von Guericke® constructed the first water-filled
barometer in 1654 at Magdeburg. Based on the pressure (defined as the force per
unit surface area due to the weight of the atmosphere) decrease measured by his
barometer he predicted a strong storm. This event marked the detection of the mid-
latitude storms. The aneroid barometer was invented in 1843.

Hippocrates, Greek physician, ca. 460-370B.C.

2 Aristotle, Greek philosopher, 384-322 B.C.

3Thales of Miletus, Greek philosopher, 625-540 B.C.

“Theophrastus, Greek philosopher, 371-287 B.C.

5Seneca Greek, philosopher, 2-65 A.D.

%Gerardo da Cremona or Gerardus Cremonensis, Italian translator, ca. 1114—1187.
"Nicolaus Copernicus, German astronomer and mathematician, 1473—1543.
8Evangelista Torricelli, Italian mathematician and physicist, 1608—-1647.

0tto von Guericke, German engineer and physicist, 1602—1686.
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In 1593, Galilei'” invented the gas thermometer. Torricelli’s mercury barometer
led to the invention of the liquid-in-glass thermometer in the mid seventeenth
century. Fahrenheit'! and Celsius'? developed reasonable scales for thermometers.

Hooke'® developed a pressure-plate anemometer that measured the deflection
and force of the wind on a vertically hanging metal sheet. In the seventeenth century,
the first cup anemometer was developed in France. It based on the principle of
windmills that were used since 644 A.D. in Persia.

Based on ideas of Cryfts'* da Vinci'> invented the basic principle of the
hygrometer, an instrument to measure humidity.

Assmann'® invented the aspiration psychrometer that still is widely used to
measure water-vapor content. He also introduced rubber balloons to measure wind
velocity by following the balloons by theodolite. After WWII the use of radar
simplified the tracking of the weather balloons. Today, radiosondes use GPS.

1.2.3 Finding Physical Laws

In 1661, Boyle'” and Mariotte!® came up with the first law on the nature of gases.
In 1687, Newton! formulated the laws of mechanics. In the eighteenth century,
Pitot,”® Bernoulli,?! Euler,”> Chézy,?? and other Europeans considerably advanced
the applications of mathematics to fluid mechanics and hydraulics. In 1752, for
example, Euler derived the equations of fluid motion.

In 1787, Dalton®* started a meteorological diary that he continued all his life. His
about 200,000 observations are one of the first modern meteorological time series.
Routine network measurements of precipitation began before 1800 in Europe and
the United States of America and by 1820 in India.

10Galileo Galilei, Italian mathematician, physicist and astronomer, 1564—1642.
""Daniel Gabriel Fahrenheit, German physicist and maker of scientific instruments, 1686—1736.
12 Andres Celsius, Swedish astronomer, 1701-1744.

3Robert Hooke, English natural philosopher and polymath, 1635-1703.
4Nicolas Cryfts or Nicholas of Cusa, German cardinal, 1401-1464.

15[ eonardo da Vinci, Italian artist, 1452—1519.

16Richard ABmann, German meteorologist and physician, 1845-1915.

17Sir Robert Boyle, British physicist and chemists, 1776-1856.

'8 Edme Mariotte, French physicist, 1620-1684.

198ir Isaac Newton, British physicist, mathematician and astronomer, 1643-1727.
20Henri de Pitot, French inventor and hydraulician, 1695-1771.

2lyohann Bernoulli, Swiss mathematician, 1667—1748.

22Leonhard Euler, Swiss mathematician, physicist and astronomer, 1707—1783.

23 Antoine de Chézy, French hydraulician, 1717-1798.

24John Dalton, British chemist and physicist, 1766—1844.
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In the age of steam engines, Poisson,”> Clausius,”® Benoit,”’ and Carnot?®

formulated important thermo-dynamical laws. In 1811, Avogadro®® published the
hypothesis that gases containing the same number of molecules occupy the same
volumes at the same temperature and pressure.

In 1835, de Coriolis*® introduced a theory describing the behavior of bodies in
motion on a spinning surface. By mathematical calculations, he showed that the path
of any object moving on a rotating body curves in relation to the rotating surface.
This apparent force is called Coriolis force.

Stokes?! and Navier®? independently from each other contributed to the progress
of dynamics by deriving the friction laws and equation of motion. The Navier-
Stokes equations characterize the behavior of flows in Newton®* fluids and gas
mixtures** in form of the principle of momentum, i.e. the dependency of velocity
and pressure in space and time. Until today, no general solution for these non-linear
partial differential equations exists.

Being the captain of HMS Beagle during Charles Darwin’s famous voyage
FitzRoy* made detailed weather observations that later led to the establishment
of meteorology as a science discipline.

Buys-Ballot*® derived and published rules for weather prediction (Regelen voor
de wachten van weerveranderingen 1860), and developed the first European storm-
warning system. In 1905, Ekman?’ brought up the first mathematical solution of a
simple atmospheric motion.

Aitken®® pointed out the role of small particles (Aitken nuclei) in cloud droplet
condensation.

Boltzmann™ proved experimentally the electro-magnetic light theory and
explained the radiation law found by Stefan.*’ By using probability calculations, he

39

Z3Simeon Denis Poisson, French mathematician and physicist, 1781-1840.
26Rudolf Julius Emanuel Clausius, German physicist, 1822—1888.
?TPierre-Emile Benoit, French technician and physicist, 1799—1864.

28Nicolas Leonard Sadi Carnot, French engineer and physicist, 1796-1832.

2 Amedo Lorenzo Romano Avogadro, Ttalian physicist and chemist, 1776—1856.
0 Gaspard Gustave de Coriolis, French physicist and engineer, 1792—1843.

31Sir George Gabriel Stokes, English mathematician and physicist, 1819-1903.
32Claude Louis Marie Henry Navier, French physicist, 1785-1836.

33Sir Isaac Newton, English physicist, mathematician, astronomer, natural philosopher, alchemist
and theologian, 1643-1727.

3Water and air.

3Robert FitzRoy, Vice-Admiral, meteorologist, hydrographer, Governor of New Zealand from
1843 to 1845, 1805-1865.

3%Henricus Didericus Christophorus Buys-Ballot, Dutch meteorologist, 1817—1890.
37Valfried Ekman, Swedish oceanographer and physicist, 1861-1930.

38John Aitken British, physicist and meteorologist, 1839-1919.

3¥Ludwig Boltzmann, Austrian physicist, 1844-1906.

40Josef Stefan, Austria Slovene physicist, mathematician and poet, 1835-1893.
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explained the relation between thermodynamics and mechanics and was the first to
apply statistical laws to gas molecules.

1.2.4 Towards Modern Meteorology

The first half of the twentieth century brought great advances in turbulence and
atmospheric boundary layer (ABL) physics (e.g. Prandtl,*' Heisenberg,*> Monin,
Obukov). Prandtl formulated the ABL and turbulent flow theories with the Prandtl
number as a parameter. He introduced the wind tunnel for experiments on flows and
boundary-layer processes. During his time as a British war prisoner, Heisenberg
worked on the theory of statistical and isotropic turbulence. He pointed out that
viscosity reduces the degrees of freedom because it damps all motion into small
eddies. He showed that turbulence can be described without going into much
mechanical detail just by applying similarity theory. Monin and Obukov developed
the similarity theory known as Monin-Obukov similarity hypothesis, usually applied
in ABL physics (Chap. 6).

In 1884, Koppen® published a world climatology that he modified notably in
1918 and 1936. Later, he collaborated with Geiger** on improving the classification
system that today is known as the Koppen-Geiger climate classification system
(Chap. 7).

Thornwaite*> and Penman contributed to understanding climate aspects of
evapotranspiration. In 1931, Thornthwaite published a system to classify the world’s
climates. In the same year, Piccard*® made the first, but foggy photos on cloud
distributions from their stratospheric balloon. In the following year, introducing a
red filter led to improved photos.

Charney*’ developed the quasi-geostrophic vorticity equation to describe the
large-scale motion of planetary flows. Rossby*® described large-scale wave char-
acteristic of the circumpolar upper atmospheric flow and found the principles on
eddy phenomena and atmospheric turbulence. The theory of Rossby and Charney
on planetary waves builds the fundamentals of our understanding of the general
circulation and weather forecasting.

#'Ludwig Prandtl, German engineer and physicist, 1875-1953.
#2Werner Karl Heisenberg, German physicist, 1904—1976.
Wladimir Koppen, Russian climatologist, 1846-1940.

4Rudolf Geiger, German climatologist, 1894—1981.

43Charles Warren Thornthwaite, American geographer, 1899-1963.
46 Auguste Piccard, Swiss physicist, 1884—-1962.

4TTule Gregory Charney, American meteorologist, 1917-1981.
“8Carl-Gustaf Rossby, Swedish-American meteorologist, 1898-1957.
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After the Great War, Bjerknes®” and his co-workers formulated the frontal
theories and developed synoptic meteorology. He developed the idea of weather
forecasting based on the laws of physics, but did not believe that prognostic
meteorological equations could be solved analytically. Thus, he developed the
graphical calculus technique that was operated on observations to forecast the
weather.

Richardson’” developed a different technique between 1913 and 1919 wherein
equations were simplified before solving them numerically by hand. He pub-
lished his work in a book (Weather Prediction by Numerical Processes, London,
Cambridge University Press, 1922). At that time, his work was ignored until 1946
because of the computational effort. Then von Neumann®' who was involved in
the development of the first electronic computer, made weather forecasting its
main application. Finally, in 1950, the first computer-based weather prediction
was made. In 1956, Phillips performed the first successful numerical simulation
of the general circulation of the atmosphere. Since then General Circulation Models
(GCM) and later climate models have been developed. More and more aspects of
the Earth System have recently been added to better describe and understand the
interactions between the various systems and climate, climate variability and climate
change.

Around 1960, satellites become available for monitoring of weather and short-
term weather forecasting. Since the monitoring of weather from satellites, no
tropical storm keeps undetected. Satellites improved the short-term weather pre-
diction (nowcasting) and the knowledge on climatology.

50

1.2.5 Air Pollution

Natural pollution stems from wildfires, volcanic eruptions, meteorite impacts and
strong winds. Anthropogenic pollution existed already early in history in any urban
area due to combustion. Before the twentieth century, air pollution was rather
treated as a regulatory problem than science. In Great Britain, the emissions of
steam engines and furnaces led to the Public Health Act in 1848, and the emission
of hydrogen chloride in the soap producing process to the Alkali Act in 1863.
Any regulation reduced marginally the pollution, but led to the development of
instruments to control the pollution and models to examine regulatory strategies
numerically.

4Vilhelm Bjerknes, Norwegian meteorologist and physicist, 1862—1951.
0Lewis Fry Richardson, British physicist and chemist, 1881-1953.

51John von Neumann, American mathematician, 1903—-1957.
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The term smog was coined in 1905 by Des Voeux™ to describe the mixture
of fog and smoke he observed in British cities. Later this term was applied to
the air pollution in cities like Los Angeles. However, this smog stems from ozone
formation (Chap. 5). Due to the different origin of these smog types, we today speak
of London-type smog and Los Angeles-type smog.

Between 1950 and 1970, first air quality models were developed. In the 1970s,
three-dimensional Chemistry Transport Models (CTM) or photochemical air-quality
models became available to predict the gas chemistry, transport, and deposition
using meteorological observation and emissions as input data (Chap.5). In the
1980s, numerical weather prediction (NWP) models were used as preprocessors
to drive the CTMs. Heterogeneous and aerosol chemistry as well as wet deposition
were introduced. The amount of trace gases considered increased the initialization
problem. For application in Europe, a main problem was the reliability of emission
data from the Eastern Block countries at the time of the Cold War. In the late
1990s, first fully integrated CTM that simultaneously simulate the meteorological
and chemical conditions were developed. Not before the Millennium, the available
computers permitted real time air-quality forecasts.

1.3 Atmospheric Composition

Planets having enough gravity can hold an atmosphere, i.e. a gaseous envelope
surrounding the planet. Atmospheres have a central role in the transfers of energy
between the Sun and the planet’s surface and from one region to another. These
transfers maintain equilibrium and determine the planet’s climate (Chap. 7).

The Earth’s atmosphere consists of a mixture of gases, and suspended liquid
and solid particles (e.g. drops, ice crystals, aerosols). The main constituents of
the Earth’s atmosphere are nitrogen (N;), oxygen (O;), Argon (Ar), water vapor
(H,0), and carbon dioxide (CO,) whose concentration except water vapor hardly
vary.

It is common to use only the main constituents of dry air (N,, O,, Ar, and
CO,) that make up a volume of nearly 1 (Table 1.1). Trace gases (e.g. CHy,
NO,, NO, 03) correspond to a volume fraction of 3 - 107> (cf. Table 1.1). Their
concentrations differ in space and time (e.g. Fig. 1.2) depending on their various
sources and sinks. Despite of their low concentrations trace gases are important for
atmospheric chemistry, the thermodynamic structure of the atmosphere, and life.
The radiatively active constituents, CO,, CH4, N;O, CO, H,O (liquid water, ice,
water vapor) are often addressed as greenhouse gases (Chap. 4). Radiatively active
trace gases absorb and re-radiate the long-wave infrared (terrestrial) radiation back
to the Earth (Chap. 4), i.e. they are energetically relevant. Thus, radiatively active
constituents affect climate, when their concentration changes. It also means that any
emission-control measures also affect climate (Chaps. 5 and 7).

52Harold Antoine Des Voeux, French, 1834—1909.
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Table 1.1 Composition of the Earth’s atmosphere below 100 km. The letter v and quotation marks
indicate varying concentrations depending on distance to sources and sinks, and unknown lifetime,
respectively. p; / p indicates the ratio of partial pressure to pressure (Chap. 2)

Molecular mass

Constituent (1073kgmol™!)  Content/concentration Lifetime

Dry air 28.97 1 1.6 - 107 year
Nitrogen (N;) 28.01 0.7808 p;/p ~10,000 year
Oxygen (0,) 32 0.2095 pi/p 3,000-10,000 year
Argon (Ar ) 39.95 0.0093 p;/p ?
Carbon-dioxide (CO,) 44.01 0.0004 p;/p 3—4 year
Hydroxyl radical (OH ) 17.01 Very low ~s

Nitrate (N O3) 62.0049 Very low at day ~10s at day
Hydroperoxyl* (HO,) 33.01 Low ~100s
Methyldioxy radical (CH30,) 47.03348 Low ~min
Isoprene (C5 Hg) 68.11702 v ~h

Nitrogen oxide 30.01 v ~days

NOy, =NO+ NO, 46.0055

Hydrogen peroxide (H, O;) 34.0147 v days

Sulfur dioxide (SO,) 64.066 v days

Water vapor H, O 18.02 0-0.04 p;/p 8-10days
Aerosols v v 1-2 months
Carbon-monoxide (CO) 28.01 9.0-1078 pi/p ~60 days
Ozone (O3) 48.00 4.0-1078 pi/p 100 days
Bromomethane® (CH;Br) 94,9387 v ~1 year
Methane (CHy) 16.04 1.7-107% p;/p 9year
Methyl chloroform (CH3;CCl;) 133.40 % years
Nitrous oxide (N, 0) 44,013 v >10 year
CFC 120.91 v >80 year
Neon (Ne) 20.18 1.8-1073 pi/p ?

Helium (He) 4.003 5.2-107% pi/p 10° year
Krypton (Kr) 83.80 1.1-1077 pi/p ?

Hydrogen (H,) 2.02 5-1077 pi/p ~253 year
Xenon (Xe) 131.30 8.7-1078 )24 ~107 year

4Hydroperoxylis also known as perhydroxyl radical

®Bromomethane is also known as methyl bromide. It was used in pesticides, but phased out in
2000

1.3.1 Gases with Quasi-constant Concentration

1.3.1.1 Nitrogen

Gas-phase molecular nitrogen is produced biologically in the soil (Chap.5). In
anerobic soils, nitrogen denitrification leads to N, formation. Since N, undergoes
no significant chemical reactions in the atmosphere, and because its removal process
is marginally slower than the production, its concentration has built up over time.
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Atmospheric composition vs. altitude
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Fig. 1.2 Vertical distribution of various atmospheric gases (From Petty (2008))

The vertical distribution of nitrogen is homogeneous and vertical mixing is the
controlling process.

1.3.1.2 Oxygen

Vegetation produces oxygen by photosynthesis. Since the great oxidation event
occurred, O, concentrations built up over time. The vertical distribution of oxygen
is homogeneous and controlled by vertical mixing. According to estimates the entire
atmospheric O,-content undergoes photosynthesis in about 10,000 years. Oxygen is
important for life as it enables the formation of the ozone layer (Chap. 5).

1.3.2 Gases with Variable Concentrations

In contrast to the noble gases like argon, neon (Ne), helium (He), krypton (Kr), and
xenon (Xe) that do not react chemically, the concentrations of many atmospheric
chemically reactive gases vary in time and space.

1.3.2.1 Carbon Dioxide, Carbon Monoxide, and Hydrocarbons

Carbon dioxide (CO;) results from combustion, soil processes, oceanic evapora-
tion, and various organic processes. Plants continuously consume CO, through
photosynthesis, and the oceans can dissolve considerable amounts of CO,. Since
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Fig. 1.3 Increase of monthly mean CO, concentrations at Mauna Loa Observatory in
Hawaii (Data from http://co2now.org/images/stories/data/co2-atmospheric-mlo-monthly-scripps.
xls (2014))

1900, the CO, concentration has increased by about 25 % from 296 to 393 ppm in
2012 (Fig. 1.3).

Hydrocarbons, including those released from vegetation, are oxidized through
pathways involving carbon monoxide (CQO) oxidation (Chap.5; Fig.5.9). Conse-
quently, high carbon monoxide and ozone concentrations may exist over forested
regions. Concentrations of CO are higher in the northern hemisphere, presumably
due to the greater land-mass and the stronger anthropogenic activity (e.g. industrial
combustion, biomass burning) than in the southern hemisphere. Due to its moderate
lifetime C O is often used as a tracer for wildfire smog propagation. CO plays a role
in the oxidation of methane.

1.3.2.2 Ozone

Ozone (0O3) varies strongly in space and time (Fig. 1.4) due to chemical, radiative,
and dynamic processes. At a height between 16 and 25 km, light of wavelengths
less than 190 nm breaks the bonds between the atoms of O,. The free oxygen
atoms collide and bind with normal oxygen molecules to form ozone. The speed
of formation increases by a neutral molecule M, usually nitrogen, that acts as a
catalyst (Chap. 5).

Although the photochemical production of ozone is the greatest at the equator,
the density of the ozone layer is the thickest at the poles (Fig. 1.4) due to transport
processes (Chap. 6). Since the 1980s, measurements showed a significant decrease


http://co2now.org/images/stories/data/co2- atmospheric- mlo- monthly- scripps.xls
http://co2now.org/images/stories/data/co2- atmospheric- mlo- monthly- scripps.xls

1.3 Atmospheric Composition 13

Q0°N Syt b a4 80 vy - BEmmeae 4
[ A 11 0.01
2 280 I@ 0.2::44
60°N - ) = oo
SN E 60 0.1
30°N oo : _' 1 2 g
L 2 = = <
E : <
2 < | o
= 0° » 40 4 2
5 g -
E $
Z 2
30°S =2 % =¥
0. 1 220+
| <97
60°S | : !

L L] 0+ : PR e . L 1000
Oct Nov Dec 90°S 60°S 30°S 0° 30°N 60°N 90°N
Latitude

90°S —pl { iah
Jan Feb Mar AprMay Jun Jul Aug Sep
Month

Fig. 1.4 Ozone-concentration distribution (leff) column integrated (in Dobson) annual cycle
based on a 5-year climatology and (right) zonal mean volume mixing (ppm) as a vertical cross
section for January based on the same climatology (Permission Andrews (2010))

of the stratospheric ozone layer at the poles. Here chlorofluorocarbons (CF C) and
reaction with NO destroy ozone (Chap. 5). The decline of O; results in an increased
flux of UV-radiation to the Earth’s surface and lowers stratospheric temperatures.
The former may harm life, while the latter may alter the global energy balance.

Below 10km or so, some ozone originates from downward transport by a
dynamic process called tropospause folding or downward mixing due to high-
reaching thunderstorm clouds. Below this height, most ozone forms in conurbations
by photochemical reactions. Since lower in the atmosphere, less UV-light is
available (Chap. 4), ozone production is slower than above 10 km.

Ozone O; and hydroxyl radicals OH make up the primary species that oxidize
many trace gases to CO,, HNOs, and H,SO4 which are removed from the
atmosphere as dissolved constituents by rainfall (Chap.5). OH plays a key role
in eliminating some greenhouse gases (GHG), e.g. methane, ozone. Since ozone is
highly reactive, it destroys macro-molecules and is harmful to health.

1.3.2.3 Nitrogen Compounds

Oxides of nitrogen like NO, (nitrogen dioxide) and NO (nitrogen oxide) are
relevant for ozone photochemistry. Anthropogenic sources for NO, = NO + NO,
are traffic, heating, and industrial processes. Natural sources of NO, are wildfires
and lightning discharges. Aircraft exhaust also releases NO. The lifetime of NO; is
about 0.5-2 days. Since NO is highly reactive, only a small amount of the released
N O reaches heights where it can contribute to destruct the ozone shield by catalytic
processes (Chap. 5).

Nitrogen oxide N, O is primarily produced by soil bacteria and emitted from
soils. Combustion of fossil fuels and use of fertilizers emit N, O, a radiatively active
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trace gas. N, O is homogeneously distributed below 10 km or so. Above that height,
it decreases due to dissociation. The lifetime is about 150 years (Table 1.1).

Domestic animals and calcareous desert soils emit ammonia, N H3. Its major
sinks are heterogeneous reactions and removal by rain (Chap. 5). Since N Hj is very
water soluble, its atmospheric concentration varies with relative humidity.

1.3.2.4 Methane and Chlorofluorocarbons

Cattle, coalmines, oil dwells, gas pipelines, thawing of permafrost and bacterial
activity in rice fields emit methane. In the last decades, C H; concentrations have
increased by about 0.01 ppm year™!. Methane effectively absorbs thermal radiation
(Chap. 4). Oxidation of C H, produces H,O.

Chlorofluorocarbon (freons, CFC) is an organic compound containing carbon,
chlorine, and fluorine. It is produced as a volatile derivative of ethane and methane
as aerosol propellants, solvents, and refrigerant. Two types of CF C exist, CFC —12
(CF,Cly) and CFC — 11 (CF Cl3) with atmospheric residence times of more than
80 years and about 80 years, respectively, in the troposphere. In the stratosphere,
decomposition of CFCs by photochemical reactions produces chlorine (C/) that
catalytically destroys ozone (Chap. 5).

1.3.2.5 Water Vapor, Water, and Ice

Atmospheric water vapor results from evaporation of water from oceans and
continents and transpiration by plants. Water in all phases cycles between the ocean
and the various atmospheric and terrestrial reservoirs. On average, water vapor
resides 8—10 days in the atmosphere. Near-surface water-vapor content ranges from
less than 1 % per volume of the atmosphere over desert and polar regions to about
4 % in the Tropics (Table 1.1). Water-vapor concentration usually decreases rapidly
with altitude and most water vapor exists below 5 km.

When the atmosphere becomes saturated, the excess water vapor condenses
and/or deposits to form cloud droplets and/or ice crystals. During phase transitions,
latent heat of condensation/deposition is released that warms the atmosphere.
Evaporation, melting, and sublimation consume energy and cool the atmosphere
(Chaps. 2 and 3). Due to the release of latent heat and consumption of heat during
phase transition processes and the related change in temperature, water vapor is
energetically relevant.>® All phases of water affect atmospheric radiation (Chap. 4).
Cloud water, rainwater and solid precipitation may remove pollutants from the
atmosphere. This means the atmospheric water-, energy-, and trace-gas cycles are
linked (Chaps. 4 and 5).

33Chemical reactions among trace gases are not energetically relevant (Chap. 5).
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Fig. 1.5 Saharan dust over
the Mediterranean Sea north
off Africa as captured by the
Advanced Very High
Resolution Radiometer
(AVHRR) (Data processed
by N. Mélders)

1.3.2.6 Aerosols

The term aerosol refers to solid and liquid particles suspended in the atmosphere.
Aerosols are atmospheric particles with sizes ranging from thousands of a micron to
several hundred microns, and cover the nucleation, accumulation and coarse-particle
mode (Chap. 5). The terms nucleation mode and accumulation mode denote the
mechanical and chemical processes respectively that produce particles in these two
size ranges. In the nucleation mode, the particles are the smallest. The largest mass
and number of particles occur in the accumulation or coarse-particle mode due to
the lack of efficient removal mechanisms for these particles.

Natural aerosols stem from sea spray, uptake of silicates, wildfires and from
organic or volcanic sources (Fig.7.38). Anthropogenic aerosols result from com-
bustion. They can be directly emitted, build in the air by gas-to-particle conversion
(Sect. 5.4), or result from evaporation of cloud droplets. Gas-to-particle conversion
denotes physio-chemical reactions involving among other precursors (Chap.5).
Aerosols in this coarse-particle mode typically stem from mineral dust and ash fly
from biomass burning.

The different sources for aerosols result in different spectra and kinds of
aerosols over the continents and oceans. The mean aerosol concentration amounts
to 107—108 m™3 at a saturation of 0.1-10 % over the oceans, while it is an order
of magnitude greater (108—10° m™—3) over the continents. Even over the oceans or
continents, strong variations in the aerosol distribution exist in space and time.
Aerosol concentrations are high in the lee-side of conurbations because of the
industrial sources. Wind may take up desert sand (Fig. 1.5), for which in their
downwind, silicates are the major contributors to the total aerosol. Aerosols can
be transported over long-distances. In March, Alaska often experiences layers
composed of aerosol of North European, Siberian or Asian origin.
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Aerosols affect the atmospheric energy and water balance (Chap.4) as well
as cloud and precipitation formation (Fig.3.4; Chap.3). Due to their different
origins aerosols differ in hydroscopic properties. Suspension of liquid and solid
particles is relevant to chemical, radiative and cloud physical processes. Aerosols
can act as cloud condensation nuclei (CCN), and ice nuclei (IN) play a role in
heterogeneous chemistry when multiple phases are involved. Aerosols scatter solar
radiation at visible (VIS) wavelengths and absorb infrared (IR) radiation emitted
by the Earth’s atmosphere and surface. Sporadic increases of aerosols after great
volcanic eruptions lead to changes in optical, thermal, and chemical properties of
the atmosphere.

1.4 Vertical Structure of the Atmosphere

We can describe the vertical structure of the atmosphere by its composition, thermal
state, pressure (force per area), escape velocity, ionization, and the strength of the
magnetic field (Fig. 1.6).

1.4.1 Classification by Composition

In the absence of sources and sinks, two competing processes determine the gaseous
composition of the atmosphere: mixing and molecular diffusion. Mixing due
to fluid motion is a macroscopic process (Chap.2). Herein interaction among
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quantity temperature | composition ionization  |escape velocity| magnetic field

Fig. 1.6 Schematic view of the vertical structure of the atmosphere with respect to its various
characteristics
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individual gas molecules is negligible, i.e. mixing affects all gases independent
of their molecular weight. Diffusion by random molecular motions leads to an
atmosphere in which the mean molecular weight of the gas mixture decreases
gradually with height. Consequently, each constituent behaves as if it exists alone.
Thus, the density of each gas decreases exponentially with height and each gas has
its own scale height (Sect.2.3), which is inversely proportional to the molecular
weight.

From the Earth’s surface to an altitude of about 100 km mixing predominates.
Constituents are well-mixed for which this region is called the homosphere (Greek
homoios = equal, of similar kind).

At about 100 km, mixing and molecular diffusion have nearly the same impor-
tance. This level of the transition from mixing and to molecular diffusion dominated
is called the turbopause.

Above 100km, molecular diffusion prevails leading to a heterogeneous atmo-
sphere called the heterosphere. Here, the gases form four roughly spherical shells
of distinct composition around the Earth. In the lowermost layer, molecular nitrogen
dominates. In the next layer above about 120 km, atomic oxygen prevails, followed
by a layer around 500 km dominated by atomic oxygen, with traces of diatomic
nitrogen, helium and hydrogen atoms. The fourth zone located above 1,000 km
mainly consists of helium and hydrogen atoms.

1.4.2 Classification by Temperature

Temperature characterizes the thermal condition of the atmosphere and is propor-
tional to the average kinetic energy of the air molecules. In the troposphere (Greek
trepin = turn around), usually temperature decreases with height. The temperature
decrease with height is called the environmental lapse rate (Chap.2). The lapse
rate™* is usually derived from radiosonde data. The lapse rate can be highly
variable depending on the time of day, fluctuation with weather, season, and
location (Chap. 2). The temperature profile is closely related to the absorption and
emission of radiation at the Earth’s surface, the radiation budget, and the resulting
atmospheric fluxes of sensible and latent heat (Chap. 4).

The troposphere is subdivided into the ABL and the free atmosphere. In the
ABL, temperature varies significantly with the diurnal cycle and depends on
the thermal characteristics of the underlying surface and the exchange of energy
at the surface-atmosphere interface. The free atmosphere is influenced by the ABL
on the longer time scale. In the free atmosphere, typically temperature decreases
with height with an average environmental lapse rate of 0.65°C 10> m™~' (normal
lapse rate). Occasionally temperature inversions (Chap.2) may occur where
temperature increases with height over a shallow layer.

34The definition of lapse rate yields a positive algebraic sign.
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Weather mainly occurs in the troposphere. Strong mixing, cloud- and precipita-
tion formation characterize the troposphere (Chap. 3). On average, the troposphere
reaches to about 8, 10, and 16 km height in Polar Regions, mid-latitudes, and the
Tropics, respectively (Chap. 7).

The region at which the lapse rate decreases to 2Kkm™" or less and does not
exceed this value in the next 2km is defined as tropopause (Greek pauein = stop,
end). This means nearly isothermal conditions characterize the tropopause. The
major physical processes at and near the tropopause are radiation, convection,
turbulence, advection and vertical convergence. Radiation usually smoothes the
temperature profile. So does turbulence unless the fluxes have a certain relationship
to hydrostatic stability. Convection is infrequent and unimportant in establishing the
tropopause. Observations and the principle of continuity indicate that advection and
vertical convergence are not the universal mechanisms for tropopause formation.

In the layer above the tropopause, called the stratosphere (Greek stra-
tus = layered), temperature increases to about 45 km height where the stratopause
is located. Low water content, nearly no clouds and high ozone concentration
characterize the stratosphere. The temperature maximum at the stratopause results
from radiation absorption by ozone. Here, on average, the temperature amounts to
—3°C on global average, —24 °C for the winter pole, and 12 °C for the summer
pole.

The following layer of decreasing temperature is called the mesosphere (Greek
for in between). It reaches to the mesopause in about 85 km height.

The mesopause is followed by the thermosphere. In the thermosphere, temper-
ature increases with height due to absorption of solar radiation in combination with
dissociation of diatomic nitrogen and oxygen molecules and stripping of electrons.
In the thermosphere, temperature is defined by the mean distance between the
molecules because of the low atmospheric density (density is the mass per unit
volume). Temperature depends on Sun activity (about 600K for a quite, 2,000 K
for an active sun). Temperature reaches about 1,000 K at 400 km height and then
remains constant to about 800 km. Atmospheric tides govern the dynamics of the
mesosphere and lower thermosphere.

1

Example. On a spring day an air temperature 7’s; of 10 °C was observed close
to the surface at a station at sea level. Calculate the tropopause height zp
assuming the vertical sounding reveals a nearly constant environmental lapse
rate of 0.65°C 1072 m~! and the temperature at the tropopause T7 is —55 °C.
Discuss your result.

Solution. Phrasing the problem into an equation yields 77 = Ts;, — Oigf);c zr
and —55°C = 10°C — Oigf);c zr. Rearranging and calculating provide z7 =

10,000 m, which is a typical tropopause height in mid-latitudes.
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1.4.3 Classification by Pressure

The atmosphere exerts a downward force on the Earth’s surface because of
the Earth’s gravitational field (Chap.2). At mean sea-level height, the average
pressure is 1,013.25 hPa. Pressure exponentially decreases with height (Sect. 2.3).
Fifty percent of the atmosphere is below 5.6 km; at 16 km, 90 % of the atmosphere
are traversed. About 99 % of the atmospheric mass exist below 30km. Above
100 km only 0.00003 % of the atmosphere are located. Here the atmosphere is so
thin and its density is low like in the most-perfect artificial vacuum achievable at the
surface.

Example. Estimate the mean atmospheric pressure averaged over the globe
assuming a total mass of the atmosphere of M = 5.14 - 10" kg, a mean
radius of the Earth of R = 6.37 - 10°m and an acceleration of gravity of
g =98Ims2.

Mg
4 R?

Solution. By using the definition of pressure we obtain p =

5.14-10'® kg 9.81 ms 2
I3ia G ioeme ~ 98,938 Pa

Pressure and density more strongly vary in the vertical than in the horizontal
direction or in time. Therefore, it is practical to define a standard atmosphere
(Chap. 2, Table 2.2) that represents the horizontally and temporally averaged vertical
profile of the atmosphere. At any height up to 100 km, the atmospheric pressure is
typically within 30 % of the corresponding standard atmosphere value.

1.4.4 Classification by Escape Velocity

The Earth’s current atmosphere mainly consists of molecules that move too slowly
to escape to space. The relation between the velocity of a molecule and temperature
can serve to calculate a probable escape velocity of any molecular species

2kT
Vprobable = (1.1)

Mm
where k(= 1.38 - 10722JK™') is the Boltzmann constant, T is the absolute
temperature (K), M is the molecular weight, and m is the mass of an atom.
Equation (1.1) provides species and height dependent probable escape velocities

1

35 An average pressure of 1,000 hPa = 1,000 kg m™" s? is often denoted to as 1 atm in atmospheric

chemistry.
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Fig. 1.7 Aurora borealis
with massive green arc and
curtain display. Black and
white version of Curtis’
original photo (The color
version can be found at http://
www.geo.mtu.edu/weather/
aurora/images/aurora/jan.
curtis/janc_004.jpg (retrieved
2002). Reproduced by
permission of Jan Curtis)

The probable escape velocity may exceed the escape velocity (~11.2kms™"),
i.e. the speed at which a molecule overcomes gravitational attraction.’® Under
conditions of a quite Sun, the probable escape velocity for a hydrogen atom (m =
1.67-107%" kg) is about 1,006 kms~!. The term exosphere denotes the layer where
atoms may escape to space.

1.4.5 Classification by Ionization

Between 80 and 400km, an electrically charged layer exists, the ionosphere
(Fig. 1.6). Molecules of nitrogen (N;) and oxygen (O;) and oxygen atoms (QO)
absorb X-ray and ultraviolet radiation from the Sun and ionize (Chaps.4 and 5).
Tonization means that each affected molecule loses one or more of its electrons and
becomes a positively charged ion. The electrons are set free to travel as electric
current. Gases become excited meaning that the electrons jump to a greater distance
from the atom nuclei. When falling back to a lower orbital distance from the nuclei,
radiation is emitted visible as aurora (Fig. 1.7).

Since N, O, and O emit at different colors, auroras come in a variety of colors
depending on solar activity. Around 100km, nitrogen molecules cause reddish

36For a molecule to escape from the atmosphere its kinetic energy must exceed the potential energy
required to lift the molecule out of the gravitational field. With F,4vizarional = ¥ m‘R'E"Z. Here m;
and m, are the masses of the molecule and the Earth, y = 6.67 - 107" m*kg™! s72 is the
gravitational constant, and R ~ 6,371 km is the Earth radius. With the kinetic energy Ej;, =
%mlv2 we obtain after rearranging vegeqpe ~11.2km s~!. This means that the escape velocity is
independent of the mass of the molecule.
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Fig. 1.8 Schematic view of the propagation of radio signals at day and night

fringes on the lower part of aural curtains. Oxygen between 100 and 300km
produces yellowish greenish auroras. At heights above 300 km, where oxygen is
the most common atom, emission yields the seldom red aurora. Hydrogen and
helium, which dominate higher in the ionosphere, lead to bluish and purplish
colors. Besides solar activity, aurora occurrence depends on the Earth’s magnetic
poles and geographical latitude. In the northern and southern hemisphere, we call
these atmospheric phenomena aurora borealis (Fig. 1.7) and aurora australis,
respectively.

Most free electrons exist at levels above 60 km where they occur in sufficient
numbers to influence radio-wave propagation. The concentration of free electrons
increases monotonically with height from small values below 60 km to a maximum
at 300 km. The electrical structure of the ionosphere shows three distinct layers,
the D-, E-, and F-layer (Fig. 1.8). Since the ionization depends on daylight, the
concentration of charged particles decreases after sunset especially in the D- and E-
layer. Large-scale motions in the polar regions called the sudden warming also
introduce variability within the D-layer. The D-layer absorbs AM radio-waves.
During night, these waves reach the F-layer that reflects them. As the Earth’s
surface reflects them too, AM radio-waves can overcome the Earth’s curvature and
broadcasts can be received far away from the radio station.
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In the E-layer, the mean free path is sufficiently short that the drift of neutral
constituents mainly controls the motion of positive ions. Free electrons move along
the magnetic field lines. Consequently, whenever the neutral atmosphere within the
E-layer crosses the magnetic field lines charge separation occurs, currents flow,
and voltage is introduced. These currents cause variations in geomagnetism and
structure of the F-layer that exists both day and night. In the F-layer, the diurnal
variability of electron density is smaller than the D-layer.

1.4.6 Classification by Magnetic Characteristics

The Earth’s magnetic field significantly influences particle motion. Since the
magnetosphere can hold escaping particles, we consider the magnetopause the
uppermost border of the Earth’s atmosphere. The magnetopause separates the solar
wind particles that flow around the magnetosphere from the charged particles in the
magnetosphere. Sun eruptions increase the speed and particle density of the solar
wind. Clouds of solar particles cause changes in the magnetic field, anomalous
currents in the ionosphere and inject high-energy particles in the lower polar
ionosphere. The interplanetary magnetic field that rotates with the Sun also affects
the magnetosphere.

Problems

Knowledge and Comprehension

1. Which three gases constitute over 98 % of the gas in the Earth’s troposphere?

2. What is the difference between trace gases and permanent gases?

3. Why do we consider trace gases despite their low fraction of the atmospheric
volume?

4. How do humans, vegetation, or oceans affect the carbon dioxide balance of the

atmosphere?

Explain the role of vegetation for the atmospheric composition.

Explain why ozone is important in the troposphere.

What are aerosols?

How do the aerosol concentrations differ in magnitude over the land and ocean

masses?

9. What distinguishes trace gases from aerosols?

10. What besides enough water vapor is required for condensation?

11. Explain how the trace gas-, energy-, and water cycle interact.

12. What part of the atmosphere shields the Earth from harmful UV radiation?

13. Why is it impossible to define an absolute top of the atmosphere?

el A
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14. Describe the vertical structure of the atmosphere by temperature, pressure, and
composition.

15. What is the average temperature at the stratopause on the global mean, at the
winter and summer pole?

16. Why are temperatures in the thermosphere not comparable with those of the
troposphere?

17. Which layer of the Earth’s atmosphere contains charged particles, why, and
what do they cause?

18. From the color of the aurora we can conclude on the gases of a planet’s
atmosphere. How should the aurora look like to be a sign for a planet with
life?

19. Explain the difference between the escape and probable escape velocity.

Application, Analysis, and Evaluation

1.1. Mercury (Mars) has a gravitational acceleration of 3.8 ms™2 (3.72ms™2) and
a radius of about 2,400 km (3,398 km). Determine the escape velocity for Mercury
(Mars) and compare it with the escape velocity (in ms~!) on the Earth. Discuss your
results.

1.2. In Egypt, Alhazen (965-1039) used the duration of twilight to estimate the “top
of the atmosphere” by assuming that air density gradually decreases with height,
and defining the “top of the atmosphere” as the level where air density is small
compared to its density at the surface. Estimate this height using his assumptions
that the twilight lasts 36 min, the Earth turns, and the Earth’s radius is 6,115 km.
Discuss your results in view of the material learned in this chapter.
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Chapter 2
Thermodynamics

Abstract This chapter provides the fundamentals of the thermodynamics of
irreversible processes as they are used in meteorology. The discussion includes
the laws of thermodynamics, kinetic gas theory, atmospheric stability, and
thermodynamics charts. The idea of an air parcel and various thermodynamic
systems as they are used in meteorology and climate modeling are introduced
as well. Both adiabatic and diabatic processes are discussed. Thermodynamic
potentials are introduced for explanation of thermodynamical, dynamical and
chemical concepts throughout the book. The chapter covers dry and moist air, phase
transition processes and genesis of air masses. In addition, various meteorological
concepts important for atmospheric modeling, weather forecasting and analysis
of meteorological measurements like the potential temperature, hydrostatic
approximation, convective inhibition, convective available potential energy are
presented.

Keywords Thermodynamics of irreversible processes ¢ Application of
thermodynamical laws to meteorology ¢ Dry and moist air * Phase transition
processes ¢ Hydrostatic equation ¢ Use of potentials in meteorology °
Atmospheric stability ¢ Genesis and modification of air masses

2.1 Basic Definitions

Introducing meteorological concepts requires discussing basics of thermodynamics.
Thermodynamics is an axiomatic science based on fundamental principles that
themselves are no longer explainable. This chapter defines the termini of thermody-
namics required in meteorology.

N. Molders and G. Kramm, Lectures in Meteorology, Springer Atmospheric Sciences, 25
DOI 10.1007/978-3-319-02144-7__2, © Springer International Publishing Switzerland 2014
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Fig. 2.1 Schematic view
of a closed and open system

material balloon (closed) material balloon open

2.1.1 System

In thermodynamics, we regard a thermodynamic system or abbreviated system.
A system is a specific sample of matter surrounded by material! not belonging to
the system. In meteorology, the “material” only exists in an idealized view. An air
parcel in its environment, for instance, can be considered as a system.

Systems may interact with their environment in different ways (Fig.2.1). An
isolated system exchanges no material or energy with its environment. Energy
refers to the ability to do work (unit Joule J). Energy can occur as radiant, electrical,
nuclear, and chemical energy. All forms of energy fall into the two categories,
kinetic energy (e.g. light and other forms of radiation, heat, motion, electrical power)
or potential energy (e.g. water in a reservoir behind a dam, high pressure, battery,
gasoline, firewood, explosives, food). Kinetic energy is the energy in use; potential
energy is the energy that has not been used.

An open system exchanges matter and energy with its surrounding (Fig.2.1).
More or less all atmospheric systems show this behavior. On the time-scale of the
Earth, the Earth system looses gases (Chap. 1) and receives material from space by
meteors, i.e. exchanges material and therefore is an open system.

A closed system exchanges energy, but not mass with the environment, i.e. it is
always composed of the same molecules (Fig.2.1). In meteorology, for simplicity,
we usually treat most systems as closed assuming that the interactions associated
with open systems can be neglected. On short time-scales and in climate and Earth
system modeling, the climate system is considered as a closed system as it receives
radiation from the Sun and radiates energy into space (Chap. 4).

2.1.1.1 State Variables

The state variables or state parameters or thermodynamic coordinates denote
to any variable that defines the final thermodynamic state of a system. Pressure, p,

le.g. cacao in a cup.
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temperature, 7', volume, V', mass, m, number of particles, n, or energy, E are
examples for state variables. Quantities defined by state variables are state variables
themselves (e.g. specific internal energy, specific entropy), i.e. the nth state variable
7, can be determined from any n — 1 state variables, zj,--- ,z,—1 by an equation
of state of the form f(z1,--- ,z,) = 0 or, equivalently z, = g(z1,+* ,2Zy—1). Such
equations can be complex if they are to be valid for arbitrarily chosen systems.

We distinguish between the primary (integral, intensive) quantities (e.g. tempera-
ture, pressure), and the secondary specific (differential, extensive), mass-dependent
quantities (e.g. volume). Intensive variables characterize a field independent of mass
and/or amount. They describe characteristics of a substance (e.g. specific volume,
density, temperature). For an intensive variable A the following applies: When
A(n) # A(m) then mixing leads to a weighted mean A(n + m) = %’;&Aw’)
where m ; relate to the mass or amount involved in the mixing of two substances.
When A(n) = A(m) then A(n) = A(m) = A(n + m). Consequently, for intensive
variables no conservation laws apply. Independent of the motion of a fluid/gas, we
can describe its state by two intensive properties. In this sense, a fluid/gas has two
thermodynamic degrees of freedom.

Extensive variables characterize the amount” involved (e.g. energy, mass, vol-
ume, number of particles, enthalpy, heat, work, momentum, electric charge, moles).
For an extensive variable B, B(n) = n(B(1)) and B(0) = 0.

2.1.1.2 Marcoscopic System

By saying that air moves or that air has a pressure or density, we relate these
properties to air parcels. This macroscopic view is the basics of continuum
mechanics or continuum hydrodynamics. It requires that air parcels consist of so
many molecules so that wind speed, density, pressure, temperature, etc. are defined
in a statistical sense. In addition, the volume of the air parcel has to be small
compared to that of the entire system. Thus, we often speak of a point in space.
Each point in space owns statistically defined values of the various meteorological
variables. These variables and their derivatives are field quantities and can be
intensive or extensive. Field quantities are continuous functions of space, (x, y, z),
and time (¢) and describe a four dimensional field ( f(x, y, x,?)). A gas or liquid
considered like this is a fluid or continuum.

2.1.1.3 Thermodynamic Equilibrium

When the state variables are constant with time, the system is in thermodynamic
equilibrium, i.e. thermodynamic equilibrium is the final state of an isolated system.

’In atmospheric chemistry, the focus is on transformation and reactions. It is required to
characterize a fluid by the mass of its constituents and the amount (in mol). The molar mass or
molecular/atomic weight (units kg kmol™") allows the conversion from mass to the amount of the
constituent. Physical tasks focus on forces and energy and usually prefer mass.
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i
v Pv Pv T, pv Py
gaseous
gaseous
Tv pv Py
| {Ts ps Ps|—
solid
T oo
T oo
quuid quuid
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Fig. 2.2 Schematic view of homogeneous and heterogeneous systems. The letters 7', p, and p
denote to temperature, pressure and density; the indices v, [ and s refer to the vapor, liquid and
solid phase. In thermodynamic equilibrium, T, = T;(= Ty), p, = p;(= ps), and p, F p1(F ps)
in the heterogeneous system(s). See text for discussion

When an isolated system is homogeneous, for instance a gas, its temperature,
pressure, and density are the same everywhere within the system (Fig.2.2). When
an isolated system is heterogeneous, it consists of at least two components (e.g.
water and air). The temperature and pressure of the combined system are the same
everywhere and the density of each homogeneous part is the same everywhere in
the respective homogeneous part (Fig. 2.2). Two or more systems can be in a partial
equilibrium with each other without equilibrium of the individual systems. Mixed
phase clouds (Chap. 3) are examples of heterogeneous systems.

2.2 The Gas Laws

2.2.1 Equation of State

The ideal gas refers to a hypothetical gas with molecules of negligible size that exert
no intermolecular forces. An ideal gas obeys the general equation of state (2.1).
Under terrestrial conditions, atmospheric gases behave nearly like ideal gases.
Additionally, atoms or molecules of an ideal gas undergo perfectly elastic collisions.
Despite real gases® lack these exact characteristics in the atmosphere, real gases are
often approximated by ideal gases.

3Real gases cannot be approximated as ideal gases at high pressures and low temperatures because
then intermolecular forces determine the properties of the gas.
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pV =nR*T 2.1

where p is pressure, V is volume, n = m/M is the number of kilo moles of the gas
with M and m being the atomic/molecular weight* and mass of the gas, respectively,
and T = 273.15 4 ¥ is the absolute temperature (in K) where ¢ is the temperature’
in degree Celsius (°C). The universal gas constant, R* = 8.3144] K 'mol™! is
the same for all gases.

The individual gas constant, R for 1kg of gas can be calculated by dividing
the universal gas constant by the sum of the atomic weights of all the atoms in a
molecule which is the molecular weight M of a respective gas

R=—". 2.2)

The individual gas constant of water vapor, for instance, R, = f/l—t is 461.5Jkg™!
K=" with M, = My + My + Mo = 18.016 - 10> kg mol "

The nearly constant composition of the troposphere and stratosphere (Chap. 1)
allows applying a constant molecular weight of dry air, i.e. the individual gas con-
stant for dry air calculated from the mixture of dry air is R; = 287.04 kg~ K~'.
Given the high spatial and temporal variability of atmospheric water vapor, the
individual gas constant of moist air varies strongly with water-vapor content.

In meteorological applications, it is more convenient to work with density
p = m/V than mass or volume. Thus, the equation of state reads

P =paRaT (2.3)

where p, is the density of dry air. In the following the gas constant of air and dry
air are denoted R, and R, respectively.

2.2.1.1 Other Forms of the Equation of State

The gas constant of one mole of any gas is also a constant called the Boltzmann’s

constant defined as k = I’f,—: = 1.3806 - 1073 JK~! where Ny = 6.02 - 10?3 is

the Avogadro’s® number.” The Avogardo number is the number of molecules in a

4A mole is a unit of mass numerically equal to the molecular weight of a substance.

SIn this book, ¢ indicates that a temperature value is to be used in degree Celsius.

%Lorenzo Romano Amedeo Carlo Avogadro di Quaregna e di Cerreto, Count of Quaregna and
Cerreto, Italian savant, 1776—-1856.

"Note that in German literature, the Avogardo number is often called Loschmidt number after
Johann Josef Loschmidt (Austrian chemist, physicist, 1821-1895). He was the first to mention the
value of the Avogadro number when he estimated the average diameter of the molecules in air by
a method similar to calculating the number of particles in a given volume of gas in 1865.
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mole of any gas. Avogadro’s hypothesis states that a mole of any gas at constant
pressure and temperature occupies the same volume. The equation of state (2.1)
expressed for a gas with n molecules per unit volume reads p = nkT. The number
of molecules # is related to the mass, m and molecular weight, M, of any gas by
n = ;. Thus, the equation of state (2.1) reads pV = nR*T = mRT.

Example. Determine the relative change in density for dry air being heated
from —40 to 20 °C at constant pressure.

Solution. p = p.;a R7233.15K = pyarmRa293.15K. Density decreases
about 20.5 %.

Example. If the temperature of an air mass increases by 10 K without change
in density (p = 1.29kgm~?), how much will its pressure change?

Solution. Using the equation of state, p = pR;T, leads to p + Ap =
pRs(T + AT). Subtracting yields Ap = pR;AT = 3,702Pa ~ 37hPa
as all other values remain constant.

Example. In 1990, the mean CO, concentration was 355 ppm (Fig. 1.3).
Determine the number of molecules in 1 m? of air at 1,020 hPa and —10 °C.

. _r _ 102,000Nm—2 ~ L1025 m3
Solution. nco, = 7 = Tseio-m e g ~ 2-809 - 107 m”. At same

temperature and pressure, the number of molecules in a gas and the volume,

which they occupy, are proportional to VC ?2 = 222 Rearranging yields 355 -

10~° moleculesm ™ - 2.809 - 10® m® = 9.97 - 1021 molecules.

2.2.1.2 Special Cases

Several empirical laws were found prior to the equation of state (2.1) and are special
cases thereof. The first law by Gay-Lussac® states that at constant pressure the
volume increase is proportional to the increase in temperature ¥ measured in the
Celsius scale (V = V,(1 + av)). Herein « is the volume coefficient of thermal
expansion at constant pressure. His second law states, p = po(l + B9) that
an increase by 1K at constant volume increases pressure by 8 = 1/273K~! of

8Joseph Louis Gay-Lussac, also Louis Joseph Gay-Lussac, French chemist and physicist, 1778—
1850.
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the pressure pg the gas had at 0 °C. The Boyle-Mariotte law states that for an
isothermal process pV = constant. Changes in the physical state of a gas that occur
under constant temperature are denoted isothermal, under constant pressure isobar,
and under constant volume isochoric.

Charles’” first law states that the volume of a gas is directly proportional to its
absolute temperature at constant pressure and mass. Charles’ second law says that
for a fixed mass of gas held in a fixed volume the pressure of the gas is proportional
to its absolute temperature.

2.2.1.3 Discussion of the Gas Laws

Since the equation of state relates three state variables, one has to be careful in
interpreting changes of one variable. To elucidate the behavior, we differentiate
the equation of state (2.1) and obtain dp = R;Tdps + RypsdT,ie.if dp > 0
and dV > 0O then dT > 0, and if dp > 0 and dV < 0, |Vdp| > |dV|
then d T > 0. When pressure increases, temperature increases only if the density
(volume) decreases (increases) or remains constant, or increases (decreases) by a
smaller amount as compared with pressure. Cold air is denser than warm air only
when pressure remains constant or its changes do not offset the temperature change.

2.2.2 Dalton’s Law

In a volume of air, V, all i constituents of mass, m;, and molecular weight, M;, are
equally distributed, and have the same temperature, T, but different pressures

* M,' * m,-R,—T
pi =n R*T = —R*T =
m; |4

(2.4)

The partial pressure, p;, of each component of a mixture of ideal gases is
independent of the presence of other gases. The total pressure of the mixture is
the sum of the partial pressures of the single components that would be exerted by
each single component alone when it occupied the entire volume at that temperature
alone

p=)_p (2.5)

i=1

with % = % = 4. Air chemists often quantify chemical concentrations by the

partial pressure.

9Jacques Alexandre César Charles, French inventor, scientist, mathematician, and balloonist,
1746-1823.
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For a mixture of gases, such as air, the molecular weight is an apparent molecular
weight made up from the mass-weighted sum of its i constituents

M= (2.6)
> ()
i=1
Here the i = 1 must be below the sum sign and the » must be above the sum sign
Dalton’s'? law yields that the individual gas constant of moist air depends on
water-vapor content.

Example. Determine the gas constant of dry air by Dalton’s law and Table 1.1.

Solution. The mol mass of dry air reads M; = M sz% F Mozp% 4F

M 4, p;’ + Mco, pcpoa Thus, we obtain M; = (28.013 - 0.7808 + 31.999 -

0.2095 + 39.948 - 0.0093 + 44.010 - 0.0004) - 103 kgmol™! = 28.965 -

103 kgmol™!, and R* = 8.3144Jmol~' K~!. The individual gas constant
of dry air is given by R; = ﬁ—d =287Jkg ' K7L

Example. An air parcel of 1 m? and T = 273.15K contains N,, O,, Ar, and
C O, with partial pressures of 79,114, 21,227, 942, and 42 Pa. Determine the
pressure of the air sample.

Solution. Inserting the values in Eq. (2.5) yields 1,013.25 hPa for the pressure
of the air sample.

2.3 Hydrostatic Equation

Although the atmosphere is in motion all times, Newton’s law!! requires that the
upward force acting on a thin layer of air from the decrease of pressure with height
is generally closely balanced by the downward force due gravity (Fig.2.3).
According to Archimedes’ principle, at a distance z from the surface, pressure
is given as p = gpz where g is the acceleration of gravity'? and p is air density.

10John Dalton, English chemist, meteorologist and physicist, 1766—1844.
1 Actio = reactio, Latin for action = reaction.

2The acceleration of gravity is great as compared to nearly all accelerations occurring in the
atmosphere. If the Earth’s interior were uniform, acceleration of gravity would just depend
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Fig. 2.3 Schematic view /\
of a layer of air in hydrostatic

equilibrium. Balance of the v
upward directed vertical
pressure gradient force and ' dp

downward directed gravity

force (thick arrows) with no v
vertical acceleration dz

Pressure p changes by the amount Ap when going from height z to z + Az. At
height z, the force acting on the column due to the weight of air amounts to gpAz.
As pressure decreases with height, Ap must be negative, and the net vertical force
resulting from the vertical pressure gradient points upwards (Fig. 2.3). The change
in pressure for a given layer thickness depends on density. The lima, ¢ 2—’; yields
the hydrostatic equation

dp
L =g 27

b4
that applies to any fluid/gas in a gravity field. Separation of the variables and
integration provide after rearranging

p(00)=0 0o
p@) = — / L= / ¢p(2)d-=. 2.8)
Pz z

Since the acceleration of gravity can be approximated as being constant with height,
only density depends on height in equation (2.8).

Under the assumption of a uniform distribution of the Earth’s atmosphere,
the pressure at sea level amounts 1,013.25hPa. This value is called the normal
pressure.

In equation (2.8), the d-sign indicates that only the change of p with respect to z
is meant. The quasi-static assumption describes the change in pressure by Z—’;. This
equation is exact for a static geo-fluid and approximates a fluid in motion well.

on geographical latitude, ¢, and the distance from the surface, z. The variation caused by the
inhomogeneity of the Earth’s interior is neglected in meteorological applications using g(¢,z) =
9.80665(1 — 0.0026373 cos ¢ + 0.0000059 cos? ¢)(1 — 3.14 - 10~7z) ms—2. This equation leads
to an acceleration at sea level of 9.83257, 9.80665, 9.78084 ms 2 at the poles, 45° latitude, and
the equator, respectively.
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Typically, deviations from the hydrostatic approach occur locally, e.g. in up-
and downdrafts or when the air hits a small obstacle (Chap. 6). In contrast to the
hydrostatic approach, then an air particle undergoes acceleration

dw 1dp
— =————g. 2.9
dt pdz g 29

Combination of the hydrostatic equation'? (2.7) and equation of state (2.1) yields

1
gdz=——dp = —RTd—p =:do. (2.10)
P

p

We now can define the potential energy of a body/fluid/gas in the gravitational field
as the geopotential

z

B(z) = /“gdz 2.11)
0

with the units Jkg=! or m?>s™2. The geopotential height is given by Z =
%Z) where g is the averaged acceleration (9.8 ms~2) in the troposphere. The
geopotential height represents the actual height of a pressure surface above mean
sea level (Fig. 2.4). Surfaces of equal geopotential height are called the geopotential
surfaces.'* The mean sea-level surface is an example of a geopotential surface
(Fig. 2.4). The geopotential heights permit us to locate troughs and ridges that are the
upper level counterparts of surface cyclones and anticyclones (Figs. 2.5 and 6.49).

Applications of Eq. (2.8) and Related Equations

* Determination of pressure change

 Use of pressure as a vertical coordinate'”

* Use of pressure as a mass coordinate; for p(co) = 0, the surface pressure is
proportional to the total mass of air in the atmospheric column with a unit surface
area

* Geopotential as vertical coordinate

* Formulation of hydrostatic numerical weather prediction and climate models

* Definition of idealized atmospheres for simple estimates

Equation (2.8) is difficult to integrate as the density depends on pressure and
temperature, which both vary with height. Thus, different cases are distinguished.

13See Chap. 6 for a derivation from the vertical equation of motion.
14On the 500 hPa level map, contours of geopotential height are typically spaced at 60 m.

5Tn mountainous regions, pressure coordinates are disadvantageous as they intersect with the
terrain.
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Fig. 2.4 Schematic view of layers of equal geopotential around the Earth. Surfaces of pressure p
and geopotential @ may intersect as illustrated here

55°N —

50°N -

45°N —

40°N —,

35°N —

150°E 165°E 180° 165°W 150°W

Fig. 2.5 Geopotential heights at 700 (gray) and 500 hPa (Black) as for January 11, 2000 at
1200 UTC
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2.3.1 Isothermal Atmosphere

Assuming no change of temperature with height provides an isothermal atmo-
sphere.'® The isothermal atmosphere is a good first approximation because tropo-
spheric temperature only varies by about 20 %. For an isothermal atmosphere, the
integration of

P dp /z g /z
/po p 20 RT J,
provides ln(%) = —%. Taking the antilog yields the barometric equation
g(z—z0)
= — = 2.13
= ooy (EE=9) s

The decrease in pressure from 2, to z is exponential to the ratio between the potential
energy or difference in the geopotential height (g(z — zo)) and the thermal energy
(RT). In most applications, zo = 0 and p, refers to the height and pressure at the
surface.

When we define the scale height

H="" (2.14)
g

we obtain z = H ln(%) with z being the geometric height above ground. The scale
height is 8,430 m for a surface temperature of 288.15 K.

When the difference in height is set successively equal to 0, H,2H,3H, ..., the
pressure ratios, e.g. % etc., are equal to 1, exp(—1), exp(—2), exp(—3), ..., i.e. the
pressure decreases by a factor of e(= 2.718) or about 37 % of its original value
for each increase by H in geopotential height. Thus, the isothermal atmosphere
has an infinity vertical extension. Inserting the scale height into Eq. (2.13) provides
P = poexp(7). The exponential decrease of pressure and density with height
mentioned in Chap. 1 is now explainable.

The atmosphere is well-mixed below the turbopause because pressure and
density of individual gases decrease with height at the same rate and with a scale
height related to the apparent molecular weight of air. According to Eq.(2.14),
scale height is proportional to the gas constant for a unit mass of gas, i.e. inversely
proportional to the molecular weight of the gas. Above the turbopause, molecular
diffusion controls the vertical distribution of gases (Chap. 1). Pressure and density
of lighter gases fall off less rapidly above the turbopause than heavier gases, and
individual scale heights can be defined here.

161n an isothermal atmosphere, adiabatic sound-wave speed c; is independent of height.
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Table 2.1 Mean temperature » (hPa) T (K)

between various isobar levels —_—_—
1,000-850  295.6

850-700 284.1
700-500 269.1
500-400 2539
400-300 242.0
300-200 228.1
200-150 213.6
150-100 198.8
100-50 203.4
50-20 220.5
20-10 239.1

Assume for the pressure levels p;, p, and heights z;, z» that p; > pr, 71 <
7p (Fig.2.3). By rearranging and integration of Eq.(2.12) we yield z, — z1 =

—Z’f 2 Td(In p) or the hypsometric equation

RT
Ar=2 -z = —In(2Y). (2.15)
g P2

The hypsometric equation can assess the thickness of a layer when temperature
is known as a function of pressure from weather balloons or satellite-borne
instruments. To get reasonable results we have to use the mean temperature between
the two heights given by

f;;l Td(In p)

T= .
ol d(In p)

(2.16)

The above equation means that the atmosphere acts as a thermometer and measuring
A® corresponds to a temperature measurement. Table 2.1 lists mean temperatures
for the atmosphere between various pressure levels.

Example. In a lab class, a student measures air pressure to be 1,025 and
1,020 hPa at the entrance and on the roof of the institute. Air temperature
is 20 °C at both locations. Determine the height of the building assuming dry
air.

e
Solution. 102,000Pa = 102,500 Paexp(— gy S0 ) Pa. Rearrang-

287kgm? s 2 kg~ 'K—1293.15K 102,000 Pa
981 ms—2 In({G3 5507, ) ~ 42 m.

ing leads to0 z,oor = —



38 2 Thermodynamics
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Fig. 2.6 Illustration of application of the barometric equation (2.13) to convert surface pressure
(gray contours) to sea level pressure (black contours) as obtained for 13 January 2000, 1000 UTC

Atmospheric applications for an isothermal atmosphere, Eq. (2.13) or its deriva-
tives are:

* In synoptic (Chap.6), the thickness of a layer between two pressure levels
(Fig.2.5; Eq. (2.15)) may be used to interpret advection of heat and moisture'”
(Table 2.1). In the upper troposphere, troughs tend to be filled by positive
thickness anomalies, while ridges tend to flatten in the case of negative thickness
anomalies. A common rule of thumb for forecasting the rain/snow boundary for
a precipitation event is that snow usually falls where thickness of the 1,000 to
500 hPa layer is less than 5,400 m thick, whereas the opposite is true for rain.

* In an isothermal atmosphere, at constant geopotential height (e.g. & =
5,000 gpm), the following basic law applies: In a warm air mass, pressure
decreases slower with height than in cold air mass.

* In synoptic, the barometric equation serves to reduce measured pressure to
mean sea-level height to be able to distinguish synoptic, weather-relevant
changes in pressure from pressure variation related to terrain elevation (Fig. 2.6).
Otherwise, maps with contours of equal pressure would mainly follow the terrain
elevation.

"The thickness is proportional to the virtual temperature (Sect.2.7.6) in the lower and mid-
troposphere.
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Example. Calculate the thickness of the layer between 1,000 and 850 hPa for
dry air with a mean temperature of 22.5 °C.

. _ RyT 1,000hPay __ 287Jkg—'K—!-293.15K 1,000 hPa
Solution. Az = == In(Ggp) = 98I ms 2 In(%550 1P
1,405.7 m.

2.3.2 Homogeneous Atmosphere

By assuming that density is independent from height (o = constant), we obtain the
model of a homogeneous atmosphere.'® In a homogeneous atmosphere, pressure
decreases linearly with height. Since pressure cannot be negative a finite altitude
H exists where the top of the atmosphere (fluid) is reached and pressure goes to
zero, i.e. the homogeneous atmosphere has a finite vertical extension. Integration
of the hydrostatic equation (2.7) and p = OPa at z = H and z = Om at surface
pressure p yields p = gpH where H is the vertical extension or scale height of
the homogeneous atmosphere. By using p = gpH and the equation of state (2.1),
we can determine a scale height of a fictive homogeneous atmosphere for any actual
atmosphere with given air temperature at sea level. For an average global tempera-
ture, T = 288.15 K, for instance, a homogeneous atmosphere extends 8,430 m.

Let us investigate how a homogeneous atmosphere would look like. An atmo-
sphere could only behave like this if it were totally incompressible.'® Differentiat-
ing the equation of state for dry air (2.3) and assuming a homogeneous atmosphere
yield

W _ 0T _

= Rp— = —gp. 2.17
3z Paz 8P (2.17)

Rearranging provides the vertical temperature gradient of the homogeneous atmo-
sphere as

T
A8 3416KI102m™! (2.18)
0z R

which is called the auto-convective lapse rate. In the homogeneous atmosphere,
temperature decreases with height about six times faster than observed in the
troposphere. As will be shown in Sect.2.10, such an atmospheric stratification
would be unstable.

8The assumption of constant density is a far better approximation for the ocean than the atmo-
sphere because of the sharp upper boundary and because the density of seawater is independent of
pressure.

9Water is nearly incompressible.
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Fig. 2.7 Mirage as seen from
the University of Alaska
Fairbanks campus over the
Alaska Range (Photo
courtesy to Shaw (2002))

The real world lesson from the homogeneous atmosphere is that when the actual
lapse rate exceeds —3.416 K10~>m~! density increases with height leading to a
density inversion. Overturning will inevitably occur in the affected layer. Warmer
air will spontaneously rise, cooler aloft will sink. An auto-convective lapse rate
never exists for deep layers, but often occurs close to the surface on sunny days with
intense surface heating. When the surface heating is strong enough to create a sharp
temperature gradient despite overturning, the density inversion yields to upward
refraction of light beams resulting in mirages. This phenomenon often occurs on
roads on hot summer days or in spring and fall over mountain ranges (Fig.2.7).

2.3.3 Polytropic Atmosphere

Assuming an isothermal or homogeneous atmosphere simplifies the integration,
but fails to reflect that on average, temperature decreases with height by about
0.65K1072m™! in the troposphere.

Usually, the temperature gradient y is constant at least over a small layer. Such
a layer or atmosphere is called polytropic. Let us assume that temperature linearly
decreases with height according to T(z) = Ty — y(z — zo) which can be expressed
by y = —38—5. Here T'(z0) = Tp is the temperature at the bottom of the polytropic
atmospheric layer (zo). Inserting this relation into the hydrostatic equation (2.7)

d_p_ g dz

—_5 ¢ 2.19
p Ry To—vyz @19

and integration from py to the top of the polytropic layer provide

1
2 = 2 & 10Ty = y2) + const (2.20)
¥ Ra

Po
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with p = pgandz = 75 In % = 0 which yields for the constant —Ri”/ In(Ty — y20).

To—yz

Toya) Ry Solving for height yields

Thus, ln(%) = ﬁy In —TTOO__;';O or p = po

T ey
i=+ 20— (2. 2.21)
Y Do

Herein the relation of the temperature gradient of the homogeneous atmosphere
g/ Ry and the actual atmosphere y stand in the exponent. A typical value for
the exponent is 0.19. The equations describing the isothermal and homogeneous
atmospheres are special cases of Eq.(2.21). Equation (2.21) serves for altitude
measurements in small aircrafts by measuring the hydrostatic pressure on board,
and calculating the height by using quantities of y, zo, po and Ty from the standard
atmosphere (Table 2.2).

2.3.4 U.S. Standard Atmosphere

The U.S. standard atmosphere (Table 2.2) gives the average pressure, temperature
and air density at different heights. Its values base on the mathematical formulas
introduced above. To apply easily the barometric equation the vertical profile is
approximated by various polytropic layers.

The hydrostatic and thermal vertical structure of the actual atmosphere deviates
only slightly from the idealized structure of the standard atmosphere. Many appli-
cations (e.g. altimeter calibration, atmospheric correction in satellite meteorology)
make use of the standard atmosphere. In weather, climate variability, and climate
change applications, however, the deviations from the standard atmosphere are
relevant.

2.4 Zeroth Law of Thermodynamics

The zeroth law of thermodynamics postulates the existence of a state variable
named temperature. It being equal is the necessity of the thermodynamic equi-
librium of two systems or two parts of the same system. This definition gives a
directive for measuring temperature by establishing thermal equilibrium between
the thermometer and object.?’

In other words: Assume two systems with temperatures 77 and 75 in which all
variables change with time, but the difference in temperature is always zero. In this
case, 1 = T, is the thermodynamic equilibrium. When d T is a total differential
summarizing of d T on every path provides zero, i.e. dT = 0.

20This procedure is how to measure fever, by establishing an equilibrium between the body and the
thermometer.
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Table 2.2 U.S. standard atmosphere

Height (m) Temperature (°C) Pressure (hPa) Density (kgm ™)
35,000 —36.1 5.6 0.0082
34,000 —38.9 6.5 0.0096
33,000 —41.7 7.5 0.011
32,000 —44.5 8.7 0.013
31,000 —45.5 10 0.015
30,000 —46.5 12 0.018
29,000 —47.5 14 0.021
28,000 —48.5 16 0.025
27,000 —49.5 18 0.029
26,000 —50.5 22 0.034
25,000 —51.5 25 0.039
24,000 —52.5 29 0.046
23,000 —53.5 34 0.054
22,000 —54.5 40 0.064
21,000 —55.5 47 0.075
20,000 —56.5 55 0.088
19,000 —56.5 65 0.10
18,000 —56.5 75 0.12
17,000 —56.5 90 0.14
16,000 —56.5 100 0.17
15,000 —56.5 120 0.19
14,000 —56.5 140 0.23
13,000 —56.5 170 0.27
12,000 —56.5 190 0.31
11,000 —56.5 230 0.36
10,000 —50.0 260 0.41
9,000 —43.5 310 0.47
8,000 —37.0 360 0.53
7,000 —30.5 410 0.59
6,000 —24.0 470 0.66
5,000 —17.5 540 0.74
4,000 —11.0 620 0.82
3,000 —4.5 700 091
2,000 2.0 800 1.0
1,000 8.5 900 1.1
0000 15.0 1,013 1.2

2.5 First Law of Thermodynamics

The first law of thermodynamics states that the ner energy flow across the
boundaries of a system equals the net change in the system’s energy. It postulates
for each thermodynamic system a characteristic state variable called the specific
internal energy, u. The physical unit of energy is J. Internal energy grows according
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to the heat introduced to the system, decreases according to the work?! provided by
the system to its environment, and changes by chemical transitions within the system
and particle exchange with the environment

du=8q—8w+ Y pidn;. (2.22)

This formulation of energy conservation means that the total energy remains
constant in a closed system, i.e. energy cannot be created or destroyed. The small
letters mean that the quantities are mass-specific, i.e. per mass unit. Thus, ¢ is the
specific heat, w is the specific work done by the system, and ), u;dn; stands for
all possible forms of particle exchange or chemical transitions.

The §-sign means that w and 8¢ are inexact differentials, i.e. neither total (d)
nor partial (d) differentials. The amount of heat/work depends on the path of the
processes. Therefore, ¢ and w are no state variables. However, we can define a
quantity ds = 8¢/ T that is a total differential and a state variable called the specific
entropy.

In the above equation, dn; is the fraction. It indicates the impact that adding of
mass has on energy, and p is the chemical potential. The chemical potential®® is
the amount by which the energy of a system changes when additional particles were
added at constant volume and entropy, i.e. the partial molar Gibbs>* energy.

2.5.1 Egquivalence of Heat and Work Done

Assume two samples of water at temperatures 7. Two mechanisms can be applied
to rise their temperature to 7, with 77 < T5: heating and friction. Inserting a rotating
paddle rises temperature mechanically via friction. Both systems reach temperature
T, but on different paths. When the principle of energy conservation holds, heating
is a non-mechanical form of energy transfer, while the rotating paddle provides
mechanical work. Consequently, heat and mechanical work are equivalent and two
different aspects of the same thing: energy. The energy required to heat one gram
of water from 14.5 to 15.5°C is defined equal to 1 cal = 4.185]J. This value is the
mechanical equivalent of heat.

2'Work is force times path, i.e. F - dr = F cos 8dr with @ being the angle between the vectors F
andr.

22Chemical potentials differ among species. When, for instance, 1 kg water is added to a system,
doing so changes the system’s energy by a smaller value than adding hydrogen despite both
substances consist of the same atoms in the same number. However, the chemical potential of
hydrogen exceeds that of water.

23Josiah Willard Gibbs, American mathematical-engineer, theoretical physicist, and chemist,
1839-1903. He is famous for his 1876 publication of On the Equilibrium of Heterogeneous
Substances that graphically analyzes multi-phase chemical systems.
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Table 2.3 Important forms of energy in the atmosphere and typical values. After Peixto and Oort
(1992)

Typical value
Mass specific Planetary atmosphere
Form of energy (10*Tkg™h) (106 T m?)
Kinetic energy (E;, = %mvz, e.g.va 100kmh™) 0.05 1
Potential energy (® = gh, e.g. for h = 5km) 4.9 693
Thermal energy (c, T, e.g. for T = 250 K) 25.0 2,496
Chemical energy (L,q,e.g. g ~ 10gkg™!) 2.5 64

2.5.2 Application of the First Law of Thermodynamics
to Meteorology

The most important forms of energy in meteorology are the (internal) kinetic energy
of random molecular motion and kinetic energy of the mean motion, i.e. the kinetic
energy # of the motion of the center of mass of the system, heat, and potential
energy associated with the gravitational field. Heat input can be radiation (Chap. 4),
or molecular conduction. Work provided by the atmosphere or air parcel can be
compression (pd V), surface tension, or friction (Chap.6). Thus, the first law of

thermodynamics reads for a unit mass (m = 1kg)

2
dEwpu = dU + d(%) +do +450. (2.23)

The potential and kinetic energy of the mean motion are called mechanical energy.
Table 2.3 compares typical values of energy in the atmosphere.

2.5.2.1 Gravitational Field

Consider the balance between the potential and internal energy only.”* The gravita-
tional force F = —mg has only a component in the z-direction. Thus, dU = —Fdz
where z is the vertical coordinate (counted positive upward). Combination leads
to dU = mgdz = md®, i.e. potential energy increases with height in the
gravitational field (Fig. 2.4).

2.5.2.2 Velocity Field

Let us consider the balance between the kinetic and internal energy only. A weather

balloon of mass m drifts with velocity v with the kinetic energy U = m% Since

mass cannot change for an intact balloon, kinetic energy changes only when the

velocity changes. Such a change corresponds to an acceleration % and results

24 All other components of the first law of thermodynamics are assumed to be zero in this example.
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in a force F = —m% that the system opposes to the acceleration. We obtain

— Ve = dr g dr
dU—md[dr—mdvdt.Smce ot

Differentiating U = mv—; provides the same result.

= v, mdv = dP is the vector of momentum.

Example. Creating renewable energy>® from wind uses the kinetic energy of
the atmosphere. Assume a change in kinetic energy caused by a change in
velocity Av = 1ms™! for wind of vyer = 3ms™! and vypne = 15ms™!.
Calculate the change in specific kinetic energy assuming a unit mass of air
m = 1 kg. Comment on the result.

Solution. U = ’"T"z and U + AU = m(%m)z. Rearranging and plugging
in the values leads t0 Uyer = 4.5kgm?s™2, Ugpong = 112.5kgm?s72,
U+ AUpeax = 8kgm?s™2, U + AUspony = 128kgm?s™2, AUyear =
3.5kgm?s™%, and AUypng = 15.5kgm?s™2. The same increase in speed

increases kinetic energy more than four times in this case.

2.5.2.3 Expansion and Contraction

When an air parcel ascends, it is cut off from the heat supply from the surface.
When the air parcel does not mix with its environment, its pressure rises under
conservation of energy, as the pressure in its surrounding decreases as the height of
the parcel increases. The force related to the pressure change forces the parcel to
adjust to achieve equilibrium with its new environmental conditions to achieve the
same pressure, i.e. it expands. The expansion means the parcel performs work on
its environment from its internal energy for which its temperature decreases. During
descend work performed by the environment on the air parcel leads to contraction,
for which internal energy and temperature increase.

Example. Show for an air parcel of dry air, which ascends to a level and then
descend back to its original level that § W is not a total differential.

Solution. Applied to this problem the first law of thermodynamics reads
du(T) = 8qg—éw = §q — pdv. When we assume a cycle process for constant
volume and pressure (Fig.2.8), the provided work is ¢ W = ¢ pdV =
p2(Va — V1) + p1(V) — 13) i.e. the air parcel provides work on the path from
V1 to V, at constant p, (dV > 0) and gains work (dV < 0) on the path from

(continued)

2The term ‘renewable energy’ is technically incorrect from a thermodynamic point of view.
Actually, kinetic energy, in case of wind energy, or solar energy, in the cases of bio-fuels or solar
panels, are used and taken from the system.
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(continued)
Q A
AV>0
[ »
Q_ Ll
AV=0 AV=0
ST+ 4
AV<0
| | >
V4 Vo

Fig. 2.8 Example for a cycle process to illustrate that the work provided by 6W = pdV
is not a state variable. At the corner (p,, V), the process begins and ends

V5 to V; at constant py, and ¢ SW = (p, — p1)AV with AV = V, — V.
The total positive work is non-zero and depends on the path. Work due to
compression defined by pdV = §W is not a state variable. q.e.d.

2.5.3 Kinetic Theory of Heat

The temperature of an ideal gas depends on three variables related by the equation
of state for an ideal gas. According to the kinetic theory of heat, all atoms or
molecules (hereafter referred to as mass points) of a gas move randomly in all
directions (Brownian motion) obeying the law of equal distribution. Because of the
randomness of Brownian motion, the individual mass points have different internal
energies that change with temperature. Due to conservation of energy, the mean
energy of the system remains the same. The kinetic theory of heat accepts that
the mean internal energy is proportional to the absolute temperature of the system
(U = constant - T). Thus, we can understand the temperature of a gas as the mean
kinetic energy of the gas molecules. At the absolute zero point, 7 = 0K and
p = OPa, i.e. the absolute zero point is defined by v2 = 0m?s™2 where 7 is the
average velocity. This means it is impossible to deduce further energy of motion
from that gas. The overbar means that this definition is only valid for the collective
average. It makes no sense for an individual molecule.

Each gas has at least three degrees of translation (Fig. 2.9) as an atom has three
directions to move. Monoatomic gases have only these degrees of freedom. The
thermodynamic degree of freedom defines the number of independent variables
required to describe the energy of the system’s point masses completely. Due to
the law of equal distribution each degree of freedom of a molecule at absolute
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Bi-atomic gas

= Tri-atomic gas

oo, s /

Mono-atomic gas

Fig. 2.9 Schematic view of degrees of freedom of an atom and a molecule

temperature 7 has the same energy on the temporal and spatial average, U =
with k = 1.3806- 1072 JK~! being Boltzmann’s constant. The mean kinetic trans-
lation energy, U, of a monoatomic gas of mass, m and temperature, T are related by

kT
2

U=—=2kT. (2.24)

Gases of molecules with two atoms in addition have two degrees of rotation.
Molecules with three or more atoms that are not aligned like a stick have three
degrees of rotation (Fig. 2.9).

A gas with f degrees of freedom of n molecules has the energy

— 1

U==fnR'T = ikT. (2.25)
2 2

Recall that the temperature of the thermosphere is determined from kinetic theory

of heat (Chap. 1).

Example. Determine the mean energy and temperature of a monoatomic gas
with unit mass having an average velocity of 2.5 - 107'"ms™".

Solution. The mean energy amounts to U = '"T‘Tz = M ~
3.125-1072°]. Rearranging U = %kT for temperature provides 7" = % =

3.12510720)2
3-1.3806:10~23 JK— 1 ™ 1,509 K.
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2.5.4 Specific Heat

The specific heat is the heat input required to increase the temperature of an
unit mass of a system by one temperature unit, i.e. the heat input per mass and
temperature unit (Jkg=' K™!). Despite its slight temperature-dependency?®®, the
specific heat is considered as a material constant for gases, liquids, and solids.
For some gases the provided work depends on the path in the p, v-diagram. The
transition can occur at constant volume (isochoric)

Cy 1= 5_;1-,|v = Z—dTSIV (2.26)
or pressure (isobaric)
8q Tds
cp = ﬁlpzﬁb (2.27)
By using the internal energy we obtain for an isochoric process
8q =Tds =du+ pdv=du=cdT. (2.28)

During an isochoric process, the physical and chemical states of the parcel

remain unchanged, temperature changes proportional to the heat absorbed/released.

According to the first law of thermodynamics when du = 0, u only depends on 7.
We obtain for an isobaric process

Tds =dh—vdp = dh =c,dT (2.29)

where i = u + pv is a state variable, the specific enthalpy and v is specific
volume. Enthalpy H = U + pV accounts for the gain in internal energy plus
mechanical work required for expansion. During an isobaric process, enthalpy
changes according to the change of absorbed/released heat, dH = dU + pdV =
8Q. Consequently, by adding x units of heat at constant pressure to a dry air parcel,
the parcel gains x units of enthalpy. When an air parcel in contact with the surface
is heated/cooled isobarically by conduction, the exchange of heat at the surface-
atmosphere interface equals the change in enthalpy of the air parcel and is called the
sensible heat.

Since the quantities determined by Eqgs. (2.28) and (2.29) are constants in first
approximation, we can integrate these equations from 0 to 7" and obtain

u=c¢T (2.30)

h=c,T (2.31)

¢, = 1,005.45 + 0.033T for —100°C < T < 60 °C.
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The take home message is that specific heat at constant pressure, ¢,, measures the
rate at which enthalpy increases with temperature during an isobaric process; the
specific heat at constant volume, c,, measures the rate at which internal energy
increases with temperature during isochoric processes. Their relationship is

Tds = c,dT 4+ pdv =c¢,dT + d(pv) —vdp (2.32)
Using the equation of state (2.1) yields
¢,dT +d(pv) —vdp = ¢,dT + RAT —vdp = (¢, + R)dT —vdp  (2.33)
Comparison with T'ds = c,d T — vdp results in (Eq. 2.29)
¢cp—¢, =R (2.34)

where R is a placeholder for the individual gas constant of any gas. Inserting the

individual gas constant for dry air Ry = ﬁ—d provides ¢, = 1,004Jkg™ ' K1, ¢, =

717Jkg ' K™!, and R; = 287Jkg~! K~!. The ratio 2= = £¢ = 4 = 0.286 is
P P

the Poisson-constant.>” The ratio ¢ p/cv = 1.4 results from the kinetic gas theory

as a function of the number of degrees of freedom of the gas.

Example. Assess the specific heat capacity at constant volume and pressure
for a mono-atomic gas with individual gas constant R.

Solution. Applying the theorem of equal distribution and the fact that a mono-
atomic gas has three degrees of freedom yield for the internal energy of a

mono-atomic gas U = %mv2 = %nkT where 7 is the number of molecules.

dH

Thus, C, = 4¥% = %nk = %mR or ¢, = %R. Analogously, C, = 4% =

dT
v =5 =3
77 +mR =3mRorc, =3R.

Example. Assume wind of 15ms~! blowing from the ocean onto forest-
covered land. Due to frictional dissipation, 75 % of the kinetic energy are
converted into heat. Calculate the maximum possible increase of air tempera-
ture that may result of an isobaric process. Assume unit mass (m = 1kg).

Solution. m% = ¢,dT. Thus, AT, = 575m 5075 = 0.08 K.

?7Simon Denis Poisson, French mathematician and physicist, 1781-1840.
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2.5.5 Potential Temperature

Assume a dry air parcel that ascends without exchange of heat with its environment
Q0 = Tds = 0), ie. adiabatically (Greek unpassable). Mixing with the
surrounding air is excluded because the air-parcel concept assumes a closed system.
During upward motion the parcel experiences a decrease in pressure, expanses
(dv > 0) and performs the work pdv. The first law of thermodynamics yields that
du and d T are negative. We can use this law to derive equations that describe the
change in T with height/pressure for an vertically moving air parcel

1
c,dT = —dp. (2.35)
I
Inserting the equation of state rearranged for density p = RL;T yields
R,T

Separation of the variables and rearranging results in

p%g_Rﬁmzo 2.37)
or
cp,d(InT)— Ryd(Inp) =0. (2.38)
Integration provides
¢, InT —RyInp =c,InT, — Ry In p, = constant (2.39)

and after rearranging we obtain the Poisson equation.

T, R
In=2 = S Pe. (2.40)
T Cp p

We now take the antilog and define the potential temperature at pressure p, =
1,000hPaas 0 :=T,,
Do ke
0=T(—)cr. (2.41)
p

When an air parcel has a given potential temperature, Eq. (2.41) gives its temper-
ature as a function of pressure and vice versa. The potential temperature is the
final temperature a parcel has when it is expanded/compressed adiabatically from
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any state (7, p) to the 1,000 hPa-level. During any adiabatic ascend/descend the
temperature of the air parcel decreases/increases to such extend that its potential
temperature remains constant.

Example The potential temperature is related to specific entropy by ds =
@ 9 Use the specific entropy and the definition of potential temperature to
show that except for an additional constant the specific entropy of an air parcel
is given by the logarithm of potential temperature.

Ry
Solution. 6 = (w) ‘»

Inf =InT + R" Inl, 000— 1np
cpInf = cplnT—I-Rdlnl 000 RsInp
ds = ¢, — Ry} &
ds = cpdInf
Integration leads to s = ¢, In 0 + constant, q.e.d.

2.5.5.1 Applications of Potential Temperature
Conservation of Potential Temperature under Adiabatic Motion

During an adiabatic motion, an air parcel exchanges no heat with its environment,
(6Q = 0). The temperature of a moving air parcel decreases, as it ascends and
moves to lower pressure and vice versa. The thermodynamic equation reduces to
Z_Z = 0, i.e. potential temperature is conserved. Thus, an air parcel initially being

on an isentropic surface (6 = constant) remains on that surface.

Tracking Tracers

As long as the motion of a parcel can be considered as adiabatic, the parcel travels
on isentropic surfaces. Isentropic surfaces are material surfaces under adiabatic
conditions. Air chemists use isentropic surfaces to determine the source areas
of chemically inert pollutants or aerosols. Since many non-adiabatic (diabatic)
processes occur in the atmosphere, estimates of the origin of inert air pollutants and
aerosols that are determined by backward trajectories on isentropic surfaces, only
provide a broad idea of the source region, rather than the exact point or area source.

Characterizing Air Masses

Isentropic compression to pressure py means that the air parcel still has the same
potential temperature. Consequently, 6 is more suitable for characterizing air masses
than T as 6 is invariant to pressure changes.
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Fig. 2.10 Schematic views 05
of the isentropic coordinates
(left) and terrain following
o-coordinates (right). Note 04 ——
thato = (P - ptop)/
(Ps — Prop)

Isentropic Coordinates

Using isentropic coordinates in numerical models at upper levels is advantageous as
isentropic coordinates reduce vertical transport through coordinate surfaces. This
type of coordinate system is called a hybrid coordinate system. It is frequently
applied in General Circulation Models (GCM), climate models, and Earth system
models. The lateral mixing occurs on isentropic surfaces instead of across them,
i.e. unwanted cross-isentropic mixing is avoided. In climate models without this
feature, the growth of entropy leads to a cold bias. Applying isentropic coordinates
throughout the entire domain has the disadvantage that in mountainous terrain, isen-
tropic coordinates may intersect with the terrain, which requires special numerical
procedures to ensure realistic results (Fig. 2.10).

2.5.5.2 Dry Adiabatic Lapse Rate

The differential d6 can be determined by differentiating the Poisson-equation (2.41)
with k = Ry /c,, and the equation of state (2.3)

do = g(dT - Ldp). (2.42)
T oCy

Rearranging and ds = ¢,d6/6 provide

0 1 0
cpdf = ?(cpdT — ;dp) = ?T ds. (2.43)
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Division by 6 and replacing dp/p by the hydrostatic equation (2.7) yield

daT g
— 4+ =dz=0 2.44
cp T + T, Z ( )
where T, stands for the air in the immediate vicinity, i.e. dp, = —p,gdz with

Pe = pe Ry T, and p, = p. Rearranging provides

dr g T

= _2 2.45
dz cp T, ( )
Since 7, ~ T and g/c, = 0.98 K102 m™! we obtain
dT 0.98K
=& T (2.46)
dz Cp 100m

Here —1I'; is the dry adiabatic temperature gradient or dry adiabatic lapse rate,
at which the temperature of a dry adiabatically ascending air parcel decreases with
increasing height.

Example. At the surface, the temperatures of the gas in a balloon and the
ambient air are 10°C. At 100 and 200 m, the temperature sensor measures
an environmental temperature of 9.4 and 8.7 °C, respectively. Determine the
temperature in the balloon for these heights. Think about your result.

Solution. Since the balloon is a closed system, its enclosed air behaves
adiabatically. At 100 and 200 m, the balloon air temperature is 10°C —
%IOOm ~ 9 and 8 °C, respectively. The balloon would not ascend if
it contained air.

Forecasting Subsidence Inversions

In high pressure systems, entire layers of the atmosphere sink (subside) adiabatically
and can cause temperature inversions. Pressure increases during the process,
which often results in subsidence inversion lower in the troposphere. By assuming
that the subsiding layer preserves its total mass and sinks adiabatically, we can
determine the vertical temperature gradient within the layer when we know the
potential temperature of the top and bottom of the layer at their original heights.
The level at which the subsiding layer becomes isothermal gives us the inversion
height (Fig.2.11).
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Fig. 2.11 Inversions over
Fairbanks. The high
buoyancy of the two plumes
allows them to break through
the surface inversion. The
higher buoyancy of the plume
to the right permits it to break
through another inversion.
The plumes show well the
different wind directions
(Photo: Kramm 2004)

2.5.5.3 Dry Static Energy

With i = u + pv = ¢, T, we can express the vertical temperature gradient as an
enthalpy change

dh 2.47

PP (2.47)
The sum of enthalpy and potential energy & + gz is defined as the dry static
energy. This relationship means that (1) for a dry adiabatically moving air parcel
¢, is the constant sum of enthalpy and potential energy, (2) enthalpy of an adi-
abatically ascending/descending air parcel decreases/increases because it performs
gravitational work, and (3) the static energy is conserved in an adiabatic motion, i.e.
%tgz) = 0. Thus, we can consider enthalpy as the specific internal energy plus
the work done by the parcel on its environment. This characteristic of the air parcel

does not change during vertical motions, i.e. ‘;—Z =0.

2.5.5.4 Diabatic Heating

In the atmosphere, absorption of radiation energy (Chap.4) or release of latent
heat or consumption of heat during phase transition processes (Sect.2.7, Chap. 3)
change 0 by adding/reducing entropy. Under such diabatic conditions, the system
interacts with its environment mechanically by turbulent mixing and thermally
by conduction, radiative transfer, consumption of heat or release of latent heat.
Potential temperature changes proportional to the heat transferred to the air parcel
(6Q # 0) and is no longer conserved (d6/dz # 0). The parcel drifts across
isentropic surfaces proportional to the net heat exchange. Taking the logarithm of
Eq. (2.41) gives the difference relations among 6, 7', and p
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dlnf —dInT = —«dInp (2.48)

that we use to evaluate diabatic processes.

Diabatic processes are often responsible for fog formation, but are secondary to
adiabatic processes for cloud formation (Chap. 3). Radiation, molecular conduction
and consumption of heat and release of latent heat during phase transition processes
can contribute notably to diabatic heating (Chap. 4). Frictional dissipation of kinetic
energy — another diabatic process — is not a significant source for atmospheric
heating, but an important sink of kinetic energy (Chap. 6).

The vertical temperature gradients typically observed in the troposphere are
lower than the dry adiabatic temperature gradient, because diabatic processes mean
00/9z # 0. The change in the potential energy measures the heat exchange between
the air parcel and its environment. The profiles of 7" and 6 are related by

T _9_ & (2.49)
0z 0z ¢, '

Example. In a desert, an air parcel heats by conduction when moving from
an irrigated cool area to a hot dry area. Assume that potential temperature
and temperature increase by 4 and 2 %, respectively. Calculate the fractional
change in surface pressure between the irrigated and non-irrigated position of
and the heat absorbed by the air parcel.

Solution. Logarithmizing % = (%)K yields dInf —dInT = —kd In p.
Integration provides f12 dInf — flzd InT = —« flzd In p and ln(z—f) -
ln(%) = —« In(£2). An increase by 4 and 2 % means the new values are a

fraction 0.04 andp 0.02 higher than the old values that correspond to 100 %
or 1 unit. Substitution of the new potential temperature and temperature by

1.04 and 1.02, respectively, leads to In1.04 — In1.02 = —« ln(%). The
anti-logarithm yields a fraction of % = 0.93, i.e. a fractional pressure
change of about 7 %. Since ds = 87‘1 = cp,dInd, % = é(%)", 8q =

é(&)“cl,d In 6. Integration yields for the heat absorbed by the air parcel
P
8q = (B)<c, [} 4 = 0.930%. 1,004 Tkg "' K~ In1.04 ~ 38Wm™.

2.6 Second Law of Thermodynamics

The first law of thermodynamic postulates the conservation of energy, but not the
efficiency of the energy transfer. According to the first law of thermodynamics, work
can be transformed into heat, heat into work, work can be performed at the cost of
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internal energy, etc. If no limiting law would exist, the first law of thermodynamics
would allow phenomena that never happen in reality.?®

The second law of thermodynamics is an axiom? that tells us how heat
is transformed into work.>® The second law of thermodynamics postulates the
impossibility to construct a periodically working engine that does nothing else than
cooling a heat reservoir and transferring the heat change into work. During real
processes the entropy of a closed system increases. From a molecular point of view,
the second law of thermodynamics is a matter of high probability, but not of absolute
certainty.

2.6.1 Carnot Cycle

To illustrate the second law of thermodynamics, we apply Carnot’s®! theoretical
experiment, a special cycle process that runs only on isotherms and adiabats, to the
atmosphere.

The Carnot cycle (Fig.2.12) can be elucidated with respect to meteorology
by specifying two temperatures 7,, and 7, of isothermal steps and the potential

Ry Ry Ry
temperatures 6; = Tw(%)"ﬂ = Tg(%)”” and 6, = Tc(—l’;,)go)C” =

Rq
Tw(l}?%) <» of the adiabatic steps with 7,, > T, and 6, > 60,. Here T,, and T,
stand for the warm and cold temperature, respectively.

e 1 — 2: Reversible isothermal expansion
During isothermal expansion, heat is transferred to the air parcel, otherwise it
would cool. The air parcel provides work pdV. Its internal energy, U, remains
unchanged as it depends on temperature, 7,, that is constant, i.e. AT = 0. Thus
AU = C,AT = 0. Integration from V; to V, yields for the work

28The first law of thermodynamics would permit that the space shuttle rises by cooling of its heat
shield.

29 Axioms cannot be proven.

30Many expressions of the second law of thermodynamics exist:

¢ The Clausius statement: There is no self-acting cyclic process or device that only removes heat
from one reservoir and discharges an equal amount of heat to a reservoir at higher temperature.

¢ The Kelvin-Planck statement: There is no cyclic process or device that only removes heat
from a single reservoir and performs an equal amount of work.

* Planck statement: Processes wherein friction occurs are irreversible.

* A perpetuum mobile of second kind is impossible.

* No cycle that operates between any two temperatures can have a higher efficiency than a Carnot
cycle operating between the same two temperatures.

* Each thermodynamic system has a state variable, the entropy S = §Q /T that can be calculated
for reversible processes.

3INicolas Léonard Sadi Carnot, French scientist, physicist and military engineer, 1796-1832.
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Fig. 2.12 Schematic view
of Carnot-process in a
p-V-diagram as used in
physics. Unlike in
meteorology here the lower
part of the diagram
corresponds to lower pressure
and temperatures than the
upper part, i.e. the lower part
is higher up in the
troposphere, while the upper
part is closer to the surface.
The process begins and ends
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isotherm T,

at pr, V3

" " dv V.

wo= | pdV=RyT,| == =RyT,In(-2).

Vv Vi
|4 " 1

With the equation of state - = £¢fw and L = Relv Ty evaluating - we use 6,
. Vi P [ V2
‘P P
— Ty Ry 1 I _ RaTw Twy\R 1
and p, p3(n )k« and obtain 7 a (_Tc) 4 . Thus,

T, <
wip = RyT, 111(ﬂ —) Rf’)
P3 Tw

0
qi2 = cpTw(e_?) = wp.

Since V, > Vi, Aqia, win > 0. Thus, the air parcel absorbs heat from the
environment at temperature 7,, to do the work.

2 — 3: Reversible adiabatic expansion

The air parcel is isolated, Ag,; = 0. It performs work on the environment during
its expansion at the cost of its internal energy wherefore temperature drops. The
first law of thermodynamics now reads

Aup = —c,(T,, — T.,)
w3 = —Auy = ¢, (T, — T¢).

3 — 4 Reversible isothermal compression

During isothermal compression, heat is extracted from the air parcel, otherwise
it would warm. Work is provided to the air parcel, i.e. pdV is negative.
Analogously to process 1 — 2 we obtain

Au34 =0

V; T. <@
wig = —R4T, 111(73) =—RyT. ln(% T—C)Rd)
4 3

w
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0
q3s = _cpTC(e_z)
!
34 = Wy

Thus, work and heat exchange can be expressed in terms of the minimum and
maximum temperatures and minimum and maximum pressure of the cycle. Since
Vi < Vi, q3a,w3s < 0, i.e. the air parcel releases heat and the environment
performs work on the air parcel. Poisson’s law ensures that the final pressure is
p3 once T, is reached.

* 4 — 1 Reversible adiabatic compression
Analogous to process 2 — 3 we obtain

qan =0
Auyy = ¢, (T, — T,)) > 0
wy = —Auy = —¢,(T,, — T;) < 0.

The total work done and heat added are w = wyy + wp3 + wag + wy and g =
q12 + q23 + q3s4 + qa1, respectively. Since g3 = g4 = 0 and wi, = —wsy, the
adiabatic legs contribute neither heat nor work to the cyclic process. We obtain

q = q12 + q34 = wi2 + way or for the work done w = R, (T, — Tc)ln(%(%)%)

and for the total heat absorbed during the Carnot cycle ¢ = ¢, (T}, —T,) ln(z—f). Since
w is the area enclosed by the cycle, w > 0 and ¢ > 0. Since w = ¢ + ¢34 and
¢34 < 0 only a fraction of the heat absorbed by the parcel at the higher temperature
is transformed into work. The other fraction is lost at the cooler temperature. Thus,
we can define the efficiency of the Carnot cycle, n = »2% ?Z%t = __nelwork
as the ratio between the work done and the heat absorbed by the parcel at T,

_ Aqir 4+ Agzs =1_|_AQ34 :1—£ (2.50)
Aq12 Aqlz Tw

The Carnot cycle has the maximum possible efficiency of all processes between T,
and T,.

Example. Assume a dry air parcel that undergoes a complete Carnot cycle
between 1,013.25 and 850 hPa where the temperatures are 10 and 5°C,
respectively. Calculate the mechanical work performed and heat absorbed by
an air parcel of unit mass. Determine the efficiency of the process.

Solution. Wi2 = (12 = 19,341Jkg_1, w3 R~ 3,585Jkg_1, W3y =~
~19,000Jkg™", wai ~ —3,585Jkg"'. Thus, Aw = Aq ~ 341Jkg™,
1 = 0.018.
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2.6.1.1 Lessons Learned from the Carnot Cycle

1. An increase of energy due to addition of heat and an increase in temperature are
independent of each other. Under isothermal conditions (dT = 0) §¢g > 0 and
the additional heat serves for expansion. Under adiabatic conditions, (§g = 0)
dT > 0ordT < 0 and temperature changes due to compression or expansion.

2. According to the first law of thermodynamics ¢ du = ¢ 8¢ — ¢ Sw with ¢ §g =
¢ 8w as $du = 0 because u is a state variable. The system provides work as
¢ 8w # 0 and w is not a state variable. Similarly ¢ 8¢ # 0 because g is not a state
variable. The total work provided and net heat input are given by Agi» + Agiq.

3. The efficiency of the ideal cycle process is defined by the work provided divided
by the heat put into the system. It is limited even for reversible processes, always
lower than 1, and depends only on the temperatures ratio.

4. From Eq. (2.50) we can derive for an ideal process that ¢ §¢ = Aqi2+ Agss # 0,
but

8q _ Aq | Ags _ 0 2.51)
T Ty T.

i.e. dividing the heat by temperature leads to a total differential, ‘%q = dSs.
It being integrated is a state variable called the entropy, S. Equation (2.51) is
Carnot’s theorem that for any reversible cycle between two heat reservoirs of
temperatures 7, and 7. we have ¢ 8? = 0 irrespective of the details of the cycle.

5. The Carnot cycle determines an ideal process performed with an ideal gas
without loss of energy. No realization of a Carnot engine exists because there are
always losses resulting in a lower efficiency. In the atmosphere, such losses are
friction or conduction. More energy, Aq,, has to be put into the process to gain
the same work, w = Aq, + Ags4. The process is not reversible, i.e. its evolution
cannot be turned around. The efficiency of such an irreversible process” is less
than that of a reversible*® one

Agsy T,
14+ —|; 1—— 2.52
i 2.52)
or
) A A
56 Blor = (G224 524, <o (2.53)

3Trreversible processes lead to a permanent change in the environment in some way that even
when the system returns to its exactly initial state. For instance, when a balloon bursts, its gases
mix with the ambient air. The system is destroyed. The sudden expansion causes a sound wave
carrying energy that finally dissipates by being converted to heat.

3Reversible processes have the best energy transfer for which they serve often as idealized
reference processes in meteorology.
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Irreversibility reduces the net heat absorbed during the cycle. A total differential
exists only for reversible processes ds > 87" This identity is called the
Clausius®* identity. For an irreversible process, §¢/ T is not a total differential

B B
/ S?thr < / 87q|rev =SB — 84. (254)
A A
For a closed system with §¢ = 0 we obtain As > 0, i.e. all real changes in the
state variables increase the entropy of a closed system.

6. For many atmospheric applications the efficiency of a process can be estimated
by the Carnot cycle. The Carnot cycle, for instance, explains why the winter
circulation is stronger than the summer circulation. At the equator, the mean
temperature and the amount of heat absorbed remain nearly the same throughout
the year. In mid-latitudes, the mean temperature is higher in summer than winter.
Consequently, in winter, the efficiency of the Carnot cycle is higher and more
heat can be transformed into kinetic energy than in summer.

Other examples are the energy of a hurricane that can be estimated from
the difference between the temperatures at the ocean surface and tropopause
(Chap. 6), baroclinic instability associated with low pressure systems, or the
energy circulation between the equator and the poles for a non-rotating planet.

2.6.2 Thermodynamic Potentials

The previous description of the laws of thermodynamics dealt with two thermal
(S,T) and two mechanical (V, p) variables. We now can combine the first and
second law of thermodynamics and obtain for the simple system of a non-moving
ideal gas the Tds-equation

Tds = du(T) + pdV (2.55)

Using the first law of thermodynamics and the mathematical definition of the total
differential yield

ou
T=—]|, (2.56)
as
and
du
—p=7l (2.57)
v

34Rudolf Julius Emmanuel Clausius, German physicist, 1822-1888.



2.6 Second Law of Thermodynamics 61

The subscripts indicate the quantity hold constant during differentiation. Obviously,
four possibilities exist to choose the thermally and mechanically independent
variables, namely, (s, v), (s, p), (T,v) and (T, p) leading to the

 Internal energy, u(s,v), withdu = Tds — pdvorU =TS — pV

¢ Enthalpy, h(s, p), with dh = Tds + vdp or H = U + pV. Enthalpy results
when mechanic energy, pv, is added to internal energy, u. This concept permits
characterizing an air parcel not only by its temperature-dependent thermal
energy, but also by its mechanical energy, pv.

* Free energy or Helmholtz® function, f(7,v) = u — Ts, with df = —sdT —
pdvor F = U — TS. The Helmholtz function reflects the energy available for
conversion into mechanical work under isothermal, isochoric conditions.

¢ Free enthalpy or Gibbs function, g(7, p) = u—Ts + pv, withdg = —sd T +
pdvor G = H — TS. The Gibbs function reflects the energy available for
conversion into mechanical work under isothermal-isobaric processes.

by Legendre%—Transformation.37 The four energies, U, H, F, and G are called the
thermodynamic potentials.*® Under irreversible conditions, the first two relations
above convert to inequalities. The state variables H and G are auxiliary functions.
We use the free enthalpy later in this chapter to derive the Clausius-Clapeyron*’
equation and to understand phase transitions and water-vapor saturation pressure.
We use the free energy and free enthalpy for various considerations in atmospheric
chemistry (Chap. 5).

Example. The thermodynamic potentials can be written as a function of
differential relationships, e.g. du = (%)vds + (g—ﬁ)sdv with (%(% s =
(%(%)S)v. We obtain from comparison 7' = (%)v, and —p = (%)S. Build
the various thermodynamic relationships.

(continued)

35Hermann von Helmholtz, German physiologist and physicist, 1821-1894.
36 Adrien-Marie Legendre, French mathematician, 1752-1833.

37When in an equation like du = Tds— pdv one of the independent variables is to be replaced by a
dependent one (e.g. s or T'), the product of the independent variables (here 7's) has to be subtracted
from the dependent variable (here «). Doing so provides a new quantity that only depends on the
two independent variables 7" and v.

38The relationship between the thermodynamic potentials and the state variables can be easily kept
in mind by the Guggenheim® scheme where the four energies are framed by their natural state
variables:

S U V
H F
p G T

3Edward Armand Guggenheim, English thermodynamicist and chemist, 1901-1970. He is famous
for his 1933 publication of the Modern Thermodynamics by the Methods of Willard Gibbs.

40Benoit Paul Emile Clapeyron, French engineer and physicist, one of the founders of thermody-
namics, 1799-1864.
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(continued)

Solution. (L), = (—2),,

() = G

D) = (),

(E)r = (—3%)p-

These relationships are known as the Maxwell relations. For further conse-
quences, see textbooks on thermodynamics.

2.6.3 Consequences of the Laws of Thermodynamics

By applying the laws of thermodynamics, we can discuss the following atmospheric
conditions:

2.6.3.1 Conservation of Energy in the Atmosphere

Dividing Eq.(2.22) by 6t and assuming 6t —> 0 leads to the thermodynamic
energy equation

DS DT 1Dp
Q= —=c¢cp—— ——. (2.58)
Dt Dt p Dt

Herein, Q is the diabatic heating rate per unit mass. The main physical processes
that change Q are the release and consumption of heat during phase transition pro-
cesses (Sect.2.7) as well as radiative cooling and heating associated with emission
and absorption of electromagnetic waves (Chap. 4). At the surface, conduction may
occur.

For a variety of applications, it is more comfortable to use the potential
temperature rather than temperature. Under diabatic heating, the thermodynamic
energy equation using potential temperature reads

DO 0 p
o = cp(po) . (2.59)

2.6.3.2 Behavior of Entropy

Entropy cannot decrease in closed systems, while it can decrease in open systems
when entropy is exported.
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2.6.3.3 Cyclic Transformation

A cyclic process leads to ¢ §W = ¢80, i.e. in dry air, an air parcel can rise and
descend to the same level without impact on the environment.

2.6.3.4 Isothermal Transformation

During an isothermal process temperature remains constant, d7 = 0.
Consequently, the amount of heat exchanged is Q = f128 W = flz pdV =

mRT [} % =mRT In(32).

2.6.3.5 Isobaric Transformation

For an isobaric process (dp = 0), work W = pdV (W = p(V,—V}))is performed
orheat 6Q = C,dT (Q = C,(T> — T1)) is provided changing the inner energy of
the air parcel by AU = C, (T — T1) — p(Vo — V).

2.6.3.6 Isochoric Transformation

For an isochoric process (dV = 0), the first law of thermodynamics reduces to
80 =dU =C,dT or AU = C,(T, — Ty).

2.6.3.7 Adiabatic Transformations: Poisson’s Relations

During adiabatic processes the system and its environment do not exchange heat

(6Q = 0). The first law of thermodynamics now reads after some algebra dTT =
—1
(1 - %)df with % = . Integration yields In7 = In »'7 4 In(constant),

which can be transformed to TplTV = constant. Using the equation of state (2.1)
yields TV?~! = constant or pV? = constant. These three equations express the
Poisson’s relations for adiabatic processes. Since for dry air y = 1.4, the term
TV7~! says that as an air parcel rises and expands, its temperature decreases. As
8Q = 0, this increase of volume is due to the expansion work of the parcel carried
out on its environment.

Weather forecasters use thermodynamic charts that base on these relations to
evaluate quickly atmospheric processes (Fig. 2.16).
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2.7 Moist Air

Despite the low and strongly varying fraction (0—4 %, cf. Table 1.1) of water vapor,
it is weather and climate*! relevant. As part of the water-, energy-, and trace gas
cycles, water vapor is involved in cloud and precipitation formation (Chap. 3),
affects radiation (Chap. 4) and many gas-phase chemical processes (Chap. 5).

Various measures exist to quantify atmospheric humidity. These measures apply
exclusively to water vapor, and not to the liquid (drops) or ice phase (crystals) in the
air.

2.7.1 Vapor Pressure

Traditionally the letter e denotes water-vapor pressure.*? In the atmosphere, e ranges
from 0 to 40 hPa. We can approximate atmospheric water vapor as an ideal gas

e =pR,T. (2.60)
2.7.2 Absolute Humidity
The absolute humidity*
e
=p, = 2.61
a:=p RT (2.61)

is the density of the water vapor (kg m™—>) or the water-vapor content. The absolute
humidity of an air parcel changes whenever the air parcel expanses or contracts, i.e.
despite no water vapor is removed from/added to the air parcel absolute humidity
decreases/increases when the parcel expanses/contracts.

Example. Show that absolute humidity increases for a contracting air parcel.

1

V=2V =

Solution.a = p, = % Thus, a contraction yields V — AV and a7 =
a.q.e.d.

41 According to the World Meteorological Organization (WMO), climate is the average weather
over 30 years. See also Chap. 7.

42 Although in the SI-system, its unit is Pa, meteorologists traditionally use hPa.

43Under tropospheric conditions, absolute humidity (in gm™?) is approximately 0.8 times the
water-vapor pressure in hPa.
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2.7.3 Specific Humidity

Specific humidity or specific mixing ratio** is defined by the ratio of the water-
vapor mass m, to the mass of moist air m,, within the same volume or by the ratio
of the density of water vapor p, to that of moist air p,,

b~ T (2.62)

Pm  Pd oy M

q:

where p, is the density of dry air. The unit of the specific mixing ratio is kgkg™! in
the SI-system, but cloud physicists often use gkg™'.

According to Dalton’s law (2.5), the equation of state (2.1) for moist air reads
p = paRsT + p,R,T where p is pressure, and R; and R, are the individual gas
constants for dry air and water vapor, respectively. Rearranging the equation of state
for the density of dry air and water-vapor density and inserting yield for the specific
mixing ratio®

e
2 R
L —— o —062—— . (2.63)
=+ &7 R, p—(1-— zTi)e p —0.378e

Specific humidity is independent of temperature. The main advantage of specific
humidity is that it is conserved, i.e. it does not change when the air parcel expands
or contracts.

Example. Assume a mole fraction of water vapor of 2.5mol% and a par-
tial pressure of water vapor that corresponds to a water-vapor density of
0.01kgm™3. Calculate the molar mass M, density p, and specific humidity
q of the moist air.

Solution. With the molar masses of water and dry air of 18.015 and
28.953gmol™!. M,, = aM, + (1 — a)M,; = 0.025 - 18.015kgkmol ™! +
0.975 - 28.953 kg kmol ™! = 28.68 kg kmol ™!

_ pairMy 0.01kgm™328.68 kg kmol !

= =0.637kgm™>.
oM, 0.025 - 18.015 kg kmol—! =

Pm

g=" —00157kgkg™".

Pm

4 At 1,000 hPa, the specific humidity (in gkg™!) is about 0.6 times the water-vapor pressure in
hPa.

43Specific humidity is often approximated by ¢ &~ 0.622% as p > 0.378e in the troposphere.
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2.7.4 Mixing Ratio

Another possibility to express humidity is the mixing ratio that relates the density
of water vapor p, in air to that of dry air py,

e

. 2 R
e X (2.64)
Pd RyT R, p—e p—e

Where we used the equation of state (2.1). Like the specific humidity, the mixing
ratio* is a conservative quantity independent of temperature.

Example. Revisit the previous example and determine the water-vapor mixing
ratio r of the moist air. Discuss your result.
my _ _Ma  _ __18015keH0kmol 10025 _ ) 316 kg kg™!

Solution. r = [ = =07 = o3 ke dry air kmol—1(1—0.025)
The difference results from the neglecting of moisture in the denominator.

Example. Show that in general, ¢ = 1. Note that p; = %.

my

ny
mqg—+m,

Solution. g := pﬂp with p = 77 yields ¢ = md_V'_
v a
Iy

T

= withr, = Z—;

SE

we obtain g = . q.e.d.

2.7.5 Number Density

Another (seldom-used) measure to express water vapor in air is the number of
molecules per unit volume, n; / V' called the number density. This measure is often
applied with respect to the cloud and ice condensation nuclei (Chap.3) or in air
chemistry for gases or aerosols (Chap.5). When one follows the motion of an air
parcel, the number density can change by phase transition, chemical reactions or
through changes of the volume. Thus, for most applications the mass and volume
mixing ratios are more appropriate when dealing with chemistry transport, because
only phase transition, chemical production and loss, but not an altering volume
influence these quantities.

46The mixing ratio is often approximated as r =~ 0.622% as p > e in the troposphere.
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2.7.6 Virtual Temperature

Moist air has a lower molecular weight than dry air for which the individual gas
constant of moist air exceeds that of dry air (Egs. 2.2 and 2.6). Since the individual
gas constant of moist air depends on the moisture content, R,, has to be recalculated
whenever moisture changes (Egs. 2.6 and 2.5). To avoid this computational burden,
we define a virtual temperature 7, that a dry air parcel would have to have to have
the same density as the moist air parcel at the same pressure. The virtual temperature
permits us to use the gas constant for dry air in the equation of state.

P p—e e p
= om = y = —— = . 265
R, T P m=PtP= "t R TR, (2.65)
Comparison and rearranging provides
p 1 p p
S =T =T (2.66)
Rikr+zr p—et+te p—(1-%5e

Rearranging the equation for the specific mixing ratio ¢ (Eq.2.63) results in
p—(1-— %)e = %‘V’s. Introducing this into the above equation yields the virtual
temperature

(1— e+ 7L< (1-%)
T,:=T e Bd — 10+ —B2g) =TU+061g). (2.67)
R q Rv

Herein, T - 0.61q is the virtual temperature addition. Typical values for the
virtual temperature addition range between 0 and 5 K. Since at same temperature
and pressure, moist air is less dense than dry air, the virtual temperature is always
greater than the actual temperature.

The equation of state (2.1) determined with the specific humidity or mixing ratio
reads

P = puRyT(1 +0.61q) = pyRaT, (2.68)
and
p=psRsT(1 +1.61r) = pgRyT, (2.69)

respectively. The virtual temperature is a combined temperature-moisture measure
that includes air humidity in the equation of state without the necessity of recalcu-
lating the individual gas constant.
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Fig. 2.13 Impacts of error in pressure (hPa)
temperature and specific

mixing ratio errors on
simulated surface pressure.
The reference (assumed
correct) conditions are an
atmospheric density, pressure,
temperature and specific
mixing ratio of 1.19kgm™3,
1,003.4 hPa, 20 °C, and
3.5gkg™!, respectively

[
f.

error in air temperature (K)

-2 =1 0 1 2
error in specific mixing ratio (g/kg)

At same temperature, moist air is less dense than dry air because some of the
dry air (molecular weight 28 g mol~!) has been replaced by water vapor (molecular
weight 18 gmol™").%

Figure 2.13 exemplarily shows the impact of small changes in specific humidity
and temperature on pressure. Small changes (in the order of measurement errors)
in moisture marginally affect pressure, while those in temperature can have notable
impact.

Example. Determine the virtual temperature 7, at normal pressure for 77 =
298.15K and 7, = 273.15K and calculate the deviation in density when
using temperature instead of virtual temperature. Assume specific mixing
ratios of 19.67 - 1072 and 3.76 - 1073 kg kg™, respectively. Discuss the effect
of neglecting the moisture effect.

Solution. Equation (2.67) provides 7,,; = 301.73K and 7;,, = 273.78 K.
Rearranging the equation of state (2.1) provides 1.184 and 1.293kgm™
when using temperature, and 1.170 and 1.290kgm™ when using virtual
temperature. Here, the neglecting of moisture yields errors of 1 and 0.2 %,
respectively.

Example. Derive the virtual temperature equation as a function of the mixing
ratio, r.

(continued)

4TThis fact explains why more homeruns occur during humid and warm weather conditions. The
ball experiences less resistance than under cold, dry conditions.



2.8 Phase Transitions 69

(continued)

Solution. Using the equation of state p = RypsT + R,p,T = paRyT(1 +

zfd”—‘,ff,) = paRaT(1 + 1.61r,) with r = £

2.8 Phase Transitions

So far, we applied the fundamental equations derived in the previous sections, only
to closed, homogeneous systems (e.g. an air parcel), i.e. one phase. In such systems,
we had not to specify how the thermodynamic functions depend on the composition
of the system. Clouds, however, are heterogeneous systems that involve at least
two, sometimes three phases (Fig.2.2). Thus, we have to consider the internal
equilibrium conditions between phases. Despite a cloud as a whole is a closed
system, the phases can be regarded as open subsystems that exchange mass (e.g.
evaporation of cloud water, deposition of water vapor onto ice crystals). The cloud
dry air is a closed system, and the water substances in the cloud that can exist in three
phases (water vapor, water droplets, ice crystals), are three open systems (Fig. 2.2).
The chemical potential & = (T, p) considers the mass exchanges (evaporation,
condensation, deposition, sublimation, freezing, melting) between the subsystems.

2.8.1 Thermodynamic Properties of Water

Water vapor like dry air can be approximated as an ideal gas*® that obeys the
equation of state (2.1) when it exists only by itself. When water vapor and water/ice
coexist, the equations applicable to ideal gases are invalid because the mixture is
not an ideal gas. One phase has the independent variables T, p, and the other 7”7, p’.
The equilibrium requires that 7 = T’ and p = p’. Since the mass of the two
subsystems does not remain constant, we also have to consider u = g/, which
expresses the equilibrium for the mass exchange. This equation reduces the number
of independent variables by one more, because u = u(p,T) = w/(p’, T’). Since
w(p, Ty = wW(p,T), p = f(T). Consequently, when we fix the temperature
at which the phases are in equilibrium, we obtain a fixed pressure value. This
relation leads to curves (called saturation curves) along which the two phases co-
exist in equilibrium. Consequently, in a one-component system with two phases,
one independent variable exists.

“8Note that this approximation is not as good as for dry air because at conditions close to saturation,
attractive forces between molecules become significant (Chap. 3).
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Fig. 2.14 Schematic view of

phase diagram of water P
A ice curve
p=220598| ______\ . Co
hPa .
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p=6.11hPaf-------- _
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! | | vapor
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saturation vapor pressure curve

At T > 0°C, and values of e higher than those of the saturation curve only
water vapor exists (Fig.2.14). Below the saturation curve, only water vapor exists
independent of air temperature. At 7 < 0°C and e > 0.6078 hPa, only ice should
exist. However, in the atmosphere, super-cooled water and ice can co-exist between
—35°C or so and 0°C. Below —40 °C, super-cooled water freezes instantaneously
(Chap. 3).

Analogously, for a one-component system with three phases, the number of
independent variables reduces from six to zero, meaning that all values are fixed.
This point, at which all three water phases are in equilibrium, is the triple point
given by 6.1078 hPa, 0.0099 °C.*

In summary, the greater the number of phases the fewer the degrees of freedom.>

2.8.2 Latent Heat

The binding forces within the continuum water hinder the water molecules to
establish equilibrium in the entire space taken by the gas. At the surface, water
molecules of the liquid go into the gas phase while other water molecules of
the gas phase go into the liquid phase. In equilibrium, no net transport occurs.
When more molecules leave the liquid than enter the gas phase, a net evaporation
results; the opposite case leads to net condensation (Fig.2.15). When at fixed
temperature and pressure, two phases are in equilibrium, isobaric transformations
are also isothermal transformation. Thus, the amount of heat exchanged depends
on the mass changes, and the work done due to the volume change. Despite the

“0n the Celsius scale, the zero-point is defined so it corresponds to the freezing point of air-
saturated water at 1,013.25 hPa.

30 According to Gibbs, the number of independent variables, N for a heterogeneous system with C
different, non-reactive components in P phasesis N = C +2 — P.
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subsaturated

Fig. 2.15 Schematic view of the molecular basis of evaporation, saturation and condensation. The
rate at which the molecules leave the continuum water to enter or leave the gas phase is indicated
by the upward and downward arrows. Equilibrium (e = e,, dp = 0, dT = 0) exists when the
fluxes are equal. Otherwise evaporation (¢ < es, dp = 0, dT < 0; left panel) or condensation
(e > e5,dp = 0,dT > 0; right panel) occur

mass changes, the temperature of the system remains the same. By definition the
latent heat absorbed/released by the heterogeneous system during an isobaric phase
transition is L = §Q,. Consequently, the latent heat release or heat consumed
during a phase transition is the change in enthalpy

Lv = Hv - Hw = Uv - Uw + pwv(Vv - Vw)
Lf =H,—-H =U,—-U +pwi(Vw_Vi)
Ls = Hv_Hi = Uv_Ui +pvi(Vv_Vi)
where L,, L s, and L are the latent heat of vaporization, fusion and sublimation, the
subscripts w, v, and i refer to water, water vapor, and ice, respectively, and p stands

for the equilibrium pressure between the two phases. At the triple point, p,, =
Dwi = Pvi = €y, = 6.1078 hPa and the specific latent heats satisfy [, = [y + [,.
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At 0°C, the latent heat of deposition, condensation and flreezing51 is 2.833 - 109,
2.5-10° and 0.333 - 10° Tkg~!, respectively.

According to the first law of thermodynamics, an isobaric phase transition is
givenby dU = L—pdV = L—R,T.WithdV = V,—V,,; ~ V, for vaporization
and sublimation, and d V & 0 for fusion, we obtain dU = L for fusion and dU =
L —mR,T for vaporization or sublimation.

To remove a molecule from the crystal structure more energy is required than
to take it out of the bounds in the water continuum. The molecules gain potential
energy when they get into the less ordered state (e.g. from the solid to the liquid or
gaseous state, or from the liquid to the gaseous state). This potential energy is the
latent heat of vaporization, fusion or sublimation depending on the phase transition
considered. Thus, in the atmosphere, latent heat is available in form of water vapor;
it transfers into sensible heat or work when condensation or freezing occur.

2.8.3 Clausius-Clapeyron Equation

At point X, the total volume and internal energy of a heterogeneous system in
equilibrium consisting of water vapor and water are V = m,«®, + m,x, and
U = myu, + m,u, where o and u are the specific volume and internal energies
of the two phases. When we move the system from X to X', the volume changes by
dV inresponse to the mass exchange d m between the two subsystems. At point X’,
the volume is V + dV = (m,, —dm)a,, + (m, + dm)a, or dV = (o, — i, )dm.
Analogously, we obtain for dU = (u, — u,,)dm. By considering that during the

phase transition u, — u,, + ey, (@, — a,) = [, we obtain Z_g = ’v — ey
The combined first and second law of thermodynamics T'd S dU + pd V and
integration for dS using the Maxwell relations provide T 7 lv= |T +p.

Differentiation of enthalpy H = U + pV ylelds lr=T aT lv p Accordlng

to Joule’s second law>? BU |r= 0 for an ideal gas As pointed out above, water
and water vapor in equlhbrlum are not an ideal gas, and U and em depend on

temperature only. Since the transformation is isothermal, we obtaln |T— Z[‘f or
% ly= dﬁ” and dU = T% — e5,. After some algebra, we obtam the Clausius-
Clapeyron- equatlon

deg, L

W 2.70

dT T Av (2.70)

S1For the heat consumed during sublimation, vaporization and fusion the sign changes. The latent
heats like the specific heats insignificantly depend on temperature L, = 2.501 - 106(%)” with
b =0.167 4+ 3.67-107*T for 233K < T < 313K; L,, = 0.3337-10° + 2,030.6 T — 10.47 T?
for =50°C < T < 0°C. Typically, atmospheric scientists neglect this temperature dependency.

32James Prescott Joule, English physicist and brewer, 1818-1889; Joule formulated several

physical laws. His second law states that the internal energy of an ideal gas is independent of
its volume and pressure, and depends only on its temperature.
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that describes the water-vapor pressure curve for equilibrium between water vapor
and water at various temperatures. Here, Av is the difference in the specific volumes
of the liquid and gaseous phase, which slightly depends on temperature.

We can solve the Clausius-Clapeyron equation analytically under the assumption
I, = constant, and v,, < v, so that Av ~ v,. Inserting the equation of state for water
vapor (% =, = %) in the Clausius-Clapeyron equation provides degw — by ey

daT = TRT
or
dew, 1, dT o)
e Ry T2 '
Integration provides In - = —& (- )= RI,VTO (=) and
I, T-T,
Csw = €5.0 €XP( ) (2.72)

RT, T

with [, = 2.5-10%Jkg™!, R, = 461.5Jkg™' K™, e, , = 6.1078 hPa, and T, =
273.15K, and /,/(R,T,) = 19.81. The equation serves to calculate the saturated
water-vapor pressure. Curves of saturation pressure with respect to water are also
shown on thermodynamic diagrams (Fig. 2.16).

Analogous considerations can be made for the interfaces ice-water, and ice-vapor.
Figure 2.14 illustrates that the water-vapor pressure over water exceeds that over ice.
The difference in vapor pressures over ice and water explains why clouds glaciate
(Chap. 3), ice lenses grow in soils, and why snow metamorphism> occurs.

The saturation water-vapor pressure expresses how many water vapor could exist,
not how many actually exists. The water-vapor pressure of an air parcel cannot
exceed the saturation water-vapor pressure ¢; = ¢,(7'). The temperature at which
the actual vapor pressure equals the saturation over water e := e,,(T) = e, (Ty) is
the dew-point temperature or shortly dew point, 7,;. The dew-point temperature
indicates the moisture content. When combined with air temperature, it indicates
relative humidity. This moisture measure has no temperature relation although it is
expressed as a temperature.

Analogously, the temperature at which the actual vapor pressure equals the vapor
pressure at saturation over ice, e := ey; (T) defines the ripe point temperature or
riming point. At temperatures below freezing we call the dew point the frost point
or frost-point temperature, i.e. e := ¢, (Ty) with T; < 0°C.

We can define for e = e,(T') the absolute humidity at saturation, as a, = Re‘—‘T
The saturated mixing ratio r, is reached when the actual water-vapor pressure e

33The transformation of ice crystals to rounded grains of about 2 mm in diameter is referred to as
snow metamorphism. It partly is due to water-vapor transfer from sharply curved edges to smoother
surfaces of the ice crystals because of the dependency of water vapor pressure on curvature. Also,
temperature gradients within the snow may result in water-vapor transfer and re-deposition within
the snowpack.
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equals the saturation water-vapor pressure es. Using the equation of state (2.1), p, =
=7 and e = e, (T) yield the specific humidity at saturation as g, = g (es(7)).

2.8.3.1 Empirical Formulae

Various empirical formulae exist to determine the saturation water-vapor pressure,
and their results are listed in lookup tables (e.g. WMO). Often the Magnus-
formula™ is applied

6.1078 exp(—L10 ) 2.73)
esy = 6. exp(——— .
: M5 13

with the temperature § in °C and ey, in hPa.
Another often-used relation is that by Murray>>

a(T —273.16K)

egwi = 6.1078 exp( b

(2.74)

with a = 17.2693882 and b = 35.86K over water (subscript w), and a =
21.8745584 and b = 7.66K over ice (subscript i), and ey,; in hPa. Here,
temperature, 7, has to be inserted in K. Except for small discrepancies, the constants
also result from the analytical integration.

2.8.3.2 Relative Humidity

We now can introduce a further measure for the atmospheric water vapor. The
relative humidity relates the actual water vapor pressure to the saturation pressure
at the same air temperature or the ratio of specific humidity to specific humidity at
saturation or the ratio of water vapor mixing ratio to water-vapor mixing ratio at
saturation

rth=— =21 =—, (2.75)

In contrast to water-vapor pressure, absolute humidity, specific humidity and the
mixing ratio that are absolute measures of the atmospheric water vapor, relative
humidity is a relative measure. Relative humidity indicates the degree of saturation
and is often expressed in percent (RH = 100 - rk). In the troposphere, relative
humidity ranges between slightly above O to slightly above 1.

S4Heinrich Gustave Magnus, German physicist and chemist, 1802-1870.
38ir John Murray, British oceanographer, 1841-1914.
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Relative humidity depends on the atmospheric water-vapor amount, and on
the temperature-dependent saturation water-vapor pressure. Consequently, relative
humidity is not conserved. Nevertheless, meteorologists use relative humidity
because many devices (e.g. hair hygrometer>®) measure this quantity (Appendix B).

Example. In Arches National Park, an air temperature of 45 °C with a relative
humidity of 10 % was observed. In Denali National Park, an air temperature
of —5°C and a relative humidity of 100 % were found. Where does the air
contain more water vapor and why?

Solution. The Magnus-formula, ey, = 6.1078 exp(scy) yields 95 and

235438
4.22 hPa for Arches and Denali, respectively. The water-vapor content is given
by p, = Rgv 2. Inserting the values provides a water-vapor content of 0.0065

and 0.0034kgm™ at Arches and Denali National Park, respectively. Thus,
the unit volume of air with a relative humidity of 100 % contains less water
vapor (Fig. 2.14).

2.9 Vertical Temperature Gradients and Mixing
in a Moist Atmosphere

Air becomes saturated by any one of the three processes

« Adding water vapor to the air,>’
* Decreasing air temperature to the dew/frost point, and
* Mixing cold air with warm, moist air.

As phase transition depends on moisture and temperature, we discuss the change of
these quantities with height.

2.9.1 Dew-Point Temperature Gradient

According to the hydrostatic equation (2.7) the change of pressure with height

reads % = —# g for a dry atmosphere. The gas constant and specific heat at
constant pressure of moist air differ slightly from that of dry air. Since the mass and

specific humidity are conservative quantities Z—’; =0or dd—’f = 0. According to the

36Many organic materials show expansion and shrinking that are functions of humidity.

STWarm water from a bath adds moisture to the bathroom and brings it to condensation at the
mirrors and surfaces of the room, and fog develops.
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Clausius-Clapeyron equation Lde — Ly

and applying the mathematical identity

egdT — RTZ’
‘f,—ij = % ‘Z—f as well as introducing the dry adiabatic lapse rate yield
1 deg L,
—— =——=1y. 2.76
e dz R (2.76)

Since ¢ &~ 0.622(e/p) and dg = 0, the relative changes for an adiabatically
ascending air parcel are the same for e and p, i.e.

Tde _ 1dp

= . 2.77
edz pdz @77)

The change of dew-point temperature with height results from the definition of the
dew point, i.e. e := e;

dTy de( de )l = lde( 1 a’es(Td))_1 _ 0.172K

= = . 2.78
dz dz de edz €S(Td) de 100 m ( )

The terms on the r.h.s. give the relative change of e that only depends on the
temperature of the environment. The term in brackets is only a function of dew-
point temperature. Since temperature decreases more quickly with height than the
dew-point temperature, relative humidity increases, and saturation with respect to
water vapor/ice is reached and condensation/deposition occurs.

The height, z;.;, at which saturation is reached, is called the level of condensation
or lifting condensation level (LCL). It is identical to cloud base. When the
near-surface values of Ty and T, are known from psychrometer measurements
(Appendix B), we can determine the lifting condensation level in a thermodynamic
chart as the intersection of the dry adiabate and the mixing ratio curve that corre-
spond to the parcel temperature and dew-point temperature (Fig. 2.16). For synoptic
purposes, it is important to know that the LCL determined by the near-surface
values only establishes when the near-surface parcels are those that condense after
ascending.

Example. Near-surface air temperature 7, and dew point 7, are at 38 and
22 °C, respectively. Determine cloud-base height z, and the temperature 7,
and dew point 7} .5 at cloud base. What happens when further lifting occurs?

Solution. At cloud base, Ty, = T.,. Furthermore, T., = Ty — oig%‘:nc

0.172°C 0.98°C 0.172°C
and Tyop = Tys — 100m < Thus, Ty — Ty = Z( 100m _ 100m /° and

£ = ﬁ ~ 1,980m, Tyep = Top = T, — %5°C1.980m =
38°C — &%8°C1 980m ~ 18.6 °C. Any further lifting results in condensation

or deposition of water vapor and temperature decreases slower than the dry
adiabatic lapse rate due to the release of latent heat.
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Fig. 2.16 Examples of thermodynamic diagram charts (left) as used by the US Air Force, and
(right) in metric units as used by various weather services

2.9.2 Saturation Adiabatic Temperature Gradient

When an air parcel reaches the LCL, further ascend follows under saturated
conditions, and condensation and/or deposition occurs. Due to the release of latent
heat, temperature decreases less rapidly with height than during a dry-adiabatic
ascend. The derivation of the Clausius-Clapeyron equation introduced this heat as
enthalpy of vaporization (Sect. 2.8.3).

When we assume the condensate as part of the thermodynamic system of the
rising air parcel and that it remains in the air parcel, the latent heat released
represents the conservation of energy within the air parcel. No transfer of heat
between the air parcel and its environment occurs. In this sense, the process is still
dry adiabatic despite §q # 0 as §¢g has no external source. In a saturated adiabatic
process (moist adiabatic process) the only source of diabatic heating/cooling
is the phase transition process. A moist adiabatic process is reversible when the
condensate remains in the air parcel. Cooling is less than the dry adiabatic lapse rate
because of the release of latent heat during condensation.

Meteorologists often assume that all condensate falls out immediately. This
assumption makes the process irreversible. The air parcel is not a closed system
anymore as fallout is an exchange of mass with the environment. Such a process is
called pseudo-adiabatic.’®

%Many early Global Circulation and numerical weather prediction models used the pseudo-
adiabatic assumption, i.e. that once condensed the water falls out immediately. This assumption
led to incorrect moisture and temperature profiles as condensate might have undergone further
phase-transition processes (e.g. freezing, evaporating below cloud base) thereby consuming heat
or releasing latent heat after leaving the cloud.
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Based on these considerations we now can write the laws of the previous
sections for an atmosphere with different phases of water (Table 2.4).° The first
law of thermodynamics given with inclusion of phase transition changes reads
ds = c,dT — (1/p)dp + L,dr,. This means the heat of condensation must be
multiplied by the change in the saturated mixing ratio ry = 0.622¢,(T)/(p —ey(T))
that results from condensation/deposition or evaporation/sublimation.

Similar to the dry adiabatic lapse rate, we can derive the saturated or moist lapse
rate dT/dz = —I. By using the same concept as for potential temperature, we
can define the equivalent potential temperature,’® 6, that is invariant to saturated
ascents and descents of the air parcel, i.e. a conservative quantity. The positive
sign for the enthalpy L,dr, (first row, right column) indicates that in the case of
adiabatic (T'ds = 0) and isobar (dp = 0) processes, r, decreases and temperature
increases with height, i.e. condensation occurs. The equivalent potential temperature
introduced in row four of Table 2.4 is the sum of the enthalpy of the air parcel plus
its latent heat at the zero level divided by the specific heat at constant pressure,
cp. At alevel z, ¢, 0, is equal to the sum of the enthalpy, potential energy relative
to the reference level, and the latent heat (fifth row in Table 2.4). In a more exact
derivation, we obtain

20 exp(
)4

Lyrs

be = T1 c, T
4

). (2.79)

The equivalent potential temperature is the temperature that an air parcel achieves
when it ascends dry adiabatically to the LCL, then further ascends according to
the saturated moist adiabat until all water is condensed and finally descends dry
adiabatically to 1,000 hPa.

Since T(%)’( =60 ~ T + (g/cp)(z — z0) and % < 1 the following

approximation is valid® 6, ~ (T + (g/c,)(z — 20))(1 + fp—’; ~T+(g/cy)z—
20) + %rx. A more general definition can be obtained by using r instead of ry. It is
P

also valid for non-saturated air parcels and reads

* Equivalent temperature ¢, T, := ¢, T + L,r
* Equivalent potential temperature ¢,0, := ¢, T + g(z —z0) + L7,

The equations of the moist atmosphere listed in this table can also be written for dg, instead of
dry because r ~ 0.622e/p ~ q.

%Various formulas have been derived for equivalent potential temperature. A comparison and
evaluation can be found in Davies-Jones (2009). The accuracy of the formulas can be examined
by finding the imitation first law of thermodynamics. The accuracy of the various formulas ranges
between 0.015 and 0.4 K for typical atmospheric conditions. The errors result from the temperature
dependency of ¢, and L that are typically neglected in meteorology.

6le* & 1 4+ x when x is very small.
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Table 2.4 Overview of basic laws for the dry and saturated atmosphere

Dry Water-vapor saturated
First law of Tds =cpdT — (i)dp Tds =cpdT — (é)dp + L,dr;
Thermodynamics
With dp = —pgdz Tds = cpdT + gdz Tds = cpdT + gdz+ L,dr
Tds = 0; integration cp(T—To) +8(z—2) =0 cp(T —To) + g(z—20)

+L,(ry —rs0) =0

Definition cpb :=c,TH cpbe =, To + Lyry
Ist consequence 0=T+ fi(z —20) 0, =T+ %(Z—Zo) + %rs
2nd consequence “% =0 ”Z’z =0
Individual vertical G=—Li=-f @ =-r
Temperature change = —% - f‘7 %

i.e. in general, we only sum up the existing energy terms. Note that the process
described for the equivalent potential temperature yields slightly different values
than simply adding the energy terms.

The individual vertical change in temperature of a saturated adiabatically rising
air parcel is given in the seventh line of Table 2.4. Since r,(T, p) ~ 0.622¢,(T)/p
and

dr, l1de;, e dp redes dT rs &
2 =062(—-—— - ) =———+ = 2.80
dz (p dz pzdz) e, dT dz +RdT ( )
we obtain
dT _ & LyrydedT L, 1sg 2.81)
dz ¢, cpedT dz ¢, RyT
and
dT 1+ 725
e =I5 = _ﬁ% = —Za, (2.82)
z cpl—l—cp—e’sd—f Cp

i.e. the saturated adiabatic lapse rate, I, is a factor ; smaller than the dry adiabatic
lapse rate, Iy, i.e. Iy = ozl;. The saturated adiabatic lapse rate grows with
decreasing temperature and increasing pressure (Table 2.5).

The decrease of 'y with increasing temperature means an increase of the heating
by condensation, i.e. when related to a fixed Az (e.g. 100 m) more water vapor will
condense if temperature increases. The reason is the non-linearity of the saturation-
vapor curve where for a higher temperature, the same increment AT is related to a
greater increment in Ae, and, consequently, a greater amount of condensed water
and released latent heat because of Ary &~ 0.622Ae,/p. The decrease of I'y with
decreasing pressure means an increase in the heating by condensation, because air
that is relative moist warms more strongly under low than high pressure.
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Table 2.5 Saturated adiabatic lapse rate, I, in K 102 m~! as a function of pressure, p, and
temperature, T’

T(°0)
p (hPa) —20 —10 0 10 20 30
1,000 0.86 0.77 0.65 0.53 0.43 0.36
800 0.84 0.73 0.60 0.49 0.39 0.33
600 0.80 0.68 0.55 0.44 0.35 0.30
400 0.74 0.60 0.47 0.37 - -
200 0.60 0.46 - - - -

In summary, during an adiabatic ascend of a moist air parcel, in which no liquid
water exists and no condensation occurs®

¢ The specific moisture g and the mixing ratio r remain constant
+ Temperature decreases about 0.98 K10™2 m™!
+ The dew point decreases by about 0.172 K102 m™!

2.9.3 Vertical Mixing

Upwards moving parcels cool and may experience potential subsequent condensa-
tion leading to cloud formation. Vertical mixing, forced ascends at a mountainous
barrier, frontal lifting and convergence of the horizontal wind field (e.g. low pressure
systems, squall lines, thunderstorms, local convection) are mechanisms to lift air so
that condensation/deposition occurs. Vertical mixing occurs because of turbulent
and/or convective processes. Herein strong vertical variations of temperature and
pressure exist.

We can simplify the treatment of vertical mixing by consideration of two isolated
air parcels with mass m; and m, at pressure p; and p, with p; > p, and
temperatures 77 and 7. These temperatures are taken at the two pressure levels
where they mix isobarically. We can consider displacement to level p as an adiabatic
ascent/descent. The mixture redistributes in the layer Ap = p; — p,. The specific
humidity ¢; and ¢, are conserved. Thus, the new temperatures are 7] = T1(p/p1)*
and T, = T»(p/p2). Since at level p, the air parcels mix isobarically, we
obtain

92 As a rule of thumb pressure and water-vapor pressure relatively decrease about 1.2 % per 100 m;
saturation water vapor pressure relatively decreases by about 7 % per 100 m; relative humidity
relatively increases by about 6 % per 100 m, e.g. for a relative humidity of 50 % this means an
absolute increase dRH /dz of 3 % per 100 m.
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where 6; and 6, are the initial potential temperatures that remain constant during an
adiabatic process. The resulting redistribution of the mixture in layer Ap conserves
potential temperature. Consequently, for the well mixed layer 6 is constant with
height. Generalizing for n air parcels and using a general expression for the
weighted average yields

" xd
v Joxdm (2.83)
m
By using the hydrostatic equation (2.7) we obtain
*xd 2 xd,
7o oxdz Iy xep (2.84)

Jipdz — pi—pa

where x stands for 6, T', ¢, or r, respectively.

Example. Mix 1kg of air at a relative humidity of 95 % and T = 10 °C with
1 kg of air at a relative humidity of 52% and T = —20°C. What are the
resulting relative humidity and temperature of the mixture? Comment your
result.

Solution. According to Dalton’s law (2.5), the water-vapor pressure of the
mixture is given by e,;x = egs + es;. The definition of relative humidity

RH = ~100 %, requires to calculate the saturation water vapor pressure,

e.g. by the Magnus formula e;, = 6.1078 exp(%). Thus, egs = 0.95 -
12.27hPa = 11.657hPa, es; = 0.52 - 1.24hPa = 0.645hPa, and ¢,,;, =
11.657hPa + 0.645hPa = 12.302hPa. The temperature of the mixture is

equal to their mass-weighted average, T},ix = 1kg10°C-;ng<g(—20)°C = —5°C.
The respective water vapor pressure at saturation for T,y 1S €5(Thnix) =
4.22 hPa leading to a relative humidity of 292 %. Such huge relative humidity

values do not occur in the atmosphere, i.e. water vapor condenses.
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2.10 Stratification and Stability

In synoptic, we have to analyze the vertical structure of the atmosphere. This section
introduces thermodynamic diagrams that base on the relations we derived before, as
a tool for weather forecasting, and discusses different conditions of the atmosphere
and their consequences.

2.10.1 Thermodynamic Diagrams

Thermodynamic diagrams are transformations of the Clapeyron specific volume
pressure diagram (Sect.2.8.3; Fig.2.16). In general, thermodynamic diagrams
encompass isotherms (lines of constant temperature), isobars (lines of constant
pressure), and isentrops (lines of equal potential temperature). For short-term
weather forecasts (e.g. height of cloud base and top, icing potential, thunderstorms)
vertical profiles of temperature and humidity observed by a radiosonde or tethered
balloon are plotted on these charts to assess the vertical structure of the atmosphere.
The most common thermodynamic diagrams are the T — ¢gram, Stiive diagram,
and emagram. They are all map projections on one another. Note that the emagram
uses T and — In p as coordinates.

The Stiive diagram and 7 — ¢ gram make use of potential temperature.
By rearranging Eq.(2.41) for temperature we can design the Stiive diagram, a
rectangular diagram with increasing values of T on the x-axis and downwards
increasing values of (p/po)“ on the y-axis. The Stiive diagram is a pseudo-
adiabatic thermodynamic chart (7 (p*) with k = f—d). In the Stiive diagram,
isotherms, isobars and dry adiabats are straight andp oriented in the vertical,
horizontal, and a 45° inclination to the left, respectively. Moist adiabats are curved.
Holding 6 constant and plotting 7'(p) yields the dry adiabat. Dry adiabats serve to
determine temperature changes of by vertically moving air parcels. The value 6 of
an adiabatically ascending/descending air parcel corresponds to the temperature at
the point where the adiabat crosses the 1,000 hPa level.

The T — ¢gram (temperature-entropy) bases on 7'(c, In ) or T(In 0).

On a p — V-diagram, isotherms and adiabats are equilateral hyperbolas
(Fig.2.17). Since y = 1.4 adiabats are steeper than isotherms. On a p — V-
diagram, the straight lines on the p— and V —axis represent isobaric and isochoric
transformations.

In p — T—diagrams, isochors are given by V. = mRT/p = constant or
T/p = constant; adiabats are hyperbolas (Fig.2.17). In TV —diagrams, adiabats
are hyperbolas and isobars are straight lines (Fig.2.17).
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Fig. 2.17 Schematic view of various relationships between adiabats, isotherms, isobars and
isochors in the partial and complete state spaces

2.10.2 Stability Analysis

The temperature change of a rising air parcel is either governed by the dry-adiabatic
or moist adiabatic lapse rate, while in its environment, the temperature change is
governed by the environmental or ambient lapse rate that varies strongly. The
relative density of the air parcel depends on the environmental lapse rate and
whether the air is saturated or not. The latter determines the adiabatic lapse rate
we have to apply. Thus, the buoyancy of a rising air parcel depends on its cooling
rate relative to the environment. These factors allow four kinds of stratification
that determine the ability of the layer to support vertical transfer of momentum,
moisture, heat, and chemical constituents:

e Absolutely unstable: y > I; > Iy Whenever the environmental lapse rate
exceeds that of the dry adiabatic lapse rate, air is absolutely unstable (Fig. 2.18).
An air parcel once lifted continues to rise whether or not the air is saturated.
The air parcel becomes progressively warmer than the ambient air and continues
to rise at increasing speed. The increasing temperature difference between the
air parcel and the environmental air increases the buoyancy of the parcel, and
the parcel gathers momentum as it rises. An example of an absolutely unstable
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atmosphere are the April showers®® that occur in European mid-latitudes when
polar air masses come in from North or Northwest and the land is already strongly
heated by the Sun.

e Absolutely stable: y < I'; < I'; Whenever the environmental lapse rate is less
than the dry adiabatic lapse rate, air is absolutely stable (Fig. 2.18). The air resists
lifting whether or not the air is saturated. As an air parcel rises, its temperature
drops more quickly than that of its environment. The air parcel becomes relatively
heavier than the environment, i.e. has negative buoyancy. Thus, it sinks back to
its initial level, when the lifting mechanism stops. An inversion is an example for
absolutely stable conditions (Fig.2.11).

¢ Conditionally unstable: I'; < y < Iy In a conditionally unstable atmosphere,
initially the lapse rate is less than the dry adiabatic lapse rate. After passing
cloud base, the air parcel cools according to the saturated adiabatic rate and
becomes warmer than the ambient air for which it now rises on its own. When
in a conditionally unstable atmosphere, an air parcel is forced to ascend above a
critical height called the level of free convection (LFC) that typically coincides
with the cloud base, the air parcel becomes buoyant as it becomes warmer than
the environment. Typically, clouds quickly grow in vertical extension and provide
precipitation once conditionally unstable air rises above the LFC.

* Neutral: y = Iy or y = I'y; Under neutral conditions, an air parcel is as warm
and dense as its environment after any displacement (Fig. 2.18).

Neither Iy nor I'; have a direct relation to the temperature of the surrounding
because a displaced air parcel is thermally isolated under adiabatic conditions.®
When the lifting process is strong enough to reach the level of saturation, stability
changes depend on the way saturation is reached, i.e. among other things, on the
vertical moisture and temperature profiles.

2.10.2.1 Factors Influencing Stability

When a layer is not motionless (e.g. due to frontal lifting), the stability of the parcel
may be affected. Then we have to express the stability criteria for the layer by the
equivalent potential temperature.

. % < 0 the saturated region is unstable with respect to the saturated parcel

prbcess (convective instability).
. % = 0 the saturated region is neutral with respect to the saturated parcel process
(convective neutrality).

93The vertical development of clouds is related to the degree of instability. Less developed cumulus
clouds indicate weak, strong developed cumulonimbus clouds strong instability (Chap.3 for a
cloud classification).

%4Think, for instance, of a balloon ascending into the sky.
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Fig. 2.18 Schematic view of atmospheric stability conditions

izif > 0 the saturated region is stable with respect to the saturated parcel process

(convective stability).

These conditions refer to the stratification of an initially unsaturated layer that then
is lifted as a whole.

Environmental lapse rates vary strongly in space and time. Any factors that
increase the environmental lapse rate render the air to more unstable, while any
factors reducing the environmental lapse rate increase the stability of the air.
Winds from different directions at different levels can influence the temperature
profile by advection of air with different temperature or air masses with different
environmental lapse rates.

Instability is enhanced by

* Heating at the surface. During the day, solar radiation heats the surface.
The near-surface air heats more quickly than the air aloft. Thus, the lower
troposphere usually has a steeper environmental lapse rate than the mid- and
upper troposphere. This effect is greatest on sunny, clear days over non-vegetated
areas in regions of abundant solar radiation and low evaporation (e.g. deserts).
The resulting differences in the density and/or temperature field cause buoyancy,
i.e. the tendency for a lighter fluid to flow upward through a denser one. By
itself, buoyancy can initiate updrafts. Even in deserts where water-vapor content
is low, strong heating can result in local convection that is intense enough to
cause thunderstorms.
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The lake-snow effect of the Great Lakes region is an example for destabilizing
cold polar air moving over relatively warm water (5 °C). The moisture and heat
added to the air from the lakes lead to instability, cloud formation, and snow
downwind of the lakes.

o Lifting. There are three major mechanisms to lift air: orographic lifting,
convergence of the horizontal wind field, and frontal lifting.

Orographic lifting refers to air flowing towards a mountain barrier that is
deflected over the barrier. The upward lifting of air leads to adiabatic cooling
denoted orographic effect. As the LCL is reached, clouds form (Fig. 6.48), and
eventually precipitation may occur on the upwind side of the barrier. Cloud-top
height solely depends on air-mass characteristics, and is independent of mountain
height. The cloud top is the level where a change back to stability occurs because
the air parcel cools at a higher rate than the environmental air.

Horizontal movement of air to a common place is denoted horizontal
convergence. It is compensated by rising of air with adiabatic cooling that can
lead to cloud and precipitation formation. The Inner Tropical Convergence
Zone (ITCZ), where the trade winds converge and huge thunderstorm clouds
form (Figs.4.26 and 4.28) is an example of horizontal moisture convergence
(Chaps. 6 and 7).

Temperature varies slightly, gradually in space.®> However, at transition zones
between two air masses of different density, temperature (and/or moisture) differs
strongly over a short distance. These transition zones called fronts (Chap. 6)
extend in horizontal and vertical direction. At the cold front, cold air advances
towards warmer air (Fig. 6.51). The denser cold air displaces the lighter, warm
air. At the warm front, warm air is forced to rise above the cold air similar to the
orographic effect (Fig. 6.52). At these fronts, the lifting may lead to clouds and
precipitation (Chap. 3).

» Radiative cooling at cloud tops. The high albedo of cloud tops cools the
surrounding atmosphere (Chap.4), which may trigger a feedback to increase
cloud-top heights.

Atmospheric stability is enhanced by:

* Cooling from below. After sunset, radiative cooling of the ground (Chap. 4) may
result in cooler air close to the surface than aloft. A surface temperature inversion
may lead to accumulation of pollutants underneath, and cause severe smog
(Chap.5). Very buoyant plumes may break through the inversion (Fig.2.11).
Inversions are removed by strong horizontal winds.

* Subsidence. Long-lasting temperature inversions may occur under high-pressure
situations. The air descending in the center of the high-pressure system produces
a warming by adiabatic compression. Thus, in the mid-troposphere air becomes
warmer than close the surface. These inversions are called subsidence inversions.

% When temperature is about 20 °C at a place in flat, homogeneous terrain, chances are high that
temperature is not lower/higher 10 km away.
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Another example of subsidence is the Chinook or Fohn process. During
ascend of air at a mountain barrier the water load precipitates on the upwind side.
The air descends dry adiabatically on the downwind side and warms by compres-
sion. This process creates the rain-shadow effect, an area of climatologically low
precipitation (Chap. 7).

* Advection of cold air. Inversions may form during the passage of a cold front
or from advection of maritime air by a relatively cooler onshore breeze (Chaps. 6
and 7).

Example. Suppose an unsaturated air parcel with a temperature of 9.8 °C at sea
level rises dry adiabatically to the LCL of 1 km. The parcel continues to rise at
a saturated adiabatic lapse rate of 0.5°C 1072 m and deposits its moisture on
the windward side of a 4 km high mountain range. After passing the mountain
top, it descends to the valley bottom at 100 m above sea level. Calculate the
temperature of the air parcel on the lee side, and for sea level. What would
the temperature be at sea level in the lee side, in a model that represents the
mountain range by the average terrain height in the grid-cell as 3 km?

Solution. Cloud-base temperature is givenby Ty c;, =T — [ Az = 9.8°C —

%I,OOOm = 0°C. Atop the mountain temperature is given by T,,, =

Trer — TvAzeipuq = 0°C — $2°€3,000m = —15°C. On the downwind
side, surface temperature is given by Tj.e = Ty + [y Azy = —15°C +

0%8°C3 900 m ~ 23.2°C, Tiee seatevel ~ 24.2°C. The air is 15.4°C warmer
in the lee than upwind side of the mountain. In the model, 7,,, ~ —10°C,
Tiee seaievel ~ 19.4°C. The model would have a cold bias.

2.10.3 Egquation of Motion for an Air Parcel

For an environment in hydrostatic equilibrium, the hydrostatic equation (2.7)
applies. For an air parcel that moves up or down, this equation is not applicable
as the parcel is accelerated (d?z/dt?). According to Newton’s law, we obtain for a
unit volume of air

dZZ dp’
'— =—pg—— 2.85
Par rg dz (2.85)
or
d2Z /dp/

£ o (2.86)
Z
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At a given level, the pressure of the parcel and its environment are equal meaning
p=pRyT =o' R;T' = p’, and

d*z T -T o—p
PTe 7 ) =8 g ) (2.87)

The r.h.s. gives the force per unit mass acting on the air parcel by the pressure
gradient and gravity, and is the buoyancy B of the parcel. Now assume a small
displacement 6z from the original position. A Taylor series provides

dT dT
T=To+ —z4+05——7+---. 2.88
e (2.88)

We can express T’ analogously. Comparison yields —d T/dz = y and —d T’ /dz =
y’, and

d*(5z) g /

a2 —?(V —v)éz (2.89)
or

6 N2(52) = 0 (2.90)

dr? 9= '

where

g g dT g

N2=S(y—y)=2(—+ 2. 2.91
T(V Y) T(dz +Cp) (291)

Here, N is the Brunt-Viisiila frequency or buoyancy frequency and 7 is the
temperature of the environment. The Brunt®-Viisild®’ frequency is a measure of
atmospheric stratification. In a statically stable region (y > y’ and N? > 0), the
above equation describes a harmonic motion with sinusoidal solutions. The parcel
oscillates up and down at an angular frequency N around its equilibrium altitude.
In the lower atmosphere, the corresponding period 27t/ N is a few minutes.

In a statically unstable region (y < y’, and N2> < 0), N is imaginary, and
the solutions are exponential. Only one of these solutions makes sense in the
atmosphere. It describes the displaced air parcel continuing to move at increasing
speed.

The Brunt-Viisild frequency can also be expressed as a function of potential
temperature by taking the logarithms of Eq. (2.41), differentiating and use of the
equation of state (2.1) as

%Sir David Brunt, English meteorologist, 1886—-1965.
§7Vilho Viisli, Finnish meteorologist, 1899-1969.
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N2=222, (2.92)

A region is statically stable (unstable) when its potential temperature increases
(decreases) with height.

We can make the same derivations for moist air using the virtual temperature.
Doing so includes the effect of moist air being lighter than dry air in the buoyancy
term.

2.10.4 Stability and Buoyancy

2.10.4.1 Convective Inhibition

The vertically integrated negative buoyancy that a parcel must overcome by heating
or mechanical means to experience free convection, is a function of the vertical
velocity squared. The vertical acceleration of an air parcel (of unit mass) that is
lifted vertically and pseudo-adiabatically and that is always adjusted to the pressure
of its hydrostatically balanced environment, can be expressed by

dw g
— =—=(T,, - T,). 2.
pT Tv( v — 1) (2.93)

Here, w and g are the vertical velocity of the air parcel and the acceleration
due to gravity, and T, , and T, are the virtual temperatures of the air parcel and
environment, respectively. Multiplying by the differential of height dz and some
algebra yield

dw dz d w? g
dz— = —dw=wdw = —— = =(T,,, — T)dz. 2.94
“a Tt TN T a Tv( P ydz 2:54)

Using the rearranged hydrostatic equation (2.7) expressed for moist air dz =
—édp = —%df provides

d 2
E(%) = —Ry(T,, — T,)d(In p). (2.95)

Integration from the originating pressure level, po, to the pressure level of free
convection, prrc, where the two temperature curves intersect, gives the kinetic
energy change per unit mass for the moving air parcel

2 2 PLFC
Wirpe —Wor = —2Rq / (T,., — T,)d(In p). (2.96)

poL
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When in the region between po; and pprc, the temperature of the air parcel
exceeds that of the environment T, , < T,, the energy amounts

poL
CIN = R, / (T, — T,)d(In p) < 0. (2.97)
P

LFC

This negative energy region in the thermodynamic chart, called the convective
inhibition (CIN), represents a stability barrier that an air parcel has to overcome
to reach the LFC. A certain amount of energy per unit mass is required to lift the
air parcel vertically and pseudo-adiabatically from its originating level to its LFC,
which can be expressed by

Wi e = wh, +2CIN > 0. (2.98)

To guarantee the occurrence of free convection w20 ;. = 2CI N must be fulfilled, i.e.
a minimum of wo;, = ++—2CI N is required. A 5% increase in vertical velocity
from 0.1 to 0.105ms™!, for instance, enhances the negative buoyancy that a parcel
can overcome by 12.5% and increases the potential for convection. For weather
forecasting, an area with high CIN in the thermodynamic chart is considered stable
and means low likelihood for thunderstorm development.

For synoptic purposes, it is important to know that CIN increases by low
altitude dry air advection, and cooling of near-surface air which can lead to small
capping inversions aloft. Incoming fronts and shortwaves (Chap. 6) influence the
strengthening or weakening of CIN.

Example. Determine what decrease in vertical velocity at the original level
has to occur to increase CIN by 5 %.

Solution. The vertical velocity has to decrease by Awg; = v—2ACIN =
v/2-0.05 = 3.16 %.

2.10.4.2 Convective Available Potential Energy

At the LFC and above, T, , > T, until the two temperature curves intersect again at
the cloud top (subscript CT') so that Ry f[fg; (T, — T,)d(In p) > 0. This positive
energy region in the thermodynamic chart called the Convective Available Potential
Energy (CAPE) represents the amount of buoyant energy available to accelerate an
air parcel vertically.

By using the hydrostatic equation (2.7) and Poisson equation (Eq.2.41), we can

express the buoyancy and stability conditions as a function of height

CAPE =g / “ wdz. (2.99)

Lre 0(2)
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Here, 0 is the potential temperature of the air parcel that was lifted from z = 0 to
the cloud top z¢r without mixing with the environment. The air parcel ascends
dry-adiabatically (0 remains constant) until saturation is reached. Then it raises
according to the saturated adiabat, i.e. 6, remains constant. The oveLbar denotes
the mean potential temperature of the environment. At cloud top, 0 = 6.

Neglecting the virtual temperature addition in calculating CAPE may result in
notable errors for small CAPE values. In synoptic, it is important to know that
the amount and shape of the positive area determines the speed of updrafts. Large
CAPE is required to produce large hail as hail production needs strong updrafts
(Chap. 3). High CAPE can result in explosive thunderstorm development. Such
rapid development typically occurs when the CAPE stored by a capping inversion
is released suddenly. Heating or mechanical lifting can break the capping inversion.
The amount of CAPE within the lowest 1-3 km is important for tornadogenesis
(formation of tornadoes). Tornados typically occur in high CAPE environments.
The depth and width of the CAPE layer at mid-levels is important for supercell
formation. Large CAPE promotes lightning activity. Days with severe weather
typically exhibit CAPE > 5,000 kg™,

2.11 Genesis, Identification, and Modification of Air Masses

Air-mass formation is a consequence of the temporal and spatial differences in
incoming solar radiation (Chap.4) and different heat capacities of the various
surfaces on Earth.

The characteristics of atmospheric state variables depend on the continuous
exchange of energy and water vapor near the surface. When the energy input exceeds
the energy losses, air temperature increases and vice versa. When evapotranspira-
tion® exceeds the water-vapor transport away from an area, atmospheric humidity
increases in the area until saturation is reached and clouds form. Since cooling and
warming, as well as the land and water masses are not distributed equally around
the globe, water supply to the atmosphere varies too. Consequently, an air mass over
the tropical Atlantic Ocean, for instance, has different thermal and moisture states
than an air mass over Alaska, or Central Africa.

The formation of an air mass requires several days, i.e. the air mass must rest over
the same area called the source region for a substantial length of time. Air-mass
source regions only occur in high or low latitudes (Fig. 2.19). Here, the atmospheric
conditions vary less than in mid-latitudes (Chap. 7). Consequently, the probability
is high for an air mass to rest long enough over large enough an area to be modified
from the underlying surface.

%8Evapotranspiration is an artificial word used in meteorology and hydrology to describe the
combined effects of evaporation of water and sublimation of ice/snow from various surface and
the transpiration of water by plants.
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Fig. 2.19 Schematic view of air-mass source regions

Despite air masses have fairly homogeneous temperature and moisture charac-
teristics they are not uniform from the surface to the tropopause. There are vertical
temperature and moisture gradients that affect stability. Stability is an important
ramification with regard to the likelihood of precipitation. Consequently, some air
masses have a higher probability to provide precipitation than others do.

We classify air masses by a two-letter shorthand scheme according to the
thermal and humidity properties of their source regions. The letters ¢ or m stand
for the moisture conditions representing continental (dry) or maritime (humid).
The letters T, P, and A denote the thermal condition indicating tropical (warm),
polar (cold) and arctic (extremely cold) air, respectively. Combining these letters
of thermal and moisture conditions results in six possible air masses, namely,
continental tropical, cT, maritime tropical, mT, continental polar, cP, maritime polar,
mP, continental arctic, cA, and maritime arctic. The latter, however, does not occur,
as no large open ocean exists in the Arctic.

2.11.1 Continental Polar and Continental Arctic Air

Continental Polar (cP) air masses build over large landmasses in high latitudes
(e.g. northern Canada, Siberia, Russia). In winter, short days, low solar angles,
and extended snow coverage characterize these regions. Due to the high albedo
of snow, huge amounts of solar radiation (Chap.4) are reflected back to space.
These circumstances lead to loss of radiant energy, cooling of the air, highly
stable stratification, and sometimes the formation of inversions. In addition, the
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air is extremely dry. Due to the combination of dry air and stable conditions,
few clouds form over the source region, if at all. The low water-vapor content
marginally absorbs incoming solar radiation leading to bright and sunny conditions
over the source region during daylight hours. The extreme stability inhibits vertical
mixing for which air pollutants can accumulate. The low temperatures lead to huge
consumption of coal, wood, and oil for heating. Thus, cP air masses often have poor
air quality in conurbations.

In summer, these source regions are warmer and more humid than in winter. The
white nights, and the snow-free surface lead to unstable conditions and frequently
convective clouds develop. Since the air mass builds over a continent, it does not
possess enough moisture for significant precipitation.

Continental arctic air masses are colder than continental polar air masses. They
form over the high Arctic or Antarctica. The most important difference between
continental polar and continental arctic air masses is that they are separated by the
Arctic front (Sect. 6.10).

2.11.2 Maritime Polar Air

Maritime Polar (mP) air masses form over high latitude oceans (e.g. southern and
north-west Atlantic, North Pacific). They represent modified cP air masses with an
ocean trajectory. Consequently, they are cool, moist, and unstable with a steeping
lapse rate.

2.11.3 Continental Tropical Air

The major deserts on Earth (e.g. Australia, Sahara) and the excessively heated
northern mid-latitude continents in summer (e.g. the southwestern United States,
northern Mexico) have scarce vegetation, low moisture supply to the atmosphere,
strong solar radiation input (in summer), and dry, warm soils. Thus, their surfaces
heat the overlying atmosphere by fluxes of sensible heat leading to very hot, dry,
and unstable air masses with a steeping environmental lapse rate in summer and to
cool, dry, stable air masses in winter.

2.11.4 Maritime Tropical Air

Over the large subtropical oceans (e.g. Azores, Bermuda, Mauritius, Fiji), very
warm, moist and unstable air masses with a steeping environmental lapse rate



94 2 Thermodynamics

Fig. 2.20 Schematic view of air-mass transformation by (a) turbulent mixing, (b) diabatic heat
conduction to and from the surface, (c) release of latent heat, (d) stretching and shrinking, and
turbulent mixing plus stretching and sinking (for further discussion see Chap. 6)

develop over warm ocean currents (e.g. Gulf of Mexico, South China Sea), while
relatively cooler and more stable air masses build over the cold ocean currents (e.g.
Canaries, Benguela, Peru Current).

2.11.5 Air Mass Modifications

The concept of air masses is useful to define the frontal boundaries of air masses and
their origin, as air masses do not stay permanently in their source regions. Moreover,
it permits forecasting weather from the knowledge that certain air masses bring
certain weather, and how air masses transform.

The dynamic processes occurring during transport change the air-mass character-
istics (Fig. 2.20). Shrinking and stretching (Chap. 6) of the air mass alters stability.
The movement of air masses changes the thermal and moisture conditions of the
region that the air mass moves into (Fig.2.21), and the air mass becomes more
moderate.

A cP-air mass moving equator-wards to temperate latitudes brings cold weather.
Due to the gradual modification of the air mass, the areas located more closely
to the source region experience a stronger drop in temperature than those located
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Fig. 2.21 Schematic view of gradual temperature changes of an air mass moving from Siberia into
West Europe. Note that moisture, composition, and stability change concurrently as well

farther away. When moving equator-wards over the ocean, the air mass becomes
increasingly unstable as the environmental lapse rate steepens. Thus, the probability
of thunderstorms increases.

By moving equator-wards, a mP-air mass becomes increasingly unstable with
its environmental lapse rate steeping. Sometimes thunderstorms form. Two types
of mP-air masses are of main interest for North America. The first is a maritime
polar air mass that formed originally as a continental polar air mass over the central
Asia before moving over the North Pacific where it rested awhile. Here, the warm
Japan Current heats and moistens the air mass converting it into a mP-air mass.
Such air masses influence the northern West Coast all year and the California Coast
in winter. The second type of mP-air mass is associated with the circulation around
a mid-latitude cyclone at the East Coast after the cyclone passed the area.

By moving pole-wards over the ocean, continental tropical air masses acquire
moisture and the prevailing instability favors thunderstorm formation. In middle
Europe, advection of air masses from the Sahara and uptake of water over the
Mediterranean Sea yield to serve precipitation.

By moving pole-wards, mT-air masses become increasingly stable and are
associated with advection of fog. Maritime tropical air masses influence the
southeastern United States, especially during summer when they form over the
Atlantic or in the Gulf of Mexico. When these air masses migrate into North
America, the combination of high moisture content and increased instability leads
to thunderstorms with heavy, short-lived precipitation over relatively small areas.
In East Arizona and eastern California, mT air masses advected from the eastern
tropical Pacific can cause what is (incorrectly) called the Arizona monsoon
(Chap. 7).
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Problems

Knowledge and Comprehension

N =

w

o

—_

12.
13.
14.
15.
16.

17.

18.

19.

20.

21.

22.

23.

= o0 ® N

When is a gas said to be an ideal gas?

. Argue why an ideal gas is not as good an approximation for moist air as it is for

dry air.

Why can we consider the concept of an air parcel?

Does temperature depend on the mass and kind of atmospheric molecules or
particles?

Why is moist air lighter than dry air?

Where would the 1hPa level be located approximately in the standard atmo-
sphere (Table 2.2) and at what temperature?

How is the absolute zero point of temperature defined?

How can the internal energy of an air parcel change?

How is work provided to an air parcel?

Why does air warm whenever it sinks?

Discuss what happens to temperature-profile measurements in the first decame-
ters above ground when a radiosonde that was prepared in a heated hangar is
directly released outside at an air temperature of —40 °C.

When an air parcel is only subject to adiabatic transformation as it ascends
through the troposphere what happens to its potential temperature?

Why is the potential temperature a useful parameter in meteorology?

Give the definitions of a dry adiabat and an isotherm.

What measure describes the difference between two adiabats?

Explain the difference between diabatic and adiabatic processes and name four
diabatic processes.

Discuss how entropy can maximize in the atmosphere. What does this imply
for the equilibrium temperature of isolated layers when no condensation or
evaporation occurs?

What does a large wind-energy farm mean for the atmosphere with respect to
the first law of thermodynamics?

The core of a tropical cyclone is warmer than its environment (Chap. 6). What
does this mean for the intensity of the tropical cyclone with increasing height
above the ocean as measured by the depression of isobaric surfaces?

Why does the virtual temperature of moist air always exceed the actual
temperature?

Argue why relative humidity does not denote to the amount of the air that is
water vapor by the example of RH = 100 %. What would it mean if 100 %
relative humidity would denote to the amount of the air that is water vapor?
We learned that both ¢ and r are conservative quantities. Give reasons why a
and e are not conservative.

How is the latent heat of melting defined?
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24. What does the non-linear relationship between saturation-water pressure and
temperature mean for global warming?

25. What causes unstable air to stop rising?

26. How does potential temperature change with height in an unstable, neutral, and
stable atmosphere?

27. What weather conditions would lead you to believe that air is unstable?

28. Name four ways instability can increase.

29. Why is there usually no or few precipitation in high pressure areas?

30. Why are the mid-latitudes not suitable as air mass source regions?

31. In a 850 hPa chart, temperature is 15 °C above Seattle on July 9 at 1500 UTC.
Do you think you can use this chart to predict maximum temperature, 7, ?
Give reasons for your answer.

32. Use the NOAA isentropic backwards trajectory program. Calculate the back-
ward trajectories for a region of your choice for 5 days. Take the satellite images
and weather maps of these days and discuss the reliability of the calculated
trajectories.

Analysis and Application

2.1. Determine the molecular weight and individual gas constants for moist air with
1 and 4 % water vapor content. What does this mean for moist air?

2.2. The atmosphere of Mars consists of about 3 - 1072% H,0,2.8-107* % Ne,
95.4% C0,,2.7% N,,1.3-1071 % 0,,7-1072% CO, and 1.6 % Ar. Mean surface
pressure and temperature are about 6 hPa and 223 K, respectively. Determine the
density, molecular weight and individual gas constant.

2.3. Argue why continuum mechanics can be applied for an air parcel of 1 mm?.

2.4. For a well-mixed troposphere that obeys the barometric law show how the
concentration of an inert trace gas changes with height.

2.5. Derive the specific gas constant of dry air and calculate the gas constant of
water vapor.

2.6. Determine how many molecules are in an air parcel of 1 m?.

2.7. Determine the kinetic energy of an ozone molecule that moves at 5ms™!.

2.8. Determine the density of air for a pressure of 1,013.25 hPa and air temperature
of T = 20°C by use of the Dalton’s law and the individual gas constant of water
vapor for an air mass containing 1 and 4 % water vapor.

2.9. Determine the mole volume of the atmosphere at normal pressure at the
freezing point.

2.10. Use the equation of state (2.1) for an ideal gas and show the validity of Boyle-
Mariotte’s law.
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2.11. Show from the equation of state (2.1) the validity of Gay-Lussac’s law for an
ideal gas.

2.12. Use Gay-Lussac’s second law and Boyle’s law to show that % remains con-
stant and to derive the equation of state (2.1). Use the equation of state to show that
at same temperature and pressure the density of moist air is less than that of dry air.

2.13. Use the values of Table 1.1 to determine the partial pressure of 0.0062kg
CO, at 21° in 1 m? of air.

2.14. You drop a radiosonde balloon into the sky at 123 m above sea level. The
maximum volume the balloon can be stretched to is given as V = 0.02m? and
its mass is 0.01 kg. Assume an air pressure of 540 hPa and an air temperature of
—17.5°C at an altitude of 5km. Will the balloon burst before it reaches 5km?
Calculate the pressure that the balloon can have at maximal expansion.

2.15. Calculate the percentage of sea-level pressure that pressure has at an altitude
of 0, 5.6, 16.2, 31.2, 48, 65.1, 79.2, and 100 km altitude in an isothermal and in a
homogeneous atmosphere. Made reasonable assumptions and discuss your results.
How do they compare with the US standard atmosphere (Table 2.2)?

2.16. In the Arctic, a dry cabin was empty for a while. Its temperature inside
is —40°C. After burning some wood, temperature reaches 20 °C. Calculate the
increase in pressure due to the heating. Discuss your results.

2.17. Show for an air parcel in a hydrostatic atmosphere that the quantity 7 + @ =
constant when the considered gas neither gains nor losses heat (§¢ = 0). What does
this mean for the change in temperature?

2.18. Calculate the pressure in 2,500 m height in the case that at the ground, air
pressure is 1,013.25 hPa, and the column between these heights has (a) a constant air
temperature of 0°C, (b) a constant density of 1.29kg m™3, and (c) an environmental
lapse rate of 0.65K 107>m~'. How do we call these atmospheres? Discuss the
pressure behaviors you obtain.

2.19. Calculate the geopotential height of 755 hPa pressure-surface assuming a sea-
level pressure of 1,024 hPa, and a scale height of the atmosphere of 8.23 km.

2.20. Mt. Everest is about 8.848km above sea level. Calculate the surface air
pressure atop of Mt. Everest for (a) an isotherm, (b) a homogeneous, and (c)
an atmosphere with an environmental lapse rate of 0.8 K10™2>m™! that has a
temperature of 15°C and a sea-level pressure of 1,013.25hPa. Calculate the lapse
rates for these atmospheres and for the US standard atmosphere (Table 2.2).
Compare your results and discuss them.

2.21. Derive the height dependency of an atmospheric non-reactive trace gas for an
isotherm atmosphere in the absence of sinks and sources. By which factor does the
concentration of the gas decrease with increasing height?

2.22. Show that the equations derived for the homogeneous and isothermal atmo-
sphere are special cases of Eq. (2.21) that describes the polytrop atmosphere.
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2.23. Determine the scale heights for the ozone, oxygen atom and nitrogen
assuming an isothermal atmosphere.

2.24. Calculate the thickness of the layers for the values given in Table 2.1.

2.25. Combine the hydrostatic equation (2.7) with ideal gas law to derive an
expression for the pressure variation in an isothermal layer of the atmosphere.

2.26. A model using entropy as a forecast variable predicts a decrease of 6 % in
pressure, and of 4 % in air temperature. By how much did the entropy change?
Make reasonable assumptions.

2.27. A parcel of dry air located at 700 hPa receives 107 J of heat by solar radiation,
for which the volume increases by 22 m?. Assume the center of the air parcel’s
mass remains in place. Determine the change in the internal energy of the air parcel.
Calculate the increase in temperature of the air parcel under the assumption that the
air molecules do not exert forces on each other for an air parcel mass of 7,000 kg.

2.28. The specific entropy of an air parcel that descends from 900 to 950 hPa
decreases by 30 Jkg~! K~!. Its initial temperature is 273 K. Determine the internal
energy and potential temperature.

2.29. An air parcel has a temperature of 230 K at 400 hPa. Determine its potential
temperature at this level and after displacement in 600 hPa. Discuss your results.

2.30. Express the first law of thermodynamics as a function of the specific heat
capacity at (a) constant volume, and (b) at constant pressure. How would the first
law of thermodynamics look like for an adiabatic process?

2.31. Calculate the potential temperature at 1,013.25, 500, 100, and 10 hPa assum-
ing that the air temperatures at these pressure levels are 15, —10, —55, and —30 °C,
respectively. Explain your results.

2.32. Calculate the potential temperature, 6, at 10 km height under the assumption
that air temperature is 10 °C at the surface, and temperature decreases with height
at the environmental lapse rate. Alternatively assume an average temperature to
determine the potential temperature at 10 km. Comment on the differences.

2.33. Derive the dry adiabatic lapse rate from the first law of thermodynamics and
the hydrostatic equation (2.7).

2.34. A hailstone has collected 10™*kg of cloud water at 0°C. Determine the
work, the heat required for freezing at 700 hPa. By how much would the internal
energy change? For simplicity ignore temperature dependency of thermodynamical
quantities. Discuss how the change in internal energy and hence temperature would
affect the freezing processes.

2.35. Show that an isolated ideal gas can spontaneously expand, but not sponta-
neously contract.
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2.36. Show that static stability with respect to dry air will be positive in an
atmosphere where the potential temperature increases with height.

2.37. Derive the dry adiabatic lapse rate from d(c,T + @) = 0.

2.38. For an air and dew-point temperature of —10 and —25°C, respectively,
determine the partial pressure of water, the saturation water vapor pressure, and
the relative humidity.

2.39. An air parcel has a temperature, pressure, and water-vapor pressure of 30 °C,
1,013.25, and 38 hPa, respectively. Determine its specific mixing ratio, mixing ratio,
density, absolute and relative humidity.

2.40. According to Poisson’s law the adiabatic reduction in pressure implies a
reduction in temperature and saturation water-vapor pressure. Discuss how the
denominator and numerator decrease, and what it means for the saturated mixing
ratio. Use algebra to show how you came to your conclusions.

2.41. Show thatrh ~ f ~ LA L

es
2.42. Determine the virtual temperature at a location whose air temperature is
—25°C and saturation vapor pressure is 0.42hPa, air pressure is 1,015hPa, and
relative humidity is 50 %. By how much does the use of virtual temperature vs.
air temperature affect the calculated air density? What do you conclude from your
results?

2.43. Determine the temperature that an air parcel rising dry-adiabatically to 750 or
500 hPa will have if it has a temperature 7, = 283 K at p, = 1,000 hPa. Comment
on the decrease with height, z.

2.44. The initial state of an air parcel is p = 997hPa, T = 26.5°C, ¢ =
15.4 gkg™!. Determine the mixing ratio r, relative humidity RH, virtual temper-
ature 7,, the potential temperature, and virtual potential temperature.

2.45. Determine the density of air masses having a relative humidity of 0, 50, and
100 % at an air pressure of 1,013.25 hPa at 9.85 °C. Comment on the weight of these
air masses.

2.46. Calculate the initial water-vapor pressures for an air of —10°C with an
relative humidity of 60 and 90 %, respectively, at sea level. How high has the air
parcel to rise to form upslope fog?

—1

2.47. Determine the dew-point temperature for a mixing ratio of 15gkg™ at

1,020 hPa and 25 °C.

2.48. Derive the equation of state (2.1) for the moist atmosphere for both the mixing
ratio and the specific mixing ratio and comment on the differences. Assume the
moist atmosphere as an ideal gas.

1

2.49. Calculate the mixing ratio for air with specific humidity of 10gkg™" and

determine the difference in percent.
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2.50. At 1,000hPa, air is at saturation and has a temperature of 10°C. Due to
radiation loss the air cools and fog forms. During the fog formation 12 - 10° Jkg™!
of heat is lost to the environment. Determine the final temperature and the decrease
in water-vapor pressure. Comment on the thermodynamic behavior of the process,
on the saturation status, the heat, your assumptions, and how you could make your
results more accurate. What kind of process is this?

2.51. Calculate the relative humidity of an air parcel that has a mixing ratio of
0.00138 kgkg™! and water-vapor pressure at saturation of ~ 42.3 hPa.

2.52. Determine the virtual temperature at normal pressure and saturation for an air
temperature of 25 and 0 °C and give the virtual temperature addition.

2.53. Show that the equation of state (2.1) expressed with the virtual temperature
in dependence of the mixing ratio is given by p = p,R;T(1 + 1.61r), while that
expressed with the virtual temperature in dependence of specific humidity is given
by p = pnRs(1 + 0.61¢)T. Hint: It will not be possible to do this calculations if
you assume g 0.611% .

2.54. In the Arctic, the mean virtual temperature of the 1,000 to 500 hPa layer is
—40 °C. Determine the thickness of the layer between these levels.

2.55. In numerical weather prediction models, the mean terrain height within a
grid cell represents the elevation of the area covered by the grid cell. Assume
that in nature, a mountain range is 2.5 km high, while in the model it is projected
to be 1.75km. An air parcel with an initial air and dew point temperature of 11
and 6°C at 10 m flows over the mountain range into a valley at 100 m. The wet
adiabatic lapse rate is 0.55K1072m™!. Calculate the lee side temperature, dew-
point temperature, relative humidity, and heat released for both nature and model.
Discuss the differences and consequences.

2.56. A power plant releases hot dry air with a temperature of 20°C. To what
height does the plume ascend when the ambient air temperature varies with height
according to (a) T'(z) = (—10 — 6z) °C and (b) T'(z) = (—10 + z) °C where z is in
km? Comment on your results.

2.57. Potential temperature increases with height. Show that the atmosphere has a
static stability with respect to dry air.

2.58. Formulate the equations given in Table 2.4 as functions of the specific mixing
ratio.

2.59. Determine the temperature at the mean tropopause height in mid-latitudes for
an atmosphere with a surface temperature of 10 °C and environmental lapse rate of
0.65K10>m™".

2.60. An air parcel undergoes a complete Carnot cycle. For each step calculate
the mechanical work w (per unit mass) performed by the air parcel and the heat
q added to the air parcel. Starting point is p; = 600hPa, 77 = 262 K. Adiabatic
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compression goes to 7, = 25 °C. Isothermal expansion will be to P3 = 990 hPa.
Also determine the total work performed and heat added for the complete cycle and
the efficiency of this cycle. Discuss your results.

2.61. At the beginning of your hike in the mountains you set your altimeter to
400 m. After 5 h the altimeter indicates 2,400 m. During the hike your measurements
indicated an air temperature of —1.5, 6 and —14°C at 400, 900 and 2,400 m,
respectively, with a linear behavior between these levels. Correct your altimeter
measurement and determine at what elevation you are really.

2.62. At a point x, y in the 500 and 850 hPa maps, geopotential heights amount
53,955 and 12,029 m2s72, respectively. Virtual temperature amounts 10°C at
850 hPa. By using the relative topography as a temperature map determine the
virtual temperature at 500 hPa.

2.63. How much does air density (kgm™>) vary between a Yukon high pressure
cell during winter (p = 1,060 hPa, T = —40 °C) and a thermal low pressure cell in
Arizona during summer (p = 1,000 hPa, T = 40 °C)? Explain your results.

2.64. Determine the thickness of the 1,000 to 500hPa layer for an average
temperature equal to 0 °C. What type of precipitation may occur? Hint: Calculate the

average air temperature, 7, in a layer of air from 1,000 to 500 hPa with a thickness
of 5,400 m.

2.65. A dry adiabatic pressure decrease goes along with a decrease in temperature,
which in accord with the Poisson equation reduces the saturation water-vapor
pressure. Examine for an adiabatic process whether the net result means a decrease
or increase in the saturation water-vapor mixing ratio and discuss your results.

2.66. Derive the equivalent potential temperature.

2.67. The following radiosonde chart was obtained at Lindenberg, Germany on
May 17, 1993 at 1200 UTC.

Pressure (hPa) Temperature (°C) Dew point temperature (°C)
1,019 20.6 3.1
994 21 6
982 17 2
952 15 2
907 11 0
845 5 —1
808 2 -3
770 3 -9
742 2 —25
716 0 —22
625 —6 —40
573 —10 —-35

(continued)
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Pressure (hPa) Temperature (°C) Dew point temperature (°C)
419 —-30 —46
387 —35 —47
280 —53 —64
228 —60 =72
186 —59 —74
169 —56 —73
160 —58 =77
127 —54 —82
113 —54 —86
100 —56 —87

Give the pressure at the tropopause, the pressure ranges for which the air is
stable for dry air and for saturated air, and calculate the mixing ratio at 500 hPa and
1,000 hPa. If there were a lot of radiative cooling, how much would the temperature
at 1,000 hPa have to fall for clouds to form? At what height would clouds form?
Estimate the cloud top height.

2.68. Suppose a jet exhaust has (a) a temperature of 262 °C and a dew-point tem-
perature of 162 °C, the same dewpoint temperature, but (b) an exhaust temperature
of 562 °C, and (c) the same exhaust temperature, but a dew-point temperature of
446 °C. At flight level, the ambient pressure, temperature and dew-point temperature
are at 310 hPa, —46, and —43 °C, respectively. Determine whether a visible contrail
will form. Assume that the air and exhaust mix 1:1. Discuss your results.

2.69. Assume an outside and inside temperature of —15 and 21 °C, respectively,
and an inside water-vapor pressure of 1.915hPa. Assume that good water-vapor
exchange between inside and outside and that no sources and sinks of water vapor
exist. Compare the relative humidity inside and outside.

2.70. Determine the dew-point temperature corresponding to a mixing ratio of
4gkg™! at 995hPa and 17 °C.

2.71. Derive the equation of vapor pressure over ice. What values have the
constants?

2.72. Analogous to the derivation of the dry adiabatic lapse rate, derive the
saturated lapse rate.

2.73. Derive the Brunt-Viisdld frequency for moist air. Hint: use virtual
temperature.
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Chapter 3
Clouds and Precipitation

Abstract This chapter introduces the theoretical basis of the seven microphysical
processes and the terms of their sub-processes. It discusses the concepts of
conservation of total water mass, as well as bulk-parameterizations and spectral
cloud models. The various cloud types and cloud morphology as a result of
their microphysical properties and formation processes are presented as well.
Furthermore, links to applications in remote sensing, and links to the role of clouds
in atmospheric chemistry are given.

Keywords Cloud morphology * Cloud microphysics * Nucleation ¢ Diffusion
Sedimentation ¢ Collection ¢ Breakup ¢ Melting ¢ Ice enhancement e
Conservation of water ¢ Cloud modeling ¢ Precipitation

Earth when seen from space water in all phases seems to dominate (Fig.4.26).
Essential aspects of clouds are the release of latent heat and the consumption of heat
connected with phase transition processes (Chap. 2), the interrelation between cloud
microphysics and dynamics (Chap. 6), the interaction between clouds and radiation
(Chap.4), and the removal of pollutants from the atmosphere by hydrometeors
(Chap. 5). We introduced the aspects of the vertical profiles of temperature and
dewpoint temperature for cloud base and cloud top height (Chap. 2). For convection,
stability plays an important role. The concepts of forced convection, convective
inhibition (CIN), and convective available potential energy (CAPE) have already
been introduced in Chap.?2 as well. Within the framework of the discussion of the
moist atmosphere, we learned that vertical mixing, forced ascends at a mountainous
barrier, frontal lifting, and convergence of the horizontal wind field (e.g. low pres-
sure systems, squall lines, thunderstorms, local convection) are mechanisms to lift
air to become saturated. This chapter focuses on the microphysical, modeling, and
phenomenological aspects of clouds. Details on the role of large scale and mesoscale
phenomena for cloud formation are discussed in Chaps. 6 and 7, respectively.

N. Molders and G. Kramm, Lectures in Meteorology, Springer Atmospheric Sciences, 107
DOI 10.1007/978-3-319-02144-7__3, © Springer International Publishing Switzerland 2014
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Besides the availability of sufficient amounts of water vapor, vertical motions
are required to generate clouds and precipitation. Clouds themselves can affect
vertical motions in several ways. In cloudy regions, the various paths of cloud
microphysics may alter the vertical wind components due to their thermodynamic
forcing associated with the phase transition processes. For example, the freezing
of cloud droplets and the growth of ice crystals by water-vapor deposition and
riming contribute to latent heat release, enhance buoyancy and cloud growth,
affect precipitation formation and alter the dynamics of cloud fields. Cooling by
melting and/or evaporation may initiate downdrafts. Beyond that, rain-shafts may
influence vertical motions as the additional condensate from sedimentation may turn
a thermally induced upward motion into a downward motion. The latent heating
associated with cloud and precipitation formation processes often has a paramount
role as an energy source in mesoscale weather systems (Chap. 6), even though its
importance may vary compared to other forcing mechanism. The way in which
cloud and precipitating systems distribute this heat affects the regional water cycle
(Chap. 7).

Clouds affect the energy budget and hence regional climate. Clouds and the
distribution and intensity of precipitation influence the recycling of water via
evapotranspiration within a region and how the available radiation energy at the
surface is partitioned between sensible and latent heat characterized by the Bowen-
ratio (Chap.4). Over land, precipitation as a source for water availability is
essential for habitability. The vegetation-soil and the natural water systems may
release water vapor into the atmosphere by evapo(transpi)ration, where clouds form
when the air becomes supersaturated. Over oceans, precipitation affects salinity,
ocean-water density and the related ocean mixing processes, circulation and deep
convection.

Clouds affect the trace-gas cycle by vertical redistributing species, chemical
transformations in the aqueous and ice phase, altering the photolysis rates, and
the gas phase chemistry below, within and above clouds, and by removing trace
species and particles (Chap. 5). The distribution of a species between the gas and
aqueous phases and the relative importance of gas and aqueous phase chemistry in
clouds strongly depend on the degree of solubility characterized by the Henry’s law
constant and the liquid water content (LWC) (Chap. 5). At temperatures between
the freezing point and —35°C or so a fraction of the condensed water is ice, i.e.
super-cooled water and ice coexist. Ice particles reduce the liquid water content by
water-vapor deposition and riming. The latter occurs when the terminal velocities
of the ice crystals are larger than for cloud droplets. Since raindrops and ice-crystals
differ in shape, size, and density, their terminal velocities and scavenging rates differ.
Raindrops evaporate and ice crystals sublimate in unsaturated layers, and alter the
chemical composition of these layers.

The following sections describe cloud microphysical and precipitation formation
processes, the chemical and dynamic processes leading to cloud formation, and
discuss the resulting cloud morphology.
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3.1 Nucleation

Nucleation is the process when water-vapor molecules accumulate to build an
initial drop or ice crystal. In the air, water molecules collide randomly and build
embryo droplets. We call this process homogeneous nucleation in the case of
pure water, and heterogeneous nucleation when a droplet or ice crystal form on
a cloud condensation nuclei (CCN) or ice nuclei (IN), respectively. Homogeneous
nucleation rarely occurs in the atmosphere because it requires extremely high
super-saturation values non-existent in the atmosphere. Nevertheless, discussing
homogeneous nucleation provides valuable insight on nucleation.

3.1.1 Homogeneous Nucleation

In Sect.2.8.3, we considered saturation over an infinite plane surface. To discus
nucleation of cloud droplets, we have to include the effects of surface tension and
curvature.

Assume that at time t = 0 a mass m( of water vapor at partial pressure e and
temperature 7T exists in the absence of any droplets. Then, the total Gibbs free
energy is Gy = G,(T,e)my (subscript v for vapor, 0 for the initial state). When
an embryo droplet of pure water starts to form at fixed temperature and pressure

4

with radius r, its surface area, volume and mass are A = 4xr2, V = §7tr3, and

m,, = %nr3 pw- Here, p,, is the density of water (subscript w) and the mass of the
surrounding water vapor is m,. The total Gibbs free energy of the system droplet-
environment is the sum of the Gibbs free energies of the droplet and water vapor
plus a contribution due to the work required to form the unit surface at the vapor-
liquid boundary G = G, (T, e)m, + G, (T, e)m,, + cA. This work is the energy
per unit area called the surface tension 0. When the initial droplet is in equilibrium
with its environment, the specific Gibbs free energies are equal.

Conservation of mass and energy requires m, = my —m,, and G — Gy = (G,, —
G,)m,, + ogA. The difference in the chemical potentials u, and p,, of water vapor
and water are related to the phase transition, and are the Gibb’s free energy of an
individual water-vapor molecule and water molecule (Chap. 2). The net Gibbs free
energy required for nucleation is

4
AG =G — Gy = 4nr’o — §7TV3’1W(ILV — ) (3.1

where n,, is the number of molecules per unit volume of the droplet. The first term
on the r.h.s. of Eq. (3.1) is the work needed to build a surface around the droplet, i.e.
the vapor-liquid interface. The second term on the r.h.s. is the exchange of energy
by the water molecules that go into the liquid phase.
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When the work (AG > 0), which exceeds the change in Gibb’s free energy, is
required to establish the surface, an accidentally formed droplet evaporates imme-
diately. When the work is less than the change of Gibb’s free energy (AG < 0), the
droplet survives.

The surface tension of water, however, decreases with decreasing temperature.
It amounts 7.28 - 107*Nm™"! at 25°C.! Furthermore, surface tension increases
inverse proportional to the radius. The pressure difference sustained across the
interface water droplet — air can be determined with the Young-Laplace equation

Ap =20 (% + é) This means that smaller droplets have higher surface tension

than larger droplets.
According to the laws of thermodynamics (Chap.?2), the chemical potentials
differ

by — [y = kT In (3) (3.2)

€s

where k, e, and e, are the Boltzmann-constant, water-vapor pressure and water-
vapor pressure at saturation above a plane surface. Thus,

3.3)

e
es(T)

4 4
AG = 4xr’o — gnr3nwlen ( ) = 4nrlo — gnr3prlen (

e
eg(T)
(

Here R, is the individual gas constant of water vapor. For the term on the r.h.s.,
we make use of the equation of state (2.1) at the interface water-gas. Some algebra
yields the critical radius

2 2 (T
L0 ln(e( )) (3.4)
ny kT In (i) pwRT e

that satisfies % = 0, i.e. the Gibb’s free energy and work required for the change in
the droplet’s surface are in equilibrium. Equation (3.4) is the Kelvin equation.” The
critical radius depends on temperature directly (denominator), but also indirectly
because the surface tension and saturation-vapor pressure depend on temperature.
An important thermodynamic result is that at constant pressure and temperature, a
system evolves in such a way that its Gibbs free energy decreases. Thus, a system
is in equilibrium when its Gibbs free energy is at minimum.? When the Gibbs free

"Hot water is better for cleaning as the reduced surface tension allows the water to more easily into
pores.

2This name is in recognition of Lord William Kelvin, formerly Sir William Thomson, a British
physicist, 1824—1907. He was the first derived this equation.

3The Gibbs free energy is called the thermodynamic potential at constant pressure (and tem-
perature) to indicate its analogy with the potential energy of a mechanical system that also
has a minimum value under equilibrium conditions. For equilibrium transformations (e.g. phase
transition) at constant temperature and pressure ds = dh/T.
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energy has a maximum, the system is in an unstable equilibrium. When a droplet is
at equilibrium with its environment at radius r, further water-vapor uptake increases
the radius slightly and the droplet keeps growing by condensation. When a small
loss of water by evaporation occurs for a droplet at the equilibrium radius, the
droplet shrinks and disappears eventually.

The Kelvin equation rearranged for water-vapor pressure yields

_ 20 _ 20 (3.5)
e = ez exp n kT = ey exp o RTT.) .

According to Eq. (3.4) the critical radius depends on relative humidity for which
ro — oo if e/eg —> 1, i.e. RH —> 100 %. This case corresponds to a plane
surface as considered in Sect.2.8.3. Consequently, air must be supersaturated for
the radius to become finite. The greater the super-saturation is, the smaller the
droplet can be for a random initial nucleation of molecules. Thus, the nucleation
rate of droplets with critical radius, r., depends strongly on the degree of super-
saturation § = (£ — 1) given as values between 0 and 1 or alternatively in percent
by S = f - 1)100% The curve derived from the Kelvin equation provides a
relatlonshlp between the radius and saturation, i.e. that for r — oo S —> 0.
We can calculate the degree of super-saturation by the laws of statistic quantum
mechanics applied to an ideal gas of randomly moving molecules. According to this
simple theory, it is impossible for a droplet of pure water to form in the atmosphere.
At sufficiently high super-saturation, clusters of water-vapor molecules may form
and water embryos may build, i.e. homogeneous nucleation may occur despite of
the aforementioned facts. Worth mentioning homogeneous nucleation rates occur at
300-400 % super-saturation. The mean atmospheric super-saturation amounts 0.1 %
and super-saturation seldom exceeds 1 %, i.e. homogeneous nucleation plays no role
in natural clouds.

Example. Assume a super-saturation of 0.00001 %, and a surface tension of
1,436 Nm~!. Neglect the temperature dependency of surface tension. How
large a drop can survive at 8 and —18 °C? Discuss your results.

Solution. The definition of relative humidity and the Kelvin’s equation yield

rh = £ = exp(55) = 1.00001, r, = 2 (<L) . (8°C) =

%mamom) = 22-107""m = 0.00022 um, r.(—18°C) =
4-107m = 0.00024 pwm. The molecular diameter of water is about
2.75A = 2.75 - 107'"m. This means no homogeneous nucleation would

occur at typical cloud-temperature ranges, and only slight super-saturation.
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Fig. 3.1 Simplified model of a drop

3.1.2 Heterogeneous Nucleation

Cloud droplets form by heterogeneous nucleation on small aerosols, the cloud
condensation nuclei. When the surface tension between the surface of a particle
and water is small enough, a small film of water builds around the particle, and the
particle serves as CCN (Fig.3.1). CCNs may be of natural and/or anthropogenic
origin (Chap. 1). Usually, sufficient amounts of wetable aerosols exist so that
cloud droplets may form under slightly super-saturated atmospheric conditions. The
number of active CCNs grows with super-saturation Nccy = C SX where K and
C are nearly constant. Typical values for K and C are 0.7 and 10 m™ for maritime
and 0.5 and 6 - 103 m™ for continental air.

The efficiency of the nucleation process increases for soluble CCNs because
according to Raoult’s law* the saturation-vapor pressure over a solute is lower
than over pure water. The solute reduces the critical radius and nucleation can
more easily occur at environmental water-vapor pressure. The fractional reduction
in water-vapor pressure due to the solute amounts

e/

—=f. (3.6)
e
Here ¢’ is the saturation-vapor pressure over the solution droplet that contains a mole
fraction, f', of pure water, and e is the saturation-vapor pressure over a pure water
droplet at same size and temperature. The mole fraction of pure water is the number
of molecules in solution divided by the total number of molecules in solution.

4Francois Marie Raoult, French chemist, 1830-1901.
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In a droplet of radius, r, dissolved salt of molecular weight, M, and mass, my,
dissociates into i ions where i is the van’t Hoff> factor. The effective number of
moles of salt in the droplet is im;/M;. For a density, p,,, and molecular weight of
water, M,,, the number of moles in the droplet is (%nr3pw — my)/M,, leading to a
mole fraction of water of

f

-1
(37073 py — my) /M,y (1 ims My )) . (37

B (%nr3pw—ms)/Mw+ims/Ms N MS(%nr3pw—mS

Rearranging the Kelvin equation (Eq. (3.4)) provides the vapor pressure over a pure
water droplet as e = e, exp(—2-). Combining Egs. (3.4) and (3.7) yields the

nwkrT
saturation-vapor pressure over a solution droplet of radius, r as
—1
, ( 20’ ) 1+ imgM,, 38)
e =eexp| —— . .
" P n'krT Ms(%lf”&pw_ms)

Here the prime denotes the values appropriate for the solute. In the following, we
drop the primes for convenience. The curve due to solubility effects depends on the
mass of the salt, M. The critical radius and critical super-saturation decrease with
increasing mass of salt.

Considering the effects of curvature and solubility yields for a droplet with
dissolved nuclei

b
pu(r) = pus(T(M)(1 + ‘;l - (3.9)

The term ¢ describes the curvature effects on the droplet’s equilibrium-vapor
pressure. The value

20 _ 20
nykT — pyR,T

(3.10)

depends on the surface tension, o, at the droplet-air interface. The density of
liquid water, p,, is usually taken as constant (1,000 kg m™) despite of its slight
temperature dependency.’

The factor :’—3 describes the effects of dissolved salts on the droplet’s equilibrium-
vapor pressure with

 3imM,

=% 3.11
4z py, M GAD

3Jacobus Hendricus van’t Hoff, Dutch physio-chemist, 1852-1911.

SThis value is only exact at 0 °C.
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Fig. 3.2 Schematic view of the Kohler-curve (curve 3). Curve 1 describes the curvature effects
(Kelvin equation) and curve 2 the solution effects (Raoult’s law)
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Assuming constant temperature and adding the values that make up the curves
of the droplet curvature and solubility, provides the Kohler-curve (Fig. 3.2). The
Kohler-curve represents the thermodynamic equilibrium of a droplet that neither
grows nor evaporates. The regions above (below) the curve represent super-saturated
(sub-saturated) conditions.

In general, a water-soluble CCN becomes activated in ambient air with super-
saturation, s, when s > s.. Here s, is the peak value of super-saturation derived
from the Kohler-curve for that kind of CCN. Figure 3.3 illustrates the effect of salt
on saturation. Typically a droplet of radius r = 0.01 pm requires a relative humidity
of 112 %, while a droplet of radius r = 0.1 um only needs a relative humidity of
101 %.
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Fig. 3.4 Examples of ship
tracks within the Gulf of
Alaska on October 7, 2009
01:11 pm Alaska Standard
Time as seen by the Terra
satellite. Black and white
version of the color original
(From University of Alaska
Fairbanks, Geographic
Information Network of
Alaska, http://www.gina.
alaska.edu (2009))

3.1.2.1 Consequences

Droplets can nucleate when relative humidity is high enough. For non-soluble
CCNs, the laws for homogeneous nucleation apply, i.e. the survival of a droplet
is more probable for great than small non-soluble CCNs. Cloud droplet formation is
more likely for great than small aerosol particles, for which the first cloud droplets
form above the greatest and most soluble CCNs. The magnitude and composition
of the CCNs and aerosol spectrum appreciably influence the size distribution of
cloud droplets. An increased cloud-droplet formation is often observed in the leeside
region of towns with industries producing large wetable and/or soluble aerosols,
or downwind of ash spitting volcanoes. In the marine atmospheric boundary layer
(ABL), additional aerosols emitted from ships may affect stratus clouds (Fig. 3.4).

Example. In a rain drop of 1mm radius with a surface tension of
1.436 - 1073 Nm™', 107°kg H,SO, (sulfuric acid) is dissolved at 5°C.
For simplicity assume 1,000kgm™ for the density of water, and 3.43 -
10?® moleculesm™> per unit volume. The van’t Hoff factor of H,S0y is 3.
Calculate the saturation relative humidity RH for these conditions.

Solution. Rearranging Kelvin’s equation yields rn2W(;cT = In(). The
masses of H,SO, and water amount to 98.079 - 1073 kg mol~! and 18.02 -

exp( nwich r )

img My
(1+Ms(%7rr3pw—"1s))

103 kgmol™!. e = ¢

(continued)
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(continued)
After inserting the values we obtain e =
1.00 _ .00
. (1+ 3-10— 12 kg18.02-10—3 kgmol — | ) = 1173003 e;0.853

98.079:-10—3 kg mol ! (%3.14'(10—3 m)3 1,000kgm—3—10—0 kg)

Thus, RH = 6‘45100% = 85.3 %.

3.1.3 Ice Nucleation

Super-cooled droplets are unstable. To freeze, they must collect enough water
molecules to form an ice embryo. Analogous considerations as presented in
Sect.3.1.1 yield that the embryo ice crystal must exceed a critical size to survive
and grow. However, the hexagonal ice-crystal structure (non-spherical shape of
ice embryos) makes these considerations more complex. When the critical size
is exceeded, further growth decreases the total energy of the system, while any
increase in size smaller than the critical size increases the total energy, for which
such embryos tend to break up. A pure ice crystal can only form by homogeneous
nucleation, i.e. an ice embryo of critical size builds accidentally by aggregation of a
sufficient number of water molecules. Since heat is released during the freezing pro-
cess, such chance aggregation typically never occurs at temperatures above —35 °C.
Thus, this process only occurs in high-level clouds for droplets with radii of 20 —
60 pm. At temperatures less than —35 °C, the radii can amount a few micrometer.

When a droplet contains a freezing nucleus, the droplet freezes by heteroge-
neous nucleation. Freezing nuclei have a hexagonal-like structure on which the
ice grows when the freezing nucleus collects water molecules. Heterogeneous
nucleation occurs at higher temperatures than homogeneous nucleation, as no heat
release is involved for reaching the initial size of the freezing nucleus.

Ice crystals can also form directly from the water-vapor phase upon deposition
nuclei in cold air that is super-saturated with respect to water. At super-saturation
with respect to water, some particles can serve either as a freezing nucleus or as a
deposition nucleus. In the first case, condensation with subsequent freezing occurs,
while in the latter no liquid phase is involved at least on the macroscopic scale.

Cloud droplets also can freeze when they collide with a contact nucleus, a
process called contact nucleation. Laboratory experiments showed that a droplet
can freeze at higher temperature due to contact nucleation than it would freeze if a
nucleus were embedded in the droplet.

Freezing nuclei, deposition nuclei, and contact nuclei are all ice nuclei (IN).
The threshold temperature at which a particle can act as an IN depends on the
mechanism by which the IN nucleates ice and the history of the IN. Particles with a
hexagonal-like structure tend to be good INs. About 87 % of the snow crystals have
clay minerals as IN. Organic IN stem from sea-water plankton or decayed plant
leaves and can be active even at —4 °C. Most IN are non-soluble in water.
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Due to the saturation and temperature dependency of INs and the various re-
suspension dependent sources, IN-concentrations can vary by several orders of
magnitude within several hours. The number of active IN per liter of air is often
estimated by the Fletcher formula’

N = exp(a(Tyciive — T)) (3.12)

where T, Stands for the temperature at which the IN becomes active and T is air
temperature. The empirical value, a, ranges between 0.3 and 0.8.

3.2 Diffusion

Water-vapor diffusion can be directed towards the particle (condensation or depo-
sition) or from a particle into its environment (evaporation or sublimation). The
facts that (1) the binding forces of ice are stronger than those of water, (2) the
saturation pressure of water exceeds that of ice, (3) the saturation pressure over a
concave surface exceeds that over a convex surface, and (4) the saturation pressure
is higher for pure water than for a solute have consequences for mixed phase clouds
(Sect.3.1.2).

3.2.1 Condensation and Evaporation

When a cloud droplet forms, it can grow further by water-vapor diffusion denoted
condensation. The reverse process is evaporation. We can quantify these diffusion
processes by assuming that the flux of water-vapor molecules in air is proportional to
the gradient of the water-vapor molecules (Fig. 3.5). The diffusion equation (Fick’s
first law of diffusion) reads

ap,
ot

=V.-(D,Vp,) = D,Vp, (3.13)

where D,V?p, is the water-vapor flux by molecular diffusion, D, is the diffusion
coefficient for water vapor in air, here assumed as constant, and p, is water-vapor
density. For a symmetric distribution of water vapor around a droplet (of pure water)
of radius, r, and a stationary diffusion, water-vapor density depends on the distance,
R, from the center of the droplet

"The Fletcher (1962) formula results in too low IN concentrations at small ranges of super-cooling
temperatures. Meyers et al. (1992) and Cotton et al. (1982) suggested a modified formulation that is
sensitive to the saturation conditions to correct the overestimation of ice nuclei in very cold clouds.
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Fig. 3.5 Schematic view of 9
diffusion
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At the droplet surface, water-vapor density is p,(r). As distance R approximates
infinity, water-vapor density approximates that of the environmental air. The
solution that fulfils these boundary conditions is

r
pv(R) = py(00) — E(Pv(oo) —pu(r)) . (3.15)
The rate of change in mass, m, is

dm dp
— =47r’D,—
a7 PVaR

|r (3.16)

where Dv% + 1s the water-vapor flux in radial direction for a spherical surface of

radius, r. Inserting this into Eq. (3.15) yields

d
d—’f = 477Dy (py(00) — (1)) - (3.17)

Since mass is related to 73 by the volume of the droplet this equation contains two
unknowns, m and r. The conditions of the environment (R = oo) are known.

To solve the equation we introduce the heat-balance equation as condensation is
associated with the release of latent heat, L,, at a rate %LV (Chap. 2). Under the
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assumption that the heat is transported away from the droplet immediately after its
release, we obtain

chil_’? =4k, r(T(r) — T (00)) (3.18)

where «, is the thermal conductivity of air,® and T is temperature. Applying the
equation of state (2.1) for water vapor at saturation and assuming that the water-
vapor pressure density at the droplet surface is given by the saturation water-vapor
pressure density, p,, yield p,(r) = p,(T(r)). We can solve these equations
numerically for ij—’f, T(r), and p,(R). We can solve them analytically for the special
case of a growing or evaporating droplet in a saturated environment (e(c0) =
e5(T(00))) by use of the Clausius-Clapeyron equation. The equation of state for
an ideal gas (2.1) under saturated conditions over a pure plane of water combined
with the Clausius-Clapeyron equation (2.71) provide

dpys ﬁd_T dT

oy R T2 - (3.19)
After some algebra, the mass change reads
dm __dmrs (320)
dt Fx + Fp
with the heat conductivity,
12
Fx = m (3.21)
and water vapor diffusivity,
Fp = %((i:)) . (3.22)

Here s and R, are the super-saturation, and individual gas constant of water
vapor, respectively. The above results mean that diffusion growth depends on the
temperature and humidity of the droplet’s environment and the droplet’s radius.

Since in nature, cloud droplets form on CCN, we have to include the solubility
and curvature effects in the calculation of the mass change

dm_ 4rr a+ b (3.23)
dt _FK+FD s r r3 ' '

8The slight temperature dependency of thermal conductivity is neglected here.
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This equation provides the condensation rate for saturated air. Under unsaturated
conditions, the solution must be gained iteratively.

When the drops become large enough, they start to settle. In this case, diffusion
and ambient temperature changes have to be considered by a ventilation factor that
is simply multiplied on the r.h.s. of Eq. (3.23).

Drops of all size can grow/shrink by water-vapor diffusion. Raindrops falling
through the cloud base start to evaporate. Evaporation of raindrops, among other
things, depends on the cinematic viscosity, relative humidity, thermal conductivity
and diffusivity for water vapor. Whether a raindrop that left the cloud, reaches
the ground depends on the relative humidity profile below cloud base, cloud-base
height, and the raindrop size.

At the edges of clouds condensation (evaporation) may occur due to entrainment
(detrainment) of relatively cooler (warmer) air parcels. Mixing processes and
turbulence are discussed in Chap. 6. The release of latent heat during condensation
contributes to increase buoyancy (Chap. 2), and may enhance the updraft. The con-
sumption of heat during evaporation leads to evaporative cooling and may initiate
and/or enhance downdrafts. This interaction is known as cloud-microphysics-
dynamics interaction

Example. Show that diffusion is too slow to produce raindrops. Exemplar-
ily assume a final radius of 0.1 mm for the raindrops, an environmental
temperature of 244 K, an actual vapor pressure of 0.516hPa, a saturation-
vapor pressure of 0.509 hPa, an initial drop radius of 0.01 mm, and a thermal
conductivity of the air and diffusion coefficient of 0.025Km™" and 2.1 -
10~ kgs~!, respectively.

Solution. Inserting provides § = & —1 = g —1 = 0.0146 = 1.46 % and

F, = 9,108,763.6m and Fp = 105,233,417.5m. For a radius 7 = 10> m,
diffusion changes the mass by 1.6 - 10" kgs~!. Growth from r = 0.01 mm
to r = 0.1 mm requires a mass change of m (0.1 mm) — m(0.0l mm) =
$pu(rg, — rgo)) = 3m1,000kgm™9.999 - 107 m? = 4. 10~kg. At
the above diffusion rate, the droplet needs ~30 days to grow from 0.01 to
0.1 mm.

3.2.2 Deposition and Sublimation

The growth behavior of ice crystals is known from in situ and laboratory exper-
iments. Basic crystals show hexagonal shape. Diffusion growth of an ice crystal
depends on the temperature and humidity of its environment and the ice-crystal
shape (Fig. 3.6). Shape is described by an axis rectangular to the hexagonal surface.
When this axis is long (short) as compared to the hexagonal surface, the crystals
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Fig. 3.6 Schematic view of relation of ice crystal shape to temperature and saturation (From Laube
and Holler (1988))

are denoted prisms (plates). The habitus varies from prism-like to plate-like as
the ambient temperature changes. Increasing super-saturation grows the surface to
volume ratio of the ice crystal. The larger surface provides more space for the excess
water vapor to deposit. Complex ice crystals (dendrites) form between —16 and
—12°C. On the six major axes, additional axes are visible. These ice crystals exist
in the temperature range where the difference between the saturation-vapor pressure
with respect to ice and water is the greatest. As super-saturation with respect to ice
decreases, the less delicate ice crystals grow at the cost of the more delicate ones
due to the differences in saturation pressure over convex and concave surfaces.

We can describe the water-vapor diffusion onto ice crystals by similar considera-
tions as for condensation. Main differences are (1) ice crystals are non-spherical, the
saturation-vapor pressure over ice is lower than over water, and (3) the differences
in saturation-vapor pressure with respect to ice over concave and convex planes. The
mass change for a spherical ice crystal reads

O — 4D, (pu(00) ~ ) (3.24)

where p,; is the water-vapor density at the interface crystal-environment. For an
arbitrary ice crystal, we yield

‘2—'7 — 47CD,(p(00) — pvy) (3.25)

where the empirical value C considers the ice-crystal shape.
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Analogous consideration as for condensation/evaporation allow inclusion of
ventilation, heat conductivity, water vapor diffusivity and saturation with respect
to ice

dm 47 Cs;
_— = (3.26)
dt  Fki+ Fp,
Here Fg; and Fp; are the same as for condensation except that the latent heat of
deposition and the water-vapor pressure at saturation with respect to ice are taken.
As for evaporation, the above equation has to be solved numerically for sublimation.
In air sub-saturated with respect to water, but supersaturated with respect to
ice, the Bergeron’-Findeisen-Wegner'’process becomes effective. Cloud water
evaporates and the released water vapor deposits on ice crystals. This process is
an important path for glacification of clouds.
The rate at which an ice particle gains heat by deposition is given by

a0,

a1 = 4rrD,(p,(00) — Pv(r))VfSLs (3.27)

where v 7, and L; are the ventilation factor and latent heat of sublimation.

Like for condensation/evaporation, depostion/sublimation interact with the cloud
dynamics via release of latent heat/consumption of heat by increasing/decreasing
buoyancy (Chaps. 2 and 6).

Example. Assume an air volume with a mass of 1,000kg at —15°C and a
relative humidity of 100 % with respect to water at 1,000.18 hPa. Initially
no ice or cloud droplets are present. Suddenly small ice crystals form by
nucleation on INs. How much water vapor (kg) can deposit?

Solution. At —15°C, e,,, ~ 0.81hPa and e;; ~ 0.63 hPa. The water-vapor
reduction is ey, — e;; = (0.81 — 0.63)hPa = 0.18hPa. Further, r =
062254 = 0.622 05t g mes ~ 0-0001kgkg™. Since the considered
air mass of these characteristics is 1,000 kg, a total ice crystal mass of about

0.1 kg can be deposited.

3.3 Sedimentation

Gravity acts on all frozen and liquid particles (Chap. 2), for which they start to
settle. Typically, cloud droplets, and small ice crystals with radii <10 um (Fig. 3.9)
are considered airborne. Drops or crystals with radii up to 100 wm have notable

9Tor Bergeron, Swedish meteorologist, 1891-1977.
10Alfred Lothar Wegner, German geophysicist and meteorologist, 1897—-1954.
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Table 3.1 Examples for the

Radi Rate of fall
relationship between the size acius ate ot 1

of hydrometeors and their (um) (ms~") Type of hydrometeor
terminal velocity 2,500 8.9 Large raindrop
500 4 Small raindrop
250 2.8 Large drizzle
100 1.5 Drizzle
50 0.3 Large cloud drop
25 0.076 Normal cloud droplet
5 0.003 Small cloud droplet
0.5 0.00004 Large condensation nucleus
5,000 1.7 Snow flake
5,000 2.5 Graupel

fall speeds (Table 3.1). Typically, a diameter of 0.1 mm serves as the threshold
for distinguishing between cloud droplets and raindrops. The smallest precipitating
drops (0.1 < r < 0.25mm) are drizzle. Drops with radii greater than 0.25 mm are
called raindrops. Rain, snow, graupel and hail are all hydrometeors.

During sedimentation, hydrometeors experience the friction force due to the
downward increasing air density. The ventilation effect is negligibly small for
droplets smaller than 0.1 mm. The final velocity of any droplet/crystal becomes a
non-accelerated terminal velocity, vy that grows with increasing radius. For drops
with r < 500 wm the terminal velocity nearly linearly increases with the radius; for
larger drops, the rate is less and becomes nearly constant for radii of 3 mm. This
asymptotic behavior results from the deformation of the drops that becomes notable
for large drops (Fig.3.11). Table 3.1 lists typical values of terminal velocities
for various precipitation particles. In the case of ice columns, densely rimed ice
particles, dendrites, graupel, or snow flakes, the fallspeed depends on their shape
and/or their length vs. width (Fig. 3.7).

In cloud models, often the mass-weighted mean terminal velocity for hydrom-
eteors serves to describe the mean sedimentation behavior of hydrometeors

e Iy vi (D) Ni(Di) D}d Dy,
r=
1" Ne(Di)D}d Dy

(3.28)

where the subscript k denotes the type of precipitating particle, vi (Dy) is the fall
velocity of the particle with diameter Dy, and Ni(Dy) is the number of particles
with diameter Dy.

Since only few CCN act as IN, the size distributions of ice crystals are spread
over few large particles developing quickly fall-speeds of tens of cms~!. This effect
can be seen in form of virga underneath cirrus clouds and is an example for how the
microphysical processes determine the appearance of clouds.

Note that large amounts of falling hydrometeors may drag adjacent air with them
thereby introducing downward motion to the air through which they fall. Below the
cloud, together with evaporative and sublimative cooling this process may enhance
downdrafts. Ice crystals and snow aggregates may survive up to 1 km or so below the
freezing line. Here cooling by melting also may initiate and/or support downdrafts.
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Fig. 3.7 Fallspeeds of various ice crystals as a function of shape and size. Solid line — aggregates
of unrimed side planes, long dashed line — conical graupel, dotted line — hexagonal graupel, long
dash dot line — graupel-like snow of lump type, long dash dot dot line — densely rimed dendrites,
short dashed line — unrimed side planes, double dot line — aggregates of densely rimed dendrites

or dendrites

3.4 Collection

Once cloud particles of different size exist, they can collide with each other and
form larger particles. Several termini distinguish the various collection processes.

3.4.1 Accretion and Coalescence

Cloud droplets grow by collection, i.e. collision with smaller droplets and subse-
quent coalescence (latin coalescere to flow together). The process of collision plus

coalescence of two or more droplets is called accretion.

The collision efficiency mainly depends on the relative airflow around the falling
droplet. A collection efficiency of one means that the large drop collects every
droplet in its path called the collection kernel (Fig. 3.8). Aerodynamic effects can
redirect small droplets out or into the collection kernel. Redirection out of (into)
the collection kernel reduces (increases) the collision efficiency to values smaller

(greater) than one.
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Fig. 3.8 Schematic view of

collection of small drops of

radius r,,» by a large drop of Fn
radius r,,. y indicates the
range in which collection
occurs. The dash-dotted line
serves just as an aid to the
reader for eyeballing the path
of the large drop. The left
dotted line gives the path of : .
the small droplet. The center 1 I
dotted line marks the path of '3 '
the center of the large drop. :

The curved arrow indicates @I’m»
aerodynamic effects can
sweep droplets outside of the il .
large drop’s path into its path iz : I

The coalescence efficiency expresses that a collision of two droplets can fail
to result in coalescence. Usually the coalescence efficiency is high for electrically
charged droplets. Since the present knowledge on coalescence efficiency is low, it is
usually set equal to one in models.

The collection efficiency with which droplets collide and coalesce, is the product
of the collision efficiency and coalescence efficiency. It gives the fraction of droplets
that are in the collection kernel and become part of the collecting drop

2

= o 429

Since the collection efficiency depends on the radii of the drops and on hydrody-
namic forces, its calculation is mathematically difficult. This is especially true for
droplets of similar size, because they affect each other’s motion strongly. When
large drops collect small drops, collection efficiency reaches unity.

For simplicity we describe the collection process by means of a droplet of mass
m falling through a cloud with droplets of mass m’. Let us assume that the droplets
of mass m’ and of radii 7, are equally distributed and have a liquid water content
w; = pq, where p and g, are air density and the specific cloud-water mixing ratio,
respectively. For a continuously growing falling droplet, the rate of mass increase
by collection is

dm
v Ay — v (W E . (3.30)
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Fig. 3.9 Relative comparison
of sizes of cloud and
precipitating particles (From
Marshall et al. (1958))
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Here, v,, and v, are the terminal velocity of the droplets in calm air, and A is
the effective area wherein droplets are collected. For simplicity, we assume the
droplets as spheres so that A = m(r,, + r,’)>. These areas base on the sum of
the droplets’ radii as each droplet within the distance r,, + r,,y from the center of the
droplet with the greater radius can be collected. Since collection only depends on
the relative motion of the droplets to each other, we take the absolute value. When
large droplets collect small droplets, taking the absolute values becomes redundant
as large droplets fall quicker than small droplets.

Replacing m = %7‘[7’31 pw (with p,, being the density of water) in the above
equation provides the change in the drop’s radius. For v, > v,y and £ = 1 we
obtain

dry, vawi E3 1
_— ()3 . 3.31
7 ( e ) (3.31)

Since fall speed and collection efficiency increase with increasing radius, dr,,/dt
increases with increasing r,, as well. The growth of a droplet by collision and
subsequent coalescence accelerates. Updrafts may affect the collection.

Typical concentrations of cloud droplets are about 108 m™3, i.e. the particles are
about 1 mm apart. Clouds consist of water droplets with radii of about 10 jum or so
(Fig. 3.9). Because of the non-monotone droplet distribution, we have to integrate
over the entire distribution

dm

o0
i f AV — vl NOn')E (m, myd ! (3.32)
0

where N(m') is the number of droplets with mass m’ to m’ 4+ dm’ in a unit volume
of air.
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In clouds, droplet growth by coalescence is stochastic (non-continuous). During
a time At, some droplets experience more, other less collisions. Consequently,
the growth rates differ resulting in a non-monotone drop-size distribution. We
can consider the stochastic nature by a time-dependent size distribution where
N(m,t)dm is the number of droplets per unit air volume with masses between m
and m + dm at time ¢. The rate at which the droplets of mass m’ are in the collection
kernel of the droplet with mass m is defined by

K(m»m/) = Am|Vm _Vm’|E(m’ m/) . (333)
The droplet number decreases by coalescence according to

PN(m,t)

yrE K(m,m"N@m',t)N(m,t)dm’ (3.34)

Where P is the probability that a droplet of mass m collides and coalesces with a
droplet of mass m’ during At. We have to choose the time interval small enough
to ensure that only one collision occurs per time interval. Similar considerations for
the generation of smaller droplets and integration provide the stochastic collection
equation. As time progresses, a bimodal distribution of droplet develops with the
greater portion of water accumulated at large radii (raindrops) and a smaller amount
in small radii (cloud droplets).

3.4.2 Aggregation and Riming

Aggregation is the process of ice crystals collecting ice crystals. Like coalescence,
aggregation reduces the particle number, but not the total particle mass, i.e. it
changes the particle-size distribution. We can modify the equations used to describe
the collection of droplets by droplets for ice crystals collecting ice crystals.
On average, the collection efficiency is much lower than unity for aggregation.
Aggregation is strongest at temperatures above —5 °C where the ice-crystal surface
is the stickiest. A secondary maximum exists at temperatures around —15 °C where
many ice crystals are dendrites that easily tangle each other (Fig.3.6). Below
—20°C, aggregation hardly occurs.

Riming is the collection of liquid particles by solid particles, a process that
involves phase transition. Collection of cloud drops (raindrops) by ice crystals yields
graupel (hail; (Fig.3.10)). Since the fall speeds of solid and liquid particles differ
(Table 3.1) and falling crystals tumble, the collection efficiency is usually lower than
unity. The collection efficiency, among other things, depends on ice-crystal shape.
The riming efficiency is highest for column-type ice crystals.

The density of ice particles or snowflakes is smaller than the density of pure ice
(916 kg m™>) and depends on the (1) moisture available during the growth process,
(2) size of the collected drops, and (3) time needed for the freezing of the collected
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Fig. 3.10 Hailstone from a
thunderstorm at Leipzig,
Germany. The ruler has
metric units (Photo by
Molders (1998))

cloud droplet or raindrop. Laboratory experiments suggested density values of
20-450 kg m~3 for graupel and rimed columns, 250700 kg m~ for conical graupel,
and 50-890 kg m 3 for snowflakes.

Hail may form in intense thunderstorms, where graupel and super-cooled
raindrops can coexist in strong updrafts. When the updrafts compensate the fall
speed of the raindrops, the raindrops remain at about the same level for long time.
Graupel falling through the trapped raindrops collects them and the super-cooled
water freezes onto the graupel forming ice pellets. The growth rate depends on
drop temperature and the potential water sphere around the ice, the transport of
heat from the growing hail towards the atmosphere, and hydro-dynamical effects.
Upon reaching cloud base, updrafts may take some of these frozen particles up
again. Thus, the frozen particles may undergo the growth cycle several times under
continuous growth of the hailstone. The stronger the updrafts, the more times hail
can repeat this cycle and the larger it can grow. Hailstones can become several
centimeter in size (Fig. 3.10). The time between leaving the cloud and reaching the
ground is too short to melt the entire hailstone in the relatively warm air below the
thunderstorm cloud.

We can use the rate dg_t/ at which heat is gained during riming, to determine the
mass change due to collection of liquid water

dd% = CZ—TLf —c(T(r)—Ty,) (3.35)
where L ; and c,, are the heat of fusion released as the droplets hit the ice, and the
specific heat of water, respectively. The second term is the heat per unit mass gained
as the water droplet of temperature 7T,, achieves thermodynamic equilibrium with
the ice. In an unsaturated surrounding, 7,, can be several degrees colder than the
ambient air. In saturated air, T,, can be approximated by the wet-bulb temperature
of the air (T,, = Txo).
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The rate of conductive heat loss reads

doQ.
dt

= 4nri, (T (r) — T(c0))v e (3.36)

where v, is a ventilation factor for conduction. In equilibrium, we obtain dtgf =
dg—/ + d(% where dt% is the heat gained by water vapor deposition (Eq. (3.27)). We
can solve this equation for the equilibrium temperature. As long as this temperature
is below freezing, the ice particle remains dry, and we speak of dry growth.

Otherwise, we have wet growth that leads to the spongy look of some hail.

3.5 Breakup

When a drop reaches a critical size, it becomes unstable. The concave depression
at the base of the falling drop almost explosively deepens and develops quickly a
bag-like form that is supported by an annular ring made up by the bulk of water
(Fig. 3.11). The bag-like drop bursts into a large number of relatively small drops of
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different sizes. The ring breaks into a small number of relatively large drops. This
process is known as breakup.

A thoroughly theoretical description of the growth of the large amplitude
drop distortion is still subject to research. We can obtain a simple estimate of
the maximum stable drop radius r,,, by assuming that the incipient instabil-
ity occurs when the drag stress Cpp,v3/2 exceeds the surface tension of the
drop 20/ r

40

— (3.37)
CDpaV%

Tmax =

Here Cp, p, and vy are the drag coefficient, air density and fall speed, respectively.
The value of Cp ranges between 0.46 for a sphere and 1.17 for a disk.

Laboratory experiments showed that the probability a droplet of mass m breaks
up is nearly zero for droplet radii less than 3.5 mm. The probability for breakup
increases exponentially with the droplet radius for r > 3.5 mm according to

P(m) =2.94-10" " exp(3.4r) (3.38)

where r is in mm and P in s™!. The number of resulting droplets with mass between
m and m + dm can be estimated as

N(m',m) = 0.17., exp(—15.6 ) . (3.39)
Here the radii are given in cm. We can use this empirical formula to assess the effect
of a bursting raindrop on the drop-size distribution

% — —N(m,t)P(m) + /oo Nm', )N, m)P(m'ydm' . (3.40)
0

Break-up conserves the total water amount, but redistributes the water towards
smaller dropsizes.

Example. Determine the maximum stable radius for a drop with a surface
tension of 0.00728 Nm™!, drag coefficient of 1.17 and terminal velocity of
5ms~! in an environment with an air density of 0.5kgm~—3.

. . =i
Solution. r'max = 175 sigm Sgmre= = 0-009956m ~ 1 mm.
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3.6 Melting

Besides from accretion, raindrops can form by melting of frozen particles that
fall into air warmer than the freezing point.!' The melting process depends on
air temperature, ice-crystal type, hydro-dynamical and shedding effects, saturation,
evaporative cooling and cooling by melting. The latter two processes slow down the
melting.

By assuming a heat balance for the melting particle, we can determine the change
rate of the ice-particle mass due to melting

dm dme, d
1 ey Too) ~ T + P01,y + 122 Gany

dmeol

Here ¢ is the mass change by collection that can be calculated by Eq.(3.32).
The first term on the r.h.s. is the diffusion of heat towards the particle from the
surrounding. The second term is the heat transfer rate to the ice from the drops of
temperature 7,, that the melting particle collects. The last term is the gain or loss
of heat by vapor diffusion. When both the drop and air temperature are above the
freezing point Ty, both the first and second term contribute to the melting process.

3.7 Ice Enhancement

In clouds, ice-crystal concentrations often exceed the number of ice crystals
expected from the number of IN typically activated at these temperatures. The
process that increases the number of ice crystals is denoted ice enhancement. Its
mechanisms are still subject to research, but several hypotheses exist:

* Fragmentation of ice crystals. Crystals break due to collision and/or thermal
shocks.

* Ice splitter production or Hallett-Mossop-mechanism. Laboratory experiments
showed that the collision of super-cooled droplets with diameter >23 um on
ice surfaces at velocities >1.4ms~! at temperatures between —8 and —3°C
produces small ice splitter.

* Contact nucleation. Some aerosols can yield increased nucleation at higher
temperatures than they do under other nucleation conditions, when they get into
contact with super-cooled water droplets.

* Condensation and deposition nucleation. The ice nucleation activity of atmo-
spheric aerosols can increase by condensation or deposition nucleation, when the
super-saturation of the ambient air exceeds 1 % with respect to water. The region
of high super-saturation within a cloud is an ideal environment for the sudden
existence of a high number of ice crystals.

"1 Aggregates can survive fall distances of up to 1 km before melting is completed.
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Since for the last two mechanisms no ice crystals have to pre-exist, these mech-
anisms permit sudden existence of high ice concentrations at relatively high
temperatures.

3.8 Conservation of Water

The seven cloud microphysical processes must be considered when modeling cloud
processes. In cloud models, the mixing ratios (or specific mixing ratios) of water
vapor, 1, (g,), cloud-water, r. (g.), and ice, r; (¢;), can be determined diagnostically
by distributing the excess water-vapor amount between the liquid and solid phase at
temperatures below freezing and to the liquid phase only at temperatures above the
freezing point. In saturated air masses warmer than 0 °C, only cloud-water forms.
In saturated air masses with temperatures between —35 and 0 °C, both ice and cloud
water can coexist. In this temperature range in and below clouds, water can exist in
all three phases. Cloud models must consider the various forms of solid and liquid
cloud particles and hydrometeors, their interaction and exchange of mass and heat
during phase transition, and that at the same time, the total mass of water remains
constant

Qrotal = Y _ i (3.42)

i=1

or

Frotal = i (3.43)

i=1

where n is the number of cloud and precipitation hydrometeor categories. Once we
specified n and the categories for a model, we can formulate the sink and source
terms

Dg

=S 3.44
Di k (3.44)

by means of the seven basic microphysical processes discussed in Sects. 3.1-3.7.
Here k = 1,...,n. Cloud microphysical models base on this concept and often
use various simplified formulations of the seven microphysical processes discussed
above. The complexity of cloud microphysical models depends on the classes or
size of the bins chosen, and on which processes are considered. They become even
more complex with inclusion of solution processes (Chap. 5).

Cloud microphysical models using classes are referred to as using bulk micro-
physical parameterizations; those that consider the droplet-size distribution by
fine resolved bins are called spectral cloud models. Note that when these models
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are used as modules within mesoscale, climate or Earth system models convective
clouds are at sub-grid scale, i.e. too small to be resolved. In these cases, an
additional parameterization for convective processes is needed. Such so-called
cumulus parameterizations base on the concepts like CAPE, stability analysis,
buoyancy, etc. (Chap. 2).

In a simple form, bulk-parameterizations just account for the phases leading to
three classes, water vapor, liquid water and ice that may be further subdivided into
cloud-water, rainwater, cloud-ice, graupel, snow, and hail, etc. Usually, sedimen-
tating and non-sedimentating classes for liquid and solid water are distinguished.
In its simplest form, this distinction leads to five classes, water vapor, cloud-water,
rainwater, cloud-ice and snow. Six-water class bulk parameterizations also consider
graupel.

In spectral cloud models, the droplet spectrum is divided into bins of equal size.
Thus, each bin holds the drops that have radii larger than the lower and smaller than
the upper bound of the bin. The total water is conserved, but the number of drops
may change due to microphysical processes.

In all bulk and spectral formulations, we have to decide which collections are to
be considered, and we have to define to which class the result of the collection is
attributed. This means the cloud modeler makes assumptions on the heterogeneous
ice forming processes, the form and density of the ice as well as on the terminal
velocities of the hydrometeors. Due to secondary effects related to latent heat release
and consumption of heat, and cloud-microphysics-dynamic interaction as well as
radiative effects, model results may differ not only with respect to simulated clouds
and precipitation, but also for temperature, wind and other quantities when changing
the cloud-microphysical parameterization. The choices for the interactions within
the cloud affect assumptions on particles size/shape with consequences for terminal
velocity (Fig. 3.7; Table 3.1), etc. Figure 3.12 schematically illustrates the variety of
possible interaction of cloud and precipitation particles.

Various different concepts exit to parameterize cloud microphysics and its
interaction with aerosols and radiation. Consequently, results from different bulk-
cloud microphysical schemes even with same classes may differ tremendously.
Inter-comparison of results from various cloud microphysical parameterizations
showed that the different formulations of microphysical processes that compete with
each other for the available cloud-water (e.g. formulation of coalescence, accretion
versus riming) cause primarily the differences in the results. Small differences in
the predicted rates of transition processes and terminal velocities accumulate with
time, leading finally to notable differences in predicted cloud fields and precipitation
pattern. Differences in terminal velocities, rainwater and ice, melting and evapora-
tion, for instance, affect the onset of precipitation at the ground, the rain intensities
and distribution with consequences for evapotranspiration, soil wetness and runoff.
Differences in the assumptions on the partitioning between the cold and the warm
path of precipitation formation affect the release of latent heat and the consumption
of heat and cause differences in the temperature fields with consequences for vertical
motions, and other cloud-microphysical processes. The combined differences may
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Fig. 3.12 Schematic view of some interaction of cloud and precipitation particles in a bulk-
microphysical parameterization. Gray boxes indicate particles subject to sedimentation. Arrows
indicate process direction. Black means two particles of different categories are involved leading
to loss in one of them and gain in the other. Gray indicates that two different categories lead to loss
in these categories and are a source for a non-involved category. In nature, all thermodynamically
and dynamically potential processes occur concurrently, and shifts from one category to the next
are continuous

become so strong that simulated clouds and precipitation may appear to be of more
stratiform or convective character in the one or the other scheme (Fig. 3.13).

3.9 Cloud Morphology and Precipitation

The various microphysical processes discussed occur at different locations in the
atmosphere and under different ambient conditions. Thus, the ambient conditions
determine the appearance of the clouds. From their appearance, we may deduct
what happens where in a cloud. The anvil of a thunderstorm cloud (cumulonimbus)
is an example of strong glacification at subzero temperature. The anvils sharp shape
visualizes the inversion of temperature and spread of the air along the tropopause.
The vigils of cirrus clouds indicate strong sedimentation, which gives them the
crochet hook-like appearance. Figure 3.14 exemplary elucidates for a convective
cloud where which microphysical processes occur most frequently.
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Fig. 3.13 Comparison of the REF
results as obtained by two 10000 ! y v =
different five-water-class E 2

cloud microphysical schemes. ) |

Solid lines, dashed lines and i .
gray shades represent ice,
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mixing ratios, respectively.
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Molders (1999a,b))
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3.9.1 Cloud Types and Classification

Traditionally, clouds are classified by their appearance as seen by an observer on
the ground: the height of their cloud base (Fig. 3.15), and their physical properties
(Table 3.2). The cloud-classification indicates indirectly via the typical height the
cloud phase/composition and some cloud characteristics.

The prefix cirr-, as in cirrus (latin curl of hair), indicates clouds located at high
levels above 7km (in mid-latitudes). Due to the low temperatures at such height,
these clouds primarily, consist of ice crystals. High-level clouds are usually thin and
appear to be white (e.g. Figs. 3.16, 3.17, and 4.18), but a magnificent array of colors
is possible when the Sun is low in the sky. The disc of the Sun can be seen as such.
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Fig. 3.14 Schematic view of microphysical processes in a cumulus-type cloud
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Fig. 3.16 Cirrocumulus
(Photo by Kramm (2013))

Fig. 3.17 Cirrostratus with
sun dog (Photo by Kramm
(2003))

The prefix alto- denotes clouds with cloud bases in the mid-troposphere between
2 and 7km. Here the temperatures allow super-cooled drops to exist. Therefore,
mid-level clouds mainly consist of droplets, but ice crystals are possible at temper-
atures below the freezing point. The position of the Sun is visible through all types
of mid-level clouds (Figs.3.18 and 3.19).

Cumulus (Latin heap; Fig. 3.20) has its cloud base in the atmospheric boundary
layer, usually below 2 km height. Low-level clouds mostly consist of water droplets.
At temperatures below the freezing point, these clouds may also contain ice crystals
and snow. Typically cumulus looks like cauliflower. As the updrafts in a cumulus
slow down and break down, the cloud top may start glacifying, and eventually the
cloud dissipates. The onset of glacifying leads to a fringes-like appearance of the
cloud tops.

Stratus (Latin layer) refers to layered clouds (Fig. 3.4). The pre-fixes cirro, alto
and strato refer to the appearance of clouds like cirrocumulus (Fig. 3.16), cirrostra-
tus (Fig. 3.17), altocumulus (Fig. 3.18), altostratus (Fig. 3.19), and stratocumulus
(Fig.3.21).
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Fig. 3.18 Altocumulus over
boreal forest (Photo by
Kramm (2013))

Fig. 3.19 Altostratus over
boreal forest (Photo by
Kramm (2013))

The cloud classes can be further specified by vertical cloud extension (e.g.
humilis (Latin, flat), medicoris (middle, mean), congestus (tower-like)), form (e.g.
mammatus (breast-like), lenticularis (lense-like)), appearance (e.g. unicus (alone,
single), duplicatus (twice)), optical impression (e.g. translucidus (transparent)) or
whether clouds precipitate (Latin nimbus rain) (Fig. 3.22). Despite the cloud base
of cumulonimbi are usually located in the lower troposphere cumulonimbi do not
classify as low-level clouds, because they extend through the entire troposphere.
Some cumulonimbus clouds may sprout a funnel cloud (Fig. 6.20).

3.9.1.1 Other Cloud Types

Other cloud types include contrails, billow clouds, mammatus, orographic and
pileus clouds. Billow clouds may result from Kelvin-Helmholtz instability and
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Fig. 3.20 Cumulus clouds
over Fairbanks (Photo by
Molders (2002))

Fig. 3.21 Stratocumulus
clouds over the University of |

Alaska Fairbanks’

experimental farmland (Photo -

by Mélders (2013)) ?
Fig. 3.22 Nimbostratus Pt :

during a parade (Photo by o e

Kramm (2013)) e
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Fig. 3.23 Fog over the
Tanana Valley as seen from
the University of Alaska
Fairbanks campus. In the
back, the Alaska Range is
seen (Photo by Molders
(2014))

visualize a row of horizontal eddies (Fig. 6.50). This instability is associated with
airflow having marked vertical shear and weak thermal stratification. See Chap. 6
for an explanation of their formation mechanism.

3.9.1.2 Fog

Fog is a cloud of which the cloud base lays on the ground. Fog can consist of cloud
droplets and/or ice crystals. In mountainous terrain, stratus over the valley may
be fog at the mountain slopes (Fig. 3.23). Fog can form through radiative cooling
(Chap. 4), advection of cold air over warm surfaces, or moist air over cold surfaces
(Chaps. 2, 6, and 7). According to the World Meteorological Organization (WMO),
fog is not a separate cloud class.

3.9.2 Precipitation

3.9.2.1 Convective Precipitation

Convective precipitation varies strongly in space and yields high precipitation
rates. It is associated with high atmospheric instability and convective clouds
(e.g. cumulus congestus, cumulonimbus). Typical synoptic situations for convective
precipitation are thunderstorms or cold fronts (Chap. 6). The time to form convective
precipitation is about 1 h. In convective clouds, vertical motions are about 1 < w <
10ms~!, which exceeds the typical terminal velocities of ice crystals and snow.
Because of the short time, precipitation particles cannot form high above cloud base.
Growth of precipitation particles already starts in the updrafts. The updrafts lift the
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particles as long as the updrafts are strong enough to compensate the fall velocity
of the particle. The only microphysical process quick enough to permit growth of
precipitation particles within less than one hour is riming.

3.9.2.2 Stratiform Precipitation

Stratiform precipitation results when the vertical velocities are small as compared to
the fall velocities of the ice crystals (subscript i ) and snow (subscript s) vz, (k = i, s)

|wl<vrp . (3.45)

The fall velocity amounts to about 1—3ms~! (Table 3.1), while the large-scale
vertical velocity, w, amounts several centimeter per second.

In the upper part of the cloud, ice particles play an important role in precipitation
formation. Here temperatures may be below freezing and ice crystals grow at the
expense of cloud droplets. The vertical velocity is smaller than the fall speeds
of ice crystals vz, but large enough to transport further water vapor upwards.
Because of the long distance and the low terminal velocity of ice crystals, enough
time exists for growth by diffusion. Once the particles are large enough (in about
2.5km height above ground) aggregation and riming occur. Irregular-formed snow
crystals develop. Be aware that aggregation does not increase the amount of
precipitation, but concentrates the water substances on large particles that after
melting become quickly falling raindrops.

Stratiform precipitation is relative homogeneous in space and time. Precipitation
rates are low, but accumulated precipitation may be high. Stratiform precipitation
occurs at warm fronts and is associated with nimbostratus or decaying thunder-
storms (Chap. 6).

3.9.2.3 Freezing Rain

Freezing rain forms as falling snow encounters a layer of warm air thick enough
for the snow to melt completely (Fig.3.24). When the resulting raindrops pass
through a thin layer of air being at temperatures below the freezing point that is
located just above the surface, the drops become super-cooled, but do not freeze.
As soon as these drops hit surfaces (e.g. the ground, power lines, tree branches),
they immediately freeze, forming a thin film of ice. We denote this phenomenon
freezing rain. When the super-cooled drops partly refreeze before reaching the
ground, we refer to the precipitation as sleet (Fig. 3.24).
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Fig. 3.24 Schematic view of the evolution of various kinds of precipitation

3.9.2.4 Blue SKky Precipitation

In polar regions, often small ice-crystals exit airborne typically with slight down-
ward sedimentation despite the sky is blue and the Sun, other stars and/or the Moon
are clearly visible. The light from street lights or other light sources is reflected at
the ice crystals (Chap. 4). Vertical light columns become visible (Fig. 3.25).
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Fig. 3.25 Light reflection
columns over Fairbanks
(Photo by Mdélders (2004))

Problems

Knowledge and Comprehension

1. Why do continental air masses usually contain more aerosols than maritime air
masses, and what does this mean for cloud-droplet formation and cloud-droplet
size distribution?

2. Why does the number of CCN grow with saturation?

3. Explain why ship emissions may modify maritime stratus clouds along their
path and lead to visible signatures in satellite imagery.

4. What do the different saturation-vapor pressures over ice and water mean for
clouds?

5. What does the difference in the latent heat of vaporization, melting, and

sublimation mean for cloud physical processes and energy conservation in

models?

Describe the change of the spectrum of cloud particles with time.

What does the Findeisen-Bergeron-Wegner process mean?

Explain the difference between condensation and nucleation.

How do cloud droplets become raindrops?

10. What happens when a cold, dry air mass flows over warm water? What happens

when a warm, moist air mass flows over cold water?

11. Why does it rain?

12. What does the size of a drop mean for its probability to evaporate/grow?

13. What can a cut through a hailstone tell you about its growth and its fate in the

cloud?

14. What are the seven microphysical processes? Give at least one example for each

of them.

15. Make a sketch like in Fig. 3.14, but for nimbostratus.

16. Why does a drop in the atmosphere look like a boomerang and not like a drop

falling from an outlet?

O o
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Analysis, Application and Evaluation

3.1. Get a cloud watcher chart (various charts are available on the internet). For
the next six weeks take notes (if possible) every three hours during the day of what
types you see. Assess the percentage fraction with which they cover the sky. How
do the clouds change over the time of 10 min or so? Can you see a pattern regarding
which cloud types occur concurrently? Can you recognize some systematic in
their sequence of appearance? Relate the cloud types to the microphysical and
thermodynamic processes (Chap. 2).

3.2. The gravitational force a droplet experiences is proportional to mass m =
p%nr3 where p is density and r is the radius. The drag force that a falling droplet
experiences depends on the velocity and droplet size according to F = kv?4mr?
where k is a constant. Determine the terminal velocity of the droplet and discuss
your result.

3.3. A radar provides a reflectivity of 30 dB. Estimate the precipitation rate assum-
ing large-scale precipitation, stratiform-type precipitation, aggregates of snowflakes,
and snowflakes.

3.4. Assume a stratus clouds of 1,000 m vertical extent and a typical lifetime of
6h. In stratus clouds, the average vertical velocity is of the order of 0.1ms™!.
Determine the time scale for a parcel from its entering cloud base and leaving cloud

top. Compare your result to the lifetime of the stratus and give an interpretation.

3.5. A developing cumulus cloud in a tropical thunderstorm grows upward at a rate
of 15ms~'. When the cloud starts forming with a base at 2km, how long does it
take from the onset of cloud formation for the cloud top to reach the tropopause at
15 km height?

3.6. Locatelli and Hobbs (1974) measured the diameter, D (in mm) and speed (in
ms™!) of falling densely rimed assemblages of dendrites. They found a relationship
of v = aD? witha = 0.79 and b = 0.27. What are the units of these empirical
constants a and b? Give the value of these empirical constants in the ST system.

3.7. Anisolated raindrop having a temperature of 10 °C evaporates in an air having
a temperature of 15 °C. Determine the mixing ratio of the environmental air. Ignore
the curvature effect.

3.8. Stratiform rain falls at a rate of 2mm/h from a cloud base at 2 km height into
the unsaturated air below. Due to evaporation only 1.5mm/h reach the ground.
Assume the loss as mass of water evaporated per unit time and unit mass of air and
calculate the average cooling rate due to evaporation occurring below cloud base.

3.9. Show that many small hailstones of 0.01 m in diameter cause less damage than
a hailstone of 0.06 m in diameter. Comment also on the increase in damage when
the hailstone is 0.01 m instead of 0.006 m and compare this increase to the increase
obtained for the size increment from 0.01 to 0.06 m. Hint: Damage depends on
energy.
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3.10. The precipitation rate in the eye-wall of a tropical cyclone is 100 mmh~!. At
cloud base, water vapor mixing ratio, air pressure and temperature are 20 gkg™",
900 hPa and 28 °C, respectively. Calculate the vertical updraft velocity under the
assumption that entrainment is negligible and that all condensed water reaches the

Earth’s surface.

3.11. Calculate the precipitation rate in millimeter of liquid water per second due
to 2- 107> kg of snow crystals that exist in a concentration of 30,000 m—3 and fall at
1.3ms™! on an unit area.

3.12. Potential instability is an important type of instability for generating severe
weather. It arises when dry air overlies a warm, humid layer. In Tornado Alley,
the following synoptic situation occurs in the morning. The atmospheric boundary
layer (ABL) has a height of 2km. 2m air temperature and dewpoint temperature
are 22°C. The top of the ABL is much drier and has a temperature of 10°C.
Calculate the stability and lapse rate of this air column. Then assume that the entire
layer is forced upward by 2 km and the top of the layer remains unsaturated during
ascent. Determine the new stability and lapse rate of this air column, assuming a
saturated adiabatic lapse rate of 0.5 K102 m~'. What would happen if this layer
would further ascend? Discuss the further ascend in sense of what we learned about
cloud formation. What would stop the ascend? Hint: Have a look at Chaps. 1 and 2.
Based on your results make a forecast for the weather of that day.
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Chapter 4
Atmospheric Radiation

Abstract This chapter covers the nomenclature and basic quantities used in
meteorology to describe the atmospheric radiation processes. The principle of black-
body radiation, shortwave and long-wave radiation are applied to the atmosphere.
The basics of the interaction radiation-atmosphere and the radiative transfer are
presented. The radiative transfer equation including the solution for a plane-parallel
non-scattering atmosphere are discussed. Finally the concepts are applied to the
global radiation and surface energy budgets and discussed in view of climate. The
chapter also covers remote sensing applications from satellites and the greenhouse
effect.

Keywords Wavelength and frequency domain ¢ Black and graybody radiation e
Short- and long-wave radiation ¢ Radiative transfer ¢ Global radiation budget °
Interaction radiation-atmosphere-surface ¢ Application in remote sensing ©
Atmospheric greenhouse effect

Virtually all the energy available on Earth originates from the Sun. Upward
conduction of heat from the interior of the Earth (due to radiation decay) is
negligible. About one two-billionth of the energy emitted by the Sun is transferred
to the Earth as electromagnetic radiation. Clouds, atmospheric gases and aerosols
absorb and scatter parts of incoming radiation. The reminder reaches the surface
where a small part is reflected and a large part is absorbed by the ocean, biosphere,
lithosphere, and cryosphere. According to the first law of thermodynamics, the
absorbed heat can be transferred to internal energy to do work against the environ-
ment (e.g. atmospheric energetic, evaporation of water, growth of plants). Radiative
fluxes and radiation balance generate all weather processes in the atmosphere.
According to the second law of thermodynamics the Earth cannot warm by cooling
the space (Chap. 2).

To maintain the long-term quasi-equilibrium state of the Earth-atmosphere
system, the absorbed energy must be balanced by an equal amount of radiant

N. Molders and G. Kramm, Lectures in Meteorology, Springer Atmospheric Sciences, 149
DOI 10.1007/978-3-319-02144-7_4, © Springer International Publishing Switzerland 2014
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mean distance between the Sun and the Earth. The dotted line represents Wien’s displacement
relationship Ay T = const

energy (emitted by the surface and atmosphere) going into the outer space. Thus,
all exchange of energy between the Earth and space is through radiation.

According to Prevost, all bodies having temperatures greater than 0K emit
radiant energy over a wide range of wavelengths. Due to the great difference in
solar and terrestrial temperatures incoming solar radiation emits at maximum in
the visible (0.5 wm), while outgoing terrestrial radiation emits at maximum
in the infrared (IR) (10 wm) range when considered in the wavelength domain
(Fig. 4.1). The solar energy of interest for atmospheric energetics is ranging between
0.1 wm in the ultra violet (UV) to 4 um at the end of the near infrared. In our
climate system, the range from UV to near IR is the most significant portion of the
spectrum. The outgoing terrestrial radiation ranges mainly from 4 to 50 pm called
the thermal IR range, i.e. terrestrial radiation is also called the thermal radiation.
For the reasons outlined above we break the radiant energy into the shortwave
(solar) radiation with wavelength A < 4 um and long-wave (terrestrial) radiation
with wavelength A > 4 um (Fig. 4.1).

Solar radiation can be dealt with as parallel unidirectional radiation because the
Sun is a very distant point-like source (Fig.4.2). Emission from such sources is
often denoted parallel-beam-radiation. On the contrary, terrestrial radiation comes
from all directions because each molecule is involved in diffuse thermal radiation.



4.1 Nomenclature and Basic Quantities 151

Earth’s
Earth Cross

Parallel beam of section

solar radiation

Hil

Emitted
terrestrial
radiation

- Sun

Fig. 4.2 Schematic view of solar (left) and terrestrial radiation (right)

Emission and absorption play an equal role for terrestrial radiation, while absorption
is dominant in solar radiation. Note that the physical and mathematical treatment of
solar and terrestrial radiation also differs.

Dealing with radiation requires geometrical and mathematical details. We tried
to keep them at a minimum to not distract the attention from the basic physics of
radiation needed in meteorology. The focus is on understanding and application, and
the introduced formulas are restricted to the basics.

4.1 Nomenclature and Basic Quantities

As pointed out in Chap. 2, energy can be transferred by conduction, convection,
and radiation. Conduction is the movement of heat through a substance without
movement of its molecules into the direction of the heat transfer.! Conduction is
most effective in solid materials, but also in a very thin layer of air near the surface
of the Earth.

!"Think of a fork put at one end in a grill fire. It will get hot on the other one.
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Table 4.1 Wavelengths, approximate frequencies, and waves within the solar electromagnetic
spectrum

Spectral range Frequency range
Region (pm) (Hz)
Gamma rays <3-107* >1018
X rays 1074 — 1072 3-10"8 —3.10'°
Ultraviolet (UV) 3-10—17.9-10"
Far UV 0.01-0.20
UV-C 0.20-0.28
UV-B 0.28-0.32
UV-A 0.32-0.38
Visible 7.9-10" — 4. 10"
Violet 0.38-0.45
Blue 0.45-0.495
Green 0.495-0.57
Yellow 0.57-0.59
Orange 0.59-0.62
Red 0.62-0.75
Infrared (IR) 4-10"% —3.10"
Near IR 0.75-4
Thermal IR 4-50
Far IR 50 — 10°
Micro and radio waves >103 <3-10'

Convection transfers heat by mixing of a fluid or gas. It is associated with
displacement of the medium (e.g. a raising air pacel?). In the atmosphere, convection
results from the heating of the Earth’s surface (Chap.2) and a very thin layer of
air (about 1 mm) in contact to the surface during daytime. Above this thin layer,
air heated from below expands and rises upwards due to the inherent buoyancy of
warm air. Unlike boiling water in a pot, the atmosphere experiences convection even
without buoyancy by forced convection (Chap. 3). This vertical mixing can happen
by wind shear (Chap. 6).

Radiation is the only energy transfer mechanism that can propagate in vacuum,
i.e. a transfer medium is not required. All forms of electromagnetic radiation travel
through space nearly at the speed of light in vacuum. At that speed, energy emitted
by the Sun reaches the Earth after 8 min. The spectrum of the electromagnetic
energy comprises all wavelengths. For the sake of simplicity, we classify them into
individual bands (Table 4.1).

Electromagnetic radiation consists of alternating electric and magnetic fields
where the electric field vector is perpendicular to the magnetic field vector and the
direction of propagation is perpendicular to both (Fig. 4.3).

2For example boiling water in a pot.
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Fig. 4.3 Schematic view of electromagnetic waves

Radiation is specified by its frequency, v, which is the rate of the oscillations
of the magnetic or electric field when observed at a point. The unit of frequency is
called Hertz, (Hz). Note that a subscript v characterizes a quantity considered in
the frequency domain. Alternatively, radiation is described by the wavelength, A,
that gives the distance between crests of the magnetic and electric field (Fig. 4.3).
Any quantity considered in the wavelength domain is characterized by the sub-
script A. Frequency and wavelength are related to each other by

c
V= —

A.1)

where ¢ = 2.9979 - 103 ms™! is the speed of light in vacuum. In the atmosphere,
light travels slightly slower than in vacuum because of the interaction with matter. In
spectroscopy, also the reciprocal of the wavelength, the wave number, «, is applied
to characterize radiation. This wave number, however, differs from that customarily
used in physics by the factor of 27r. The direction of propagation is perpendicular to
the vector of the electric and magnetic field (Fig. 4.3).

The index of refraction, n, of a substance is the ratio of the speed of light
in vacuum to the speed of the light traveling through a substance. At sea level,
the index of refraction of air is about 1.0003. Vertical gradients of atmospheric
density and humidity cause strong vertical gradients of n and can cause bending
of electromagnetic rays and slight mislocation of satellite scan spots.
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Table 4.2 Radiation symbols and units

Quantity Commonly used symbol SI unit
Frequency v Hz
Wavelength A m
Wavenumber K m~!
Radiant energy 0 J
Radiant flux () W
Radiant flux density M,E,F W m™—2
Radiant exitance M Wm™2
Radiative flux R Wm—?
Irradiance E,F,R W m—2
Radiance I,L Wm2sr!
Emittance € ——
Absorptance a, o -
Refectance p -
Transmittance T ——
Albedo o ——
Absorption coefficient Oa m~!

Scattering coefficient

Q8
2 B

Extinction coefficient
Vertical optical depth ] ——
Scattering angle vy rad

A fundamental characteristic of electromagnetic radiation is that it can transport
energy for which many quantities are based on energy (Table 4.2). The unit of
radiant energy is Joule (J). The radiant flux often denoted as power is the radiant
energy per unit time. It refers to the rate at which energy is released, transferred or
received, and is given in Watts (W) or Joules per second (J s7h.

The radiant flux passing through an unit area is called the radiant flux density
(W m™2). Note that especially in micrometeorology, hydrometeorology, agricultural
and forest meteorology it has become the customs to speak (incorrectly) just of
fluxes.

Irradiance is the radiant flux density incident on an area. Radiant exitance is
the radiant flux density emerging from an area.

Quantum theory predicts that energy transmitted by electromagnetic radiation
occurs in discrete units denoted photons. Each photon has the energy W = hv
where v is the frequency of radiation (number of waves passing a point per
unit time) and & = 6.6261 - 1073*Js is the Planck® constant. According to
quantum mechanics, an isolated molecule can emit and absorb energy in discrete
amounts that are allowed by changes in its energy level. Thus, molecules only

3Max Karl Ernst Planck, German physicist, 1858—1947.
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Table 4.3 Absorption bands of some atmospheric gases

Wavelength
Gas (pLm)
H,0 0.72,0.81,0.93, 1.13, 1.37, 1.85, 2.66, 3.2, 6.3, >13
CO, 1.46, 1.60, 2.04, 2.75, 4.27, 4.80, 5.20,9.3, 13.3, > 15
(03 0.242-0.31 (Hartley bands), 0.31-0.40 (Huggins bands)
0.69-0.76 (Chappuis bands)
0, 0.10-0.175 (Schumann-Runge continuum),

0.175-0.20 (Schumann-Runge bands),
0.20-0.242 (Herzberg continuum)

interact with radiation of certain discrete wavelength (Table 4.3). Therefore, the
absorption and emission properties of an isolated molecule can be described by
a line spectrum,* which is separated by gases where absorption and emission of
radiation is impossible. Usually vibrational changes occur for wavelengths in the IR.
Rotational transitions need the lowest amount of energy and are usually associated
with microwave radiation. Some molecules (e.g. CO,, H,O, O3) have structures
that allow absorption and emission of a photon when they simultaneously undergo
rotation-vibration transitions. These molecules have closely spaced absorption lines
in the IR called the line clusters. Other molecules (e.g. O,, N,) cannot interact
with radiation this way for which they do not have many absorption lines in the IR.
In addition, a molecule may absorb radiation that is sufficient to break it down in
its atomic components (photo-dissociation) or to ionize it (photo-ionization). An
example for photo-dissociation is

0>+ hv — O + O with A < 0.242 um

where hv is the energy of the photon and A the wavelength of radiation. Further
examples are discussed in Chap. 5.

Photo-dissociation may involve a continuum of wavelength if the wavelength is
short enough that a photon will increase the chemical energy of the molecule to
allow photo-dissociation. Any excess energy goes into the kinetic energy of the
atmosphere thereby raising the temperature of the gas. Most photo-dissociation
occurs in the UV and visible range (Chap. 5). Photo-ionization requires sufficiently
short wavelengths that provide energy to strip one or more of the outer electrons
from the orbits around the atomic nucleus. It typically occurs at wavelengths
smaller than 0.1 pum and can involve a continuum of wavelengths. To describe
electromagnetic radiation completely we need information on the amount of energy
transferred (quantity) and the type of energy (quality). Quantity is associated with

4NaCl, for instance, when put into a flame emits yellow light.
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the height of the wave or its amplitude (Fig. 4.3). If everything is equal, the amount
of energy carried will be directly proportional to the amplitude of the wave.’ The
quality is related to the distance between two wave crests.

4.1.1 Solid Angle
It is convenient to express the direction of radiation by the solid angle, 2, defined by

o
2=- (4.2)
r
where o is the area, and r is the distance (radius). The solid angle is expressed in
terms of steradian (sr). In the case of a sphere whose surface is ¢ = 4772, the solid
angle reads

2=2 4o 4.3)
r

As illustrated in Fig. 4.4, the differential area on the surface of a hemisphere can be
related to the azimuthal angle, ¢, and the zenith angle (or zenith distance), 6, i.e.

dQ:d_;I:rerszinOdgb
r r

=sinf dO d¢ = —du d¢ 4.4)
where @ = cos 6.

The radiant flux density per solid angle is called the radiance. It represents the
radiation incident on or leaving an area perpendicular to the beam. Other directions
can be addressed by the angle 6 which the direction considered makes with the
outward normal to do so that cos 8 do is the effective area at which the energy is
being intercepted (Fig. 4.5).

4.1.2 Monochromatic and Integrated Intensities

The analysis of a radiation field often requires us to consider the differential amount
of radiant energy, dFE,, in a specific frequency interval, (v,v + dv), which is
transported across an area element, do, in directions confined to a differential

5X-rays, for example, have an extremely short wavelengths (Table 4.1) and can be used to detect
broken bones as the waves can travel through tissue. Compared to X-rays, ordinary light has longer
wavelengths and is absorbed by the skin.



4.1 Nomenclature and Basic Quantities 157

X

Fig. 4.4 Mathematical representation of solid angle

do n do

| i,

Fig. 4.5 Radiant energy, dE,, which is transported across an area element, do, in the direction
confined to an element of the solid angle, d $2, where r is the distance (radius), and 6 is the angle
which the direction makes with the outward normal, n, to do

solid angle, d§2 (Fig.4.5), during the time interval, (¢,¢ + dt). This energy is
expressed by

dE, =1, cosf do dv dS2 dt 4.5)
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where [, is the specific intensity also called the monochromatic intensity or the
spectral radiance. This equation can be used to define /, by

I, = dE, (4.6)
"' cosO do dv d§2 dt. ’

2

It is expressed in units of Jm~2sr™' or Wsm™2sr~!. Commonly, the intensity is

said to be confined in a pencil of radiation.
Integrating I, over the entire spectrum provides the integrated intensity also
called the radiance, i.e.

[e]

I = / 1, dv. @.7)

0

The integrated intensity is expressed in units of Jm™2s™!sr™' or Wm™2sr™!. To

use the frequency instead of the wavelength has the advantage that the frequency
does not change if radiation is propagating through matter.

4.1.3 Monochromatic and Integrated Flux Densities
The monochromatic flux density of radiant energy is defined by

F, = / I, cos6 df2 (4.8)
2
where £2 is the entire hemispheric solid angle. As the differential solid angle is given
by d§2 = sin6 d6f d¢, and the integration over the entire hemispheric solid angle
is related to the integration over the zenith angle, 0 < 6 < /2, and the azimuthal
angle,0 < ¢ < 2 m (Fig.4.4), we obtain
27 7'[/2
F, = / / I, (6, ¢) cosB sinf db d¢ 4.9)
0 0

or

2r /2
F, = /drj) /IU (8, ¢) cosf sinf db. (4.10)
0

(=]
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It is expressed in units of Jm™2 or Wsm™2. The monochromatic flux density

of radiant energy is also called the monochromatic irradiance or, when it is
emitted, the monochromatic exitance. Since the radiation field is a vector field,
this integration corresponds to an integration over a vector field.

In the case of isotropic radiance, i.e. I, is independent of € and ¢, we have

2 /2

F, = /dgﬁ /cos@ sinf do. 4.11)

0

As 1/2 sin(2 ) = sinf cos 6, Eq. (4.11) may also be written as

2 /2
F, = % / /s1n(2 0) do. 4.12)
0 0
Defining x = 2 6 yields
] 27 bd 2r
Z“ /dqb /sm(x) dx = L /d¢ =xl,. (4.13)
0 0 0

Blackbody radiance is considered as an example of isotropic radiance.
Integrating F, over all frequencies provides the integrated flux density of
radiant energy, i.e.

oo
F= / F, dv. 4.14)
0

It is also called the irradiance and is expressed in units of Jm=2 s~ or W m™2. The
total flux is given by

P =/Fda. (4.15)

o

It is also called the radiant power, and is expressed in units of J sTlorw.
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4.1.4 Relationship Between the Wavelength Domain
and the Frequency Domain

The differential amount of the flux density can be expressed either by

dF
F=F F,=— 4.1
d by dA = by an (4.16)
or by
dF
dF = F,dv = F,=— “4.17)
dv

where, again, v is the frequency. By considering the chain rule of differentiation, we
may write

dF _ dF dv @.18)
dr  dv di '
or with respect to Egs. (4.16) and (4.17)
F=r Y (4.19)
A= 1y d/l .

Since wavelength and frequency are related to each other by Eq. (4.1), we obtain

dv c
T (4.20)

Introducing this expression into Eq. (4.19) yields

F,=——F, 421

L=——1,. (4.22)

4.1.5 Solar Constant and Insolation

The solar irradiance reaching the TOA is given by (Fig. 4.6)

F = (F—S)z Fs (4.23)
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Fig. 4.6 Sketch for deriving Eq. (4.23). The symbols are explained in the text

where rg = 6.96 - 103 m is the visible radius of the Sun, d is the actual distance
between the Sun’s center and the orbit of the Earth® ranging from d = 1.471-10'' m
at the Perihelion (around January 4) to d = 1.521-10'' m at the Aphelion (around
July 5; Fig.4.7), and Fs = 6.288 - 10’ Wm™2 denotes the solar exitance. Formula
(4.23) is called the inverse square law. The inverse square law is based on the
fact that the radiant power (= 47rg? Fs) of the Sun is kept constant when the solar
radiation is propagating through the space because of energy conservation principles
in the absence of an intervening medium. It describes the influence of the distance
being traveled on the intensity of emitted radiation from a radiation source like the
Sun. For the mean distance of dy = 1.496 - 10'' m (Fig.4.7) that is close to the
so-called Astronomic Unit (= AU) F becomes the solar constant. Thus, we may

write
do\*
F=|—= S 4.24
(%) (424)

where (do/d)* is the orbital effect. Since (dy/d)* does not vary more than 3.5 %
(Fig. 4.7), this orbital effect is often ignored.
To determine the actual distance we may consider Keplerian elements, i.e.,

P

= - 4.25
14+ e cos v ( )

SCorrectly spoken, the orbit of the barycenter of the Earth-Moon system.
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Fig. 4.7 Variation of (a) distance, (b) declination, and (c) orbital effect in dependence of the day
of year

where p = a (1 - ez) is the parameter of the elliptic orbit (i.e. the radius for v =
7/2),a = 1.49598-10'" m is the semi-major axis (still called the Astronomical Unit,
AU, even though its definition has changed in 1976 by relating it to the Gaussian
gravitational constant), e = 0.0167 is the eccentricity, and v is the true anomaly,
i.e., the positional angle of the Earth on its orbit counted counterclockwise from
the Perihelion (Fig.4.8). For determining the true anomaly and, hence, the actual
distance of the Earth the transcendental equation for the eccentric anomaly called
the Kepler equation,

f(Ey=E—esin E-M =0 (4.26)

has to be solved iteratively, for instance, by a Newton-Raphson method

E®
E@TD — g _ M , n=0,1,2, ... (4.27)
7 (&)

where f/(E™) =1—e cos EW,M =27 (t—T)/U = L — w is the mean
anomaly, U = 2.978 - 10*ms™! is the mean orbital speed of the Earth, t — T is
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Fig. 4.8 Elements of the Earth-Sun geometry: S denotes the position of the Sun, E the position
of the Earth (strictly spoken of the Earth-Moon barycenter), P the Perihelion, A the Aphelion,
WS the Winter Solstice, SS the Summer Solstice, VE the Vernal Equinox, y the vernal point,
O the center of the ellipse, OA (or OP = a) the semimajor axis, OB = b the semiminor axis,
and SE = d the actual distance between the Sun’s center and the Earth’s orbit. Furthermore, n is
normal (perpendicular) to the ecliptic plane, N is parallel to the Earth’s axis, § is the declination
of the Sun, and ¢ is the oblique angle. Moreover, zw denotes the longitude of the Perihelion relative
to the Vernal Equinox, v the true anomaly of the Earth at a given time, and A the true longitude of
the Earth

the time since Perihelion, L is the mean longitude, and = is the longitude of the
Perihelion counted counterclockwise from the moving vernal equinox (Fig.4.8).
Values of the Keplerian elements and their rates, with respect to the mean ecliptic
and equinox of J2000, valid for the time-interval 1800 AD-2050 Values for AD
can be found online or in Standish and Williams (1992; their Table 8.10.2). The
procedure may be stopped if after k iteration steps the condition |E " _ gk _')| <
1076 deg is fulfilled. Our calculated values for distance, declination, and orbital
effect in dependence of the day of year are illustrated in Fig. 4.7.

Frequently, a value for the solar constant close to 1,367 W m~2 is recommended,
but the value obtained from recent satellite observations using SORCE/TIM (Total
Irradiance Monitoring; launched in 2003) is close to 1,361 Wm™2 (Fig.4.9). The
basis for this modified value is a more reliable, improved absolute calibration.

Example. Determine the solar constant for Mars assuming a mean distance
Mars-sun of 2.279 - 10! m (Williams 2007).

Solution. Inserting the mean distance of Mars into Eq.(4.23) yields

2623‘; 11?)“‘“ 26.29-10’ Wm 2 = 586.7 W m 2 for the solar constant of Mars.
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Total solar irradiance for 1 AU in W m2

1374

1372

1370

1368

1366

1364

1362

1360

1358

4 Atmospheric Radiation

TOTAL SOLAR IRRADIANCE MONITORING RESULTS: 1978 to Present

T

1 T I 1] T 1
-_Solar.Cycle 21 Solar Cycle 22

i UARS/ACRIM2 |

RC Willson, earth_obs_fig1, 06/23/2011
+-Daily mean results reported on experiments’ native scales

T T I
. Solar Cycle 23

! Cycle &4

'* soHoVIRGO

ACRIMSAT/ACRIM3:

i- (Updated scale. i

-, . .TRF:scattering, diffraction, , _|
and basic scale corrections)

1356

1 L 1 1 1 L 1 1 1 I I I 1 1 I 1
1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012
Year

Fig. 4.9 Satellite observations of total solar irradiance. The plot comprises of the observations of
seven independent experiments: (a) Nimbus 7/Earth Radiation Budget Experiment (ERBE; 1978
1993), (b) Solar Maximum Mission/Active Cavity Radiometer Irradiance Monitor 1 (1980-1989),
(c) Earth Radiation Budget Satellite/Earth Radiation Budget Experiment (1984-1999), (d) Upper
Atmosphere Research Satellite/Active cavity Radiometer Irradiance Monitor 2 (1991-2001), (e)
Solar and Heliospheric Observer/Variability of solar Irradiance and Gravity Oscillations (launched
in 1996), (f) ACRIM Satellite/Active cavity Radiometer Irradiance Monitor 3 (launched in 2000),
and (g) Solar Radiation and Climate Experiment/Total Irradiance Monitor (launched in 2003)

Figure 4.8 illustrates the Sun-Earth geometry. The oblique angle of the Earth’s
axis of ¢ = 23.45° is the reason for the seasons, but not the varying distance
d between the Sun’s center and the Earth-Moon barycenter during the Earth’s
revolution around the Sun. This revolution is responsible for the variation of the
solar irradiance at the TOA from F 1,407Wm™2 at Perihelion to F
1,316 W m™2 at Aphelion. This means that during the various seasons caused by the
oblique angle of the Earth’s axis the Earth’s revolution is responsible for the changes
of the solar irradiance at the TOA, and for the different heating of the Earth’s surface
on its bright side.

The local zenith angle of the Sun’s center can be determined using the rules of
spherical trigonometry. Thus, we obtain

cos &y = singsind + cos ¢ cos§ cos h (4.28)
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where ¢ is the latitude, § is the solar declination angle, and / is the hour angle from
the local meridian. The solar declination angle can be determined using sin§ =
sine sinA, where A is the true longitude of the Earth counted counterclockwise
from the Vernal Equinox (Fig.4.8). The latitude is related to the zenith angle
by ¢ = w/2 — 0 so that formula (4.28) may be written as cos @, =
cos 6 sin § + sin 6 cos$§ cos h. Note that 6 is ranging from zero to 7, §
from 23.45°S (Tropic of Capricorn) to 23.45°N (Tropic of Cancer), and & from —H
to H, where H represents the half-day, i.e. from sunrise to solar noon or solar noon
to sunset. It can be deduced from Eq. (4.28) by setting ®, = 7/2 (invalid at the
poles) leading to cos H = —tan ¢ tan §.

Based on this information we can calculate the solar insolation that is defined as
the flux of solar radiation per unit of horizontal area for a given location. The daily
solar insolation is given by

Iy Iy
Ao\ 2
sy =/F cos Oy dt = / (go) S cos O dt. (4.29)

1 tr

Here, ¢ is time, where 7, and ¢, correspond to sunrise and sunset, respectively. The
variation of the actual distance, d, between the Sun and the Earth in 1 day can be
neglected. Thus,

tg
d
fsy = (do) S /cos Oy dt

Iy

d
- ( 0) /(cos 6 sin § + sin 6 cosd cos h) di.  (4.30)

Defining the angular velocity of the Earth by w = dh/dt = 2 7 rad/day (to avoid
any confusion with the solid angle, §2, in this chapter) leads to

d
fsy = (do) / (cos O sin § + sin O cosd cos h) dh 4.31)
—H

and, finally, to

fsy = (%) — (H cos 0 sin § +sin 0 cosd sin H). (4.32)

According to Eq. (4.32), the daily solar insolation is a function of latitude and time
of the year (Fig.4.10). We may deduce from this figure for the current values
of (dy/d)?* and § that (a) the time-latitude maximum of insolation occurs at the
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Fig. 4.10 Daily mean solar
insolation at the top of the
atmosphere as a function of
latitude and day of year

Latitude

Day of year

summer solstice at the pole because of the long solar day of 24 h, where a secondary
maximum on this date occurs near the latitude of 35° in the summer hemisphere, and
(b) for each latitude, the southern hemisphere summer (winter) insolation is greater
(less) than that of the corresponding northern hemisphere latitude in its summer
(winter). Its distribution depends on the latitude, but is independent of longitude. As
illustrated in that figure, there is a slight asymmetry between the northern and the
southern hemisphere. This is due to the variation in the Sun-Earth distance when
the Earth revolves around the Sun. However, when Eq. (4.29) is integrated over all
days of a year, the annual insolations are equal at corresponding latitudes of each
hemisphere.

The values of (a/d)?* and § depend on the eccentricity, e, the oblique angle, ¢,
and the longitude of the Perihelion relative to the vernal equinox, w (Fig. 4.8). Thus,
on long-term scales we have to pay attention to the Milankovitch cycles (Chap. 7)
that are related to the change of the eccentricity (400 and 100 kyr) and the oblique
angle (axial tilting: 41 kyr) and the axial precession (23 kyr) due to the perturbations
that other principal planets of our solar system exert on the Earth’s orbit.

4.2 Blackbody Radiation

4.2.1 Planck’s Law

In 1860, Kirchhoft” proposed his famous theorem that for any body at a given
temperature the ratio of emittance, E,, i.e. the intensity of the emitted radiation

"Gustav Robert Kirchoff, German physicist, 1824—1887.
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at a given frequency v, and absorptance, a,, of the radiation of the same frequency
is the same generally expressed by

5 _ J(, T). (4.33)

v

Kirchhoff called a body perfectly black when a, = 1 (r, = 0) so that J(v,T)
is the emissive power of such a blackbody. Obviously, E, has the same physical
units like J(v, T'), i.e. the units of an intensity. An example of a perfect blackbody
is the Hohlraumstrahlung that describes the radiation in a cavity bounded by any
emitting and absorbing substances of uniform temperature which are opaque. The
state of the thermal radiation, which takes place in this cavity is entirely independent
of the nature and properties of these substances and only depends on the absolute
temperature, 7', and the frequency (or the wavelength A or the angular frequency
w = 2 m v). For this special case the radiation is homogeneous, isotropic and
unpolarized

Jw,T) = # U, T). (4.34)

Here, U(v,T) is called the monochromatic (or spectral) energy density of the
radiation in the cavity. As already pointed out by Wien® during his Nobel Lecture
given in 1911, Kirchhoff’s theorem has become one of the most general of radiation
theory and expresses the existence of thermal equilibrium for radiation. Expressions
for the monochromatic energy density called the blackbody radiation laws® were
derived by (a) Rayleigh'® in 1900 and 1905 and corrected by Jeans in 1905, the
so-called Rayleigh-Jeans law, (b) Wien and Paschen!! in 1896, (c) Thiesen in 1900,
(d) Rayleigh in 1900, and (e) Planck in 1900.

Planck’s function for the spectral energy density is, by far, the most important
one. It reads

8w h v3

G exp(y) — 1

UWw,T) = (4.35)

where T is the absolute temperature, and k = 1.3806 - 102 JK~ ! is the
Boltzmann'? constant. The radiation that ranges from v to v + dv contributes to

8Wilhelm Karl Werner Wien, German physicist 1864—1928.

The reader is referred to the paper of Kramm and Herbert (2006) in which these radiation laws
are derived using principles of dimensional analysis and discussed.

19Lord Rayleigh (John William Strutt), English mathematician and physicist, 1842-1919.
L ouis Carl Heinrich Friedrich Paschen, German physicist, 1865-1947.
12Ludwig Eduard Boltzmann, Austrian physicist, 1844—1906.
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the field of energy within a volume d V', on average, an amount of energy that is
proportional to dv and d V' expressed by

dE,=U @, T) dvdV. (4.36)

Inserting formula (4.35) into this equation yields

dE,

_87rh V3
e () -

" dv dV. (4.37)
According to Eq. (4.5), the monochromatic intensity, now denoted as B (v, T), is
generally related to the differential amount of radiant energy, dE,, that crosses an
area element, do, in directions confined to a differential solid angle, d £2, being
oriented at an angle 6 to the normal of do,

dE, =B (v, T) cosf do d§2 dv dt (4.38)

in the time interval between ¢ and ¢ + dt and the frequency interval between v and
v + dv. Thus, we obtain

87 h 3
dE, = 2= L dvdV =B (v, T) cos0 dA dS2 dt dv
c*exp (i) — 1

4 dQ 4
=2 B, T)cosOdA S cdr dv="""B @, T) dvdV 439)

c 4 c

=dV
and, hence
2 3

Bo.Ty=2h v (4.40)

c? exp(lf—;) -1

This blackbody radiation law customarily called the Planck function may be inter-
preted as the monochromatic intensity (also called the spectral radiance) emitted by
a blackbody. It comprises two asymptotic solutions namely the Rayleigh-Jeans law,

2 2
B, T)= kT (4.41)
c
for h v < k T and the exponential law of Wien and Paschen,

2
B, T)= —j’ V3 exp (— h—”) (4.42)
C

for h v 3> k T, and, hence, exp (h v/(k T)) > 1. This means that the Rayleigh-
Jeans law is only valid for the so-called red range. For v — oo the monochromatic
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Fig. 4.11 Planck’s function as expressed by Eq. (4.44). The curve represents B (4, T) /T? versus
A T so that it becomes independent of 7. Note that the constant, C = 0.2897 cm K, occurring in
Wien’s displacement relationship C = A,,,, T can be inferred from this figure. Also shown are
the “asymptotic” laws of Rayleigh and Jeans as well as Wien and Paschen, respectively

intensity, B (v, T), given by Eq. (4.41) would tend to infinity. Ehrenfest'? coined
it the Rayleigh-Jeans catastrophe in the ultraviolet. On the other hand, the
Wien-Paschen law (4.42) is invalid in the red range (Fig. 4.11).

The frequency domain is given by [0, oc]. In accord with Eq. (4.22), we may
write

B, T)=— % B(w(\), T). (4.43)

We obtain for the Planck function in the wavelength domain [oco, 0]

2hc?
2 fexp (7)) — 1}

The relationship (4.43) can be applied to derive the Rayleigh-Jeans law and the
Wien-Paschen law in the wavelength domain. The Planck function and these two
“asymptotic” laws are illustrated in Fig. 4.11. When Planck’s radiation law is plotted

BOA, T)=—

(4.44)

13Paul Ehrenfest, Austrian and Dutch physicist, 1880-1953.
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as a function of wavelength for any given temperature a spectrum results with a
sharp short wavelength cutoff, a steep raise to the maximum and a gentle drop off
toward longer wavelength (Figs. 4.1 and 4.11).

If the monochromatic radiance, /,, of radiation emitted by a blackbody is known,
we can find the respective temperature by

hv

T = ﬁ
k(1 +25)

(4.45)

The quantity 7’5 is called the brightness temperature. It is used in many remote
sensing applications as is discussed later in this chapter.

4.2.2 Wien’s Displacement Relationship

Even though Wien’s displacement relationship was known before Planck pub-
lished his famous radiation law, the former can simply be derived by determining the
maximum of the latter using both the first derivative test and the second derivative
test. The first derivative of Eq. (4.40) reads

] 2 hv? hv
—BW, T)= 3 — -1
o =G {exp(;;_;)_uz{ {eXP(k T) %

hv hv
- — — ¢ . 4.46
kT P (k T)} (4.40)
This derivative is only equal to zero when the numerator of the term on the right-

hand side of Eq. (4.46) is equal to zero (the corresponding denominator is larger
than zero for 0 < v < 00), i.e.

3 {exp(x,) — 1} = x, exp(x,) (4.47)

with x, = h v/ (k T). This transcendental function can only be solved numerically.
We obtain x, = 2.8214, and in a further step

k
v;ft =X, 7 = const. (4.48)

where .y, is the frequency at which the extreme (either a minimum or a maximum)
of the in the frequency domain occurs. It can simply be proved that for this extreme
the second derivative fulfills the condition *B (v, T)/dv? < 0 so that the extreme
corresponds to the maximum, v,,,,. When we use Eq. (4.1) we obtain

T ==

max
Xy

h
7= 5.098-107 % m K = const. (4.49)
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Fig. 4.12 The Planck function illustrated for different temperatures in the wavelength domain

We should call this formula Wien’s displacement relationship, rather than Wien’s
displacement law because the latter is customarily used for U (v, T) o< v3 f (%)
For the wave number domain, we obtain the same result.

When we consider the Planck function (4.44) in the wavelength domain, we find
in a similar manner

A 7= S 5897107 mK = const. 4.50)
X\ k

with x) = 4.9651. This relationship means that hotter obstacles radiate energy

at shorter wavelength than cooler ones (Figs.4.12 and 4.13). Shorter wavelengths

correspond to higher energies. Hot objects possess more thermal energy. They

radiate a high fraction of energy at short, energetic wavelengths.'* Inserting Wien’s

displacement relationship into the Planck function (4.44) yields

B (Amax, T) = const.T”. 4.51)

High temperatures of blackbodies (e.g. temperature of the Sun) are determined by
measuring the wavelength of maximum emission in the spectrum and using Wien’s
displacement relationship.

“Think of a stove that is black as it is cold and turns to red as it gets hot.
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Fig. 4.13 The Planck function illustrated for different temperatures in the wave number domain.
The latter, adopted from Petty (2004), shows two examples of measured emission spectra together
with the Planck functions corresponding to the approximate surface temperatures dashed lines
(Data courtesy of R. Knuteson, Space Science and Engineering Center, University of Wisconsin-
Madison (2012))

As expressed by Egs.(4.49) and (4.50), Wien’s displacement relationship,
derived for the frequency domain on the one hand and the wavelength domain on
the other hand notably differ from each other being expressed by

A0 =20 & 176 AQ)
X

max max

(4.52)

v

Example. The peak wavelengths with respect to the wavelength domain of the
energy emitted by two different stars are about 0.70 and 1.43 wm, respectively.
What are the temperatures of their surfaces?

Solution. Inserting the values in Eq. (4.50) yields to 7°(0.70 um) =~ 4,139K
and 7'(1.43 um) ~ 2,026 K, respectively.
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4.2.3 The Power Law of Stefan and Boltzmann

Integrating equation (4.40) over all frequencies yields for the integrated intensity
(see also Eq. (4.7))

B(T) = fB(v, Tydv =" f,"— dv. (4.53)
) c eXp (ﬁ) -1
Defining X = h v/ (k T) leads to
26 LT X
B(T) = T ———dX 4.54
@) c? h? /exp(X) -1 (4.54)
where the integral amounts to
o0
S SE 455
/exp(X)—l BN (4.55)
0

Thus, Egs. (4.54) and (4.55) provide for the integrated intensity

B(T)=p8T* (4.56)
with
po 2K (4.57)
152 h3 '

Since blackbody radiance may be considered as an example of isotropic radiance,
we obtain for the radiative flux density (see also Eq. (4.14))

F(T)=nB(T)=npT* (4.58)
or
F(T)=0T* (4.59)

where 0 = 7 B = 5.67-1078 J m~2 s—! K~*is the Stefan'> constant.'®
According to Stefan’s empirical findings and Boltzmann’s thermodynamic deriva-
tion, formula (4.59) is customarily called the power law of Stefan and Boltzmann.

3Josef Stefan, Austrian physicist, 1835-1893.

16The value of this constant is easy to remember: know that it begins with 5, count to 8, and keep
in mind that there are digits after the 5, a minus before the 8, and a 10 in between.
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Here, we have performed the integration in the frequency domain. When we
do this in the wavelength domain or the wave number domain, we obtain identical
results. This can be explained as follows: When we consider the transformation from
the frequency domain to any ¥ domain, where ¥ stands for the wavelength, A, or
the wave number, «, we have to recognize that B (¢, T) d9 = B(v (%), T) dv
(see also Egs. (4.19) and (4.43)). This relationship was already used in deriving
Eq. (4.44). On the other hand, according to the theorem for the substitution of
variables in an integral, we have

) 253

/B(v, T)dv:/B(v(z?), T)

V1 D21

dv (9)
dv

do (4.60)

where v () is the transformation from v to @, v; = v (1) , and v, = v ($,). The
results of these integrals are identical because any variable substitution does not
affect the solution of an integral. Thus, the solution is independent of the domain.

Consequently, the temperature of a blackbody determines the energy radiated'”
(Figs. 4.12 and 4.13). Furthermore, the intensity of energy emitted by a blackbody
increases by the fourth power of its absolute temperature. Due to this relationship, a
doubling of temperature yields to a 16-fold growth of the emitted intensity.

Solving Eq. (4.59) for a mean temperature of the Earth’s surface of 288 K leads
to a terrestrial exitance of 390 W m™—2. For a mean temperature of the Sun’s surface
of 5,771 K we obtain a solar exitance of 6.29- 107 W m—2. This means that the solar
exitance is more than 160,000 times larger than the terrestrial exitance. However,
the determination of the Stefan constant requires the integration of the intensity
over the adjacent hemisphere. As mentioned before, this integration corresponds to
an integration over a vector field. Consequently, Eq. (4.59) should only be applied
to actual surface temperatures, but not to mean surface temperatures.

Now we are able to explain the shape of the solar spectrum at the TOA as
illustrated in Fig. 4.1. We can write Eq. (4.23) as

F=nx (%)z%zn (%)2 73(1), Ts) dv
0
- 7)(%)2 B (v, Ts) dv 4.61)
0

where B(v, Ty) represents Planck’s radiation formula, and Ty is the Sun’s surface
temperature. Thus, to determine the monochromatic intensity of solar radiation

""Hotter bodies emit more energy than cooler ones.
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Fig. 4.14 Spectral distribution of solar radiation at the top of the atmosphere, and a typical
distribution of that which reaches the Earth’s surface, compared with the radiation emitted by a
blackbody at a temperature of 6,000 K (From Coulson 1975)

with respect to the TOA, Planck’s radiation formula has to be scaled by (rs/d)>.
Sometimes 7 (rs/d)? is also considered for the purpose of scaling to obtain the
monochromatic irradiance (Fig.4.14). Figure 4.28 is taken in the peak of the
blackbody curve for terrestrial radiation. High and mid-level clouds show up clearly,
as they are colder than the Earth’s surface.

Example. The mean distance Earth-Sun is 1.496 - 10'' m. The average
irradiance of solar radiation reaching the Earth stems from the outermost
visible layer of the Sun, which has a mean radius of 6.96 - 108 m. Determine
the temperature of this layer using the blackbody assumption.

Solution. The irradiance at the top of the layer is given by Fg = 1.361 -
10° (LT 14961072 W=  6.29-107 W m~2. Rearranging Eq. (4.59) yields T =

1 7 \1
(£)s = (22101 ~ 5771K.

Example. The Sun emits 3.83 - 102 W and has a radius of 6.96 - 108 m
Determine the irradiance at its surface.

. 26
Solution. Fs = -2 = 47:3(339é0108vyn)2 A~ 6.29-10"Wm™2

sun
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Table 4.4 Energy emitted in the shortwave (3—4 um) and long-wave (10-12 um) range of the
spectrum for various surface types

Energy emitted

Surface type Visible Shortwave Long-wave
Snow None Low Low

Ice None Low Low

Lake None Medium Medium
Land None High Medium
Water cloud None Medium Medium
Ice cloud None Low Low

Dust None Medium Medium

4.2.4 Kirchhoff’s Law

Equation (4.33) expresses the theorem as published by Kirchhoff in 1860. We
already introduced the spectral absorptance, which is a relative non-dimensional
quantity. Rearranging Eq. (4.33) yields

Ey (4.62)
— =aq,. .
J(,T) Y
The quantity €, = % is the relative spectral emittance or spectral emissivity.

Kirchhoff’s law states that the spectral emittance €, of a body is equal to its spectral
absorptance a,, i.e. for a given temperature and frequency we have

€, =a,. (4.63)

This means that bodies absorbing at one wavelength also emit at this wavelength.

Example. Based on recent satellite observations, the solar constant is S =
1,361 W m?. Assume a totally snow-covered Earth with an absorptance of 0.1
in the solar range and absorptance of 0.8 in the infrared, where most of the
emission takes place. Ignore the atmosphere and determine the temperature of
the radiative equilibrium at the subsolar point.

Solution. F(absorbed) = F(emitted). Thus, 0.1 - 1,361Wm™2 = 0.80T*.

Rearranging leads to 7 = (%)% K = 234K.

Despite real blackbodies do not exist this assumption is a useful model to under-
stand the maximum emittance of radiation. Earth and Sun are close to blackbodies.
The Earth surface, clouds and many other obstacles emit some percentage of the
maximum amount of radiation possible at a given temperature. They are gray
bodies (Table 4.4).
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Blackbody radiation represents the upper limit of the amount of radiation that
an object may emit at a given temperature. At any wavelength (or frequency), the
relative spectral emittance

_

=7 (4.64)

€1

is a measure of how strongly the object radiates at these wavelength (or frequency)
and is a useful tool to define the relative spectral emittance of a gray body, where
the star characterizes either the monochromatic irradiance or the total irradiance
of the gray body. We define the mean emittance (or, alternatively, the mean
absorptance) by

o
fé)l FA dA 1 00
e=" = _ | & Fdxr (4.65)
[ FpdA 0
0

In case of the atmosphere, the integral of the r.h.s. of this equation is related to
certain bands (or even lines)

(]
/q Lipdl =) / e Lk dA. (4.66)
0 T A

The relative emittance is the percentage of energy radiated by a substance relative to
that of a blackbody. It ranges from just above O to close to 1. Table 4.5 exemplarily
lists typical values for various surface types.

Inserting the relative emittance leads to the gray-body form of Eq. (4.59)

F* =eoT*. (4.67)

In most cases, temperature differences govern the variations in emittance. The
atmosphere is an exception from this rule. Here, emission depends among other
things, on water-vapor content, and wavelength. The atmosphere emits less radiation
at any temperature than would a blackbody. Table 4.4 relatively compares the energy
emitted in the shortwave and long-wave range of the spectrum.

In general, the radiative equilibrium temperature of a substance that is a relatively
weak absorber at visible and near infrared wavelength, but strong absorber in the
infrared region is lower than that of a gray body exposed to the same incident
radiation. Note that this is quite different for gases that absorb weak in the visible
and near infrared, but strong in the infrared.
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Table 4.5 Typical values of

the relative emittance of Surface type <

long-wave radiation Fresh snow 0.99
Old snow 0.82
Dry sand 0.95
Wet sand 0.98
Dry peat 0.97
Wet peat 0.98
Soils 0.90-0.98
Asphalt 0.96
Concrete 0.71-0.90
Tar and gravel 0.92
Limestone gravel 0.92
Light sandstone rock 0.98
Desert 0.84-0.91
Grass lawn 0.97
Grass 0.90-0.95
Deciduous forest 0.97-0.98
Coniferous forest 0.97-0.98
Urban area 0.85-0.95
Pure water 0.993

Water with a thin film of petroleum oil ~ 0.972

Example. Compare the energy radiated by a blackbody at 288 K to that of a
gray-body having an emittance of 0.9.

Solution. The blackbody emits about 390 W m~2, while the assumed gray-
body radiates about 351 W m™2.

4.3 Shortwave Radiation

Solar radiation is the most intense in the visible portion of the spectrum. Most of the
radiation has wavelengths shorter than 4 um (Table 4.1). The spectrum of shortwave
radiation is concentrated at wavelength shorter than 4 um with a peak at 0.5 pm.
Tails of the shortwave spectrum reach into the UV (A < 0.3 um) and into the near-
infrared region (A > 0.7 wm) (Figs. 4.1 and 4.14).

4.3.1 Scattering

Scattering is a fundamental physical process that takes place within the atmosphere.
It is associated with light and its interaction with matter. Atmospheric scattering
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Fig. 4.15 Schematic view of angular patterns of scattered intensity from particles of three different
sizes (a) small, (b) large, and (c) huge particles (From Liou 1980)

occurs at all wavelengths throughout the entire electromagnetic spectrum. It is a
process, by which a particle in the path of an electromagnetic wave continuously
detracts energy from the incident wave and redirects that energy in all directions
(Fig.4.15). We distinguish between single scattering and multiple scattering.
When a particle at a given position removes the incident light by scattering just
once in all directions, we call it single scattering. A portion of this scattered light,
of course, may reach another particle, where it is scattered again in all directions
(secondary scattering). Likewise, a tertiary scattering involving a third particle may
occur. Scattering more than once is called multiple scattering. Light is said to be
reflected when the angle, at which light initially strikes a surface, equals to the
angle at which light bounces off the same surface. While in the terrestrial spectral
range, absorption and emission play the dominant role, scattering prevails in the
solar spectrum at cloud-free conditions.
Scattering is also a selective process by which light is scattered by

« Air molecules (~10~* um = 1A),
e Aerosol particles (~1 m),
* Hydrometeors (Chap. 3)

— Water droplets (~10 pm),
— Ice crystals (~100 pm),
— Large raindrops and hail particles (~10* um = 1cm).

Scattering of light by particles depends on particle shape, particle size, particle index
of refraction, viewing geometry, and the wavelength of radiation (Fig. 4.15).
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In 1908, Mie'® applied Maxwell’s'® equations of electromagnetic radiation for
a plane electromagnetic wave incident on a sphere. Far away from the sphere
(distance, d > r, radius of the sphere), the scattered radiation is a function of
viewing angle, index of refraction and the size parameter that can be given by

particle circumference 2r

= = 4.68
wavelength of the incident light A ( )

Atmospheric molecules and particles are separated widely enough so that each
particle scatters light in exactly the same way as if all other particles would not
exist. It is referred to as independent scattering. The assumption of independent
scattering greatly simplifies the problem of light scattering by a collection of
particles because it allows the use of energy quantity instead of electrical field in the
analysis of the propagation of electromagnetic waves in planetary atmospheres.?
In atmospheric scattering, it is generally assumed that light scattered by molecules
and particulates has the same frequency (or wavelength) as the incident light. This
assumption is not entirely correct in case of Raman?' scattering (inelastic scattering
of photons by an atom or a molecule, where the scattered photon has a frequency
different from that of the incident photon) that can produced, for instance, by high-
energy laser light. Raman spectroscopy can be used, for instance, in remote sensing
of water vapor.

By using the size parameter y scattering can be divided into the three regimes
within the solar spectral range

* Geometric optics for y > 50,

* Mie-scattering for 0.1 < y < 50, (kp)aerosor ¢ A}T’ and
1

* Rayleigh-scattering for x < 0.1, (kp)molecute X 3z-

In case of y < 1073, scattering can mainly be ignored (Fig. 4.16).

Scattering is often accompanied by absorption. Grass, for instance, looks green
because it scattered green light, while it absorbs red and blue light. Red and blue
light is, therefore, no longer present. Both scattering and absorption remove energy
from a beam of light traversing the medium, i.e. the beam of light is attenuated.
Attenuation is also called extinction.

4.3.1.1 Geometric Optics

Geometric optics can explain a wide variety of optical phenomena (Fig. 4.18). For
x greater or equal to 50, the sphere is large as compared to the wavelength. Under

8Gustav Adolf Ludwig Mie, German physicist, 1868—1957.
19James Clerk Maxwell, British physicist, 1831-1879.

20The reader is referred to Liou’s textbook.

2IChandrasekhara Venkata Raman, Indian physicists, 1888-1970.
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Fig. 4.16 Scattering regimes (With respect to Wallace and Hobbs 1977)

these conditions the laws of geometrical optics can be applied where rays, which
are refracted or reflected at a surface, can be traced (Fig.4.17). The interaction of
solar radiation with virtually all types of hydrometeors and of infrared radiation with
hydrometeors in general falls into this category.

A rainbow results from reflection of light in raindrops. Sometimes a primary and
a secondary rainbow are visible. A secondary rainbow develops when light entering
a raindrop undergoes two internal reflections instead of just one. The colors of the
primary rainbow go from red on the outside to violet on the inside. The opposite
is true for the secondary rainbow (Fig. 4.17). Since the intensity of light is reduced
even further by the second reflection, the secondary rainbow appears to be less bright
than the primary one.

When light from the Sun or moon is refracted by some defined ice crystals of thin,
high-level clouds (e.g. cirrus, cirrostratus) 22° and 46° hales, so-called sundogs,
numerous arcs, and bright spots can occur. Most halos appear as bright white rings.
Sometimes the dispersion of light as it passes through the ice crystals found in cirrus
can cause a halo to have color (Fig.4.18). A 22°-halo is the most common type of
halo (Fig.4.18). It is a ring of light that occurs 22° from the Sun or the moon and is
formed by hexagonal ice crystals with diameters less than 20.5 pm.

In the solar range of the spectrum, the reflection at an optically thick surface or
at the Earth’s surface is called the albedo, «. It is the ratio of outgoing reflected
radiation to the incoming radiation. The albedo depends on the viewing angle
with respect to the Sun. Surface reflection varies with the kind of surface and its
properties (Table 4.6). The size of the surface roughness compared to that of the
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Sun light

Sun light

primary rainbow

secondary rainbow

Fig. 4.17 Schematic view of geometry of the rays that contribute to a secondary rainbow. The
primary rainbow has always and angle of 40-42° from the path of the Sun rays

Fig. 4.18 Halo formed in cirrostratus as seen from the University of Alaska Fairbanks campus
above the Alaska Range (Photo courtesy to Hartmann 2002)
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Table 4.6 Solar albedo of various surfaces

Surface type o Remarks

Bare soil 0.1-0.25 Depends on soil type and soil moisture

Desert 0.25-0.4 Depends on soil type and soil moisture

Tundra 0.18-0.25

Glaciers 0.25-0.35

Grass 0.15-0.25 Depends on vegetation status, length, health

Agriculture 0.15-0.2 Depends on vegetation type and cycle

Ochards 0.15-0.20

Forest (pine, fir, oak) 0.1-0.18

Forest (coniferous) 0.1-0.15

Red pine forest 0.1

Deciduous forest 0.15 Bare of leaves

Deciduous forest 0.15-0.2

Deciduous forest 0.2 Bare with snow on the ground

Rain forest 0.15

Fresh snow 0.75-0.95

Old (dirty) snow 0.25-0.75 Depends on age, area

Ocean <0.1 Values of 0.1-0.7 are possible in the
Sun-glint area or for low sun

Average planetray albedo 0.3

Urban areas 0.1-0.27 With an average of 0.15

wavelength determines the type of reflector. Calm water reflects the incident visible
radiation in nearly one direction (like a mirror). Such type of surface is called a
specular reflector. Fresh snow reflects light in nearly all directions. Such a surface
is an ideal diffuse reflector. The wavelength determines what kind of reflector the
surface is. A surface may be more like a diffuse reflector at one wavelength, but more
like a specular reflector at another wavelength, i.e. albedo depends on wavelength?
Table 4.6 lists typical values of albedo for various types of surfaces. Table 4.7 gives
some subjective comparisons of reflected energy in shortwave (3—4 um) and visible
(0.4-0.7 wm) part of the spectrum.

4.3.1.2 Mie Scattering

At size parameters in the range 0.1 < y < 50, the particle and wavelength are of
similar size. Radiation strongly interacts with the particle, i.e. the full Mie-equation
has to be applied. A full discussion of Mie scattering (also called Lorenz-Mie
scattering) is beyond the scope of this book and the interested reader is encouraged
to take a look at respective textbooks on radiations.”* Mie scattering is sensitive to

22A paved parking lot, for instance, is a specular reflector in the radio part of the spectrum, but a
diffuse reflector in visible part.

23See reference list for suggestions.



184 4  Atmospheric Radiation

Table 4.7 Solar albedo of various surfaces

Energy reflected
Surface type Visible Shortwave Long-wave
Snow High Low None
Ice Medium Low None
Lake Low Low None
Land Low Medium None
Water cloud High High None
Ice cloud Low Medium None
Dust Medium Medium None

the shape of the particle. Prominent applications of Mie scattering are the detection
of raindrops by radar, using visible radiation to detect haze, smoke, dust and
aerosols, or infrared radiation to sense cloud droplets (Appendix B).

4.3.1.3 Rayleigh Scattering

For y < 0.1, the particles are small in comparison with the wavelength of radiation
and we speak of Rayleigh scattering. Rayleigh scattering is insensitive to the shape
of the particle. In the Rayleigh regime, the scattering coefficient is proportional to
the radius of the particle, r.

Air molecules act as Rayleigh-scatters for visible and ultraviolet radiation.
Shorter wavelengths of the incoming visible light (violet and blue; Table 4.1) about
0.48 wm are scattered more strongly than the longer (red) wavelengths by small
molecules of oxygen and nitrogen that are much smaller than the wavelength of the
light because of the A*-dependency. Since the violet and blue light is scattered over
and over by the molecules all throughout the atmosphere, blue light comes from
all directions yielding in the blue appearance of the sky. Sky polarization that is
important for many atmospheric remote sensing applications can also be explained
by Rayleigh scattering.

4.3.2 Diffraction

In general, diffraction denotes to the slight bending of light as it passes around the
edge of an obstacle. The strength of diffraction depends on the relative size of the
wavelength of light compared to that of the opening. When the opening is much
larger than the wavelength, diffraction is almost unnoticeable. When the opening is
close in size or equal to the size of the wavelength, a considerable diffraction exists.

In the atmosphere, diffraction occurs at the tiny water droplets in clouds. When
the distance between the drops is similar to the wavelength of visible light, the light
shining through the space between two cloud droplets is diffracted and dispersed.
Thus, diffraction can produce fringes of light, dark, or colored bands.
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Fig. 4.19 Schematic view of emission and absorption for a hydrogen atom that is composed of
one proton and one electron. The radius of the orbit r is n%-0.53 A where 7 is the quantum number
(From Liou 1980)

Examples for diffraction of light are coronas surrounding the Sun or moon and
the silver-line sometimes found around the edges of clouds. When the cloud-droplet
spectrum is nearly mono-disperse, i.e. the droplets are very uniform in size, the
diffracted light can cause the corona to be separated into its component colors, with
blue light to the inside of the red light. These colors may repeat themselves, leading
to a series of colored rings around the Sun or moon.

4.3.3 Absorption

Absorption is the interaction between radiation and matter (Fig.4.19). It means
a loss of incident radiation. In contrast to scattering, absorption does not just
redirect the radiation. When absorption occurs, electromagnetic radiation energy
is transformed into

» Kinetic energy of the molecule (heat), or
* Vibrational energy of the molecules (exciting).
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Absorption can occur due to atmospheric gases, aerosols, cloud- and precipitation
particles. In the atmosphere, molecules absorb radiation in selective wavelength
bands creating a complicated pattern of atmospheric absorption bands (Fig. 4.14).
The latter can be used to determine the concentration of the respective absorbing
molecules from satellite. In the solar spectrum, H,O, CO;, Oz, Oy, Ny, NO>,
N, O, and CH, are the main absorbers of solar energy. In the ultra-violet part of
the spectrum, the main absorbers are O,, and O3. We call areas of weak absorption
a window. One of the greatest windows resides in the visible portion of the
spectrum.

Absorption of shortwave radiation by the atmosphere and the Earth’s surface
“heats” the Earth-atmosphere system (correctly spoken contributes to the increase
of internal energy). To determine the heating rate we consider a slab of atmo-
sphere of thickness dz between the heights z and z + dz. At these heights, the
monochromatic irradiation at wavelength, A, is given by F(z) and F(z+d z), respec-
tively, where (downward directed) net monochromatic irradiance at these height
z reads

Fh@=FK|]@-FK1© (4.69)
and
Fyz+d2)=F, | (z+d2)— F, 1 (z+ d2). (4.70)

The decrease of this net flux density due to absorption by the layer of air of the
thickness d z is given by

dF,(z) = Fy(2) — Fa(z+ dz) 4.71)

where the term on the Lh.s. of this equation is negative due to absorption. Thus, we
can determine the heating rate for this infinitesimal layer d z by

T 0F; (z)
Cp—— = — . 472
PaCp ot 0z (4.72)

Here, p, is the density of the air in the layer, ¢, is the heat capacity at constant
pressure, and %—f is the temperature increase with respect to time due to the
absorption of solar radiation. Note that dg—f) is the vertical contribution of the
divergence of the solar irradiance.

Let Az be the thickness of a given layer of air. If there are no losses at the
sides of the solar beam and atmospheric backscattering can be ignored, we may
use the definition of the monochromatic transmittance, 7, = 1—a,, where a, is the
corresponding monochromatic absorptance (Sect. 4.5.2), to estimate the absorption
of monochromatic radiation in this layer by

AF(2) = —ayFy | (z+ A2). (4.73)
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In accord with Eqs. (4.72) and (4.73), the change of the temperature AT with respect
to time due to absorption can be estimated by

ap

At
AT = Fyl @+ Az)A—Z. (4.74)

PaCp

Obviously, the absorption of solar radiation contributes to a change of the tempera-
ture distribution and the related pressure and wind fields (Chap. 6).

4.4 Long-wave Radiation

In accord with the Stefan-Boltzmann’s law, and Wien’s displacement law all
components of the climate system emit radiant energy in the long-wave spectrum.
All real bodies emit and absorb less radiant energy than a blackbody at the same
temperature and wavelength, for which their emittance is less than 1 and varies
with the wavelength in accord with Kirchhoff’s law. In solids and liquids, emittance
only slightly varies with the wavelength, while it strongly varies in gases. Atomic
gases absorb (emit) radiant energy in distinct wavelength intervals that are called
the spectral absorption lines. Molecular gases show absorption bands. Various types
of surfaces have slightly different emissivities. Absorption and emission depend on
the gases’ atomic or molecular structure and the wavelength. Thus, each chemical
element or combination of elements has its characteristic absorption and emission
spectrum. Emission lines can result from transitions to the ground state or between
excited states (Fig. 4.19). According to Kirchhoft’s law if radiation penetrating a gas
can excite atoms (molecules), its energy will not be absorbed or emitted.

4.4.1 Rotational and Vibrational Bands and Spectral Lines

As pointed out in Chap. 2, molecules have several degrees of freedom. Diatomic
molecules, for instance, can rotate about a common axis yielding rotational energy
or its atoms can vibrate towards and away from each other. Quantum mechanics
postulates certain preferred models of behavior for each gas being the specific
emission characteristics for that gas. Diatomic molecules can either have vibrational
or rotational transitions, if vibration or rotation lead to an oscillating electric dipole
moment. N, and O, have no electric dipoles (because of their symmetric charge
distribution) and therefore no vibrational or rotational spectrum. However, they have
absorption and emission spectra in the UV and VIS as mentioned before.

In the terrestrial range, the main gases active are CO, CHy4, N, O, O3, CO,, and
H, O (Table 4.8). The modes listed in this table are related to symmetric stretching
(v1), bending (v,), and asymmetric stretching (v3) illustrated in Fig. 4.20. (Note that
the vibration mode v4 of CH, is not sketched.) Linear molecules like N, O and
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Table 4.8 The most important vibrational and rotational transitions for H,0, CO,, O3, CHy,
N, O, and CO. Here, the modes v, v,, and v; are related to symmetric stretching, bending, and
asymmetric stretching, respectively. The symbols P, Q, and R denote various branches

Center Band interval
Gas U(em™) [A(um)] Transition v(cm™1)
H>O - Pure rotational 0-1,000
1,594.8 [6.3] v2; P, R 640-2,800
Continuum Far wings of the strong lines; 200-1,200
Water vapor dimers (H,0);
CO, 667 [15] v2; PR, Q 540-800
961 [10.4] Overtone and 850-1,250
1,063.8 [9.4] combination
2,349 [4.3] v3; P, R 2,100-2,400
Overtone and combination
0s 705 [14.2] va; P, R 600-800
1,043 [9.59] v3; P, R 600-800
1,110 [9.01] vi; P,R 950-1,200
CH, 1,306.2 [7.6] Vg 950-1,650
N,O 588.8 [17.0] V2 520-660
1,285.6 [7.9] vi; P,R 1,200-1,350
2,223.5 [4.5] V3 2,120-2,270
co 2,150 [4.67] Pure rotational 2,102-2,181
N,, 0,, CO @ o
\2) ) V3
Symmetric Bending Antisymmetric

CO, N0 ~0-0--0— ?‘? 000
o--O0--0

H,0, O, ‘ ‘
LA N O A

Fig. 4.20 Sketch of the vibrational modes of diatomic and triatomic atmospheric molecules
(Adopted from Liou 2002)

C O, have two bending modes denoted as v,, and vy, which have the same energy
(degenerated modes). The combination of rotational and vibrational states of water
vapor yields to very complex and irregular absorption spectra. Vibrational bands
exist at higher energy than rotational bands. The energies of vibrational quanta
are two orders of magnitude greater than those of rotational quanta. As listed in
Table 4.8, the pure H,O rotational band ranges from 0 to 1,000 cm™!. This band
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is important in the generation of tropospheric cooling. The v, fundamental band
centered at 1,594.8 cm™! (6.3 um) is the most important vibrational-rotational one
of water vapor. The other two fundamental bands, v; and vs, are found to be close to
one another and are centered at 3,703.7cm™! (2.7 pm). The continuum absorption
by H,O in the range of the atmospheric window, 800-1,200 cm~! (8-12 jLm),
remains unexplained. It has been suggested that the continuum results from the
accumulated absorption of the distant wings of the water vapor lines, principally
in the far-infrared part of the spectrum. There is some evidence that contributions to
continuous absorption may be caused by water vapor dimers, (H,O),. The bending
mode of CO, is degenerated and consists of v, and v, vibrations at the same
frequency. This v, fundamental band is centered at 667 cm™' (15 m), where the
band interval is ranging from 540 to 800 cm™!. There are also some overtone and
combination bands ranging from 850 to 1,250 cm™'. The v3; fundamental band is
centered at 2,349cm™! (4.3 pm), where the band interval is ranging from 2,100
to 2,400cm™'. The v; and v; fundamental vibration modes of ozone are centered
at 1,110 and 1,043cm™!, respectively. They constitute the well-known 9.6 um
O3 band. The v, fundamental band is centered at 705cm~"! (14.2 wm). Thus, it
is well masked by the strong CO, 15pum band and appears less important in
atmospheric radiative transfer. Methane (C H,) has no permanent electrical dipole
moment and, hence, no pure rotational spectrum. Its most important fundamental
band v, is centered at 1,306.2cm™" (7.6 pm). Similar to CO,, in case of nitrous
oxide (N,O) numerous bands are produced by the fundamental, overtone, and
combination frequencies. The v to v; fundamental bands of N, O are centered at
588.8cm™! (17.0um), 1,285.6cm™" (7.9 wm), and 2,223.5cm™! (4.5 um), where
the corresponding band intervals are ranging from 520 to 660cm™', 1,200 to
1,350 cm™!, and 2,120 to 2,270 cm ™!, respectively. Carbon monoxide (CO) has a
pure rotational band centered at 2,150 cm™! (4.67 um). Its band interval is ranging
from 2,102 to 2,181 cm™!. This range is also covered by the N, O v; fundamental
band.

Monochromatic emission has never been observed. The spectral lines of the
emission (absorption) spectrum of an isolated molecule have a very small, but finite
width on the frequency scale. There are various effects that lead to the so-called
line broadening. These effects are related to (1) the damping of oscillator vibrations
resulting from the loss of energy in emission, where the broadening of lines in this
case is considered to be normal, (2) the perturbation due to the reciprocal collision
between the absorbing molecules and between the absorbing and non-absorbing
molecules, and (3) the Doppler®* effect resulting from the difference in thermal
motions of atoms and molecules. The broadening of lines resulting from the loss
of energy in emission also called natural broadening is practically negligible in
comparison with that caused by collisions and the Doppler effect. In the lower
atmosphere (below 20km) collision broadening prevails caused by the pressure
effect. It is, therefore, referred to as pressure broadening. The shape of the spectral

2 Christian Andreas Doppler, Austrian physicist, 1803-1853.
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lines due to collision is given by the Lorentz>> profile. In the upper atmosphere
there is a combination of both pressure broadening and Doppler broadening. In the
range between 20 and 50 km or so above ground effective line shapes are related to
this combination. The convolution of the Lorentz and Doppler line shapes can be
performed by adding the Doppler shift component to the pressure-broadening lines
at the respective wavenumbers. The resulting line shape is called the Voigt?® profile.

4.5 Radiative Transfer

The radiative transfer coins in large part the stratification and thermal structure of
the atmosphere. The radiation balance and radiative flux densities vary in time and
space (e.g. Fig.4.10). The total input of solar energy depends on the direction of
the rays and length of daylight. This input is greater at the equator where the Sun is
nearly overhead than at the poles where the Sun is low above the horizon. The Sun is
higher in the sky in summer than winter. The dependence of the optical properties of
the atmosphere on the distribution of its constituents, cloudiness, and water vapor, as
well as on geographical latitude makes radiative transfer horizontally non-uniform
and complex. The heating of the Earth due to the Sun varies with geographical
latitude, elevation, and season (Fig.4.10). These differences in radiation drive the
general circulation and local circulation systems (Chap. 7).

In radiative calculation, we usually assume that the radiative properties are a
function of height using the height, z, or pressure, p, as coordinates. Radiance is an
appropriate variable because the radiance would not change if there were no material
in the volume considered. By excluding polarization, four processes can modify the
beam of radiation as it travels a distance, ds, through the volume (Fig. 4.21)

¢ Radiation from the beam can be absorbed (A),

¢ Radiation can be scattered out of the volume into other directions (B),
¢ Radiation can be emitted (C),

¢ Radiation from other directions can be scattered into the beam (D).

These radiation processes have to be considered in the radiative transfer equation.
For calculations of spectral radiation transport, the spectral dependency of the
extinction coefficient, k, has to be considered for each absorber, where p is the
density of water vapor, carbon-dioxide, methane, etc. to determine the respective
optical path length.

The change of the monochromatic radiance along the path, dd—';, can be
expressed by
dl,
d—:A—l—B—I—C—i-D (4.75)
s

ZHendrik Lorentz, Nobel Price Laureate in 1902 with Pieter Zeeman, Dutch physicist, 1853-1928.
26Woldemar Voigt, German physicist, 1850-1919.



4.5 Radiative Transfer 191

I | ,|x +dl,
[ i Interaction
| ! with matter
l 1/

(So) v 1(5+)
—_— " | —
Pencil of o
radiation ! :

—m dS =
So Sq

Fig. 4.21 Depletion of the radiant intensity in traversing an extinction medium (Adopted from
Liou 2002)

where the letters A to D denote the aforementioned processes. The terms A and B
remove radiation from the beam and are called depletion terms. The terms C and
D add radiation to the beam and are denoted source terms. The next subsection
discusses the general form of the radiative transfer equation (RTE) and its solution.

4.5.1 The Radiative Transfer Equation

The general form of the radiative transfer equation (RTE) reads
dl = —p By I, ds + p. jyds 4.76)

Here, p is the density of air, 8, is the mass extinction cross section for radiation
of the wavelength A, I, is the monochromatic intensity of radiation, j, is the
source function coefficient for the same wavelength, and ds is the infinitesimal
thickness of the layer crossing by the pencil of radiation (Fig. 4.21). Equation (4.76)
describes two concurrent processes, namely attenuation of radiation by absorption
(A) and single scattering (B) on the one hand and emission of radiation (C) by the
constituents of the atmosphere plus multiple scattering of radiation from all other
directions into this pencil of radiation (D) on the other hand.
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The ratio J, = ji /B, is called the monochromatic source function. Inserting
this source function into Eq. (4.76) yields

1 dI,

Introducing the monochromatic optical depth defined by

S

7 (51, 8) = /P,BA ds (4.78)

or
dv, (s1, 5) =—pPards 4.79)

and multiplying all terms of Eq. (4.77) by exp (— 7, (s1, §)) provide

dl
exp (— ;. (51, 5)) m = I exp(— 13 (s1. ) — Ji exp(— 7 (s1. 9)).
’ (4.80)
Since
d dl
a5 61, 5) U exp (= ta (51, 8))} = exp (= ta (51, $)) m
— I exp(— 1 (51, 8)) (4.81)
we obtain
d
TG U exp(—ta(s1, 8))} = — Ju exp(— 11 (51, 5)). (4.82)
7 (51, §)

Integration over the layer 5o < s < s; yields

51
I, (s1) = I, (so) exp (—1x (51, 50)) — /JA exp (—1y (s1,5)) d 12 (51, 5) . (4.83)
50
There are two special cases of this solution: (a) the Beer-Bouguer-Lambert law,
and (b) the solution of the Schuster-Schwarzschild equation.

When we presuppose that only extinction due to absorption and/or single
scattering exists we obtain the Beer-Bouguer-Lambert law,

I (s1) = I, (s0) exp(— ta (51, So)) - (4.84)
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Equation (4.84) serves to define the monochromatic transmittance by

Iy (s1)
I (s0)

It decreases exponentially with increasing optical depth in an absorbing column of
air. The monochromatic absorptance a, stands for the fraction of incident radiation
absorbed from the beam. Since in the absence of scattering and emission

Ty +ay =1 (4.86)

Ty (s1.50) =

= exp (— 7 (51, 50))- (4.85)

we obtain for the monochromatic absorptance
ay=1-T),=1—exp(—1)) (4.87)

i.e. monochromatic absorptance exponentially may tend unity with increasing path
length through an absorbing column of air.

An atmospheric layer is referred to as optically thick when the total optical path
through that layer is greater than 1 and optically thin otherwise. In an optically
thick layer, a photon has a great probability to be scattered or absorbed, while it
has a great probability to pass an optically thin layer without being absorbed or
scattered. In absence of emission, the spectral radiance decreases exponentially by
a factor of e over a given unit optical path.

The solution of the Schuster-Schwarzschild equation can be derived by assuming
a non-scattering medium and local thermodynamic equilibrium (LTE) so that the
source function in Eq.(4.77) may be replaced by the Planck function given by
Eq. (4.44), where now f3; becomes the mass absorption coefficient. Inserting the
Planck function (4.44) into Eq. (4.83) yields

I (s1) = I (so) exp (— 7 (51, %0))

s1

- / By (T () exp(— 1 (s1. 9)) da (51, 8).  (488)

S0

This equation seems to be well appropriate when the infrared radiation emitted by
both the Earth and the constituents of the atmosphere is considered. Obviously, the
first term of the right-hand side of Eq. (4.88) describes the absorption of infrared
radiation along the path [so, s;] and the second term the emission of infrared
radiation along the path [sg, s;] performed simultaneously.

4.5.2 Interaction Radiation-Atmosphere

In the absence of scattering and emission, we found that 7) 4+ a, = 1 (Eq. (4.86)).
In the atmosphere, however, radiation is not only absorbed, but also dispersed
by scattering. Some of the scattered radiation is directed backward. A portion of
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solar radiation, for instance, is backscattered to space. The remainder is scattered
forward as the light visible from the portion of the sky away from the solar disk.
In either case, the energy that is scattered is not absorbed by the atmosphere
and does not contribute to its internal energy. The remaining non-scattered, non-
absorbed radiation passes through the atmosphere without modification and reaches
the surface as direct radiation. At the surface, some of the radiant energy is absorbed,
while another part is reflected to the atmosphere. This part does not contribute to
the heating of the planet. Absorption and transmission of solar radiation affect the
distribution of temperature throughout the atmosphere.

We already found that the monochromatic transmittance fulfills the condition:
0 < Ty < 1 (Eq.(4.85)). This means when [, , and I, , are the portions of the
monochromatic intensity that are absorbed (subscript a) and reflected (or back-
scattered; subscript ) on the path through the layer [so, s;] of the atmosphere, we
can define the monochromatic absorptance and the monochromatic reflectance by

Il a
a, = . (4.89)
I (s0)
and
Lis (4.90)
= . .
P 1. (s0)
Since
I(s0) = In(s1) + g + Ins 4.91)
we may write
Ty +a)y+p=1 (4.92)

where T), a,, and p, are transmittance, absorptance, and reflectance, respectively.
This partitioning can differ from wavelength to wavelength. The various colors of
nature are a consequence of this fact.

The reflectance can be decomposed into that, which by scattering (multiple
reflections) is transmitted into forward direction, and that, through scattering
propagating at an angle that differs from that of the incoming radiation.

Scattering plays only a minor role in the infrared range so that 7) + a; = 1
(Eq. (4.86)) is acceptable. In accord with Kirchhoff’s law, we can replace the
monochromatic absorptance by the monochromatic emittance. However, we have
to incorporate scattering of infrared radiation in case of ice clouds.

We can describe the radiative properties of a medium in integral manner by the
coefficients «, €, T, and p that range between O and 1. Equation (4.65) already
defined the mean value of the emittance. We can define the mean transmittance and
mean reflectance in a similar manner. Scattering cannot be quantified by an integral
key quantity.
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Fig. 4.22 Sketch of radiative and collisional transitions connecting two energy states £, and E,,

4.5.3 The Breakdown of Thermodynamic Equilibrium

The use of Planck’s radiation law in the RTE (Eq. (4.88)) is not a matter of course,
but it may be justified in accord with Einstein’s?’ paper on the quantum theory of
radiation published in 1917. Its use, of course, requires the existence of thermal
equilibrium. Such a thermal equilibrium does not generally exist in the atmosphere.
Thus, the LTE mentioned before is assumed. Based on Milne’s?® work on the effect
of collisions between molecules and atoms, ions, electrons, etc. on monochromatic
radiative equilibrium, we discuss under which conditions the assumption of an LTE
is reasonable.

In his paper, Einstein presented a very instructive and simplified derivation of
Planck’s radiation law in which he introduced the important concept concerning the
probability of the emission and absorption of radiation by molecules. He not only
presupposed absorption of radiative intensity, /,,, of an isotropic radiation field by
a Planck resonator leading to a higher energy state, E,,, that differs from its former
lower energy state, E,, just by a photon, E,, — E,, = h v (where v is the frequency
of the radiation emitted when the oscillator goes from E,, to E, and it is also the
frequency of radiation absorbed by an oscillator when it raised from E, to E,,), but
also so-called induced emission stimulated by the radiation field and spontaneous
emission because a Planck resonator emits in accord with Hertz energy independent
of whether it is excited by an external field or not. Both forms of emission lead to
the transition of the molecule from a higher to a lower energy state (Fig. 4.22). The
emitted radiation is also considered as isotropic radiation.

27 Albert Einstein, German-American physicist, 1879—1955.
28Edward Arthur Milne, British astrophysicist, 1896-1950.
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Absorption and both types of emission are related to certain probabilities that an
oscillator changes its energy state from E, to E,, or vice versa in the same unit of
time, dt, expressed by d Wy, = A, dt (spontaneous emission), dW, = C" I, dt
(absorption), and d W;, = C,. I, dt (induced emission), where A}, C)”, and C}!
are the probability coefficients, today called the Einstein coefficients. Thus, the
probability for the transition of a molecule from E,, to E, is given by d W, =
AW, + dW;, = (A;; +Cr 1 U) dt. Note that Einstein and others considered the
density of monochromatic radiation, p, = 4 7 I, /c, but not the monochromatic
intensity. This means that the coefficients C,"" and C,, are related to the true Einstein
coefficients B and B, by C;' = (4 /c) B}, and C)' = (4 m/c) B), respectively.
The Einstein coefficients are considered as atomic constants that are independent of
the temperature.

When we assume that the radiation field is in equilibrium with the oscillators,
the number of molecules, N,, = N, dW,, going from the upper energy level, E,,,
to the lower energy level, E,, during the time interval d¢ will be balanced by the
number of molecules, N, = N, d W,, raising from level E,, to level E,, during the
same time interval, i.e., N, dW, = N, dW,, where N;, j = m, n, is the number
of oscillators that occupies the energy level E ;. Thus, we have

Nl =N, (A, +Cnl,) (4.93)
N" = N, C"1, (4.94)

and
N, C" I, = Ny (4}, + Cp 1,). (4.95)

If molecules of this kind form a gas at the temperature 7', the relative occurrence of
these energy states W; = W (E j), j = m, n,is given by the formula

N; E;
WZWj:W(Ej):ng exp| = (4.96)

that corresponds the canonical distribution of states in statistical mechanics. Here,
N is the total number of oscillators given by

=Y N,=YNW;=N ng] exp( kET) (4.97)
j=0

j=0 n=0

=1
and y is a constant given by

y = ! . (4.98)

Zgj eXp( E)

n=0
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Furthermore, g; is a temperature-independent quantity which is characteristic for
the molecule and its j" quantum. It can be called a statistical “weight” of this state.
Because of Eq. (4.98), it is related to N; by

N B (- #7) (4.99)
N io: gj eXp (— ,f—’r)
0

j=

Einstein pointed out that the exchange of energy between radiation and molecules
according to the statistical laws described here by Egs. (4.93)—(4.95) is necessary
and sufficient not to perturb the canonical distribution of molecules as expressed
by Eq. (4.96). This equation can be derived either from Boltzmann’s principle or by
purely thermodynamic means. It may be considered as the greatest generalization
of Maxwell’s velocity distribution law. Thus, we obtain

En m Em n n
& exp | = Cl' I, =gnexp|— T (A +ChlL). (4.100)

Furthermore, if I, together with 7' will increase to infinity, one obtains

gn C' = gm C, (4.101)
and, hence,
A" 1 o
I, === = (4.102)
"Croexp (Bz=fr) -1 exp(f2) -1

where, by comparing with Eq. (4.40), 0 = A”,/C = 2 h v3/c?. Equation (4.102)
reflects Planck’s blackbody radiation law, i.e., B, (T') = I,. In accord with Wien’s
displacement law p, = v f (v/T), Einstein already pointed out that A”,/C} =
a v3, where @ = 2 h/c?, must be an universal constant. Ten years later, Dirac?
derived correct expressions for the Einstein coefficients on the basis of his quantum
theory of the emission and absorption of radiation. Fowler and Milne pointed out
that modern formulations of the principle of detailed balancing really all derive
their inspiration from Einstein’s classical paper written in 1917. Tolman®® called it
the principle of microscopic reversibility. He stated that Einstein used this principle
of microscopic reversibility without, however, making any explicit statement of it.
This is, indeed, true because Einstein used the relationship (4.101) butnot C)" = C;
that can be derived on the basis of this principle of microscopic reversibility.

29Paul Adrien Maurice Dirac, British physicist, 1902—-1984.
39Richard Chace Tolman, American physical chemist, 1881-1948.
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Milne eventually argued that molecules can also be excited by collision with
any atom, ion, or electron present in the assembly denoted as collision of the first
kind (or inelastic collision), where the energy of excitation, / v, is derived from the
kinetic energy of the colliding particles, and de-excited by collision of the second
kind (or super-elastic collision). The colliding particles rebound with additional
kinetic energy & v. The collision of first kind plays an important role in the Franck-
Hertz experiment. The collision of second kind is related to Klein and Rosseland.
These authors also coined the notions collision of first kind and collision of second
kind. Milne, therefore, not only considered radiative transition, but also collisional
transition

In case of thermodynamic equilibrium at temperature 7', Eq. (4.96) leads to

N, gm E,—E, gm hv 4.103)
— =2—exp|l—-——7—] === exp|—- — ). .
N, &n P kT an P kT

Let P)" represent the probability of the transition by collision per unit of time
from the lower level of energy, E,, to the upper level of energy, E,,, and P
represent that from E,, to E,. The number of molecules per unit time, N,;, going
from E,, to E, is then given by N,) = P} N,,, and that, raising from E, to E,,
is given by N;” = P N,. According to the principle of detailed balancing, if
the assembly were in thermodynamic equilibrium we have super-elastic collisions
exactly balancing inelastic collisions [41], i.e. N;* = N,.. Thus, in thermodynamic

equilibrium at temperature 7" we have

P" N, g h
no_ Dm_ B (- 22 (4.104)
Pr N, g KT

where the ratio P)"/P) is independent of the density. According to Milne,
this equation must subsist in virtue of the velocity distribution of the particles
present. Although it has been proved in the first instance only for thermodynamic
equilibrium, it must also hold whenever the velocity-distribution may be described
by a parameter-temperature 7 .

Milne considered the transfer of radiant energy through the system, a thin slab
of the area and the thickness. The number of quanta of monochromatic radiation at
frequency entering the slab in directions inclined within the solid angle d £2 normal
to the slab is given by

I, Avd$2dA

4.1
7 (4.105)

Furthermore, the number of quanta leaving the slab in the same direction is given by

(I, +dl,) AvdS2 dA
hv ’

(4.106)

He pointed out that “the excess of the latter over the former, in the steady state, must
be equal to the excess of emissions of v-quanta from the matter inside the slab in
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directions included in d §2 over the number of similar absorptions.” The number of
such emissions is given by

ds

Ny dsdA (A}, +C) 1) o= (4.107)
T
and the number of such absorptions is given by
ds2
N, ds dAC" I, et (4.108)
T

Combining the expressions (4.105)—(4.108) leads to

dIl, Av 1 ,
o ds - an (Nm (A,’n—{—C,Z IV)—N,, cy I,,)
G (&
==\ Ny, (6+1,)—N, I, (4.109)
m

where we used 0 = A}, /C,) and Eq. (4.101).
Let o (v) be the atomic absorption coefficient for an atom in the state n, then we
have approximately

cm

/a(v) dv ="V (4.110)
4

Av

This integral characterizes the narrow range of frequencies within which the atom
can absorb. If we assume for simplification a uniform absorption within the interval,
we will obtain

Crmhv

a, Ay = L 4.111)
4

where «, is the mean atomic absorption coefficient in the frequency interval
[v—1h Av, v + 1/, Av]. Inserting this formula into Eq. (4.109) yields

1 dI
— Y N L+ N, 0+ 1), 4.112)
o, ds gm

When we assume a strict thermodynamic equilibrium, we obtain with

Pa IBU =Qy (Nn _ng_n) (4113)
o
pa By By (T) = oty N2 & (4.114)

m
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and, hence,
& o o
B, (T) = Moo= — = e (4.115)
Ny = Nm ot %N_Z‘l exp (1) — 1

(where the relationship (4.104) for thermodynamic equilibrium at temperature 7'
has been used) the following expression:

1 dlI,
Pa By ds

Here, p, is the air density, and §, is the absorption coefficient. Equation (4.116)
is called the radiative transfer equation for a non-scattering medium under the
condition of the LTE at temperature 7 .

By including collisional transition, Milne obtained

=—1,+B,(T). (4.116)

N & ﬁflu A2 +¢
TR 2 “.117)
Ny =N g o +e (exp (i) — 1)

where the ratio of the probabilities of raising from the lower level E, to the upper
level E,, by radiative and collisional transition is given by

c Pn’l Pm
g=— —— = ", (4.118)
47 Bm CH

Equation (4.117) is considered to estimate the breakdown of the LTE. Combining
Eqgs. (4.112) and (4.117) yields then

ﬁflvdﬂ—f-s
2

1 dlI, .
1drn, _ (Nn N, g_) . _ (4.119)
oy dS m 1+§ (eXp(ﬁ)—l)
Using Eq. (4.113) and, in addition,
£ £ hv
= == — -1 4.120
"=B.T) o (exp(k T) ) 120
leads to
= [1,d2 +nB,(T
1 dl, I+4”é n B, (1)
0a By ds Y l+7n
n 1 /
=—-I,+—B(T)+ —— 1,d$2 (4.121
147 () 471 (1+1n) ( )
Q
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where in this equation, 7 is the parameter-temperature fixing the velocity distribu-
tion. In accord with Milne, this is the form taken by the RTE when the existence of
a stationary state is taken into account.

For &, we have seen that approximately ¢ o p, exp(— h v/ (k T)). Hence,
as already argued by Milne, except for very low temperatures, 7 is approximately
independent of temperature and proportional to the total density. When Eq. (4.121)
is applied to the Earth’s atmosphere, we have to recognize that 7 is close to zero at
the TOA and increases towards the Earth’s surface. For n — 0, Eq. (4.121) tends to
the form

1 dli, 1

=—I1,+— 1, d$2 4.122

Pa By ds +47T / ( )
2

called the RTE for monochromatic radiative equilibrium. This means that the
absorbed radiation is re-emitted uniformly in direction. For n — oo, we obtain

1 dli,
pa By ds

This equation is identical with Eq.(4.116), the RTE for local thermodynamic
equilibrium at temperature T. As the collisional transition depends on pressure, there
is a level within the atmosphere (60 km or so above the Earth’s surface) below which
the LTE condition is appropriate, and, hence, Planck’s radiation law is an acceptable
approximation to describe the transition between neighboring energy levels. For
higher levels the use of Planck’s radiation law is not recommended because the LTE
condition is not fulfilled.

=—1,+B,(T). (4.123)

4.5.4 Solution for a Plane-parallel Non-scattering Atmosphere

Let us consider a plane-parallel atmosphere, where the vertical coordinate, z, is
parallel to the gradient of the density. Variation of the intensity and the atmospheric
quantities like temperature, pressure, and mass fractions are only permitted in the
vertical direction. Then the RTE reads

cos 0 dl;(z 0, ¢) _ Lz 6, ¢) + J(z 6, ¢). (4.124)
p Ba dz

Here, 6 is the zenith angle and ¢ is the azimuthal angle. Defining the corresponding
monochromatic optical depth by

o0

T (2) = / p () BrdZ (4.125)

Z
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and, hence, the differential monochromatic optical depth by
du () = —p@) frdz (4.126)
yields

dl (ta, 1, ¢)
M ——————————————————————————

p = L(ta, u, ¢) — Ja(ta, 1, @) (4.127)
5

where © = cos 6.

A formal solution of Eq. (4.127) can be obtained by considering the upward (1 >
u > 0)and downward (— 1 < pu < 0) directed monochromatic intensities
separately. For 1 > p > 0, we obtain

‘L'* — T)
I,;T (T)La M, ¢) = I)LT (‘L’;, ", ¢) exp (_ )‘T)

*
2\

Ja (f)/a K ¢> T - n /
+ /— exp | — dr,.  (4.128)
n 1

23

The solution for the downward directed intensities (— 1 < u < 0) reads

2T, (‘L’A, — W, ¢>> T — Ti ,
+ /—exp —T dt,.(4.129)

i
0

Now, let us consider the transfer of infrared radiation from the Earth’s surface to the
TOA and vice versa. If we assume that the monochromatic intensity at the Earth’s
surface, 1 AT (tf. @, ¢), can be expressed by

&t w¢) = BT (1), 1 ¢) (4.130)

and that the monochromatic intensity at the TOA, I j (0, — u, ¢), is equal to zero,
we will obtain

1@ ) = Bi(T (%) u. ) e""(‘ ? ;U)

*
A

VN C AT L ,
+ /M exp(— 2 — ) dd @131
1 1

™
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and

L /
J)L TAV — M, ¢ . ’
I}, - ¢) = /%)exp _Uu—a de,.  (4.132)

0

Let us define the monochromatic transmittance by

T (3) = exp (— T—*). (4.133)
1 1

The derivative of the monochromatic transmittance with respect to the monochro-
matic optical depth reads

() = e (3)
—T) = ——exp|l——]. (4.134)
dzy 2 2 M

Thus, we obtain

N e ¢) = Ba (T (2). . ¢) T (%)

*

7, ,
d T, — T ’
[JA (rk, " ¢) pEe Ty (*T*) dr,  (4.135)

28

and

L

d -1 ,
I} @, — ) = / (. - M¢)d—A(HTH)dTA- (4.136)

0
The corresponding monochromatic flux densities read

2 1 1

F = /dqb /IAN (T, . @) pdp = 27 /I/\N’ (T, 1o @) pdp.

0 0 0
(4.137)

When we define the slab (diffuse) transmittance by

1

T/ (1) = 2 /TA (%) m (4.138)
0
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we can write

*
)

/7 d 4 /7
FAT () =7 By (T (7)) Tlf (fr—u) - n/ I, (‘L')L) FT{ (rl - m) dr,
A
7

(4.139)
and

A

F) (m) = 7[/ h (%) %T{ (o - =) dx. (4.140)
0 A

Finally, we obtain the total upward and downward directed flux densities by
integrating over the IR spectrum formally expressed by

o0

N = /FAN da. (4.141)
0
The infrared cooling is then given by
aoT oF (z)
- = - 4.142
P ( ot ),R 0z ( )

where the IR flux density at a given height is defined by

Fiz) = F' (o) — F'(2). (4.143)
For the Earth’s surface, i.e. 7y, = tf,we obtain
F'(zf) = n B(T (7)) = = B(T)) (4.144)
and
o T
FY () = nfd)& / 7 (r;) diriT*f (o - z;) dt,. (4.145)
0 0

Here, T} is the surface temperature. Note that the source function may be substituted
by Planck’s function if the LTE condition is fulfilled.
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4.6 Global Radiation Budget

Generally, net radiation is the difference between the absorbed radiation and the
emitted radiation. The absorbed solar radiation is given by the incoming solar
radiation minus its reflected portion, where the latter is expressed as a percentage
of the former using the albedo. The net radiation at a given location or globally
averaged for a period shorter than 1 year can be positive or negative.?!

It is assumed that the global annual net radiation at the TOA is equal to zero
because the solar radiation absorbed by the entire Earth-atmosphere system is
usually balanced by the infrared radiation emitted to space (Fig. 4.23) expressed by

S
(1—oak) i Ry 104 = 0. (4.146)

The quantity R; ro4 comprises the infrared radiation emitted by atmospheric
constituents, R; , 1, and by the Earth’s surface (strictly spoken by the layers of
water, soil, ice, and vegetation adjacent to the Earth’s surface), 7, R; 1, on global
average, to space, i.e.

Riroa=Rrqs 1+ T, Ry 1 (4.147)
Incoming solar
radiation Reflected solarradiation Outgoing infrared (IR) radiation
100 6 18 6 6 38 26

\ y I 7 _4 i i
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Fig. 4.23 Sketch of the global energy balance

31 The reader is referred, for instance, to the textbook of Kidder and Vonder Haar (1995).



206 4  Atmospheric Radiation

where T, is the transmittance of the atmosphere in the infrared range. The quantity
o is called the planetary albedo.

At the Earth’s surface, the global annual net radiation is negative because a huge
portion of the solar radiation absorbed by the Earth’s surface is converted into heat
and eventually transferred to the atmosphere in form of the flux densities of sensible
(H) and latent heat (E), respectively. According to Fig. 4.23, the sum of these flux
densities is notably larger than the net radiation in the infrared range approximated
by AR, = Ry 1 — €g Ry |, where Ry, | is the down-welling infrared radiation,
and €z may be interpreted as a planetary emittance.

4.6.1 Global Shortwave Radiation Budget

The global shortwave radiation cascade describes the relative amounts of shortwave
radiation partitioned to various processes as its travels through the atmosphere.
Assuming a total of 100 units*> available at the TOA (i.e. the incoming solar
radiation), where these 100 units amount to S/4 = 340 W m™2, about 20 units
are absorbed by dust and gases like O,, O3, H,O, CO;, and NO,, i.e. these units
of solar radiation are converted into heat energy and long-wave radiation. Herein,
absorption makes up about 2 and 18 units in the stratosphere and troposphere,
respectively. In the stratosphere, absorption results mainly from ozone (Chaps. 1
and 5). In the troposphere, also clouds are notable absorbers (4 units). About 22
units of the incoming solar radiation are absorbed at the Earth’s surface as direct
insolation, and about 24 units of the incoming solar radiation are forward scattered
in the atmosphere by constituents and clouds and subsequently absorbed at the
surface as diffused insolation. This means that the layers of water, soil, snow, ice,
and vegetation adjacent to the Earth’s surface absorb about 46 units of the incoming
solar radiation. Consequently, the entire Earth-atmosphere system absorbs 70 units.

About six units of the incoming solar radiation are lost to space due to
backscattering by air. Clouds reflect about 18 units, and the Earth’s surface reflects
6 units of the incoming solar radiation to space. These 30 units of solar radiation do
not contribute to the energetics of the Earth-atmosphere system. The average Earth
albedo of g = 0.3 (i.e. the aforementioned 30 units) characterizes the combined
effect of all of these radiative losses in the solar range. Similar to this planetary
albedo, we may define a planetary absorptance of the entire atmosphere in the
solar range denoted as A,. Thus, the solar radiation absorbed at the Earth’s surface
is given by

S
Rs |=(1-ag — A) 7 = (100 — 30 — 24) units = 46 units. (4.148)

32Be aware of the fact that the following values of the units slightly vary from author to author.
These values just intend to assess the processes relative to each other.
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4.6.2 Global Long-wave Radiation Budget

The partitioning of energy leaving the Earth’s surface requires the global long-wave
or infrared radiation budget. Three different processes play a role in this partitioning
of energy.

About 5 units leave the surface as sensible heat, i.e. they are transferred to the
atmosphere by conduction and convection characterized by the sensible heat flux
density, H. The evaporation of water, sublimation and melting of snow and/or ice
at the Earth’s surface provide about 23 units of energy to the atmosphere as latent
heat characterized by the latent heat flux density, £. About 18 units are transferred
to the atmosphere by the net radiation in the infrared range, A R, where about 12
units are absorbed by gases like H, O, CO,, and O3 and clouds and converted into
heat or energy and finally into the emission of infrared radiation in all directions.
The remaining part of six units is directly emitted to space. Thus, the global energy
budget at the Earth’s surface can by quantified by

S
(1—oag _A“)Z —H—E—AR; = (46 —5—23 —18) units = 0. (4.149)
Combining Egs. (4.146) and (4.149) yields

S
Ry 104 =As—+ H+ E + AR, = (24 4+ 5+ 23 4 18) units = 70 units.
4 (4.150)

This means that the solar energy directly transferred to the atmosphere by absorption
and — via the Earth’s surface — indirectly transferred to the atmosphere by the flux
densities of sensible and latent heat and the net radiation in the infrared range is
emitted to space. Note that none of the globally averaged energy flux densities
depends on globally averaged temperatures for the Earth’s surface and the entire
atmosphere.

4.6.3 Energy Budget at the Land Surface

Planet Earth has a variety of different surface types. They behave differently because
of their various hydrological and radiative properties. The albedo and emittance
depend on soil, vegetation type and coverage and snow/ice age and coverage
(Tables 4.5 and 4.6). The following subsection exemplarily discusses the energy
and water budget equations for an area partly covered by vegetation and a closed
SNOW-COVer.

4.6.3.1 Soil-Vegetation System

To determine the exchange of energy and matter between the vegetation, soil and
atmosphere we have to consider that the foliage affects soil temperature by shading
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parts of the ground. Even when vegetation seems to cover the entire surface, parts of
bare soil may exist. The shaded fraction, called a shielding factor, o 7, is associated
with the degree to which foliage prevents shortwave radiation from reaching the
ground (Fig. 5.6; Chap. 5).

The temperature and moisture at the surfaces of foliage and soil differ because
of their different radiative and hydrological behavior.*

The energy- and water-budget equations of a surface covered by both vegetation
and bare ground are coupled. The energy and water budgets read

Ryp | =Ry t +Rip | =Rjp t +Ry ' =Ry | —Hy —L,E; =0, (4.151)
Ry, J —Ry, T +Ry, l —Ry Y—H;,—L,E;+G, =0, (4.152)
Sp+Ws—E, =0, (4.153)

where Ryr |, Rgs 1, Rir |, Riy 1, Rgg |, Rg 1, Rig |, and R;, 1, are the
downward ({) and upward (1) directed flux densities of shortwave (subscript s) and
long-wave (subscript /) radiation. The subscripts f and g represent the surfaces of
foliage and soil. The upward directed long-wave radiation denotes the loss from
the surface. The quantities R,y 1= osR,s | and Ry 1= ay,R,s | are the
diffuse shortwave radiation, i.e. the scattered insolation at the surface. The diffuse
shortwave radiation depends on surface albedo. The incoming downward shortwave
radiation is the same over the ground as over the foliage.

The global radiation, Rys |, and the long-wave radiation of the atmosphere,
R;r |, can be delivered by respective radiation sensors at the measuring site.
In modeling, they stem from simple parameterization schemes, or sophisticated
radiative transfer models.

Furthermore, G and Wy are the soil heat and water flux densities at the surface,
and L, is the latent heat of vaporization. Infiltration S is a function of soil hydraulic
conductivity and precipitation.

The governing flux equations for sensible heat, H, and water vapor, E, at the
surfaces of foliage (subscript f') and soil (subscript g) read

1 1
Hy = ~0p¢ppa(—— (O — Ty) — —— (T~ T,)) . (4.154)
Tmt, f Tmt.fg
1
Ey==0ypa— s = 45) = -4y —4e) - (4.155)
mt,, mt,fg
1—0 or
Hy = —cppa(— tf-f (65— T) — - t«’f (Tr —Ty)) . (4.156)
mt,, mit,jg
1—-0 o
Eg = —pa(—L(qs — 4¢) — —1—(qs — 4¢)) (4.157)
mt, f rml,fg

33Remind yourself of the difference in walking over grass and dark, dry bare soil or the difference
in walking over black dry and black wet sand at a beach on a hot summer day.
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where 05, and g5 are the values of potential temperature and specific humidity at the
height § close above the foliage. The surface temperature and specific humidity of
foliage and soil are denoted T, g ¢, Ty, and g, respectively. Furthermore, 7, 7,
Tmi.g» and 1y, re are the resistances of the molecular-turbulent layer close to the
surfaces of foliage and soil as well as the molecular-turbulent environment between
the foliage and soil surface (subscript fg) against the transfer of heat and matter.
Moreover, p, and c, are the density and specific heat at constant pressure of
air. The quantities 05, g5, and g, can be derived by using Kirchhoff’s law of
electrostatics. The eddy flux densities of sensible heat, H,, and water vapor, E;,

H o= - 0, —65) (4.158)
T,

t

E =~ (qr—g5) (4.159)
t

across the turbulent region of the atmospheric surface layer between § and the
reference height zg, at which the meteorological measurements were performed,
are considered. In numerical modeling, the reference height is usually the first half
level of the first model layer above ground.

4.6.3.2 Snow
The energy and water budgets of a closed snow cover read

Rss »L _Rss T +Rls i« _Rls T _Hs - LsEs + Gs + PH =0 s (4160)
P+S—E =0 (4.161)

where Ry |, and Ry | are the downward directed flux densities of shortwave and
long-wave radiation. Furthermore, Ry, 1= ;R |, and R;; 1= esoTS4 + (1 —
€s)R;; | are the upward directed flux densities of short- and long-wave radiation.
The emittance €; and albedo o of snow usually are a function of time since last
snowfall. Moreover, S and P (in kg m~2 s~!) stand for solid and liquid precipitation,
E is sublimation and Ly is the latent heat of sublimation. The input of heat into the
snow-pack by rain, Py, depends on the difference between the temperature of the
rain, and the snow surface, 7. It is

Py =c,P(TR—T)+ LsP (4.162)
for snow temperatures below the freezing point, and

Py =c,P(Tr —Ty) (4.163)
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for snow temperatures above the freezing point. Here, ¢,, and L ; are the specific
heat capacity of water and latent heat of fusion. The flux densities of sensible heat
and water vapor over the snow coverage

CpPa

Hy = —————(0r—Ty) (4.164)
Tmes + Tt
and
Pa
Ey = ————(qr—q5) (4.165)
Tmts + 1

are functions of the potential temperature, 6, and the difference between the water-
vapor mixing ratio at reference height, gg, and at the surface of the snow-pack, ¢,
respectively. Here, p,, 1y, and r,,, 5, are the density of air, turbulent resistance of air
and molecular turbulent resistance. The snow heat flux density reads

oT, 3q,
Gy = -2, 25 _ Lok, I (4.166)
8Z5 aZA

where ¢y, and T are the mixing ratio at saturation with respect to ice and snow
temperature. Moreover, p,, k,, L,, and A; are the density of water, molecular
diffusion coefficient of water vapor within air-filled pores of the snow-pack, the
latent heat of condensation, and the thermal conductivity of snow, which depends
on snow density, p;.

The energy and water budgets of the underlying soil read

ng J —ng 0 -‘rGg — GS,g =0, 4.167)

Here, Ryg | = Rys | exp(—kexihs), and Ry, 1= ag R, | denote to the downward
and upward directed flux densities of shortwave radiation through the snow-pack
to and from the ground. Both quantities depend on the extinction coefficient of
snow, K.y;, which is a function of grain diameter and density. The soil albedo o,
depends on soil moisture and soil type. The quantities Wy, G, and G, , denote
to the moisture and soil heat flux densities as well as the snow heat flux density.
Ponding of water on the soil starts when precipitation or melt-water exceed the
hydraulic conductivity of the soil at saturation or the ground is frozen.

Example. Use the Gibbs formula to derive a differential form of the energy
equation and discuss it with respect to the climate system. Assume a static
atmosphere to estimate the heating rate.

(continued)
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(continued)

Solution. From thermodynamics we obtain pc p‘fi—tT = pT% + %. The first
term on the r.h.s. is the entropy flux density due to heat. If the atmospheric
heating only results from transformation of radiative energy in heat we obtain
pQ =-V.-T=— BEagz), i.e. the convergence of the energy flux vector leads
to heating. This is the fundamental energy budget equation of the climate
system. For a static atmosphere dp — or

. . dT
7. = 0, the resulting heating rate - = 5-

can be determine cp5- = ——==. Using the rostatic equation an

be det by pc, L Y0 Using the hydrostatic equat d

rearranging yield aa_{ = —CiaEa”—p(p). Vertical averaged temperature changes
4

yield % = _%M' The worldwide average is E,(p;) — £,(0) ~
100 W m™2. With p; ~ 1,000hPa we obtain for the average heating rate
T

T —107° K s~!. Radiative heating is basically expressed in form of a
virtual radiative heating. It is negative, i.e. a cooling of 1 Kd™!. This means
the atmosphere is a deficit enterprise because solar radiation is absorbed
(acts as a heating), but terrestrial radiation is emitted (acts as cooling). The
terrestrial emission is greater than the solar absorption. If the deficit would be
given to space, the atmosphere would be cooler than it actually is. However,
the deficit is given to the surface. The Earth in turn gives the excess radiation
back by latent and sensible heat. Thus, the terrestrial atmosphere is in a
radiation-convective equilibrium.

4.7 Remote Sensing from Satellites

Since the 1960s, various radiometers were developed and put on board of satellites
to sense the atmosphere remotely. Polar-orbiting satellites pass the Earth in about
850km height about 14 times a day. For each area, they provide data twice at day
and night as the Earth spins below them. Geostationary satellites are located at a
height of about 36,000 km above the equator. This position allows them to observe
the same part of the Earth the entire time.

The geostationary satellites in orbit and their longitudinal positions are shown
in Fig. 4.24. Images from these satellites show the Earth as a disk like in Figs. 4.26
and 4.28. Often a section of the full image for a region can be downloaded (e.g.
Fig.4.27). At the edges of the disk, the resolution gets coarser due to the Earth’s
curvature. Thus, information is less for high latitudes and areas at the edge of
the field of view (FOV) of the satellite (Fig.4.25) than at the sub-satellite point.
Figure 4.24 also shows various polar orbiting satellites as well as the A-train. The
A-train is a satellite constellation that permits observation with various instruments
over the same region with a short temporal (a few minutes) lack. The collective
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Fig. 4.24 Positions of geostationary satellites and exemplary orbits of a polar orbiting satel-
lites (Black and white after the color version from http://www.wmo.int/pages/prog/sat/images/
cgms_satellites_1000.jpg (2014))

observations permit to construct high-definition 3D images of the surface and
Earth’s atmosphere. The satellites’ orbit is configured in such a way that the
satellites cross the equator each day around 0130 pm solar time one after the other.
Therefore, the name A-train like afternoon. The A-train consists of GCOM-W1,
Aqua, CloudSat, CALIPSO and Aura. Prior to 2009, PARASOL also belonged to
the A-train, but it was put on a lower orbit that year.

Depending on the wavelengths of the radiometer on board of a satellite, eddies
and waves become visible by clouds and/or water-vapor distribution. Radiometers
that operate in the window regions serve to observe surface characteristics. To detect
radiation being emitted from close to ground, instruments sensitive to wavelengths
that are close to a window region are applied as these wavelengths are still able to
pass through most of the atmosphere.

The various phases of water are excellent tracers to observe the motions in some
parts of the atmosphere (Figs. 4.26-4.28).

4.7.1 Microwave Spectrum

The microwave spectrum has three parts suitable for atmospheric applications

e <22 GHz where absorption dominates,
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Fig. 4.25 Schematic view of MSU scan pattern to illustrate the increase in pixel size towards the
edges of the satellite path of a polar orbiting satellite. Note that for geostationary satellites pixels
become coarse towards the edges of the image too

* =60 GHz scattering is dominant for ice, and
e 22-60 GHz scattering and absorption are important.

In the microwave region (y & 0.01), absorption by cloud droplets is very small and
scattering is negligible. In a cloud, absorption by Rayleigh-size cloud droplets is
proportional to the liquid water content. The latter is of use for microwave measure-
ments of the vertically integrated liquid water content by remote sensing techniques,
because it means that cloud droplets do not scatter, but absorb microwave radiation.

Raindrops strongly interact with microwave radiation. Therefore, raining clouds
are not transparent, while non-raining clouds typically have a transmittance of
greater than 90 % in the microwave region. Detection of precipitating clouds by
remote sensing techniques bases on these facts.

Since ice clouds have fewer particles per unit volume, and absorb less radiation
than water-clouds, ice clouds also have a higher transmittance. Consequently, it is
much more difficult to detect ice clouds by remote sensing techniques than water or
mixed phase clouds.
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Fig. 4.26 Visible image of
the Earth as taken from a
geostationary satellite on
February 13,2014 2100 UTC
(From NOAA http://www.
goes.noaa.gov/FULLDISK/
GWVS.JPG (2014))

Fig. 4.27 Water vapor image of Alaska, western Canada and the Pacific Northwest as taken from
a geostationary satellite on February 13, 2014 2230 UTC (From NOAA http://www.goes.noaa.gov/
GIFS/ALWV.JPG (2014))


http://www.goes.noaa.gov/FULLDISK/GWVS.JPG
http://www.goes.noaa.gov/FULLDISK/GWVS.JPG
http://www.goes.noaa.gov/FULLDISK/GWVS.JPG
http://www.goes.noaa.gov/GIFS/ALWV.JPG
http://www.goes.noaa.gov/GIFS/ALWV.JPG
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Fig. 4.28 Infrared image of
the Earth as taken from a
geostationary satellite on
February 13,2014 2100 UTC
(From NOAA http://www.
goes.noaa.gov/FULLDISK/
GWIR.JPG (2014))

The main disadvantage of passive microwave techniques for rain detection is
the poor spatial and temporal resolution that bases on the scattering and absorption
properties of rain for three reasons.

1. Ice does not absorb microwave radiation, but scatters it.

2. Liquid drops absorb and scatter, but absorption dominates.

3. Scattering and absorption increase with frequency and rain rate, and the scatter-
ing increases more rapidly with frequency than with the amount of liquid.

4.7.2 Visible Spectrum

In the visible range of the spectrum (A & 0.5 jum), cloud droplets act as geometrical
scatters. The scattering efficiency is about two corresponding to a scattering
coefficient of about 0.1 m™!. Since the mean free path of a photon is inverse to
the volume scattering coefficient (i.e. ~10m in this case), a cloud extending a few
tens of meters scatters the entire visible radiation incident on it. Due to the size
distribution of cloud drops and the large size parameter, all visible wavelengths are
scattered nearly equally well for which clouds appear to be white (Fig. 4.26).

In the visible spectral range, we see the system as if we were at that height
(Fig. 4.26). Warm and hot areas are black. Clouds appear white with the highest
clouds being the coldest. Usually, along the equator high-reaching cloud clusters
exist. They mark the inner tropical convergence zone (ITCZ). North and south of
the ITCZ lower, warmer clouds occur, which are mainly cumulus or stratocumulus.


http://www.goes.noaa.gov/FULLDISK/GWIR.JPG
http://www.goes.noaa.gov/FULLDISK/GWIR.JPG
http://www.goes.noaa.gov/FULLDISK/GWIR.JPG
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These clouds indicate the area of the sub-tropical highs and the trade-wind zone
(Chaps. 2 and 7). In the mid-latitudes, large eddies can be found, which are extra-
tropical cyclones.

As cloud-liquid water is a bad absorber, it only slightly absorbs visible radiation.

4.7.3 Near-Infrared Spectrum

In the near-infrared region of the spectrum, absorption by water vapor and liquid
water increases. In the water-vapor channel (Fig.4.27), we see the water-vapor
distribution in the mid- and upper troposphere at 6.7 um. The less water vapor is
in the atmosphere the deeper we can see into it.

4.7.4 Infrared Spectrum

In the infrared region between 8.5-12.5 um, cloud droplets act as Mie-scatters.
The scattering efficiency ranges between 1 and 3, while the absorption efficiency
is about 1. Consequently, clouds absorb nearly all of the infrared radiation falling
onto them. This means that they behave nearly as blackbodies. Thus, cold targets
appear black, while warm targets appear white in the infrared region. Since such
images are strange to us, infrared images are usually inverted to again get the cold
white and the warm dark as shown in Fig. 4.28. Since dry air or water vapor do not
absorb or emit at those wavelengths, the IR-sensors can see the clouds through the
atmosphere, or the surface in cloud-free areas.

4.8 The Atmospheric Effect

The common idea of interpreting emission temperatures is that where the atmo-
spheric gases have a non-absorbing window, the satellite views the ground or a layer
close to it (e.g. a snow surface, canopy surface). At wavelengths of absorption by
atmospheric trace gases, the emission comes from higher levels in the atmosphere,
i.e. colder regions. It is said that radiation by the Earth’s surface is “trapped” in
the spectral regions of absorption bands. Finally, it is re-radiated to space at lower
temperatures than those of the Earth’s surface. Averaged over all wavelengths the
emitters seem to be about 33 K cooler than the globally averaged Earth’s surface.
Throughout most of the wavelengths emitted by the cooler Earth, compared to the
Sun, the atmosphere is opaque. It lets shorter wavelength radiation in, but does not
let the longer wavelength radiation out. The effect is often denoted as greenhouse
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effect.>* Since species absorb at the same wavelength than it emits, radiation is
pushed back and forth between the infrared-active molecules. The radiation escapes
to space when it reaches a height where the absorption becomes weak. Since the
upper atmosphere has fewer particles, this region suffers a net loss of energy (Chaps.
1 and 2).

Several atmospheric species can affect radiation. Each of them is likely to exist
with a varying mixing ratio, horizontal and vertical distribution. Each of these
species absorbs and emits radiation with an intensity and spectral feature (e.g.
vibrational, rotational, isotropic) of its own. Many of the atmospheric constituents
given in Table 1.1 have absorption/emission bands in the infrared range.

Meanwhile, this common idea has strongly been criticized because averaged
temperatures of the Earth’s surface and the entire atmosphere are not related to
the globally averaged energy flux budgets at the Earth’s surface and at the TOA
(Sect.4.6). As illustrated in Fig.4.23, the solar irradiance absorbed in the entire
Earth-atmosphere system is balanced by the infrared radiation emitted to space.

Problems

Knowledge and Comprehension

Why appears a secondary rainbow less bright than the primary one?

. Does Rayleigh-scattering change with height? Give reasons for your answer.

3. How can radiative cooling and condensation at the cloud top interact? Comment
on cloud depletion and enhancement.

4. How much greater (approximately) is the latent heat loss by the Earth’s surface

compared with sensible heat loss on the global average?

What happens to the photons when you switch off the light?

How can energy be transferred?

What does the inverse square law mean?

Why are shortwave and long-wave radiation treated differently?

What impacts can radiation have on a molecule?

10. What is the relation between altitude and optical depth?

11. When radiation reaches the top of the atmosphere, where is it absorbed, and at

what height is the absorption rate the greatest?

12. When does scattering matter?

13. Explain why the sky is blue.

14. Compare the atmospheres of Earth, Mars, and Venus and explain how the

greenhouse effect works.

N =

A

34 Greenhouses are more effective because they inhibit convection than they are because they trap
radiation. Thus, the comparison to a greenhouse is somehow awkward.
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Application, Analysis, and Evaluation

4.1. On July 4 2019 (January 3 2019), the distance Earth-Sun®*> amounts 1.521 -
108 km (1.471 - 108 km). Calculate the total irradiance at the top of the atmosphere
on these days, and give the absolute and relative variance in irradiance.

4.2, The Earth’s average surface temperature is 288 K because the atmosphere
effectively absorbs terrestrial radiation, warms and radiates energy. Determine how
much radiation will be emitted if the Earth’s blackbody temperature is 255 K. The
average surface temperature of the Sun can be assumed to be equal to 6,000 K. How
much radiation is emitted from the Sun’s surface? How many times warmer is the
Sun than Earth? What is this number raised to the fourth power? Is the ratio of
solar/Earth emitted radiation equal to the result? Given that the peak wavelength of
the energy emitted by the Sun is about 0.5 pum what would the surface temperature
of the Sun be in this case? What does this temperature change mean for the
wavelength? The surface of Venus has a temperature of 475 °C. Determine its peak
wavelength of emitted radiation. Compare your results for Venus with those of the
Earth and Sun.

4.3. Calculate how long it takes energy emitted from the Sun to reach Mars.
Assume a distance of &~ 2.28 - 108 km.

4.4. Apply the basic physics of energy transfer to develop a zero-dimensional
energy-balance model of the temperature of the Earth-atmosphere system. Show
how the radiating temperature of the system depends on solar constant and the
reflectance of the system. The Earth area is assumed to be 5.10 - 10'* m?. Assume
that the Sun’s energy that arrives at the outer edge of the atmosphere has an average
rate of S = 1.74 - 1017 W. How is this related to the solar constant? Determine the
planetary temperatures for typical values of albedo of a forest (¢« = 0.1), a desert
(o = 0.35), and the average planetary albedo (¢ = 0.3). Comment on your results.

4.5. The solar constant of Earth is 1,361 Wm™2, while that of Mars is only
445W m™2. Mars is farther away from the Sun. Mercury is 5.8-107 km from the Sun.
Determine its solar constant (in W m~2). Comment on the relation of the distance
and solar constant.

4.6. At a place, observed intensity of radiation is 400 Wm™2. Determine the
surface temperature for a blackbody and gray-body with an emittance of 0.9.
Compare the temperatures and comment on the relation to emittance and intensity
of radiation. What would be the intensity of a gray-body of same temperature than
the blackbody?

4.7. Assumed that if the Earth had no atmosphere, its long-wave radiation emission
would be lost quickly to space resulting the Earth to be approximately 33 K cooler,

35 Aristarchus was the first to determine this distance in 250 BC.
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on average. Determine the rate of radiation emitted, E, and the wavelength of
maximum radiation emitted (A,,,,) for an Earth at 255 K. Where is the wavelength
located in the spectrum?

4.8. A climate model suggests that polar regions will warm by 10 °C during winter
because of a doubling of greenhouse gases. Barrow, Alaska has an average winter
temperature of —27°C. By how much would its emitted radiation increase (in
percent) under this scenario?

4.9. An laser beam passes vertically through a layer having a gas concentration of
0.013m? kg™! with an absorption coefficient of 0.95 kg m™2. For simplicity assume
the same absorption for all wavelengths. What percentage of the beam is absorbed?
What concentration would the gas have to have to absorb 20 or 80 % of the incident
laser beam? How would the results change if the absorption coefficient would be 20
or 80 % higher or lower? Discuss your results.

4.10. The planetary albedo of Earth is about 0.3, but the albedo would be less
if there were no clouds, ice, and oceans covered more of the surface. An aqua
planet would have an albedo of about 0.07, except for the sunglint. How would
the equilibrium of temperature change from its present 255 K value if the estimated
planetary albedo were cut in half, doubled and for the aqua planet? What would the
new equilibrium temperature be in these cases? What do you conclude from your
results?

4.11. A (near) polar orbiting environmental satellite (POES) and a geostationary
satellite are at about 700 and 35,790 km altitude, respectively. Determine the long-
wave radiation flux density from the Earth experienced at the satellites’ orbits.
Assume a uniform effective emitting temperature of 255 and 285 K. Discuss your
findings.

4.12. Determine the temperature of the Sun assuming that the Sun is a blackbody
and that its most intense radiation has 