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Foreword

During the last decades no area in natural sciences and engineering has developed
more rapidly than nanostructured materials. The reason is that in the size regime
between a few atoms and the bulk limit, many properties vary in a dramatic way
such as melting temperature, band gap, or magnetic and optical properties. This
rich variety of size effects by nanoparticles has inspired many practical applica-
tions and is considered to be one of the driving forces behind future technical
solutions. The importance of the nanometer size regime was already mentioned by
W. Ostwald in his famous book ‘‘Die Welt der vernachlässigten Dimensionen’’
published in 1915. But only at the end of the twentieth century, a systematic
preparation of nanoparticles in colloidal and gaseous systems and their charac-
terization by a variety of physical and chemical tools started. New theoretical
concepts exploring the measured size effects were accompanying the starting
nano-age. The developing nanoscience is a highly interdisciplinary field that sheds
light on many fundamental issues but must also show its practical relevance by
inspiring new or improved processes and products.

Nanoparticles from the gas phase have their special properties because the
formation and transport space is in this case restricted. Typical birth processes are
nucleation from supersaturated vapor and/or reactive formation due to a chain of
gaseous decomposition and synthesis reactions. Laser or plasma ablation from
solid surfaces and subsequent nucleation and surface growth is a kind of rear-
rangement of material in the form of nanoparticles. A reactive formation of
nanostructures normally proceeds in a fluid flow containing the gaseous or liquid
dissolved precursors. The partly endothermic reactions must be initiated by
increasing the temperature by various energy sources. Typical devices used in the
science community are hot wall reactors, plasma and laser reactors, or different
types of flames. They all open the possibility of staged reaction processes for
coated or mixed particles.

In industry, gas-phase combustion synthesis of carbonaceous and inorganic
particles is used routinely today to make a variety of commodities like various
kinds of soot or the oxides SiO2, TiO2, Al2O3, etc. amounting to millions of tons
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annually. They are industrially used in particular for tires and as pigments,
opacities, catalysts, flowing aids, for optical fibers, and telecommunication. The
flame reactor is today the workhorse of this technology. It is cost-effective and
offers advantages over other material synthesis processes, e.g., wet-phase chem-
istry. The characteristic of gas-phase-made particles is self-purification with the
final powder product as a consequence of normally high synthesis temperature.

The detailed knowledge of the gas-phase synthesis of nanoparticles is still
limited. The kinetics of e.g. precursor reactions is not understood in all details.
Radicals, intermediates, and product molecules are formed, which polymerise or
nucleate to first clusters. Their thermal stability determines in many cases the
further particles evolution process. The clusters can grow by gas kinetic collisions
between each other or by the addition of monomers to the cluster surface. The
coalescence of cluster–cluster ensembles is normally very fast resulting in compact
nearly spherical structures, which could be called ‘‘particle’’. The further particle
dynamics is determined by surface growth and by the interdependence of coag-
ulation and coalescence. Depending on their typical time scales, either ‘‘soft’’ or
‘‘hard’’ fractal aggregates are formed.

To get insights into the structure and properties of gas phase synthesized par-
ticles, modern diagnostics have been developed in the last decades. In situ size
measurements during the birth period of the particles are confronted with the
problem of sizing structures form nearly molecular dimensions to about 50 nm and
more. Sampling techniques with online characterization of nanoparticles, which
have been developed for some time, are calibrated only with spheres. But syn-
thesized nanoparticles are often occurring as agglomerates, which need a detailed
description of their structure. As the smallest particles have a very high mobility
and reactivity, also ex situ probing on surfaces, e.g. TEM grids, must be performed
very carefully. A representative particle sampling, which does not falsify or
change the particle properties during the collection itself, is necessary. The further
analysis of deposited particles depends on the available instrumentation or better
on the structural or morphological information which is of interest.

Applications of nanoparticles collected from the gas phase are still under
debate. Obviously, flame-made powders produced in industrial scales are needed
and the respective technologies will be improved. On the other hand, gas-phase
synthesis will contribute to the development of new materials and products, which
previously have not been made by other techniques. In situ doped particles, mixed
metals, and mixed oxides will find technical and medical applications. Unusual
combinations of materials in segregated, dissolved, or core–shell structures wait
for practical usage. The question of bringing such functional particles into
respective matrixes or on surfaces will be a scientific and technical challenge for
the future.

This book summarizes scientific results, obtained from the ‘‘Sonderfor-
schungsbereich ‘Nanopartikel aus der Gasphase’ ’’, which was over many years
financially supported by the Deutsche Forschungsgemeinschaft. It was initiated in
1998 by scientists from mechanical and electrical engineering and from physics.
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The different experiences of the participants in reactive flow phenomena, aerosol
technology, semiconducting, magnetic, and optoelectronic materials was suc-
cessfully bundled and was the interdisciplinary basis of the resulting research
program.

Duisburg, Germany Paul Roth
Heinz Fissan

Eberhard Wassermann
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Chapter 1
Synthesis of Tailored Nanoparticles
in Flames: Chemical Kinetics, In Situ
Diagnostics, Numerical Simulation,
and Process Development

Hartmut Wiggers, Mustapha Fikri, Irenaeus Wlokas,
Paul Roth and Christof Schulz

Abstract Flame synthesis of nanoparticles provides access to a wide variety of
metal oxide nanoparticles. Detailed understanding of the underlying fundamental
processes is a prerequisite for the synthesis of specific materials with well-defined
properties. Multiple steps from gas-phase chemistry, inception of first particles and
particle growth are thus investigated in detail to provide the information required
for setting up chemistry and particle dynamics models that allow simulating particle
synthesis apparatus. Experiments are carried out in shock wave and flow reactors
with in situ optical diagnostics, such as absorption, laser-induced fluorescence, and
laser-induced incandescence, with in-line sampling via mass spectrometry as well as
with thermophoretic sampling for ex situ microscopic analysis and electronic charac-
terization. Focus is on tuning particle size as well as crystallinity and stoichiometry,
with a specific focus on sub-stoichiometric materials with tunable composition.

1.1 Introduction

Understanding and improving flame-based synthesis of nanoparticles uses many
strategies that have been introduced by “classical” combustion science and tech-
nology. Nearly every flame produces particles, which are sometimes quite visible
and obvious in a sooting flame, but sometimes nearly invisible. By adding specific
gaseous precursors, we have learned to consider flames not only as a reactive flow
with internal energy transfer, but also as a reactor for synthesizing desired particulate
materials with well-defined properties.
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Similar like in combustion processes a series of different processes is closely
linked. A comprehensive understanding and—if possible—a theoretical description
of the entire system is required to direct the process towards the desired products,
to optimize its efficiency and to potentially scale it from lab scale that is ideal to
understanding the basics to production scale that is of industrial interest and makes
new materials available for numerous applications, e.g. in technologies for energy
conversion, storage, and efficiency.

Within this article, we describe the investigation of the process on different
stages. The first reaction steps are relevant in the homogeneous gas phase where
the volatile meta-organic precursors decompose and form the initial clusters. These
high-temperature reactions tend to form a complicated network of parallel and sub-
sequent reactions that can furthermore interfere with the combustion reaction in the
flame itself. Studying these ultrafast reactions requires specific apparatus. Shock-
tubes allow to study these reaction systems with microsecond time resolution, In
this article examples for iron and gallium precursors will be presented in Sect. 1.3 as
examples that then lead to the formation of chemical kinetics mechanisms.

Section 1.3.2 focuses on the particle formation in one-dimensional low-pressure
flames. These flames are equipped with molecular-beam sampling that allows to
extract samples at various positions after the initiation of the reaction in the flame
front. The rapid expansion of the gases into the vacuum freezes all reactions and
allows to study the particle size distribution and allows to deposit size-selected parti-
cles for further characterization. Thermophoretic sampling from the reactor provides
material for various ex situ analysis methods as well as for the further investigation
of properties in various application fields.

Besides the above mentioned sampling measurements with subsequent in-line and
ex situ analysis, optical in situ measurement techniques have been proven extremely
helpful in combustion science and have been transferred also to particle synthesis
flames. They allow to measure temperature and species concentration within the
process with spatial resolution (Sect. 1.5).

Information from the various experimental approaches is then combined to
develop, support, and validate models that—based on computational fluid dynamics
simulations—allow to describe the entire process with the final aim to develop pre-
dictive power for materials properties as well as for the process and reactor design
(Sect. 1.6). The ultimate goal of the entire activity, therefore, is a complete under-
standing of the nanoparticle formation in flames that allows to determine process
parameters for the synthesis of highly-specific tailored materials and allows to scale-
up particle synthesis from the lab to production scale.

Within this paper a restriction is made with respect to the material of the particles.
The synthesis of carbonaceous particles is not considered, although they also rep-
resent a desirable material, industrially produced in big quantities. We focus on the
synthesis of oxidic inorganic particles. Examples for various materials synthesized
in the low-pressure flame reactor are given in Sect. 1.6.2.
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1.1.1 State of the Art in Flame-Based Synthesis of Nanoparticles

Flame synthesis is used routinely today to make a variety of commodities like SiO2,
TiO2, Al2O3, etc. amounting to millions of tons annually. They are used industrially as
pigments, opacities, catalysts, flowing aids, for optical fibers and telecommunication.
In some cases flame synthesis has already superceded production routes by wet-phase
chemistry. Evonik has e.g. developed a H2/O2 flame process for synthesizing titania
(Degussa P25), which is used in the expanding area of photocatalysis, as well as
cosmetics applications. They have demonstrated the ability to control the particle
morphology, whilst achieving high production yields and large production rates.
The high temperature flame reactor can be designed for a wide range of operating
conditions. The process is self-purifying with respect to the final powder product. The
characteristics of flame-made particles are controlled by the following: the mixing
of the reactants and precursor, the overall composition, and the time-temperature
behavior, including rapid quenching of the gas/particle flow. The required powders
should be of high purity with a well controlled size distribution and morphology,
which depend on the particular application.

Beside the large scale industrial flame synthesis reactors, combustion scientists
mostly from academia have studied particle synthesis in nearly all types of flames,
including burner-stabilized premixed flat flames, stagnation point premixed flames,
coflow flames, counter flow flames, and multi-diffusion flames. Also well-stirred
reactors and non-stationary flames in closed vessels have been used to synthesize
particles. Self-sustaining flames of e.g. hypergolic type, as well as normal flames
doped with various particle precursors, have been used. The early studies were
focused on the development of new technologies and had to demonstrate control
over the process. The characterization of the particulate product with respect to size,
structure, and morphology was quite limited. It was gradually further developed in
parallel with the gas-phase diagnostics of flame species and has profited much from
ideas coming from aerosol science. Also new devices for characterizing materials
properties (TEM, XRD, AFM, and others) have contributed to the understanding and
fine-tuning of particle synthesis.

With the interest in nanostructured materials, flame-synthesized particles—as also
those produced by other routes—were more and more focused on the investigation
of size effects of nanostructured materials. Particles with a very narrow size distri-
bution and well controlled phase composition and morphology called “functional
nanoparticles” became desirable products. The reason for the size effects exhibited
by nanoparticles compared to the bulk, is their large surface to volume ratio. For a
particle of about 4 nm, half of the molecules forming the nanostructure are at the
surface with consequences for the lattice structure. This causes dramatic changes in
the physical and chemical properties compared to the bulk material and changes e.g.
the melting temperature, the mechanical properties, the band gap for semiconducting
particles, the magnetic or the optical properties, as well as the catalytic behavior.
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Useful studies on flame or combustion synthesized particles are contained in
comprehensive review papers of Pratsinis [1], Wooldridge [2], Roth [3], Pratsinis
and coworkers [4, 5], and Rosner [6].

1.2 Principles of Particle Formation and Growth in the Gas
Phase

Nanoparticles from gas-phase processes are mostly synthesized in laboratory flames
by adding a precursor dopant, in a gaseous or liquid state, to the unburned gas. Such
precursors are often metal halides, metal-organic or organometallic compounds. They
can also be dissolved in water or in liquid hydrocarbons and sprayed into a flame
[4], which usually leads to evaporation and subsequent decomposition of the respec-
tive precursor material. The combustion reaction mainly provides the temperature
necessary for the decomposition of the tracer and in many cases the kinetics of the
combustion reactions are only loosely coupled to the precursor’s decomposition and
the nucleation of particles. The energy of the exothermic combustion reactions is
used to increase the temperature of the fluid flow, thus driving the chemical reac-
tions of the precursor gas. Nuclei and clusters are formed, which further grow to
nanoparticles by surface growth and/or coagulation and coalescence.

Such synthesis of particles in a fluid flow can also be established by using energy
sources other than combustion processes to start or sustain the precursor reactions.
Particularly advantageous for the synthesis of non-oxidic or metallic particles are
hot-wall reactors, plasma reactors, or laser reactors. In these cases, the energy for
increasing the temperature and initiating the reaction is transferred by convection
and radiation from a hot wall or is directly coupled into the flow by microwave or
laser energy. These reactors also open the possibility of staged reaction processes for
coated or mixed particles, e.g. [7–10].

A typical sequence of basic steps illustrating particle formation in a flowing gas
is shown in Fig. 1.1. It is based on an early representation by Ulrich et al. [11, 12]
who studied very carefully the SiO2 particle formation in flames. The precursor
is injected as a gas or a spray into the flow, which is rapidly heated up by either
external or internal energy transfer, e.g. by heat of combustion. A sprayed precursor
rapidly evaporates and starts to decompose like a primary gas-phase compound.
Consumption of the gaseous precursors can proceed either by gas-phase or by surface
reactions or both. A complete description of the decomposition kinetics and the
subsequent oxidation/hydrolysis reactions is rarely obtained.

The main interaction between decomposition kinetics and combustion kinetics
is expected to originate from highly reactive and/or quenching processes, e.g., via
radical reactions. Radicals, intermediates and product molecules are formed, which
polymerize or nucleate to the first clusters, whose thermal stability and evolution of
a critical size determines in many cases the further particle-forming processes. The
clusters can grow either at the gas kinetic collision rate with sticking coefficients
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Fig. 1.1 Principle of the
reactive particle formation
sequence in a high temperature
fluid flow, adapted from [3] Reactor
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often assumed to be equal to one, or by heterogeneous growth processes such as
the addition of monomers or oligomers to the cluster’s surface. The coalescence of
ensembles consisting of clusters and/or small nuclei is normally very fast resulting in
compact and dense, usually spherical structures, which could be called particles. The
typical time scale of the gas-phase chemical reactions including the cluster processes
is very short compared to that for the subsequent particle growth.

When typical particle diameters become larger than several nanometers, the fur-
ther development of a particle is determined by surface growth and by the interde-
pendence of collision, coagulation, and coalescence. The importance of sintering
was demonstrated e.g. by Helble and Sarofim [13] and by Matsoukas and Fried-
lander [14]. Brownian coagulation starts to form fractal structures, which merge
again into spheres by rapid coalescence. As coalescence rates show a strong depen-
dence on particle size and temperature, Brownian coagulation finally wins the race
in the cooler parts of the flow due to the fact that the characteristic times for coa-
lescence and sintering dramatically increase. As a result, fractal agglomerates are
formed. They are called “soft agglomerates” or simply “agglomerates” if the primary
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particles are only interconnected by van-der-Waals forces resulting in small inter-
particle point contacts while “hard agglomerates”, so called “aggregates”, are formed,
when partial sintering takes place ending up in fractal structures with interconnecting
sinter necks. Materials properties, residence time, temperature of the flowing gas as
well as the time-temperature profile and the characteristic time scales for collision,
coalescence and sintering are the key properties which determine the morphology
and crystallinity of the agglomerates.

Besides the well known fluid mechanical forces determining the convective and
diffusive mobility of the particles, thermophoretic forces (due to large temperature
gradients) also influence a particle’s residence time. Photoionization, thermionization
or the addition of ionic species or charges can influence the charge of primary particles
leading to Coulomb attraction or repulsion. This can affect both the size of the primary
particles and the structure and size of aggregates, especially in external electric fields,
see e.g. [15, 16]. Magnetic properties of primary particles also can affect the final
structure of agglomerates [17], leading to the formation of long chain-like aggregates
that consist of more than 50 primary particles as a result of self-organization of
magnetic nanoparticles.

1.3 Shock-Tube Studies of Precursor Reactions

Over the last decades shock-tubes have been applied to several different research
fields. Though the main thrust was focused aerodynamic and gas dynamic prob-
lems, the kinetics of high-temperature gas-phase reactions have been studied, mostly
related to combustion processes. The shock tube as a high-temperature wave reactor
enables the investigation of reaction rate coefficients under diffusion free conditions
because it provides a nearly one-dimensional flow, with practically instantaneous
heating of the reactants.

Shock-tube kinetics experiments that aim at investigating elementary reactions in
complex reaction mechanisms typically apply high dilution of the reactants by inert
gases (usually argon). At the same time, high sensitivity diagnostics techniques, such
as Atomic Resonance Absorption Spectroscopy, ARAS, are employed to monitor
species concentrations as a function of time after the initiation of the reaction through
the shockwave. The low reactant concentration prevents the influence of secondary
reactions and therefore facilitates the investigation of elementary reactions without
or with limited interference. Additionally, in diluted systems the thermal effects of
the reaction do not significantly alter the temperature during the measurement time.
Radical species and atoms can be generated in a shock tube trough the thermal
decomposition of suitable precursors. If it is ensured that radical formation is faster
than the reaction under investigation, elementary reactions that involve radical and
atom species can be studied in a straightforward way.

Though shock tube research of homogenous systems has been making a steady
progress, heterogeneous studies in shock tube are still at an early stage. The difficul-
ties are the degree of the increased complexity of the reaction mechanisms and the
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choice of diagnostics. A pre-condition of experimentation requires that the particles
are homogeneously dispersed in the carrier gas. Also, lack in the understanding of
interference between the complexities of two phase flow and kinetics are additional
hindrance to overcome. Roth and co-workers have made significant contributions in
heterogeneous shock tube kinetics in dispersed systems [18, 19].

The shock tube as wave reactor provides also an excellent environment for the
study of nucleation and growth of particles from the vapor phase at high temperatures.
Apart from providing nearly instantaneous and uniform heating of the reactant, it
allows for rapid quenching of products leading to particle condensation and growth.
The effect of varying the initial temperature, pressure, and mixture composition on the
size and yield of the particles produced, can be conveniently studied in shock tubes.
Frenklach [20] studied silicon particle nucleation and growth using light extinction
measurement behind reflected shock waves at 900–2000 K. Herzler et al. [21] have
investigated the formation of both TiN molecule and particles in TiCl4/NH3/H2
systems behind reflected shock waves. The relative TiN particle concentrations were
determined by ring dye laser light extinction. For brevity, we will discuss in the
following only a few exemplary synthesis routes: nucleation of iron clusters and
bimolecular reactions of precursor initiated reactions.

1.3.1 Formation of Iron Clusters From Fe(CO)5

The magnetic and electronic properties of iron open a wide field of practical applica-
tions for iron nanoparticles. Gas-phase synthesis allows to produce of very small par-
ticles of uniform composition. For a better understanding of the formation process,
kinetics data are necessary. The gas-phase synthesis of iron particles is strongly
controlled by the decomposition of the precursor and the kinetics of iron cluster
formation.

Roth et al. studied the condensation of iron atoms in a shock tube in mixtures of
iron pentacarbonyl (IPC) highly diluted in argon [22]. The formation and consump-
tion of Fe atoms behind incident shock waves was followed by ARAS at 271.9 nm
using a hollow cathode lamp as light source. Also, molecular resonance absorp-
tion spectroscopy (MRAS) at 151 nm (from a microwave-excited plasma lamp) was
applied to measure the side product CO during the reaction. For the interpretation
of the signals, a simplified reaction mechanism was proposed to describe the mea-
sured iron concentration profiles at T > 730 K. A typical example illustrating the
temperature dependency of the Fe-atom and CO-molecule resonance absorption in
a 100 ppm Fe(CO)5/Argon mixture is given in Fig. 1.2. All Fe and CO absorption
profiles show a fast increase due to the thermal decomposition of IPC to form Fe
atoms and CO molecules. In the case of the highest temperature of 1,110 K, the Fe
absorption shows after a few microseconds a constant absorption level, indicating
no further reaction within 1 ms. A decrease in temperature leads to a decreasing
Fe-atom absorption with an inverse temperature dependence which was attributed
to the cluster formation and the thermal stability of critical clusters. Although, the
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Fig. 1.2 Fe- and CO-
absorption profiles for a
100 ppm Fe(CO)5/Ar mixture
at different post-shock tem-
peratures, adapted from [22]
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thermal decomposition of IPC to Fe and CO is known to be very fast, an influence
of intermediates cannot be excluded. It is accepted in the literature that the further
growth of clusters to form particles mainly proceeds by coagulation with rates nearly
equal to the collision frequency [23]. It is expected that those coagulation processes
only weakly affect the disappearance rate of Fe atoms. A simplified reaction mecha-
nism has been proposed, which contains the above mentioned subsystems: Fe(CO)5
decomposition, formation, and dissociation of small clusters and coagulation of clus-
ters. The most sensitive reactions during the nucleation are the recombination of Fe
atoms and the reverse reaction:

Fe + Fe + M → Fe2 + M (R1)

Fe2 + M → Fe + Fe + M (R2)

Woiki et al. [24] showed that the IPC decomposition proceeds via CO abstrac-
tion. At temperatures above 1,000 K, the time for the total decomposition takes a
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few microseconds and increases significantly at the lower temperature end of this
study. At low temperature the decomposition of IPC is not fast enough compared
to the consumption process. Therefore, a detailed knowledge about the kinetics of
the IPC decomposition is necessary. As the major Fe-cluster-growth mechanism,
Fe addition to iron clusters is considered. The formation and removal of clusters is
represented by the reaction mechanism described in [22] which is initiated by (R1)
and (R2). The rate coefficients of the exothermic formation reaction (R2) was deter-
mined by fitting the decay of an experiment at conditions where the reverse reaction
is negligible. The value obtained is k2 = 1.0 × 1019 cm6 mol−2 s−1, which is in
quite good agreement with the theoretically determined value of Bauer and Frurip
(∼1.7 × 1019 cm6 mol−2 s−1) [25]. The rate coefficients for the other reactions of
single clusters with Fe atoms were estimated to be of the same magnitude like (R1)
and were defined as k = 1.0×1019 cm6 mol−2 s−1 and 5.0×1014 cm3 mol−1 s−1 for
termolecular and for bimolecular reactions, respectively. The value n = 5 at which
the transition from termolecular to bimolecular kinetics is assumed to occur is based
on theoretical considerations of Jensen [26].

1.3.2 Reaction of Gallium Atoms with Nitrogen and Oxygen

The reaction of trimethylgallium (Ga(CH3)3) and NH3 has emerged as the leading
candidate for the synthesis of GaN for commercial applications and is mainly used in
metal-organic chemical vapor deposition and nanoparticle generation. The mecha-
nism of this reaction can be described by two competing reaction routes: the thermal
decomposition of Ga(CH3)3 at high temperatures and the adduct formation between
Ga(CH3)3 and NH3 at relatively low temperatures. However, no information has
been known about the reaction of Gallium atoms with ammonia. Fikri et al. studied
the kinetics of the bimolecular reaction of Gallium atoms with ammonia in shock-
heated mixtures [27]. For this study, knowledge about the thermal decomposition of
Ga(CH3)3 in the gas phase is required [28]. The high-temperature decomposition of
Ga(CH3)3 occurs via three sequential first-order reactions (R3–R5) leading first to
Ga(CH3)2 and then to Ga(CH3). Similarly, the last decomposition step generates a
Ga atom and a methyl radical.

Ga(CH3)3 → Ga(CH3)2 + CH3 (R3)

Ga(CH3)2 → Ga(CH3) + CH3 (R4)

Ga(CH3) → Ga + CH3 (R5)

For the simulation of the Ga-atom formation additional measurements on the decom-
position of Ga(CH3)3 in Ar in the absence of NH3 were necessary and have been
evaluated [28]. Experiments were conducted between 1,100 and 1,560 K at pressures
of approximately 0.4, 1.6, and 4 bar. Because the reaction steps (R3) and (R4) are
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Fig. 1.3 Measured and sim-
ulated Ga-atom concentration
profiles with and without NH3.
The mixtures contain 5 ppm
Ga(CH3)3 in Ar and 6 ppm
Ga(CH3)3 + 2, 300 ppm NH3
in Ar, respectively, adapted
from [28]
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fast, the Ga-atom formation in the NH3-free system is approximately proportional
to 1 − exp(−k5t). Figure 1.3 shows the comparison of typical concentration profiles
with and without the presence of ammonia.

Based on the assumption of the successive Ga-C bond dissociation (R3–R5) and
the presence of excess NH3, a pseudo-first-order evaluation can be applied for the
measured Ga-atom concentration profiles. Therefore, the posterior Ga-atom concen-
tration profiles were transferred into first-order plots by considering the calibration
equation. The rate coefficients k6, e.g., Ga + NH3 → products (R6), are directly
related to the measured pseudo-first-order rate coefficient. A pressure dependence of
the reaction was not noticeable. A least-squares fit yielded the following expression
over the temperature range of 1380–1870 K:

k6(T) = 1014.1±0.4 exp(−11900 ± 700 K/T) cm3 mol−1 s−1

where the error limits are at the 1σ standard deviation level and are statistical only. A
comparison of the Arrhenius expression for the reaction of Ga atoms with ammonia
with that obtained for Ga atoms with oxygen for temperatures below 1,600 K [27]
shows a similarity in activation energies and pre-exponential factors. In this previous
study a collisionally-stabilized adduct was assumed to explain the pressure depen-
dence of the reaction of Ga + O2. Similarly, both pre-exponential factors are in the
order of 1014 cm3 mol−1 s−1. This confirms the possibility of such a high frequency
factor in this type of reaction system. The apparent activation energies are for both
reactions approximately 100 kJ mol−1. Thermochemical considerations and the rela-
tively high activation energy would imply a collision stabilization of the association
complex. Because the observed rate coefficients are pressure independent we con-
clude that the reaction is near the high-pressure regime. Complementary quantum
chemical calculations have been performed to gain insight into the energetics and
the possible distribution. The first step is the addition of Ga to NH3 which leads
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to the well known GaNH3 stable adduct which lies 29.3 kJ mol−1 compared to the
reactants [27].

In the same manner the reaction of Ga+O2 was studied with mixtures containing
13–23 ppm Ga(CH3)3 and 200–2895 ppm O2 behind reflected shock waves at tem-
peratures between 1,290 and 2,320 K and pressures of approximately 1.5 and 3.7 bar
by applying atomic resonance absorption spectrometry for time-resolved measure-
ments of Ga atoms at 403.299 nm [29]. Two reaction channels were found for the
reaction of Ga atoms with O2, the recombination reaction

Ga + O2 + M → GaO2 + M (R6)

Ga + O2 → GaO + O (R7)

The trimethylgallium decomposition experiments showed that above 1600 K the
decomposition is complete after a few µs. Together with the high oxygen excess
and the absence of other Ga-consuming reactions this allows a first-order evaluation
of the Ga-atom concentration profiles. Therefore, all measured Ga-atom absorption
profiles at T > 1600 K were transferred into first-order plots by applying the calibra-
tion relation. For the reactions of methyl+O2 the GRI 3.0 [30] mechanism was used.
In most cases these reactions are of minor importance for the Ga-atom concentration
because the reduction of the O2 concentration is negligible due to the high O2 excess.

The evaluated rate coefficients of the Ga-consuming reaction are shown in the
Arrhenius diagram of Fig. 1.4. It can be seen that two Ga-atom-consuming reactions
occur, a reaction with a negative temperature and a total pressure dependence. The
appearance of two reaction channels for the reaction of a metal atom with O2 was only
observed by Giesen et al. [31] for the reaction of Fe+O2. The temperature region of
the two channels was similar to Ga+O2 but for the recombination reaction a positive
activation energy of 9 kJ was observed. Considering an extrapolation of the observed
experimental values at the upper and lower temperature end of the measurement,
where only one channel is dominant, a separation of both channels was possible.

Ga + O2 + M → GaO2 + M (R8)

k9 = 1012.95±0.41 × exp(12400 ± 1367 K/T) cm6 mol−2 s−1

and
Ga + O2 → GaO + O (R9)

k10 = 1014.57±0:36 exp(12460 ± 1535 K/T )cm3 mol−1 s−1

1.4 Flame Reactor Studies of Particle Formation and Growth

The investigation of particle formation and growth in flames requires a simple reactor
with well-defined boundary conditions and a homogeneous flow field. Therefore, a



14 H. Wiggers et al.

Fig. 1.4 Arrhenius diagram
of the rate coefficient of the
reaction Ga+O2 → products.
Blue circles experiments at
about 1.45 bar. Red squares
experiments at about 3.70 bar
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premixed flame reactor where the flame gases emerge from a porous, flat burner
head was developed to enable an almost one-dimensional reaction system with the
distance from the burner (“height above burner”, HAB, measured in cm) as the
relevant coordinate [32]. This setup requires a homogeneous mixture of gaseous
species fuel (usually hydrogen), oxidizer (oxygen), and vaporized precursor. For
modifying the flame temperature, inert gases (typically argon) can be added. All
gases are mixed within a water-cooled mixing chamber directly mounted in front
of the burner head. This system allows for the investigation of several precursor
materials as long as they provide the required vapor pressure. For technical reasons
liquid precursors for spray pyrolysis cannot be used with this setup.

This construction provides homogeneous gas mixtures and it ensures that within
the center area of the flame (about one centimeter in diameter) no gradients in tem-
perature and flow conditions occur perpendicular to the flow direction. The distance
between the burner head and a sampling area downstream can be adjusted by moving
the burner head. Sophisticated sampling and measuring techniques such as laser spec-
troscopy, gas analysis, thermophoretic and molecular beam sampling are mounted in
such a way that they can deliver detailed information about gas-phase composition
and temperature, particle size, and particle morphology. A significantly increased
spatial resolution along the flow coordinate can be obtained at low pressures lead-
ing to an elongated flame zone compared to atmospheric pressures. Therefore, the
experimental setup was optimized to operate at around 30 mbar. This pressure range
allows for the formation of sufficient amount of particles and it offers the possibility
to also investigate precursor materials with a very low vapor pressure down to about
1 mbar. The different measurement techniques that were applied to the premixed
flame reactor are explained in detail within the next chapters.
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Fig. 1.5 Flame synthesis apparatus with molecular beam sampling and particle mass spectrometer
(PMS)

1.4.1 Molecular-Beam Sampling

In particle synthesis, information about particle size and morphology is required,
which can best be obtained from collected particles. However, this requires careful
and representative particle sampling, which does not falsify or change the particles’
properties during the collection procedure itself. The technically most fastidious
method is molecular beam sampling in combination with a particle mass spectrometer
(PMS). It is a variant of the classical mass spectrometer for gaseous flame species,
including radicals, see e.g. [33, 34]. The setup is schematically shown in Fig. 1.5, see
also [32]. Nanoparticles in a flame are partly charged either by the particle synthesis
process itself or by an appropriate source. A sample of the aerosol is supersonically
expanded through an electrically-grounded nozzle into a first vacuum chamber. The
supersonic free jet formed by the expanding flow contains both, particles and gaseous
species. The flow conditions are such that the gas temperature decreases extremely
rapidly, thus, freezing any physical or chemical processes. The center of the free
jet is extracted by a skimmer and moves as a particle-laden molecular beam into a
high-vacuum chamber.

The molecular beam is directed through a capacitor with an adjustable electric
field where the charged particles are deflected from the beam according to their
mass, velocity and charge, thus forming a fan-shaped particle beam. As within one
experiment the particle velocity of all particles is nearly the same [35] and particle
charge is mostly unity for the relevant particle size range (see Fuchs’ theory [36]), the
crucial criteria for the deflection of the particles within the charged capacitor is their
mass. The classification of the particles due to their mass downstream the deflection
capacitor is performed by introducing a grounded plate acting as collimator into
the fan-shaped beam carrying two symmetrical slits and one central slit. By varying
the voltage of the capacitor, the fan of charged particles is scanned over the outer
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slits allowing particles of different masses to pass through. The PMS offers three
possibilities for further particle processing:

1. Collection of charges carried by the particles by two Faraday cups. This enables
on-line determination of the particle mass distribution without further calibra-
tion.

2. Particle collection on TEM grids either behind the central slit (neutral particles
or representative particle ensemble in case of UC = 0) or behind the two other
slits (charged particles) with further ex situ size and structural imaging by, e.g.,
high resolution electron microscopy (HR-TEM).

3. Utilization of the PMS as a mass filter by applying a constant deflection volt-
age and deposition of size-selected particles on any substrate placed behind the
eccentric slits.

All possibilities have been successfully applied to spatially-resolved nanoparticle
analysis in low pressure flames and in other devices, see [8, 37–40].

1.4.2 Thermophoretic Sampling with Ex Situ Analysis

A simple way for collecting particles out of a flowing fluid is thermophoretic sam-
pling, introduced by George et al. [41] and further improved by Dobbins and co-
workers [42] for soot particles. A cold surface, e.g. a TEM grid, placed parallel to
the flow direction causes a strong temperature gradient, along which the particles
move towards the surface, driven by thermophoretic forces which in the Knudsen
regime are independent of particle size. It must be kept in mind, however, that the
inserted surface to some extent influences the flow. The subsequent ex situ analysis
depends on the available instrumentation and can be made, e.g., by atomic force
microscopy (AFM), by TEM or even by optical diagnostics. It is advantageous to
“shoot” the cold surface through the flame, thereby avoiding any restructuring of the
collected particles by the influence of the hot flame gases. Typically, the residence
time of the TEM grids within the hot zone is a few ten milliseconds and below,
which is not sufficient to heat TEM grid and grid holder significantly. A compar-
ison between particles deposited from the molecular beam and thermophoretically
sampled particles from the same flame show surprisingly good agreement [43].

1.5 Laser-Based Diagnostics in Particle Synthesis Reactors

The properties of gas-phase-synthesized particles strongly depend on the reaction
conditions like flame temperature, fuel/oxygen equivalence ratio, pressure, and pre-
cursor concentration. The final properties of the particles depend on the temporal
history of the above mentioned parameters. Therefore, if the generation of parti-
cles with well-defined conditions is desired, well-controlled reaction conditions are
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essential. In situ measurements of concentration and temperature distribution, thus,
give important input for modeling the synthesis process and for apparatus design.
Laser-based techniques enable non-intrusive in situ measurements of the conditions
during nanoparticle formation. Many of the techniques applied here to the in situ diag-
nostics in particle synthesis are adapted from combustion-related diagnostics where
quantitative laser-based imaging measurements and infrared absorption strategies
find widespread application (e.g. [44]).

In the following paragraphs we focus on three aspects, temperature imaging via
multi-line nitric oxide laser-induced fluorescence (LIF) thermometry [45], spatially-
resolved iron atom measurements with LIF in iron oxide nanoparticle synthesis in
low-pressure flames [46], and the determination of particle-sizes via laser-induced
incandescence (LII) [47]. The results of the Fe-atom and temperature measurements
will be further evaluated in Sect. 1.6.1.

1.5.1 Diagnostics for Temperature

Laser-based imaging techniques have the capability to provide multi-dimensional
temperature information without perturbing the investigated system in contrast to
sampling techniques or thermocouple measurements. Two-dimensional temperature
imaging can be obtained by two-line [48, 49] and multi-line [50] LIF as well as
Rayleigh scattering [51] and filtered Rayleigh thermometry [52]. Vibrational and
rotational Raman techniques [53] are often limited to line measurements and CARS
[54] yields point measurements only. Infrared absorption techniques [55] can provide
line-integrated information and therefore do not resolve inhomogeneous temperature
distributions.

Multi-line LIF thermometry is based on the temperature-dependent population of
rotational and vibrational energy levels of the nitric oxide (NO) molecule. In contrast
to conventional two-color LIF thermometry for gas-temperature imaging [48, 49],
the multi-line technique yields absolute temperatures without calibration [56] and
can be applied even in systems with strong scattering and fluorescence background
as well as in the presence of pressure broadening [50, 57]. It has been used in
stoichiometric and sooting flames [50] as well as in spray flames at atmospheric
pressure [58, 59] and high-pressure flames up to 6 MPa [57]. The technique is based
on the measurement of LIF-excitation spectra of NO, which is added to the fresh gases
as a fluorescent tracer. The laser beam is formed to a light sheet, which illuminates a
plane in the area of interest. The pulsed laser is tuned over a part of the NO A-X(0,0)
absorption band at ∼225 nm while individual images are taken with an ICCD camera
for each excitation wavelength. The camera is equipped with filters to suppress
the detection of elastically scattered light and interference from other laser-excited
species. From the resulting stack of pictures (each with the laser tuned to the next
wavelength) LIF excitation spectra can be extracted for each pixel. Figure 1.6 shows
two example spectra for 750 and 1,400 K. From the strong temperature dependence
of the spectra, the local temperature is derived. Simulated spectra are then fitted to



18 H. Wiggers et al.

Fig. 1.6 Experimental (symbols) and the fitted simulated (lines) excitation spectra for two different
temperatures. The labels show the respective rotational transition in the NO A-X(0,0) band

the experimental data with absolute temperature, broad-band background as baseline
and signal intensity as free parameters using LIFSim [60].

In the present experiment we applied multi-line NO-LIF thermometry for the first
time to a low-pressure nanoparticle flame reactor. 200 ppm NO were added to the
fresh gases since there is no natural NO production in a H2/O2/Ar flame. This small
amount avoids disturbance of the lean flame and ensures negligible laser attenuation
by NO inside the reactor.

A tunable, narrowband KrF excimer laser (248 nm, �ν ∼ 0.3 cm−1, Lambda
Physik EMG 150 TMSC) is frequency-shifted to 225 nm in a Raman cell filled with
5 bar hydrogen, enabling NO excitation in the A-X(0,0) band. The laser beam is
expanded in the horizontal direction and compressed in the vertical direction with
two cylindrical lenses f = 1, 000 and 300 mm to form a light sheet of 50 × 10 mm2.
The LIF signal is recorded with an intensified CCD camera (LaVision). Elastically-
scattered light is suppressed by three long pass filters (230 nm, LayerTec). This
ensures a high signal-to-noise ratio of the excitation spectra even with low NO con-
centrations of 200 ppm and low laser fluence of 4 kW/cm2. The general setup, as
well as the data evaluation procedure, is similar to the one in [50]. The observed field
is located in between the (moveable) burner and the sampling nozzle of the PMS
(cf. Fig. 1.7). Measurements at different distances relative to the burner head are car-
ried out through shifting the burner relative to the laser light sheet within the com-
bustion chamber. Therefore, the measurements are in fact carried out under slightly
different conditions While this is taken into account when comparing the results to
the simulations, the assembled images shown later show some discontinuities of the
measured results due to this effect.

The flat-flame reactor is described in detail elsewhere [61]. The 36-mm diameter
sintered metal-plate burner head is centered in a 300 mm long, horizontally mounted,
metal tube with a diameter of 100 mm. Optical access is possible through fused
silica windows (50 mm diameter) from three sides. The burner head can be moved
horizontally with respect to a reference position, where a skimmer nozzle extends
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Fig. 1.7 Horizontal cut
through the flat-flame reac-
tor. Optical access is given
through fused silica windows.
The light sheet illuminates
a 10 mm wide section in
the combustion chamber.
Measurements with different
burner positions are used to
assess the entire temperature
field

into the reactor to enable online particle size measurements. Hydrogen is used as
fuel, oxygen as oxidizer and the mixture is diluted with argon. Typical flow rates are
600 sccm H2, 800 sccm O2, 500 sccm Ar, and 200 ppm of the respective precursor.
The fuel/air ratio of this lean mixture is φ = 0.375. The flow velocity inside the
reactor reaches a few m/s.

The gas-phase temperature field was measured in the H2/O2/Fe(CO)5 flat flame
of the reactor by moving the burner nozzle relative to the window position and with
signal detection at the same position for five different burner distances. Figure 1.8a
shows the resulting temperature distribution in a 175×50 mm2 horizontal area of the
flame inside the reactor for typical operating conditions at a pressure of 3 kPa. The
spatial resolution in the horizontal plane is 1×1 mm2. The burner head is situated on
the left side where the incoming cold fresh gas is seen in the temperature distribution.

Because NO is added as a tracer, the effect of different NO concentrations on
the temperature measurements was investigated. The NO concentration was varied
between 100 and 1,000 ppm while all other parameters were kept constant. No effect
on the temperature results could be detected.

1.5.2 Diagnostics for Species Concentration

Using a similar arrangement of tunable pulsed UV laser and camera, many atomic
and molecular species can be imaged in the flame. While OH imaging is a standard
diagnostics in combustion research (e.g., [44]), the additional detection of atoms
and molecular intermediates that occur in nanoparticle synthesis of metal oxides
provides valuable input for the understanding of the reaction system. However, these
materials systems are unusual for laser-based diagnostics and thus, many details of
the measurement strategies had to be specifically developed. In the following we
present the detection of iron atoms during the synthesis of iron oxide nanoparticles
as one example.
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Fig. 1.8 a Temperature and
neutral iron (Fe(I)) concentra-
tion distribution with 70 ppm
of Fe(CO)5 in the fresh gases
for three positions of the
burner within the reactor
chamber. b Iron-atom density
averaged in the central 10 mm
along the y-axis (marked in
a) for three Fe(CO)5 concen-
trations in the fresh gases;
c Temperature profiles for
the same region marked in a.
Discontinuities in the images
and profiles result from the
combination of measurements
with different burner positions
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During the flame synthesis of Fe2O3, iron atoms exist in different oxidation from
0 (neutral, in spectroscopy usually called Fe(I)) to 3. The fluorescence signal of iron
has been used in medical and astronomical applications [62]. Several spectroscopic
data bases for iron atoms exist [63]. Metal organic compounds are known to strongly
interact with flame chemistry. Ironpentacarbonyl (Fe(CO)5), that is frequently used
as a precursor for iron oxide nanoparticles, is known to be a flame inhibitor [64].
These effects motivated several studies of iron atom concentration in the past where
measurements were carried out using absorption spectroscopy [65] and LIF [66]. The
application to nanoparticle synthesis, however, is a topic of recent development [46].
Therefore, it is important to study its influence on the temperature field as a function
of precursor concentration. Additionally, temperature information (as provided from
the strategy presented in the previous section) is required to correct Fe-atom LIF
measurements for temperature-dependent variations of the ground-state population.

For the measurement of the spatial distribution of Fe(I) the laser system was tuned
to absorption lines of iron atoms and the same detection system was used as described
above. For measurements of emission spectra, an imaging spectrograph (ARC, f =
155 mm, f# = 4300 lines/mm grating) was used. Two excitation wavelengths of
iron were chosen within the fundamental (248 nm) and the Raman-shifted (225 nm)
tuning range of the KrF excimer laser. At ∼225 nm (44415 cm−1) a weak transition
from the ground state (3p63d64S2) to an excited state (3p63d6(a3F)4s4p(3P0)) is
used [63]. Due to its weak transition probability, the laser beam is not significantly
attenuated inside the reactor for the present experimental conditions. Additionally,
emission upon 248 nm excitation is observed. This is due to inter-system crossing to
the 3p63d6(5D)4s4p(1P0) system. Despite the fact that the transition probability for
the emission process is higher in the latter case by a factor of 200, the observed signal
is weaker because of the underlying spin-forbidden inter system crossing (ISC).
Additional weak emissions from lower lying states populated by further ISC can be
observed around 300 nm (III). The transition at 248 nm (40257 cm−1) also originates
from the ground state, but reaches a different excited state (3p63d6(5D)4S4P(1P0).
This transition is the strongest of all iron transitions in this spectral window. Hence,
at the relevant Fe concentration levels the laser beam is nearly completely absorbed
within the first 10–20 mm inside the reactor.

For correction for temperature effects on the Fe-LIF diagnostics the temperature
distribution was used obtained from the method described in the previous section.
The 225 and 248 nm transitions used in this investigation originate from the same
electronic ground state. Its temperature-dependent population was evaluated to allow
for quantitative measurements also in systems with inhomogeneous temperature
distribution. The partition function of iron atoms was calculated, using the five states
with the lowest energy from the NIST database [63]. Higher states have negligible
population at the temperatures of interest. With this partition function, the fractional
population of the ground state at temperature T was calculated.

The calibration of the Fe-LIF signal intensities Iλ for excitation at wavelength λ
with respect to concentration is based on the measured attenuation of the laser radi-
ation at 248 nm during passage through the flame gases [67]. Because the Fe-atom
concentration and temperature vary in the observed region simultaneously, imaging
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measurements with 248 nm excitation were related to measurements at 225 nm exci-
tation where the laser attenuation was negligible. The relative signal thus depends on
the local variation in laser intensity of the 248 nm beam. With an iterative procedure,
local concentrations can be determined from the local attenuation. For further details
of this procedure, see [46]. From repeated measurements a standard error of 20 %
was evaluated for this method.

Figure 1.8 shows measured two-dimensional temperature and Fe(I)-concentration
distributions for a flame with 68 ppm Fe(CO)5. One-dimensional profiles along the
flow coordinate were taken by averaging the temperature and concentration data for
each y position within the central 10 mm of the burner chamber. Figure 1.8b shows
the resulting Fe(I)-concentration profiles for three different Fe(CO)5 concentrations.
The different zones of the flame were investigated by translating the burner to dif-
ferent positions within the chamber which slightly changes the flame conditions.
Therefore, the graphs show steps at the limits of the individual measurement sec-
tions. Temperature profiles for the same conditions are shown in Fig. 1.8c. It can
be observed that the formation of iron atoms starts earlier (i.e., closer to the burner
surface) when higher initial concentrations of Fe(CO)5 are added to the fresh gases.
Higher Fe(CO)5 initial concentrations are also associated with a faster rise of the
temperature and higher end gas temperatures, i.e., the flame front moves closer to
the burner surface.

For all Fe(CO)5 concentrations investigated, the iron atom formation starts at
temperatures around 380–420 K. The results of these measurements will be further
discussed in comparison the model results in Sect. 1.6.1.

1.5.3 Optical Diagnostics for Particle Sizes

Diagnostic techniques for sizing particles are confronted with the problem of coping
with structures ranging from nearly molecular dimensions to approximately 100 nm.
Additional to the molecular-beam techniques described above in Sect. 1.4, there is a
need for optical diagnostics providing in situ measurements of particle sizes. These
could be applied to a wide variation of particle synthesis processes.

The interaction of light with particles in the form of static or dynamic light scat-
tering has been used, see, e.g. [68]. Good spatial resolution can be obtained, but
according to Mie theory, the scattering decreases rapidly with decreasing particle
size and can reach values comparable to those of gas-phase species. From sooting
flames, light extinction, especially laser light extinction, is known to be a useful
detection technique for small particles, see e.g. [69]. For high particle concentra-
tions, good signal quality has been obtained in systems with nanoparticles. However,
these line-of-sight techniques require signal deconvolution and an assumption of
specific symmetries of the problem. A quantitative interpretation also depends on
the size- and material-dependent value of the refractive index. A spectrally resolved
light extinction technique has been developed by D’Anna et al. [70] and successfully
applied to sooting flames.
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In the last years, an additional laser-based strategy for measuring nanoparticles
has been developed called LII, see e.g. [71, 72]. In its simplest form, the particles are
heated up by a laser through light absorption and their laser-induced radiation is a
measure of the number density of the particles. The time-resolved version (TiRe-LII)
is in principle able to deliver particle size information, see e.g. [18, 47, 72–76]. In
this case, the particles are heated up by a nanosecond laser pulse. The emission of
light from the particles during their subsequent cooling is recorded. The temporal
behavior of this signal contains information on the particle sizes, as the cooling rate
of small particles is faster than that of big ones. The interpretation of the measured
data to obtain particle sizes is complex and is based on assumptions e.g. for heat
and mass transfer properties. This particle sizing technique has been significantly
improved in recent years and its application is not restricted to soot. Variants of this
technique, like two-color LII, are in use. A series of international workshops on LII
[77] has demonstrated the problems and perspectives of this diagnostic technique for
particles [72, 78].

The sizing of Fe2O3 nanoparticles synthesized in a low pressure H2/O2/Ar flame
was demonstrated by applying simultaneously TiRe-LII and PMS. From the I/U-
spectrum of the PMS (I = flux of charged particles arriving at the Faraday cup,
U = deflection voltage) a mean particle size of dp = 7.1 nm can be determined.
The TiRe-LII raw signal shows a specific feature: As the particles are very small,
the whole process of particle heat-up by the pulsed laser and the subsequent particle
cooling takes only a few ns. A certain time overlap of both process steps is also
very obvious, which makes the evaluation of such signals more complicated. A first
attempt to determine the mean particle size from the TiRe-LII signal based on a
modified theory results in a value which is very close to the PMS particle size.
The simultaneous application of both these particle sizing techniques is expected
to be quite helpful in the further development and improvement of the TiRe-LII
diagnostics.

1.6 Chemistry Modeling and Simulation of Reactive Flows

The formation, growth and transport of nanoparticles in a flame can be formally
described with the conservation laws of continuum mechanics and the population
balance equations. Here, particle sizes and numbers allows a treatment of the gas-
borne particles as a continuous, dispersed phase. Furthermore, the low precursor
concentration allows to neglect the influence of the dispersed phase on the main
flow. These assumptions lead to a decoupled calculation of the chemically reacting
flow and the passively transported dispersed phase.

The flames presented here have low Reynolds and Mach numbers. As precursor
typically metal-organic species are used which are known to affect the combustion
kinetics already at very low concentrations [79]. Therefore, a detailed calculation
of the transport process and of the finite rate chemistry is required. In this section a
detailed and a reduced mechanism are presented that describe the effects caused by
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IPC (Fe(CO)5) addition on lean H2/O2 flames. Subsequently, simulation results and
the calculated nanoparticle formation and growth dynamics are presented.

The particle dynamics are described by the population balance equations, which
are transport equations for probability distribution functions describing the particle
properties. In component notation the population balance equation for a distribution
function n(t, x,ϕ) reads as

∂n(t, x,ϕ)

∂t
+ ∂

∂xi
[ui n(t, x,ϕ)] − ∂
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[
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∂
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with the components of transport velocity ui , the internal coordinate of particle
properties ϕ, the diffusion coefficient D and a net production rate h, e.g., from
nucleation. Depending on the set of internal coordinates of particle properties, the
moments of this distribution function may be e.g. particle number density, particle
volume, particle surface area or particle composition etc. There exist many models
for solution of the population balance equations, depending on the description of
the probability density function. The presently most popular models describe the
transformed equations in the moment space with a prescribed probability density
function [80] or with an approximated density function [81–83].

For the description of particle formation and growth a method of moments with
the so called monodisperse distribution function [84] was applied. The resulting set
of equations for steady state transport is:
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where ui is the transport velocity and β is the coagulation coefficient for the free-
molecular regime. The monomer concentration n1 is calculated directly from the rate
of formation J of the particle species. N∞ is the local particle number concentration,
A∞ is the particle surface area, and a1 is the monomer surface area. The characteristic
coalescence time τC can be described by

τC = AC T · d4
pp exp
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In case of Fe(CO)5-doped combustion the parameter AC and Ta were fitted using
the experimental results from [85] as an objective function.

This model is able to describe the particle number density and particle diame-
ter (volume) accounting for the effects of coagulation and coalescence. Under the
assumption of a steady state transport and a one-dimensional character of the flow
in a flat flame burner, this model can be simplified to a set of ordinary differen-
tial equations which are solved using a four-step Runge-Kutta method.In this study
we present a comprehensive simulation approach for the precursor reaction and its
interaction with the flame, the formation and growth of iron oxide nanoparticles.
The results are compared and validated using the large data base compiled by the
authors. In a first step the mechanism for combustion of Fe(CO)5 in a H2/O2 flame
is designed using the experimental results presented in this study and in [46] as an
objective function. The resulting detailed mechanism is then automatically reduced
for implementation in a multidimensional fluid dynamics calculation for the reactor
conditions reported in [85] in the second step. In the third step of our investigation
population balances of the particle growth are computed for the calculated velocity,
temperature, and concentrations field.

1.6.1 Modeling and Validation of the Fe Chemistry in Flames

IPC is one of the preferred precursors for iron and iron-oxide particle synthesis in
various high-temperature processes. The synthesis of metal oxide nanoparticles in the
gas-phase is strongly controlled by the kinetics of the precursor decomposition and
the following reactions. Most investigations of particle synthesis in flame reactors
neglect the interaction of the precursor species with the flame chemistry at low
concentrations. In case of Fe(CO)5, nearly any presence of iron species influences
the flame significantly. Therefore, the incorporation of the iron species kinetics into
the flame chemistry is crucial.

The strong influence of iron-containing compounds on flames was recognized
already in the 1960s. In his pioneering work Wagner and co-workers [65, 86] found
that Fe(CO)5 has a much stronger influence on the burning velocity of premixed
flames than halogenated hydrocarbons or other metal-containing compounds. In their
work, Wagner et al. studied not only global burning velocities of doped flames, but
also aimed at understanding the effects in detail. They measured flame temperatures
by OH absorption spectroscopy, concentrations of OH radicals and iron atoms by
absorption spectroscopy as well as the distribution of FeO by emission spectroscopy.
Regarding the effect on the flame speed, Rumminger et al. investigated the inhibition
mechanism in some detail [64] and suggested that the flame speed reduction is caused
by iron-containing gas-phase compounds like FeO and FeOH reacting in catalytic
cycles with flame carrier radicals like H and OH. Interestingly, an opposite effect of
reduced ignition delay times was reported by Linteris and Babushok [79] in particular
for lean H2/air flames. Dicyclopentadiene iron, also known as ferrocene, has also been
shown to have a similar flame speed reducing effect to IPC [87].
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The quantitative description of the formation of iron-containing nanoparticles in
flames also requires a detailed understanding of the influence of iron compounds on
flame chemistry. The flame that is investigated in the present study is the central part
of a low-pressure flame reactor for nanoparticle synthesis that has been successfully
used for the synthesis of a wide variety of highly specific oxidic nanoparticles with
variable sizes and compositions. The formation of iron oxide nanoparticles from an
Fe(CO)5-doped flame was investigated by Janzen et al. [85] in similar configurations
to the work of Hecht et al. [46]. In his setup the particles were extracted from the flame
and characterized using a PMS. In this study also simulations of particle growth were
presented using a sectional model of the population balance equations. Nevertheless,
the author postulated an instantaneous formation of iron oxide and applied only a
strongly simplified mechanism for Fe(CO)5 combustion without any interaction with
flame species. The flame temperature was predicted from one dimensional, adiabatic
flame assumption using a H2/O2 combustion mechanism only.

The experimental setup described in Sect. 1.5 allowed a one-dimensional simula-
tion of the flame with fixed temperature profiles from the corresponding experimental
measurements. These temperature profiles originate from the same experiment as the
Fe-atom concentration measurements and provide ideal validation data for develop-
ment and testing of reaction mechanisms. Temperature data were smoothed before
their application as reference input profiles. This smoothing was necessary to provide
a continuous function of temperature to the equation solver and a smooth objective
function for the Fe-atom concentration. Any additional filtering of information from
the source data lowered the reliability of the validation. In the present study a good
compromise between the uncertainty caused by experimental noise and the uncer-
tainty of the modeled reaction mechanism was found.

The first step in our simulation strategy was performed using methods provided
with the chemical kinetics software library Cantera. In order to shorten the com-
putational time, mixture-averaged transport coefficients were used to calculate the
diffusive transport. For the first compilation of a reaction mechanism we used the
established Fe(CO)5 reaction mechanism of Rumminger et al. [64]. It contains 55
reactions and 12 iron species, including Fe(CO)5. The H2-O2-CO system was mod-
eled by the mechanism provided by Mueller et al. [88]. The first simulation efforts
with the original mechanism showed much higher concentrations of iron atoms than
measured. Also, the initial temperature of the thermal decomposition of Fe(CO)5
contradicted our experimental data. In order to reduce the discrepancies between
simulation and measurement in a first attempt we searched for newer, experimen-
tally determined thermochemical data. Data for Fe, FeO and Fe(OH)2 were therefore
updated with the current values from the NASA database [89]. The result of this mod-
ification is shown in Fig. 1.9. For sake of clarity, only results from the flame doped
with 170 ppm Fe(CO)5 are presented here in comparison to the experimental data.
The calculated maximum concentration is now nearly identical with the measured
one, but the initial decomposition temperature of Fe(CO)5 is still higher than expected
from experience (i.e. the measured concentrations increase at lower heights above
the burner (HAB) compared to the simulation).
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Fig. 1.9 Iron-atom concen-
trations calculated with the
original mechanism (a), the
original mechanism with mod-
ified thermochemical data (b)
and the reduced mechanism
(c). The reduced mechanism
uses also the modified coeffi-
cients for Fe(CO)5 pyrolysis.
Simulation results of (b) and
(c) are practically identical

In the work that describes the chemical mechanism used here, Rumminger et al.
used bond energies as activation energy in the sequential breaking of the Fe–CO bonds
during the decomposition of Fe(CO)5. This sequential process could be replaced by
experimental data for the global decomposition reaction

Fe(CO)5 → Fe + 5CO

proposed by Woiki et al. [24]. They have determined the pre-exponential factor and
the activation energy for such a reaction in extensive shock tube experiments to

k = 1.93 × 109 exp(−17400 cal/RT)[s−1].

This global decomposition step was incorporated in the iron mechanism. As a result
the decomposition of Fe(CO)5 now begins at lower HAB at 450 K fits much better to
observations made, e.g., in hot-wall reactors for iron and iron oxide particle synthesis
[90]. The earlier decomposition of Fe(CO)5 does not affect the flame chemistry
significantly and has only a small (indirect) effect on the flame temperature or the
inhibition effects, but is very important for a large set of particle synthesis processes.

The resulting mechanism, already presented in [91, 92] still lacks of the iron
oxide formation model, which is necessary for the description of iron oxide particle
formation and growth. According to the simulations of the investigated flame, the
results are reliable up to an HAB of 50 mm in the 170 ppm case. After this point
usually occurrence of iron oxide particles is measured. Therefore, a hypothetical
Fe2O3 gaseous species is assumed together with a set of reactions leading to this
species from combinatorial considerations. As the reaction parameters of these reac-
tions are unknown, an optimization process is applied with the initially calculated
Fe-atom concentration and temperature as objective function and the auxiliary con-
dition to maximize the Fe2O3 concentration. According to this strategy the resulting
model should still correctly describe the interaction of the Fe-species with the flame
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Fig. 1.10 Reaction path in
the early flame at 15 mm HAB
and 170 ppm Fe(CO)5. The
line thickness symbolizes the
flux. The FeOOH branch is not
included in the final, reduced
mechanism
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radicals and provide a plausible source term for the nucleation of iron oxide particles.
A comparison of the calculations performed with both mechanisms is shown below.

The application of the reaction mechanism into CFD codes for simulation of
the laminar reacting flow requires a reduction in number of species and reactions.
The specific problem requires a finite rate chemistry model in order to describe the
flame correctly. Therefore, the reduced model must also be “detailed” at least in the
investigated parameter range of pressure and iron oxide precursor concentrations.

The strategy we chose for the reduction was a brute force method of alternating
single reaction exclusion. This process was automated by a script and compared
to the simulation based on the original model including the previously discussed
modifications. The effect of the modifications was also monitored via an automated
reaction path analysis. Reaction paths were calculated in �x = 1 mm steps along
the spatial coordinate of the 1D flame, to ensure the validity of the currently tested
mechanism over a range of temperatures and species compositions. The process was
monitored only at fine tuning, like removal of species from the mechanism. In its
leanest variant the mechanism consists of 19 species and 23 reactions including the
H2/O2- and CO-combustion sub-mechanisms. The H-atom recombination cycle

11: FeOH + H ↔ FeO + H2

4: FeO + H2O ↔ Fe(OH)2

12: Fe(OH)2 + H ↔ FeOH + H2O

i : H+ ↔ H2

responsible for the inhibition mechanism was already found by Jensen and Jones [93]
and was also identified in the present analysis. There is no further reduction of the
mechanism possible for an application in gas-phase synthesis reactors. Figures 1.10
and 1.11 illustrate the reaction paths at different locations in the flame with 170 ppm
Fe(CO)5. The FeOOH branch is drawn in the path diagrams, but excluded as a
species of low importance from the final, reduced mechanism. The FeH reactions
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Fig. 1.11 Reaction path in
the late flame at 65 mm HAB
and 170 ppm Fe(CO)5. The
line thickness symbolizes the
flux. The FeOOH branch is not
included in the final, reduced
mechanism
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Table 1.1 The reduced mechanism for iron species from Fe(CO)5 in a flame

# Reaction A Ea Ref

1 Fe(CO)5 = Fe + 5CO 1.93E09 17.4 [24]
2 Fe + O2 = FeO + O 1.26E14 20.0 [94]
3 Fe + O2 + M = FeO2 + M; k 2.0E13 0 [95]

k0 1.5E18 4.0 [96]
4 FeO + H2O = Fe(OH)2 1.63E13 0 [93]
5 FeO + H = Fe + OH 1.0E14 6.0 e
6 FeO + H2 = Fe + H2O 1.0E13 5.0 [26]
7 FeO2 + OH = FeOH + O2 1.0E13 12.0 e
8 FeO2 + O = FeO + O2 1.5E14 1.5 e
9 FeOH + O = FeO + OH 5.0E13 1.5 e
10 FeOH + H = Fe + H2O 1.2E12 1.2 e
11 FeOH + H = FeO + H2 1.5E14 1.6 [93]
12 Fe(OH)2 + H = FeOH + H2O 2.0E14 0.6 [93]
13 Fe(OH)2 + FeO = Fe2OOH 1.0E11 0 e
14 2Fe(OH)2 = Fe2O(OH)2 + H2O 5.0E12 0 e
15 Fe2O(OH)2 = Fe2OOOH + H 5.0E12 0 e
16 Fe2OOOH + OH → Fe2O3 + H2O 5.0E12 0 e

k f = A exp(−Ea/RT), units: cm-s-mol-kcal, e: estimated in [64], e: estimations in this work

were completely neglected. Table 1.1 lists the set of iron species reactions in the
reduced mechanism including the proposed Fe2O3 formation mechanism.

The reaction path analysis (illustrated in Figs. 1.5, 1.6) indicates that the iron
conversion after the decomposition of Fe(CO)5 takes place on a path similar to that
proposed by Rumminger et al. [64]. The analysis of the model results with respect to
flame radicals shows very little change in O and OH concentrations but a significant
decrease of H-atom concentration with higher Fe(CO)5 addition. This might be due
to the cycle of reactions 11, 4 and 12, leading to the recombination of H radicals.
Rather than disrupting the chain reaction and thus reducing the flame speed, the
reaction enthalpy of reaction “i” (H + H ↔ H2) is converted into an increased flame
temperature under nearly adiabatic conditions. Hence, the sharper rise in the flame
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temperature with increasing Fe(CO)5 addition may be caused by the exothermic
recombination of H atoms. The reaction path analysis also shows that the reaction
FeO + O2 → FeO2 + O that leads to an early increase in O-radical concentration
does not play a major role in this flame in contrast to the predictions by Linteris and
Babushok [79] who considered this reaction to be important in lean flames.

1.6.2 CFD Simulation of Reactive Flows in Nanoparticle Synthesis

The results of our modeling are presented in three steps according to the mechanism
compilation, its implementation into multidimensional CFD simulations and the sub-
sequent modeling of particle formation and growth. The validation of the improved
and newly compiled combustion kinetics model of a lean, low pressure H2/O2 flame
doped with IPC was presented in [91, 92]. These results were used as an objective
function for development of a model for Fe2O3 formation from the gas phase as
previously described. Figure 1.12 displays the calculated iron species concentrations
with Fe2O3 formation model compared to the original mechanism, lacking the Fe2O3
formation. As demanded from the algorithm, the iron species concentrations in the
early flame remain unaffected by the newly added set of reactions. The formation of
Fe2O3 and consumption of Fe(OH)x species happens at plausible rates.

The reduced mechanism was implemented into the finite rate chemistry model
of Ansys-Fluent CFD solver. The simulations were carried out for a pure H2/O2
flame and for the Fe(CO)5-doped flame with boundary conditions from [85]. Aim
of the numerical experiment was to reconstruct the two-dimensional field of trans-
port velocities, temperature, and species concentrations in the cited experiments
for subsequent modeling of particle dynamics. Figure 1.13 shows the result for a
rotationally-symmetric calculation of the simplified reactor geometry.

The results from two-dimensional simulations were extracted for a single
streamline—in the present case, the symmetry axis. Figure 1.14 shows the temper-
ature and species concentrations extracted from the CFD calculation. Note that the
flame front is parallel and close to the burner head. Because the experimental flame
may be affected by deposits in the burner matrix and at the reactor walls, this result
may not reflect the real conditions perfectly.

The simulation results in Fig. 1.15 from the population balance model show plau-
sible particle diameters. Nevertheless, there ist a significant discrepancy between the
experimental results and the model. To our opinion, this difference results mainly
from the possible lift of the flame at the burner, which has been frequently observed,
while the conditions of the simulations are “perfectly clean” and well defined, but
not always well known.

Note that a perfect reconstruction of the velocity, temperature and concentration
fields in past experiments is a challenging task. Usually, the boundary conditions are
not well defined, i.e., the ambient conditions and the conditions of the burner matrix.
Also, the movable skimmer nozzle interacts strongly with the flow. This influence
was not considered in our simulation due to the enormous computational time.
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Fig. 1.12 Concentrations
of the main Fe-containing
species in the model flame
as a function of height above
burner (HAB). The upper dia-
gram was calculated without
a Fe2O3 formation model.
The lower diagram displays
the consumption of Fe(OH)x
species and formation of
(gaseous) iron oxide

Fig. 1.13 Simulated tempera-
ture field for the low-pressure
flame. Lower part shows
the pure flame, upper part
shows the doped flame. The
temperature difference of
�T = 120 K corresponds
well to experimental observa-
tions

Future work will extend the Fe2O3 formation model and implement a more sophis-
ticated model for particle population balances to access the local size distribution
function.
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Fig. 1.14 Temperature and
gaseous species concentra-
tions at the symmetry axis
from the CFD calculation
of the reactor conditions
described in [85] as a function
of HAB

Fig. 1.15 Simulation result
from the population balance
model. The mean particle
diameter and the particle
number concentrations are cal-
culated in a one-dimensional
geometry at the reactor axis as
a function of HAB

1.7 Examples of Flame-Synthesized Particles

Many of the early experimental studies on the gas phase combustion synthesis of
particles were initiated and accelerated by industrial needs. As reviewed by Pratsinis
[97], the historic evolution was motivated by the industrial importance of fumed
silica, titania, and alumina produced in large scale flame reactors. Since the early
1990s combustion scientists became more interested in this subject, and research was
intensified towards manufacturing advanced, tailored materials. New routes for the
synthesis of non-oxidic ceramic particles in self-sustaining chemical systems were
explored by Calcote et al. [98] and realized by, e.g., Axelbaum and coworkers, e.g.
[99, 100], by Glassman et al. [101, 102], and by Gerhold and Inkrott [103]. Detailed
information can be found in a review article by Brezinsky [104].

The increasing investigation of nanoparticles from the wet phase as well as gas-
phase synthesis is accompanied with a more and more detailed understanding of
size-dependent nanoparticle properties such as conductivity or optical and catalytic
properties. In parallel to the advanced understanding of particle formation processes,
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Fig. 1.16 Particle size dis-
tribution given as probability
density functions (PDF):
Comparison between PMS
measurement and TEM analy-
sis for the formation of SnO2
nanoparticles taken at 110 mm
height above burner. PMS
measurement and TEM image
analysis were fitted to a
log-normal particle size distri-
bution

an increasing demand for directed synthesis of specific nanoparticles with tuned prop-
erties has evolved. A main focus of our own work over the past years is also targeted
towards a precise understanding of the physics and chemistry of the oxidic particles
themselves and methods were developed to synthesize tailor-made nanoparticles. To
this goal, high purity conditions are mandatory and impurities that might originate
from the combustion process itself were neglected as far as possible. Spicer et al. have
studied the formation of SiO2 nanoparticles in a premixed acetylene/oxygen flame
[105] and found that under certain conditions silica particles containing some carbon
were achieved. We tried to avoid uncertainties resulting from such carbon-containing
flames and complex hydrocarbon flame chemistry probably interacting with parti-
cle formation. Therefore, most of the results shown are received from experiments
carried out in low-pressure premixed H2/O2 flames.

The particle formation and growth within the premixed flame reactor were
observed in situ by means of the PMS described above. It enables to measure the
initially formed particles evolving within the first few centimeters downstream the
flame-stabilizing burner head [32]. A typical result of such a PMS measurement
taken during the formation of SnO2 nanoparticles from tetramethyltin Sn(CH3)4
at a reactor pressure of 30 mbar is shown in Fig. 1.16. Both, PMS measurements
and TEM investigation of thermophoretically sampled particles are always found
in good agreement with respect to mean particle diameter dP and the geometric
standard deviation σ.

Under the given conditions, reasonable particle growth is observed starting from
about 80 mm downstream the burner head (Flow coordinate, HAB) as shown in
Fig. 1.17. The specification of the PMS enables for the measurement of particles
sizing between 2 and 15 nm.

For further investigation, the as-prepared materials were usually sampled by ther-
mophoretic deposition of the particles downstream the reactor either on TEM grids
or on a cooled substrate. From Fig. 1.17 it is clear and found as a common result that
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Fig. 1.17 Particle growth of
tin oxide (SnO2) nanopar-
ticles from tetratmethyltin
(Sn(CH3)4) measured down-
stream the flame reactor with
a PMS
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particles grow with increasing distance from the burner head (increasing residence
time).

1.7.1 Semi-Conducting Single Oxide Particles

The classical and most extensively studied single oxide, synthesized in nearly every
type of flames is SiO2. Typical precursors used are silane (SiH4) and chlorosilanes
(SiCl4−x Hx ) or alkylchlorosilanes (SiCl4−x (CH3)x ); typical flame gases are either
H2/O2 or CH4/O2 and we also investigated the formation of primary silica particles in
doped, low-pressure premixed H2/O2/Ar flames [61]. As described above, the growth
of particles along the flame coordinate was followed by molecular beam sampling
and PMS analysis.

Besides silica, many other single oxides have been synthesized in laboratory
flames including TiO2, Al2O3, GeO2, PbO, V2O5, Fe2O3, SnO2, ZrO2, ZnO, WO3,
see reviews [1–6]. The picture which can be drawn from all these investigations is
relatively consistent. The most important parameters determining particle size and
morphology are the concentration of precursor and the combined influence of flame
temperature (particle temperature) and the residence time of the particles. Burner
parameters seem to have only a minor influence as long as sufficient oxygen for
precursor decomposition and oxide particle formation is available. The formation of
stable and fully oxidized nanoparticles is normally obtained in flames burning under
lean conditions. A typical overall equivalence ratio for particle formation in flames
is about 0.5, indicating that two times more oxygen is present as necessary to fully
oxidize fuel and precursor.

Nevertheless, the properties of the reacting flow in which the particles are syn-
thesized can have a strong effect on the properties of the produced particles. An
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early example is the formation of superconducting oxides from H2/O2/Ar flames
[106, 107]. The stoichiometry, i.e. the oxygen content in the particles, depends on
the concentration of oxygen and oxidizing species in the flame and determines the
success of the synthesis process. The stoichiometry of oxide particles synthesized in
flames affect their crystal structure and lattice parameters. Many metals exist in vari-
ous oxidation states and can form a variety of sub-oxides. In case of semiconducting
oxides, oxygen vacancies in the particles lead to an increased charge carrier density.
This is of high interest in the development of functional materials from flame-made
nanoparticles for gas sensing and optoelectronics devices. A good example is the
formation of the tin oxides SnO and SnO2 [108, 109]. It has been demonstrated that
by varying the combustion properties of the multi-element diffusion flame burner,
both stable oxides were obtained [87].

Almost all oxidic semiconductors are n-type conductors, which means, that the
majority charge carriers are electrons. The electrons in the oxides originate from
oxygen that is being released from the lattice leaving behind two charge carriers. As
a result, the adjustment of specific properties with respect to the electrical properties
requires a tuning of the particle composition, especially its oxygen content during
particle formation.

Laminar, premixed flames burning with various fuel/oxygen ratios seem are
an ideal tool for synthesizing metal oxide particles with various stoichiometries
[87, 110–112]. The combination of basic combustion parameters with the require-
ments for particle properties is crucial for the synthesis of well-defined materials. In
accordance to [111], the equivalence ratio φ is defined as

φ = mole of oxygen required for complete combustion

mole of oxygen supplied
(1)

with φ < 1 and φ > 1 representing lean and rich conditions, respectively.
A 1-D simulation of the gas-phase species that appear in H2/O2 flames typi-

cally used for nanoparticle synthesis was performed with Chemkin’s Premix™. The
underlying gas-phase temperature used for the calculation was measured with laser
induced fluorescence of traces of NO added to the burning gas as described above
[45]. Despite the concentration of the reactants H2 and O2, the diluent Ar, and the
product water, only hydrogen, oxygen, and OH radicals show mentionable concen-
trations along the reaction path while the concentrations of HO2 as well as H2O2
are negligible. Except for molecular oxygen, species with oxidizing and reducing
properties for φ = 0.5 and 0.85 are shown in Fig. 1.18.

The simulations shown in Fig. 1.18 indicate that in case of φ = 0.5 the concen-
tration of the oxidizing radicals O• and OH• (filled symbols) reaches the maximum
shortly after entering the reaction zone while the portion of the reducing gases H and
H2 vanishes very fast. In case of φ = 0.85, the concentration of O/OH compared
to H/H2 is clearly lower. It is of vital importance that the concentration of OH• can
be adjusted by changing φ as can be seen for the results found for HAB>25 mm.
A high concentration of oxidizing species is vital for the oxidation process and
their concentration with respect to height above burner is indicative of the degree of
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Fig. 1.18 Mole fraction of O•, OH•, H• and H2 in a H2/O2/Ar premixed flame calculated with
PREMIX™ for φ = 0.5 (left) and 0.85 (right)

Table 1.2 Resistivity of as-synthesized tin oxide nanoparticles under ambient conditions synthe-
sized at 0.98 < φ < 0.25

Stoichiometry φ Crystal structure Color Resistivity/�m

SnO2 0.25 Tetragonal (Rutile) White 14.8×103

SnO1.74 0.63 Tetragonal (Rutile) Light yellow 7.4×103

SnO1.4 0.85 Tetragonal (PbO) Light grey 4.8×103

SnO 0.98 Tetragonal (PbO) Grey 0.98×103

oxidation at the position. Hence, the oxidation of the metal oxide precursor is assumed
to be highly sensitive to the oxidation potential at the early particle formation. As
a result, electrical as well as optical properties change due to the conditions during
particle growth [87].

Table 1.2 summarizes some of the results received from electrical measurements
on tin oxide powders synthesized between φ = 0.98 and 0.25.

The key parameter which controls the oxygen content in the particles is the H2/O2
ratio of the unburned gas. The composition of the particles was carefully determined
by various physical methods including Auger electron spectroscopy to measure their
exact stoichiometry. As studied for many metals, atomic as well as molecular oxygen
play an important role for the oxidation of metal atoms and suboxides, respectively
[113, 114]. Therefore, the oxidation process leading to tin dioxide is expected to be
incomplete for lack of oxidizing species. Hence, it is understandable that almost no
tin dioxide was found at φ > 0.85 due to the fact, that mainly tin monoxide is formed
[115].

A further example of stoichiometry tuning by combustion is the synthesis of
WO3−x in a premixed flame at φ between 0.8 and 0.33 [116]. While the lean con-
ditions lead to bright white stoichiometric WO3, the decrease in oxidizer helps
to form sub-stoichiometric, blue-colored WO3−x . This is especially surprising as
fully oxidized tungsten hexafluoride (WF6) was used as precursor. XPS measure-
ments revealed an amount of about 20 % of W+V substituting W+V I for materials
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produced at φ = 0.8 and it has been demonstrated by conductivity measurements
that the particle resistance depends on x .

1.7.2 Mixed Oxide and Composite Nanoparticles

Crystalline mixed oxides consist of materials that form a common lattice structure
with positive and negative ions being homogeneously distributed within the lattice
or sitting at defined places within the structure, while nanocomposites consist of
nanoparticles with two different crystal phases which are mixed on a nanometer
length scale. Mixed oxides as well as nanocomposites are of huge pratical interest,
especially for catalytic applications and for tuning of physicochemical properties,
e.g. for high-temperature superconductors or super-paramagnetic materials. A highly
interesting point with respect to nanocomposite materials is the fact, that an addi-
tional functionality can be embedded within a known material without changing
its established properties. Flame synthesis has been successfully applied to produce
mixed oxide powders both in laboratory, see e.g. [117–120], and industrial quantities
[121].

Katz and coworkers [122, 123] are some of the pioneers who synthesized
TiO2/SiO2 nanocomposites in their counterflow diffusion flame. Friedlander and
coworkers [124, 125] later extended the understanding of how mixed particles form.
They discussed the influence of precursor chemistry, temperature, and thermodynam-
ics on the intraparticle and interparticle homogeneity. The miscibility/immiscibility
of the two compounds, together with intraparticle transport, can limit the approach
of the equilibrium phase distribution.

The motivation for the synthesis of mixed and composite oxides is mostly rooted
in materials research. Consequently, multiple mixed oxides and nanocomposites like
V2O5/TiO2, V2O5/Al2O3, SiO2/GeO2, TiO2/Al2O3, TiO2/SnO2, Ta2O5/SiO2 have
been synthesized in coflow and counterflow diffusion flames as well as in spray
flames, see e.g. [119, 122, 123, 126, 127]. Kinetic and/or temperature control of
particle formation in flame reactors not only opens a broad variety with respect to
their oxygen content as discussed above, but also enables for the formation of specific
nanocomposites. It is known that, depending on flame conditions and temperature,
different types of composite materials are accessible [122, 123]. As an example for
the change in physico-chemical properties depending on the composition of a mixed
oxide we will discuss the systems TiO2/SnO2 in more detail.

1.7.2.1 Mixed SnO2/TiO2 Particles

The phase diagram of SnO2/TiO2 shows a big miscibility gap (cf. Fig. 1.19) and in
thermodynamic equilibrium a segregation of SnO2 and TiO2 is observed.

A couple of scientists have investigated the properties and main differences of
SnO2/TiO2 composite particles and films compared to Ti1−x Snx O2 mixed oxides with
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Fig. 1.19 Phase diagram
of the SnO2/TiO2 system,
adapted from [128]

Fig. 1.20 X-ray diffrac-
tion pattern of SnO2 and
Ti1−x Snx O2 mixed oxides.
It is obvious that the signal
positions shift with changing
phase composition in accor-
dance to Vegard’s law

respect to their photo-catalytic potential [129–131]. The nanocomposite materials
support a spatial separation of electrons and holes preventing the excitons from
recombination and increasing the photo-activity. In comparison to the composite
material, the increase in photo-activity of the mixed oxides is expected to originate
from an increase in band gap energy of the solid solution. While usually different
routes for the formation of composites and mixed oxides are required, flame synthesis
has the ability to produce both, composites as well as mixed oxides. Due to the
high temperature gradient in flame reactors in the order of 104–106 K/s [132], phase
compositions can be quenched without segregation and “freezing” the actual mixture.
As has been shown by Akurati et al. [133], the flame spray synthesis of segregated
TiO2/SnO2 nanocomposites is accessible probably due to a relatively low temperature
within the particle formation zone, while experiments in our lab for TiO2/SnO2
mixtures ranging from 10/1 to 1/1 always showed complete solid solutions of both
oxides [117]. The XRD investigations confirm this finding as the change in lattice
constants of the synthesized materials behaves linear in accordance to Vegard’s law
(Fig. 1.20).
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Fig. 1.21 Derivative of the
UV-VIS absorption spectra of
TiO2, SnO2 and several mixed
oxides. As can be seen, the
absorption of the mixed oxides
shifts within the range given
by the absorption spectra of
SnO2 and TiO2, respectively

Additionally, it was found, that with increasing amount of tin substituting titanium,
the absorption (and the respective band gap energy) shifts from 375 to 360 nm when
changing the composition TiO2/SnO2 from 10/1 to 1/1, see Fig. 1.21.

Note that pure TiO2 exhibits two absorption processes that can be attributed to
the anatase structure (left maximum) and the rutile structure (right maximum) while
the mixed oxides show only one maximum. This is due to the fact that the addition
of tin suppresses the formation of anatase. This is also in accordance to the XRD
investigations indicating that the mixed oxides form the rutile structure. As a main
result it is found that the synthesis of mixed oxide nanoparticles in flames is possible
despite the fact that they are not thermodynamically stable due to kinetic control.
Moreover, changes in composition allows for tuning the band gap within the limits
given by the respective materials used.

1.7.2.2 Fe2O3/SiO2 Nanocomposites

An interesting example also illustrating the importance of gas-phase kinetics is
the formation of Fe2O3/SiO2 nanocomposites. They can be produced in premixed
CH4/O2 or H2/O2/Ar low-pressure flames [120, 134]. If the evolution of different
particles along the reaction path and, as a result, different time scales appear for the
formation of the respective materials, composites consisting of one material homo-
geneously dispersed within a second material may result. This principle was used
for the formation of Fe2O3/SiO2 nanocomposites.

The thermal decomposition of the iron precursor Fe(CO)5 with respect to the for-
mation of iron oxide [24] is much faster than the radical driven decomposition of the
Si precursor (Si2(CH3)6, Si(CH3)4, or SiH4), see e.g. [135]. While iron silicates like
the Fe2SiO4 spinel that are found in nature usually have evolved under high pressure
and in the presence of further cations like Mg or Ca, it is not expected that iron
silicates are formed by clean flame synthesis. Consequently, the iron oxide particles
are formed first in the flame and are later encapsulated by SiO2. The commonly
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Fig. 1.22 TEM micrograph of
γ-Fe2O3/SiO2 nanoparticles.
The overview shows the
typical fractal geometry of
fumed silica, while the inset
gives a detailed insight into
the homogeneous dispersion
of iron oxide (dark specks)
within the silica matrix

formed nanosized structure is γ-Fe2O3 (maghemite) which exhibits superparamag-
netic behavior. This fact was used to engineer a material consisting of iron oxide
homogeneously dispersed in silica. The material is of special interest as it allows
obtaining particle-size-dependent magnetic properties. Superparamagnetic materi-
als do not retain any magnetization in the absence of an external magnetic field.
Therefore, they are of great practical interest for applications that require switch-
able magnetism, e.g. biomedical applications, such as magnetic resonance imaging,
hyperthermia, separation and purification of biomolecules, and drug delivery. In
many of these applications, however, the catalytic properties of iron oxides cannot
be tolerated. The dilution of Fe2O3 in the silica matrix can be adjusted by means of
the corresponding amount of precursor gases, their average spatial arrangement is
directly accessible during the synthesis, while the concentration of the precursors is
proportional to the particle size. Figure 1.22 shows a representative TEM image of
a Fe2O3/SiO2 composite material illustrating the distribution of iron oxide within
the silica matrix. The inset illustrates very clearly, that the iron oxide nanoparti-
cles are completely incorporated into the silica matrix. Thus, the chemistry of this
“functionalized” silica is not different from that of conventional fumed silica.

SQUID measurements (superconducting quantum interference device) of the sam-
ples prove that the iron oxide particles are superparamagnetic and from XRD mea-
surements a crystalline iron oxide phase is confirmed. From XRD investigations
alone, it is not possible to distinguish between maghemite and magnetite (Fe3O4).
However, Mößbauer spectroscopy at T = 4.2 K on pure iron-oxide nanoparticles
which are prepared under otherwise comparable conditions had revealed a single sex-
tet with homogeneous line broadening, indicating that the particles are single-phase
maghemite [85]. Furthermore, since the composites were synthesized at φ = 0.4,
full oxidation of iron resulting in Fe2O3 is expected.

From a series of experiments with various precursor concentrations, Fe2O3/SiO2
nanocomposites with similar loading but different size of Fe2O3 ranging from 9 to
28 nm in diameter were obtained. As expected for these spatially separated γ-Fe2O3
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Fig. 1.23 Size-dependent
saturation magnetization of γ-
Fe2O3 nanoparticles dispersed
in a silica matrix

nanocrystals, a strong relation between iron oxide particle size and magnetization
was found as can be seen from Fig. 1.16.

Within the size range of iron oxide particles that have been prepared, the bulk
value for the saturation magnetization of γ-Fe2O3 is not reached. Therefore, if a
higher magnetization is required, materials with higher saturation are needed. Iron
oxides enable this possibility with the aid of nanotechnology. While bulk magnetite
Fe3O4 exhibits ferromagnetism at room temperature, nanosized magnetite switches
to superparamagnetism with a size-depending blocking temperature [136]. In com-
parison to maghemite, the saturation magnetism of magnetite is significantly higher,
achieving 92 emu/g. Hence, the tuning of the oxidation properties within a flame
reactor, and therefore tuning the stoichiometry by adjusting the equivalence ratio φ
during the synthesis becomes again important to force the formation of nanosized
magnetite.

The Evonik Degussa company has used this strategy of product design to develop
a superparamagnetic iron oxide/silica nanocomposite called MagSilica� [137]. It
consists of nanosized magnetite and maghemite with iron oxide nanoparticles siz-
ing in the range of 5–40 nm. The saturation magnetization of this material is higher
than that of a pure Fe2O3/SiO2 nanocomposite. Due to the fact that flame reactors
enable a cost-effective and versatile industrial process with large production rates,
first attempts are made to use this material in large-scale applications like ferrofluids
and for the reinforcement of polymers and adhesives. Due to its superparamag-
netic properties, the nanocomposite can be processed and manipulated by means of
alternating electromagnetic fields enabling heating and hardening of materials that
usually contain fumed silica as additives. Contactless hardening, bonding and heat-
ing of materials containing the composite instead of classical fumed silica become
possible.
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1.8 Conclusions

Particle synthesis in flames is an interdisciplinary research field that can be explored
from two directions: materials science and combustion science. Materials science
is interested in solid state materials, including nanomaterials with tailored new and
combined properties. Flame synthesis is from this point of view only one, and often
not the most attractive, synthesis route among various other possibilities. Due to
the lack of solvents in gas-phase processes, they have an advantage when ultra-
clean materials are required. Furthermore, being continuous flow processes, they
provide the possibility for scaling production capacities to an industrial scale. Clas-
sical combustion science on the other hand considers particle formation mostly from
the viewpoint of pollutant formation. Often, interest is limited to characterizing parti-
cle sizes, and strategies for using and applying the particles are not addressed properly
enough. Pioneering work by Friedlander, Pratsinis, Roth and others helped to bridge
the different fields from the viewpoint of chemical engineering.

Understanding the dynamics of larger, highly structured aggregates, which appear
later in a flame, is not driven much by processes like chemical reactions. It is there-
fore obvious that the very early processes in a flame, like precursor decomposition,
monomer formation, cluster kinetics, and the early formation of particles should be
the natural playground of combustion researchers. As all the processes addressed
are strongly controlled by temperature, this property must be carefully measured,
together with the concentrations of species in the region of particle inception. This
seems to be even more important for those particles with mixed components, where
the chemistry becomes critical. Also experimental methods for sizing and collecting
particles in the region of their birth are very necessary including shock tube and flow
reactor techniques. Because of the diverse materials systems and the multitude of
applications with all their specific needs, this research field is far from running out
of interesting and important research topics.
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Chapter 2
Chemical Vapor Synthesis of Nanocrystalline
Oxides

Ruzica Djenadic and Markus Winterer

Abstract The generation of nanoparticles in the gas phase by Chemical Vapor
Synthesis (CVS) may be described from the point of view of chemical engineer-
ing as a sequence of unit operations among which reactant delivery, reaction energy
input, and product separation are key processes which determine the product charac-
teristics and quality required by applications of nanoparticles and powders. In case of
CVS, the volatility of the reactants (precursors) may severely limit the possible type
of products as well as the production rate. It is shown that these limits can be lifted
by use of a laser flash evaporator which also enables the use of precursor mixtures
for the production of complex oxides as shown for Co-doped ZnO and the pulsed
operation to influence powder characteristics. The mode in which energy is supplied
to the particle synthesis reactor has also substantial influence on particle and powder
characteristics as is shown for TiO2 using different time-temperature profiles.

2.1 Introduction

Nanocrystalline oxides are used in ceramics, catalysts, fuel cells, photovoltaic
devices, or gas sensors, etc. and can be prepared by a large number of methods
each with different advantages and disadvantages [1]. Fumed silica (SiO2) is the first
industrially produced nanostructured material [2] using a gas phase process that has
been transferred to other oxides, such as titania (TiO2), alumina (Al2O3), or zirconia
(ZrO2) which allows the tailoring of their properties based on process simulations [3].

In this chapter, we report on new developments of Chemical Vapor Synthesis
(CVS), a modified Chemical Vapor Deposition (CVD) method in which the process
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Fig. 2.1 Overview of the modular CVS reactor at the University Duisburg-Essen with different
options for the unit operations: precursor delivery, particle generation, process analysis, and particle
collection (drawing of screw pump courtesy of Dr.-Ing. K. Busch GmbH)

parameters are adjusted such that (nano-) particles are formed instead of films [4].
In this contribution novel modules for unit operations, relevant for the CVS process
such as precursor delivery and energy input are described (Fig. 2.1), as well as their
influence on particle respectively powder characteristics.

It will be discussed how the process parameters influence particle characteristics,
such as size distribution, microstructure, morphology, and crystallinity which are
important for the generation of functional nanomaterials.

2.2 Influence of Pulsed Precursor Delivery on Particle Size
and Size Distribution

Pulsed flows in reactors are so far mostly known for processes in the liquid and less
for the gas phase. Pulsed plasmas were used to generate FePt nanoparticles from the
gas phase [5]. Pulsed reactant flows are used in Atomic Layer Deposition (ALD [6]).
A pulsed flow of liquid reactants was used to produce carbon fibers in a continuous
process [7]. For the liquid phase it could be shown that the particle size distribution
(PSD) for droplets in an oscillating reactor becomes narrower [8]. Nanoparticles of
very narrow size distribution can be generated in segmented liquid flows [9, 10].

In case of CVS a pulsed flow of reactants—depending on pulse length and
frequency—can lead to a reduction in reactant and particle concentration by axial
dispersion and thereby suppress dynamically the particle growth by chemical
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Fig. 2.2 The spreading of a precursor pulse according to the axial dispersion model (after Levenspiel
[12])

reaction and coagulation during their residence time. In this way, the microstruc-
ture of the particles (degree and type of agglomeration and consequently PSD) can
be influenced. A pulsed flow of reactants can be implemented experimentally using
a laser flash evaporator [11] by pulsing the CO2-laser power. It is of great advantage
for a systematic investigation that all other process parameters remain unchanged. In
this way, it should be possible to reduce the particle number density and to achieve
narrow PSD in CVS. Figure 2.2 schematically illustrates this idea. When the pulse
of precursor is delivered into the reactor (time: t0) due to the molecular diffusion it
starts to spread (times: t1 and t2) along the reactor. This can be described by using
the axial dispersion coefficient, Da [12]:

∂C

∂t
=

(
Da

uL

)
∂2C

∂z2 − ∂C

∂z
(2.1)

where (Da/uL) is the parameter measuring the extent of the axial dispersion and is
called ‘dispersion number’ (dimensionless, the inverse of the Bodenstein number, Bo
[13]), u is the velocity, L is the reactor length, C is the concentration , and z = (ut+x).

The solution of Eq. (2.1) is a symmetrical curve similar to a Gaussian distribution
described by mean value and variance (σ2 = 2Da/uL). The main challenge is to
keep pulses apart from each other in order to avoid their intermixing and to retain a
pulsed flow for the total residence time. As discussed later, this will be achieved by
varying the laser pulse repetition frequency and duty cycle.

2.2.1 Experimental Methodology

Particle synthesis. Figure 2.3 shows a schematic drawing of the CVS setup used for
the TiO2 particle synthesis from titanium diisopropoxide bis (tetramethylheptan
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Fig. 2.3 The CVS setup for synthesis of TiO2 nanoparticles using laser flash evaporation as pre-
cursor delivery method

edionate), Ti(i P)2(TMHD)2 (95 %, ABCR, Germany). The solid precursor was con-
tinuously (manually) fed into the flash evaporator and evaporated using a CO2 laser
(Coherent GEM, operated at 95 W). After the precursor is evaporated, its vapor
was carried by a helium stream (1,020 sccm) into the hot-wall reactor where the
TiO2 particles are formed in reaction with 1,000 sccm of oxygen at a temperature
of 1,273 K and a pressure of 20 mbar. Particles are collected in the thermophoretic
particle collector.

In order to study the influence of the particle number concentration on the width
of the PSD, precursor has to be delivered in pulses to the reactor. This was utilized by
changing the CO2 laser pulse repetition frequency and the duty cycle. Each state when
the laser is “ON” defines the amount of the precursor in the reactor and consequently
the particle number concentration. In the experiments, the laser repetition frequency
and duty cycle were varied ( f = 0.05–25 kHz; DC = 20–100 %). A schematic
illustration of some frequency and duty cycle combinations are shown in Fig. 2.4.
When the laser is operated at a frequency of 25 kHz or duty cycle of 100 %, precursor
delivery can be considered as continuous.

Particle characterization. Crystal structure and phase composition of the as syn-
thesized powders were analyzed from the X-ray diffraction (XRD) patterns obtained
using the Panalytical X’Pert Pro powder diffractometer. The XRD patterns were
refined by the Rietveld method using the MAUD software [14]. The XRD patterns
were recorded using CuKα radiation in an 2θ interval from 20–120◦ with steps of
0.03◦ and counting time 200 s/step.

Transmission electron microscopy (TEM) was used to determine the particle size
and size distribution of TiO2 nanoparticles. For this purpose thermophoretic (in-situ)
particle deposition on Cu grids with carbon film was used. Images were recorded
using a Philips Tecnai TEM-F20 Super Twin operating at 200 kV (0.23 nm point
resolution) with a Gatan Multiscan CCD (794IF) camera. The PSD was obtained
by the log-normal size distribution (fit using the geometric mean as particle size
and the geometric standard deviation, σg, to describe the width of the distribution) of
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Fig. 2.4 Schematic illustra-
tion of some frequency and
duty cycle combinations used
(the gray areas represent the
‘ON’ state of the laser in
which a defined amount of
precursor is evaporated)

binned data obtained from the TEM images by measuring the size of several hundred
particles.

In order to determine the degree of particle agglomeration, photon correlation
spectroscopy (PCS) was used to measure the particle size by a Zetasizer Nano S
(Malvern) equipped with a green laser (λ = 532 nm). Prior to the measurement
12.5 mg nanoparticles were dispersed in 25 ml of 0.01 M HCl (pH ≈ 2) and ultra-
sonically treated.

2.2.2 Results and Discussion

Figure 2.5 shows diffraction patterns of two selected powders synthesized by evapo-
rating the precursor using a CO2 laser operated at higher (25 kHz) and lower (1 kHz)
frequencies. The as-synthesized TiO2 powders are highly crystalline nanoparticles
consisting of anatase with a very small contribution of rutile.

The powders synthesized varying the laser duty cycle (DC = 20–100 %) showed
high crystallinity as well. It is interesting to mention that only powders synthesized
by evaporating the precursor with the laser operating at 25 kHz and 50 % of duty cycle
were grayish, while all other powders were white, clearly indicating a difference in
the precursor concentration in the reactor. At high frequency (25 kHz), due to the
high precursor concentration, the process conditions were not optimal for complete
precursor decomposition.
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Fig. 2.5 XRD patterns of
TiO2 particles synthesized
using a CO2 laser operating
at 50 % of duty cycle and two
frequencies: 1 and 25 kHz (as
an example)

2.2.2.1 Influence of Laser Pulse Repetition Frequency

For lower laser pulse repetition frequencies it is expected that the particle number
concentration in the reactor is lower and thus the formation of smaller particles with
a narrower PSD was expected. Figure 2.6 shows TEM images of TiO2 particles syn-
thesized using a high (25 kHz) and a low (0.05 kHz) laser frequency. From the images
it can be already seen that the particle size does not differ much. Detailed analysis of
particle size from the TEM images for the frequency range 0.05–25 kHz showed that
the particle size is not affected by a change of the laser pulse repetition frequency
(Fig. 2.7). The slight fluctuation in particle size observed at lower frequency is most
likely related to a variation of the amount of precursor available for evaporation
due to the manual feed of the precursor powder. Although it was expected that with
lowering the laser pulse repetition frequency, the PSD will become narrower, only
an insignificant narrowing of the PSD from σg of 1.25(3) at 25 kHz to 1.23(2) at
0.05 kHz was observed (Fig. 2.8).

Friedlander [15] has shown that the PSD can reach a limiting ‘self-preserving’ size
distribution. The self-preserved size distribution is characterized by a geometric stan-
dard deviation of 1.40 and 1.46 for the continuum and free molecule regime, respec-
tively. As the width of TiO2 PSD presented here is about 1.25, the self-preserved
size distribution has not been reached and is already rather narrow. Therefore, vari-
ations in other process parameters mask probably changes in the size distribution
originating from the pulsed operation of the flash evaporator.

Kodas and Friedlander [16] investigated the monodisperse aerosol production
in tubular flow reactors and found that in order to produce monodisperse aerosols,
nucleation and growth should be separated, the residence time distribution should be
narrow and particles should be exposed to a similar monomer concentration. There-
fore, the manual precursor feeding, which causes the fluctuations in the evaporated
amount of precursor, could be one reason for the insignificant change in the width
of the PSD.
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Fig. 2.6 TEM images of TiO2 nanoparticles synthesized using a laser operating at 25 kHz (left)
and 0.05 kHz (right) with 50 % of duty cycle

Fig. 2.7 Particle size as
a function of laser pulse
repetition frequency at 50 %
duty cycle obtained by the
TEM image analysis

Fig. 2.8 Geometric standard
deviation as a function of laser
pulse repetition frequency at
50 % duty cycle obtained by
the TEM image analysis
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Fig. 2.9 TEM images of TiO2 nanoparticles synthesized using the laser operating at 1 kHz and
different duty cycles: 100 (a), 80 (b), 60 (c), and 20 % (d)

2.2.2.2 Influence of Laser Duty Cycle

Figure 2.9 shows the TEM images of TiO2 particles synthesized using a frequency
of 1 kHz and varying the duty cycles. It is clear that the duty cycle has a signif-
icant influence on the particle size, as it is also observed in Fig. 2.10. Therefore,
choosing a lower duty cycle, the amount of precursor, and consequently the number
concentration of particles was evidently reduced, leading to the formation of smaller
particles.

Not only the particles size decreased but also the degree of agglomeration showed
a significant decrease, as it can be seen from the cubed ratio of particle size obtained
from the PCS and XRD (Fig. 2.11). Concerning the width of the PSD, results showed
that at 1 kHz, the duty cycle has no influence on the PSD (Fig. 2.12). Similar con-
clusions can be drawn for the experiments performed at lower frequency (0.2 kHz),
shown in Figs. 2.13, 2.14, and 2.15. The duty cycle had only an impact on the parti-
cle size (Figs. 2.13, 2.14), while no influence on the width of the PSD was observed
(Fig. 2.15).
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Fig. 2.10 Particle size
obtained from the TEM
images as a function of laser
duty cycle at 1 kHz

Fig. 2.11 Degree of agglom-
eration (cubed ratio of particle
size obtained from the PCS
and XRD) as a function of
duty cycle at frequency of
1 kHz (line is only a guide to
the eyes)

Fig. 2.12 Geometric standard
deviation (obtained from the
log-normal fit of the TEM
data) as a function of the laser
duty cycle at 1 kHz
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Fig. 2.13 TEM images of TiO2 nanoparticles synthesized using the laser operating at 0.2 kHz and
different duty cycles: 100 (a), 80 (b), 60 (c), and 20 % (d)

Fig. 2.14 Particle size
(obtained from the TEM
images) as a function of laser
duty cycle at 0.2 kHz
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Fig. 2.15 Geometric standard
deviation (obtained from the
log-normal fit of the TEM
data) as a function of laser
duty cycle at 0.2 kHz

2.3 Influence of the Time-Temperature Profiles on Powder
Characteristics

The quality and application of nanostructured materials are strongly related to the
particle and powder characteristics. Powders of small grain size, narrow size distri-
bution, low degree of agglomeration, and high purity are required for the fabrication
of solid nanocrystalline materials and the exploitation of size effect in applications.
A large variety of methods [17] based on solid, liquid, or gas phase processes are
in use for nanocrystalline powder synthesis. For the production of nanocrystalline
materials from nanopowders produced by gas phase methods not only the grain size,
but also the particle size, i.e. the control of the particle morphology or agglomera-
tion, is important [18]. The objective in most nanoparticle synthesis is to grow dense,
non-agglomerated nanoparticles. Therefore, it is requisite to understand the process
of particle formation in order to have control upon the powder characteristics.

In the following a simple reaction-coagulation-sintering model (CVSSIN) [4]
is used to describe the CVS process. As a model system titania (TiO2) was used.
Nanocrystalline titania, especially anatase, is used in applications such as photo-
catalysis and photovoltaics [19, 20], thus substantial experimental and theoretical
information are available. Additionally, the product of the process is in all rele-
vant cases crystalline, consisting mostly of anatase. This enables not only a detailed
model description of the CVS process, but also an extensive characterization of the
generated particles and the product powders. The model assumes stationary, ideal,
1D plug flow, without axial dispersion. Processes, which influence the formation
of particles from molecular precursors and powder characteristics, such as parti-
cle microstructure, morphology, size distribution, and crystallinity are included in
the model: conversion of the precursor into monomers (growth species), formation
of clusters (primary particles or grains) from monomers, coagulation of primary
particles and formation of agglomerates, sintering of the primary particles within
the agglomerates, heat exchange (with the hot wall), and heat production by the
above processes. In this study, we demonstrate the influence of the key CVS-process
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Fig. 2.16 The CVS setup used for the synthesis of TiO2 nanoparticles

parameter, the time-temperature profile in the CVS-reactor, on the particle generation
and the corresponding powder characteristics, especially the degree of agglomera-
tion.

2.3.1 Experimental Methodology

Powder synthesis. Figure 2.16 shows a schematic illustration of the CVS setup used
for the synthesis of TiO2 particles from titanium-tetraisopropoxide, TTIP (98 %,
ABCR, Germany). It consists of a precursor delivery system (bubbler), a hot-wall
reactor with an alumina tube, a thermophoretic powder collector, and a pumping
system (Busch Cobra NC 0600A). Helium carrier gas (150 sccm) is used to transport
the precursor vapor from the bubbler (the temperature is maintained at 333 K using an
oil thermostat) to the reaction zone, and oxygen (1,000 sccm) is used as a reactant.
The mass flow of the gases is controlled by thermal mass flow controllers (MKS
Instruments). In the hot zone of the reactor the precursor vapor decomposes and reacts
to form oxide particles. The particles are then transported by the gas stream to the
particle collector, where they are separated from the carrier gas flow and byproducts
by thermophoresis. A hot-wall reactor is assembled using an induction furnace. The
reactor tube (alumina) was inductively heated using a graphite susceptor and a high
frequency generator (Hüttinger BIG 20/100). Reactor wall temperatures from 873 up
to 2,023 K are investigated and measured using a pyrometer (Sensotherm Metis MI16,
λ = 1.6 µm). The process pressure is held constant at 20 mbar for all experiments
using a capacitive absolute pressure gauge (MKS Baratron) and a butterfly valve
with adjusting the effective pumping speed of the vacuum pump at the reactor exit.

Powder characterization. Powders have been characterized using X-ray diffrac-
tion photon correlation spectroscopy and high-resolution transmission microscopy
as described in Sect. 2.2.1.
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Fig. 2.17 Gas temperature
profiles (full lines) as a func-
tion of reactor coordinate
for hypothetical ‘flat’ wall
temperature profiles (dashed
lines)

Fig. 2.18 Residence time
and maximum cooling rate
in the CVS reactor as a
function of the maximum wall
temperature obtained from the
model

2.3.2 Results and Discussion

Results of the CVSSIN model. The CVSSIN model revealed that a simple increase
of the wall temperature not only increases the gas temperature in the reactor, but
changes the time-temperature profile completely (Fig. 2.17). As the conversion of
the TTIP precursor into TiO2 particles is a highly exothermic reaction, a hot spot
in the reactor develops. The difference between the maximum gas temperature and
the wall temperature decreases with increasing wall temperature and the position
of the hot spot moves closer to the reactor entrance. The total residence time in
the reactor decreases and the cooling rate at the exit of the reactor increases with
increasing wall temperature (Fig. 2.18). As the temperature increases the primary
and agglomerate particle size increases (Fig. 2.19). The agglomerate size reaches a
maximum at 1,273 K (Fig. 2.19). Above these temperatures, due to a faster chemical
reaction rate, the number density of smaller particles increases, and sintering is
enhanced, leading to a decrease of agglomerate size.

The degree of agglomeration (cubed ratio of agglomerate and primary particle
size) displays a minimum after a first maximum which is formed due to the particle
nucleation burst by chemical reaction (Fig. 2.20). At that minimum the gas temper-
atures are sufficiently high to completely coalesce the very small primary particles
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Fig. 2.19 Primary and
agglomerate size obtained
from the model as a function
of the maximum wall temper-
ature

Fig. 2.20 Degree of agglom-
eration obtained from the
model as a function of reactor
coordinate

inside of the agglomerates. However, at the reactor exit, where the particles are col-
lected, agglomeration increases and shows a maximum for particles produced at
873 K (Fig. 2.20). At the lowest process temperature the sintering kinetic of the pri-
mary particles is too slow, while at higher process temperatures the sintering kinetics
is enhanced and coalescence is possible, leading to a reduction of the agglomeration
(Fig. 2.21).

Experimental results. Figure 2.22 displays a typical X-ray diffraction pattern of
a TiO2 powder synthesized at 1,273 K together with the Rietveld refinement. The
XRD patterns of all as-synthesized TiO2 powders [21] show strong reflections of the
anatase phase indicating that the powders are well crystalline. The Rietveld analysis
of the XRD data shows very good agreement between experiment and refinement.
The TEM image of TiO2 particles synthesized at 1,273 K (Fig. 2.23a) shows that
particles are spherical with a size of about 7 nm (Fig. 2.23b). The crystallite size
obtained from Rietveld refinement of the XRD data (volume weighted) and particle
size obtained from the PCS (volume weighted) as a function of process temperature
are shown in Fig. 2.24. The crystallite size (as a measure for the primary particle
size) increases with process temperature, and ranges from about 2 nm at 873 K up
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Fig. 2.21 Degree of agglom-
eration as a function of
maximum wall temperature
according to the CVSSIN
model

Fig. 2.22 The XRD pattern
of TiO2 nanoparticles syn-
thesized at 1,273 K using
Rietveld refinement

to 11 nm at 2,023 K, while the agglomerate size (as measured by PCS) decreases.
The cubed ratio of the particle size determined from PCS to the primary particle size
obtained from XRD is a measure for the degree of agglomeration and it is shown in
Fig. 2.25. The experimental data follows the trend of the CVSSIN model showing
that at the highest process temperature (2,023 K) the lowest degree of agglomeration
is achieved as it was predicted by CVSSIN model.

However, the absolute values of the model are considerably smaller than the
experimentally determined data. It is known [22] that surface reactions dominate
particle growth at lower temperatures.

As surface reactions were not included in the CVSSIN model, this could be
the reason for the observed discrepancy between model and experimental results at
lower temperatures. On the other hand, the preparation of colloidal particle disper-
sions (ultrasonic treatment in water, no surfactant added) and the measurement of the
agglomerate size by PCS may not be the optimum procedure to compare experimen-
tal with simulational results. It was shown by Grass et al. [23] that non-agglomerated
particles can be formed at low precursor flow rates and high quenching rates. Mate-
rials properties (solid state diffusion coefficients) and the time-temperature profile
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Fig. 2.23 TEM image (a) and corresponding PSD (b) of TiO2 nanoparticles synthesized at 1,273 K

Fig. 2.24 Particle size
obtained from XRD and
PCS (volume weighted) as a
function of process temper-
ature (error bars are smaller
than symbols)

control the agglomeration. This is in agreement with the results of titania generated
by CVS presented here.

2.4 Control of Composition by Laser Flash Evaporation:
Crystal and Local Structure of Cobalt Doped
Zinc Oxide Nanoparticles

Nanostructured magnetic semiconductor materials are promising materials for novel
concepts in information technology. Inspired by theoretical predictions, at first by
Dietl [24] later by Sato and Katayama-Yoshida [25], extensive research efforts have
been carried out by many groups on searching for room temperature ferromagnetism
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Fig. 2.25 Comparison of the
experimentally determined
degree of agglomeration
(calculated from the particle
size obtained from PCS and
XRD) with the CVSSIN
model

in transition metal (TM) doped ZnO. The key requirement for practical applications
is the generation of intrinsic ferromagnetism with Curie temperatures above room
temperature. The coupling between magnetism and charge carriers is possible, if the
magnetic dopants are located on (substitutional) lattice sites. As chemical compo-
sition, crystal and local structure play an important role in the particle properties,
a detailed structural characterization is essential for their understanding. Therefore,
the crystal and local structure of the Co-doped ZnO, Zn1−x Cox O (x = 0.25, 0.30,
and 0.50) were studied in detail.

2.4.1 Experimental Methodology

Particle synthesis. Nanocrystalline Co-doped ZnO particles (Zn1−x Cox O, x =
0.25, 0.30, and 0.50) are synthesized in the CVS reactor which consists of two
sequential resistive furnaces and a ceramic (alumina) tube (Fig. 2.26). Anhydrous
solid zinc acetate, Zn(OAc)2 (Sigma Aldrich, 99.9 % purity), and cobalt acetate,
Co(OAc)2 (Sigma Aldrich, 99.9 % purity), powders are thoroughly mixed in a
mortar under inert conditions inside a glovebox corresponding to a nominal Co
content, x. The precursor mixture was transferred under inert conditions to the laser
flash evaporator. The radiation of a CO2 laser (95 W, f = 25 kHz, DC = 50 %) is
used to evaporate the precursor mixture. The precursor vapors are transported into
the hot-wall reactor using helium (1,020 sccm) as carrier gas where they react with
oxygen (1,000 sccm) to form particles.

A hot-wall temperature of 1,373 K and a total pressure of 20 mbar are used for all
experiments. The particles are thermophoretically separated from the gas flow in a
particle collector.

Particle characterization. Atomic absorption spectroscopy (AAS) is used to deter-
mine the Co concentration in Co-doped ZnO nanoparticles. The measurement was
carried out using a Thermo Scientific Atomic Absorption Spectrometer (M Series).
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Fig. 2.26 The CVS setup for the synthesis of Co-doped ZnO nanoparticles from mixtures of
precursor powders by laser flash evaporation

Fourier transform infrared (FTIR) spectroscopy was used to compare absorption
lines of the precursors with the emission line of the CO2 laser used for their evapo-
ration. Measurements were performed on a Bruker IFS 66v/s instrument.

As described in Sect. 2.2.1 XRD measurements were used in order to analyze the
phase composition, crystal, and microstructure of the samples.

In order to investigate the local structure around Zn and Co atoms in Co-doped
ZnO nanoparticles, X-ray absorption spectra (XAS) were measured at the Co K-
edge and Zn K-edge at the HASLAB (DESY) beamline X1. The absorption of the
samples is optimized by diluting appropriate amounts homogeneously into starch
powder and pressing a pellet (13 mm diameter) uniaxially (25 kN/10 min). Trans-
mission spectra are collected at ambient temperature. The spectra of commercial
CoO and Co3O4 powders (Sigma Aldrich) are also recorded as a reference. The
X-ray absorption fine structure (XAFS) data were reduced using the program xafsX
[26]. The extracted extended X-ray absorption fine structure (EXAFS) data are then
analyzed by the Reverse Monte Carlo method (RMC) using the rmcxas program
[27]. Initial atomic configurations are generated from results of the Rietveld refine-
ments of XRD data of the corresponding samples and contain an appropriate num-
ber of Co atoms. Zn and Co EXAFS spectra for x = 0.25 and 0.30 are analyzed
simultaneously using a single atomic configuration, where an appropriate num-
ber of Zn atoms in a wurtzite lattice are substitutionally replaced by Co atoms.
The sample with x = 0.5 was analyzed assuming a mixture of CoO (67 vol %)
and Co3O4 (33 vol%) consistent with the XRD analysis as initial configurations.
Theoretical amplitude and phase functions for RMC analysis are obtained using the
program FEFF (version 8) [28].
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Fig. 2.27 Correlation
between actual (xa) and
nominal (x) Co content (error
bars are smaller than the
symbols) [29]

Fig. 2.28 Evaporated mass
fraction of the precursor
mixture as a function of
nominal Co content [29]

2.4.2 Results and Discussion

Chemical composition. As shown in a previous study [29] the actual Co concentra-
tion (xa) in the as-synthesized Zn1−x Cox O nanoparticles is systematically higher
compared to the nominal concentration (x) of the precursor mixture used (Fig. 2.27).
It is also observed that the evaporation rate of the precursor mixture as determined
from its weight loss is enhanced with increasing Co concentration (Fig. 2.28) which
may explain the systematic deviation of the actual Co content from the nominal.
The increasing evaporation rate of the precursor mixture with increasing Co content
can be explained by the higher absorption of laser light by Co-acetate compared to
Zn-acetate as can be seen from a comparison of the FTIR spectra of the precursors
with the laser emission line (Fig. 2.29). However, the chemical composition of the
product can be easily adjusted knowing the evaporation rates of the used precursor
materials. This is of great advantage for the generation of complex oxide materials.



68 R. Djenadic and M. Winterer

Fig. 2.29 FTIR spectra of the
Zn- and Co-acetate precursors
and the emission line of the
CO2 laser (wavelength of
10.6µm) [29]

Fig. 2.30 Rietveld refine-
ment of X-ray diffrac-
tograms of as-synthesized
Zn1−x Cox O nanoparticles
with nominal Co contents
of x = 0.25, 0.30, and 0.50
(vertical bars correspond to the
three most pronounced Bragg
reflections for wurtzite ZnO,
CoO, and Co3O4) refinement
results are compiled in Table
2.1
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Table 2.1 Results of Rietveld refinement of the XRD data of Zn1−x Cox O nanoparticles (x = 0.25,
0.30, and 0.50)

Nominal Co
content x

Actual Co
content xa

Phase composition (vol%) ZnO (wurtzite)

ZnO CoO Co3O4 Lattice parameters Crystallite size

P63mc Fm-3m Fd-3m a (Å) c (Å) d (nm)

0.25 0.30 100 – – 3.2584(2) 5.2121(4) 20.0(1)
0.30 0.33 97.5 2.5(3) – 3.2572(2) 5.2098(4) 23.2(1)
0.50 0.56 25 52(2) 23(2) 3.259(1) 5.214(3) 14.3(5)

Fig. 2.31 Co K-edge XANES
spectra of Zn1−x Cox O, CoO,
and Co3O4 the actual Co
contents are indicated as
obtained by chemical analysis

Crystal structure. Figure 2.30 displays the XRD patterns and the result of the
Rietveld refinement for as-synthesized Zn1−x Cox O nanoparticles (x = 0.25, 0.30,
and 0.50). The Rietveld refinement of the XRD data shows that the sample with
x = 0.25 consists purely of wurtzite phase. In samples with a Co concentration
of x ≥ 0.30, CoO, and Co3O4 are present as additional phases. The maximum
Co solubility in wurtzite-type ZnO, for which the particles are still single-phase,
varies greatly for samples of the same nominal composition but prepared by different
methods [30–34]. The Co solubility limit in nanoparticles studied in this work, is
about xa = 0.33 (nominal content x = 0.25) (Fig. 2.30, Table 2.1).

Further Co addition causes the generation of second phases: CoO in the sample
with nominal Co content of x = 0.30 (xa = 0.332) and CoO and Co3O4 in the
sample with x = 0.50 (xa = 0.56). This is consistent with other literature reports
[35, 36].

Local structure. XAFS provides information about the distribution and location
of Co in the wurtzite lattice complementary to X-ray diffraction. Figure 2.31 shows
normalized Co K-edge XANES spectra of the Zn1−x Cox O (x = 0.25 and 0.50)
together with reference spectra of CoO and Co3O4. Comparing the XANES spectra
of Zn1−x Cox O with the spectra of the CoO reference, reveals that the Co is present
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Fig. 2.32 Zn (top) and Co K-edge (bottom) EXAFS spectra for Zn1−x Cox O x = 0.25 fit by Reverse
Monte Carlo modeling. The sharp peaks in the spectra are due to monochromator glitches. For the
initial atomic configuration substitutional Co atoms on Zn sites were assumed

in the Co2+ valence state. The small pre-edge peak at about 7,708 eV appears due to
the transition of Co 1s electron to 4p–3d hybridized states in tetrahedral symmetry
[37]. This indicates that Co is either located on Zn sites or tetrahedral interstitial
sites.

The EXAFS spectra of Zn1−x Cox O samples with x = 0.25 (Fig. 2.32) and x =
0.30 are very similar as well as the Zn and Co K-edge spectra of each of these
samples in contrast to the sample with x = 0.5 (Fig. 2.33). This indicates that Co
atoms in the samples with lower Co content are on Zn lattice sites, whereas for
the highest content investigated, Co occupies sites with different local structure.
This observation is consistent with the XRD results described above. Therefore, the
samples with x = 0.25 and x = 0.30 where fit by RMC modeling using a wurtzite
lattice with Zn atoms randomly substituted by Co, according to the composition, as
initial configuration. The results of the simultaneously fit Zn- and Co- spectra are
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Fig. 2.33 Zn (top) and Co K-edge (bottom) EXAFS spectra for Zn1−x Cox O x = 0.5 fit by Reverse
Monte Carlo modeling. The sharp peaks in the spectra are due to monochromator glitches

shown in Fig. 2.32. The agreement between model and data is very good. The main
deviations are due to monochromator glitches, insufficient background subtraction,
and multiple scattering for which higher than pair correlation functions need to be
considered. The corresponding partial pair distribution functions (PDFs) are shown
in Fig. 2.34. All PDFs show essentially only a broadening of each peak due to thermal
(and structural) disorder in the material.

In contrast to the samples with lower Co content the sample with x = 0.5 could
not be fit well using a pure wurtzite model. Therefore, according to the XRD results
the Co spectrum was fit with a mixture of CoO and Co3O4 and the Zn spectrum using
pure ZnO in wurtzite structure (Fig. 2.34). The Co spectrum is fit quite well, whereas
the fit of the Zn spectrum shows significant deviations from the data. Probably, Co is
not segregated completely and is still present as dopant up to the solubility limit of
about 33 mol% in the wurtzite lattice. This may also explain additional peaks in the
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Fig. 2.34 Partial PDFs for
Zn1−x Cox O x = 0.25 derived
from RMC. For the initial
atomic configuration substi-
tutional Co atoms on Zn sites
were assumed. Top cationic
partial PDFs, bottom anionic
partial pair distribution func-
tions (PDFs generated by the
initial atom configuration: thin
lines, PDFs of the RMC fit:
thick lines)

Co-O (at 1.93 Å) and Co-Co (at 3.98 Å) PDF’s of CoO (Fig. 2.35) and in the Zn-Zn
PDF of the pure ZnO model for the Zn K-edge spectrum (Fig. 2.36).

The moment analysis of the partial PDFs (Table 2.2) shows that—within statistical
error—the local structure samples with a lower Co content is identical. The phase
separation visible in the XRD data at x = 0.30 could not be detected. The atom
distances and the second moments which are a measure for the static and dynamic
respectively structural and thermal disorder is identical for both samples of lower Co
content as well as the second moment of the Co-Co, Zn-Co and Zn-Zn and the Co-O
and Zn-O PDFs indicating that the majority of the Co atoms is on Zn lattice sites.
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Fig. 2.35 Partial PDFs for
Zn1−x Cox O x = 0.5 derived
from RMC simulation of
the Co K-edge spectrum. A
complete segregation of Co to
a mixture of CoO (67 vol%)
and Co3O4 (33 vol%) phases
is assumed. Top partial PDFs
for the CoO and bottom for
the Co3O4 configuration (after
the RMC fit: thick lines, initial
configuration: thin lines)

Fig. 2.36 Partial PDFs for
Zn1−x Cox O x = 0.5 derived
from RMC. Partial PDFs
obtained from the Zn K-edge
spectrum using pure ZnO as
model (after the RMC fit: thick
lines, initial configuration:
thin lines)
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Table 2.2 Results of EXAFS data analysis of Zn1−x Cox O nanoparticles using rmcxas

x (Co) Shell N R (Å) p2 (10−3 Å2)

0.25 Co-O 4.0(8) 2.02(3) 18(8)
Co-Co 4.2(7) 3.23(3) 24(6)
Co-Zn na 3.23(3) 25(7)
Zn-O 3.9(7) 1.96(3) 18(9)
Zn-Co 4.2(7) 3.23(3) 24(6)
Zn-Zn 7.6(12) 3.23(3) 20(7)

0.30 Co-O 3.9(8) 2.03(3) 17(8)
Co-Co 4.2(7) 3.24(3) 27(7)
Co-Zn na 3.23(3) 25(8)
Zn-O 3.9(7) 1.97(3) 14(7)
Zn-Co 4.4(7) 3.23(3) 25(8)
Zn-Zn 7.6(12) 3.22(3) 22(8)

0.50 (CoO) Co-O 6.1(11) 2.12(4) 51(17)
Co-Co 12(2) 3.01(3) 30(10)

(Co3O4) Co-O 5.1(10) 2.01(4) 33(12)
Co-Co 6.9(17) 2.89 (5) 33(12)

(ZnO) Zn-O 3.9(8) 2.01(3) 14(5)
Zn-Zn 12(2) 3.22(4) 50(11)

N the coordination number, R the interatomic distance, p2 the second moment, na not analzyed

2.5 Summary and Conclusions

It has been shown that variations of precursor delivery and time-temperature profile
in Chemical Vapor Synthesis have substantial influence on the particle and powder
characteristics. The chemical engineering of CVS has been further developed, mate-
rials that can be produced by CVS have been extended to more complex systems
and particles using a laser flash evaporator as precursor delivery method and powder
characteristics have been optimized.

A novel method, pulsed precursor delivery using a laser flash evaporator, was
developed to feed reactant material into a CVS reactor. A systematic study showed
so far only limited influence on the width of the PSD, but a significant impact on the
reduction of the particle size and the degree of agglomeration. The laser pulse repe-
tition frequency had only little influence on the particle size and the size distribution.
On the other hand, it is possible to lower the particle number concentration, thus to
reduce the final particle size with rather narrow size distribution by decreasing the
laser duty cycle. A low duty cycle leads also to a significant decrease in the degree
of particle agglomeration.

The characteristics of nanocrystalline powders were studied using TiO2 as a model
material produced by chemical vapor synthesis. The time-temperature history of the
gas phase in the reactor has considerable influence. With increasing wall temperatures
the gas temperature becomes sufficiently high for a complete coalescence of the
primary particles inside the agglomerates and the quenching rate at the reactor exit
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fast enough to prevent extensive formation of hard agglomerates. Therefore, the
fast quenching at the end of the reactor is essential for the formation of weakly
agglomerated particles.

A high solubility of cobalt in ZnO is achieved using chemical vapor synthesis, as
Zn1−x Cox O nanoparticles for Co contents of up to xa = 0.33 (according to chemical
analysis) are of single wurtzite phase. Instrumental is here that the evaporation of
mixtures of precursors is possible generating solid solutions. Detailed analysis of both
crystallographic (from XRD analyzed by Rietveld refinement) and local structure
(from EXAFS analyzed by Reverse Monte Carlo simulations) provides evidence that
it is possible to prepare nanocrystalline ZnO particles by chemical vapor synthesis
where Co is substituting Zn in the wurtzite lattice which is the key requirement
for the development of dilute magnetic semiconductors based on Co-doped ZnO.
Sample preparation procedures and conditions play a very important role in obtaining
Co-doped ZnO samples of high homogeneity and chemical vapor synthesis, as a
nonequilibrium process where precursors are mixed on the molecular level in the gas
phase, provides the possibility to prepare such samples.
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Chapter 3
Nucleation, Structure and Magnetism
of Transition Metal Clusters
from First Principles

Sanjubala Sahoo, Markus E. Gruner, Alfred Hucht, Georg Rollmann
and Peter Entel

Abstract Properties of transition metal (TM) clusters such as structural stability,
growth and magnetic properties are studied using the density functional theory (DFT).
We find that for both elemental and binary clusters, different morphologies are stable
for different ranges of cluster sizes. We discuss possible structural transformations
namely Jahn-Teller (JT) and Mackay transformation (MT) occurring in TM clusters.
While the JT-distorted cluster is stable for a Fe13 icosahedron, the MT-distorted struc-
ture is stable for Co13. For Ni13, however, both distortions lead to similar energies.
In larger clusters, both JT and MT compete with each other, and as a result we find a
higher stability for large Fe clusters with a shell wise Mackay transformation. Studies
on binary Fe-Pt clusters show a segregation tendency of Pt atoms to the surfaces of
the clusters. The ordered Fe-Pt icosahedral structures show enhanced stability com-
pared to the L10 cuboctahedron. From the studies on magnetocrystalline anisotropy
(MAE) for clusters, we find that relaxed Fe13 and Ni13 have several orders of mag-
nitude larger MAE as compared to the corresponding bulk values. However, Co13
does not follow this trend.

3.1 Introduction

Understanding the physics of clusters (nanoparticles) is of immense interest because
clusters possess novel properties, which can be harnessed for technological applica-
tions. While semiconducting nanoparticles are of interest for electronics and logic
gates, transition metal (TM) nanoparticles are projected to play a role in data
storage devices [1]. For this, it is desirable to have a large magnetization and a
large magnetocrystalline anisotropy (MAE). Therefore, thorough studies of TM
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Fig. 3.1 Scaling of VASP
with respect to the number
of processors on the IBM
Blue Gene/L for a large Fe
cluster of size 561 atoms.
The performance shown on
the ordinate is the inverse of
the average time (τ−1

SC ) for
an electronic self consistency
(SC) step. The inset shows
the double logarithmic plot
for the number of processors
versus computation time (τSC)
for several subroutines in
an electronic SC step. The
dotted line is a theoretical
extrapolation of the scaling to
linear behavior. Figure taken
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nanoparticle morphologies and their magnetic properties are essential. It is well
known that the size and the structure of the nanoparticles play an important role
in determining their properties [2–5]. The early attempts of studying the physics
of nanoparticles have been through model studies or semi-empirical calculations.
However, since the electronic structure is essential for a thorough understanding
of material properties especially at very small scales, a first-principles approach is
required. Ab initio methods demand exceedingly more computational resources in
terms of memory capacity as well as simulation time, thus using conventional desk-
top computer hardware, one is currently capable of handling systems consisting up to
about hundreds of atoms. In order to simulate larger systems, one has to make use of
massively parallel computing. In the course of our research, structural optimizations
of TM clusters with up to 1,415 atoms were carried out from first principles [6],
which is only possible on world leading supercomputing hardware as the IBM Blue
Gene/P installation located at the Jülich Supercomputing Center. It is important to
note that such calculations also allow atomistic design of ultrahard nanomagnets,
which may be important in actual devices [7].

Our total energy investigations of the electronic structure of materials were carried
out within the framework of density functional theory (DFT) [8, 9]. For our calcu-
lations, we took advantage of the Vienna ab initio simulation package (VASP) [10],
which uses plane wave basis sets and the projector augmented wave method [11] to
deal with the interaction between core and valence electrons. For the vast majority
of our calculations we used the generalized gradient approximation (GGA) for the
exchange and correlation parameterized by Perdew and Wang [12] in combination
with the spin interpolation formula of Vosko et al. [13]. Due to the approximation
of the wavefunctions by a plane wave basis, the clusters had to be placed in a cubic
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Fig. 3.2 Left the face-centered cubic lattice (grey balls) with the inscribed body-centered tetragonal
Bain cell (black balls). The Bain transformation takes place by the variation of c with respect to
a and b. The prime letters correspond to the bct structure. Middle and right icosahedron and
cuboctahedron, respectively. Due to the Mackay transformation, the bond AC elongates resulting
in the formation of a square with the two adjacent triangles turning into the same plane. The capital
letters represent the same atomic sites in each structure. Figure originally published in [27]

supercell being surrounded by a sufficient amount of vacuum to prevent interactions
with the periodic images, while k-space integration was restricted to the �-point.

The VASP code has proven in many examples to provide an excellent compro-
mise between speed and accuracy, especially on massively parallel supercomputing
hardware [14, 15]. This is demonstrated in Fig. 3.1 for the case of a 561 atom
Fe-cluster which was simulated on a IBM Blue Gene/L using up to CPU-2048 cores.
While a performance decrease with increasing parallelization is expected due to the
communication overhead and serial parts of the code, we could demonstrate that the
VASP code can achieve on 1,024 cores agreeable 70 % of the ideal performance.
Especially, the optimization of the trial wavefunctions according to the residual vec-
tor minimization scheme (labeled ‘RMM-DIIS’) scales nearly perfectly, even at the
largest processor numbers under consideration. However, with increasing number of
processors, its computation time gets outweighed by other routines (‘EDDIAG’ and
‘ORTCH’) providing the calculation of the electronic eigenvalues, subspace diago-
nalization and orthonormalization of the wavefunctions, making strong use of linear
algebra, and fast Fourier transform library routines.

3.2 Magnetism and Structural Transformations
in Nanoparticles

The nature of chemical bonding depends on the separation of atoms and their
geometrical orientations. In binary clusters, it also depends on the composition and
distribution of elements in the clusters. Their properties can be tailored by changing
the composition and chemical ordering [16–18]. In addition to above, for example, in
TM clusters, there is a close interlink between magnetism and structure of clusters.
It is known that clusters of certain sizes are more stable compared to other sizes.
The size dependent stability of clusters can be studied in experiments through mass
spectroscopy, where stable structures would yield a higher probability of occurrence.
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Fig. 3.3 Top panel the JT-distorted and the MT Fe13 cluster are illustrated in the left and right
panels, respectively. Arrows represent the direction of relative shift of atoms with respect to the
ideal positions. For the JT-distorted and MT Fe cluster, the displacements marked by the arrows have
been scaled up by factors of 20 and 30, respectively. The box is drawn to support the 3-D impression.
The actual simulation box size is 153 Å3. Bottom panel the values of r and s corresponding to the
minimum energy (shown as dashed lines) for 13-atom Fe, Co and Ni clusters. The perfect ICO
corresponds to s = 1 and r = 1

In a similar experiment for Co and Ni, Pellarin et al. [19] have shown regular peaks
in the mass spectra which have been interpreted as magic cluster sizes with icosa-
hedral geometry. Similar observations for fivefold icosahedral geometry have been
predicted from theoretical calculations for very small clusters. Experimentally, how-
ever, a small cluster of 6 nm size has already been shown to have a bcc structure [20].
This suggests hints for size-dependent competition of structures in iron clusters,
which goes hand-in-hand with our theoretical studies.

Structural transformations in solids are a relatively old subject. Starting from a
statistical model to describe a structural phase transition, there have been studies
on more complicated structural transformations achieved by application of pressure
or by external (magnetic) fields. Most notable among them is the series of Heusler
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Table 3.1 The bondlengths (Å) for the minimum energy JT-distorted (r = 0.965 for Fe13, 1.01
for Co13, 0.98 for Ni13) and Mackay-transformed (s = 1.07 for Fe13, 0.96 for Co13, 1.04 for Ni13)
clusters

Bonds Fe13 (JT) Co13 (JT) Ni13 (JT)

2 × center shell 2.34 2.35 2.28
10 × center shell 2.42 2.32 2.33

Bonds Fe13 (MT) Co13 (MT) Ni13 (MT)
Center shell 2.39 2.33 2.32
24 × bond length (surface) 2.50 2.46 2.43
6 × bond length (surface) 2.58 2.41 2.47

alloys [21, 22], which is an active research area in itself. For Fe and related bulk
alloys, it is known that bulk can transform from fcc to bcc-phase. According to the
Bain transformation [23] the fcc-bcc transformation takes place passing through an
intermediate body-centered tetragonal (bct) phase, by simple elongation of the [001]
axis with respect to the other two perpendicular crystal axes as shown in Fig. 3.2
(left). There are also other competing realizations of the above-mentioned transfor-
mation path, named Nishiyama-Wassermann (N-W) and Kurdjumow-Sachs (K-S).
They are more realistic for bulk alloys since they allow for a compatible interface
between austenite and martensite during the process [24]. Such restrictions do not
persist for small clusters. Nevertheless, for the same reasons, other more complicated
structural transformations may take place. For the systems under consideration, we
consider two other important structural transformations. The Jahn-Teller transforma-
tion (JT), which relates to the tendency of a system to avoid an enhanced degeneracy
of occupied electronic states arising from a more symmetrical geometry through a
distortion of the structure. For 13 atom icosahedral clusters (Fe, Co, Ni), JT can
be characterized by the parameter r , defined as r = |r3 − r4|/|r1 − r2| (see top
left panel of Fig. 3.3 for the labeling of atoms). The Mackay transformation (MT)
describes a specific transformation path of the cluster from icosahedron to cubocta-
hedron geometry. The MT can be characterized by s, which is the square of the ratio
of the stretched to the unstretched edges (see Fig. 3.2) being equal to 1 and 2 for the
perfect icosahedron (ICO) and cuboctahedron (CUBO), respectively [25]. That is,
s = |r4 − r2|2/|r4 − r12|2, as shown in Fig. 3.3.

It is found that for Fe13, the JT-distorted structure is lower in energy. The gain
in energy due to the relaxation from the perfect ICO for Fe13 is 125 meV/cluster
along the JT distortion and 61 meV/cluster along the MT, with a total moment of
44 μB. The existence of two different metastable structures has also been reported
earlier [26–28]. On the other hand, Co13 stabilizes MT distorted cluster, where the
JT-distorted and the Mackay-distorted cluster is 7 and 27 meV lower in energy
with respect to the perfect ICO. The energy differences are nearly the same
(16 meV/cluster) for the JT and MT Ni13 clusters. In order to understand the role
of each type of distortion, we have performed a systematic study of energy versus
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Fig. 3.4 Fe561 cluster illustrating the Mackay transformation for each shell. The edges of the faces
are shown in the lined-sketch below each shell. The color gradient represents the number of nearest
neighbors through common neighbor analysis (CNA). The signatures of perfect face centered cubic
and body centered coordination are shown in blue and green, respectively. One can observe a gradual
evolution from a fcc-like to a predominately body centered neighboring, while going from interior
to the surface of the nanocluster. Figure taken from [27]

the distortion parameters. The results are shown in Fig. 3.3 (bottom panels). The
structural parameters r and s for the minimum energy are listed in Table 3.1.

With increasing size of clusters there is a competition of various structural motifs,
in addition to the two described above. Recently, the authors addressed this problem
within a large-scale ab initio approach which revealed that already above a crossover
size of about 150 atoms, the bulk-like bcc structure is energetically favored for Fe
clusters [27]. However, there is even the possibility for partial transformation along
a prescribed transformation path, with varying degree from the inside to the surface
of the cluster. A relevant example for such a hybrid morphology is the so-called shell
wise Mackay Transformation (SMT), which is a strong candidate for the ground state
of Fe55. In a strict sense, it is only applicable to so-called magic number clusters,
consisting of an integer number n of closed geometric shells. Such structures obey
the following formation law for the number of atoms N :

N = (10n3 + 15n2 + 11n + 3)/3 . (3.1)
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Even up to 561 atoms, the energy difference between the bcc and the SMT isomer
remains—in contrast to the CUBO and the ICO—in the range of thermal energies;
thus, the occurrence of the SMT structure appears realistic at finite temperatures.

The search for the origin of this unusual transformation requires an inspection at
the atomistic level, which may become a tedious or even impossible task for large
system sizes. In our case, help comes from a widely used tool for structure identifica-
tion in classical molecular dynamics studies of large systems, the so-called common
neighbor analysis (CNA) [29]. The CNA characterizes the local environment of an
atom by a set of signatures, which can be compared with the characteristic result for
an ideal bulk or surface structure. In the first neighbor shell, signatures are obtained
for each pair of neighbors, containing information on the number of nearest neigh-
bors both atoms have in common, the number of bonds between these neighbors and
the longest chain connecting them. While the bcc and fcc clusters (not shown) are
uniform in structure, one finds for the icosahedron the typical mixture of fcc and
hcp environments and typical signatures indicating the presence of fivefold sym-
metry axes. The SMT isomer, however, which is shown in Fig. 3.4 in a shell wise
decomposed fashion, possesses a largely icosahedral outer shape and a core with a
nearly face centered cubic coordination. However, we find no trace of the typical
icosahedral signatures anywhere in the cluster. Instead, the signatures corresponding
to the surface and subsurface atoms show typical signs of a bcc-like coordination,
which is the energetically most favorable configuration for bulk iron and can thus
be assumed as the driving force for this unusual transformation. Such a process
results in a pair distribution function which is rather typical for amorphous materials
[15, 30].

The calculated magnetic moments can be directly compared with the measure-
ments on small TM nanoparticles by Billas et al. [31–33]. The size dependent Stern-
Gerlach measurements of the magnetic moments of FeN , CoN and NiN clusters
clearly confirm the expected strong enhancement of the average magnetic moment
of small clusters relative to bulk. With increase in cluster size up to 700 atoms, the
average magnetic moments exhibit an oscillatory variation while approaching the
corresponding bulk values. The convergence of the magnetic moment is faster for
Co and Ni clusters than for the Fe clusters. In order to investigate such a trend, we
have calculated the magnetic moments for relaxed Fe clusters. Figure 3.5 compares
the magnetic moments of Fe clusters with up to 641 atoms for different geometries
as a function of the cluster size with the experimental data and previous theoreti-
cal work [27, 34]. The bcc Fe clusters show good agreement with the experimen-
tal results [31, 32] up to 400 atoms but sizeable differences beyond, although a
bcc ground state can be safely expected. In fact, for N = 561, the SMT isomer
shows the best agreement with the experimental magnetization data, owing to a
shell wise antiferromagnetic configuration of the cluster core, i.e., while the outer-
most shells generally couple ferromagnetically, there is an alternation of the orien-
tation of the Fe magnetic moments from shell to shell in the interior. This may be
seen as an indication for the thermodynamical relevance of the SMT structures for
small cluster sizes, In the previous study of Tiago et al. [35], the magnetic moments
refer to unrelaxed Fe clusters, while in our calculations, the clusters are optimized
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Refs. [31, 32] and the bcc bulk data are taken from Ref. [34]. The solid region are the extension of
error bars. Figure taken from [27]

Fig. 3.6 The lowest energy structures for 13-atom Fe13−nPtn clusters. The blue and brown balls
represent the Fe and Pt atoms, respectively

without symmetry constraints in order to minimize the interatomic forces. This leads
to significant deviations between the data for the icosahedral clusters, while moments
of the bcc isomers can be said to agree within the methodological accuracy. The
central difference is the neglect of the compression of the cluster core due to the
tension imposed by the surface shells which leads to the above-mentioned shell wise
antiferromagnetic configuration, which triggers an instability between ferro- and
antiferromagnetic arrangements present in the more close packed structures [36].
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3.3 Structure and Magnetism in Binary Nanoparticles

There have been several studies on binary clusters (for a recent review, see, e.g., [37]).
Using EAM model potentials, Montejano-Carrizales et al. [38] have shown surface
segregation of Cu atoms on Cu-Ni clusters. On the other hand, using molecular
dynamics simulations, Baletto et al. [39] observed well-defined single layer shells
of Ag on Pd and Cu clusters. Experimentally, Rousset et al. [40] have also observed
the segregation tendency for Pd-Pt binary clusters.

In the following, we will discuss the segregation and magnetic properties of
Fe-Pt clusters. It has been found that the alloying of 4d or 5d elements to the 3d
host affects their magnetic properties due to intermixing of d-orbitals. For example,
Zitoun et al. [41] have experimentally observed an enhanced magnetic moment for
Co-Rh binary clusters in comparison to their corresponding pure clusters. Similar
enhancement is also observed in experiments in Fe-Pt binary clusters by Lu et al. [42].
For our studies, we have considered the closed shell icosahedron as the starting geom-
etry for Fe13−nPtn clusters, where n is an integer between 1 and 13 describing the
composition of the binary cluster. For each cluster composition several selected con-
figurations are geometrically optimized. The lowest energy structures are shown in
Fig. 3.6. We find that the icosahedral structure is stable only for very low and high
concentrations of Pt. The structures for intermediate compositions tend to deform.
To quantify the phenomena, we plot in Fig. 3.7 the number of nearest neighbor bonds
(for homo species, hetero species, and total number of bonds) versus the number of Pt
atoms. The dotted lines show the linear variation that would be achieved in an infinite
system. We find that the total number of bonds (black squares) is not constant with
respect to Pt concentration suggesting structural deformation. The number of Pt-Pt
bonds is small in the range from n = 1 to n = 7. For higher n, it increases strongly.
From the above analysis and Fig. 3.6, we can conclude that the number of Fe-Fe
bonds tend to maximize in the ground state structures for all compositions. This is
a clear hint for the segregation behavior which can be backed by the observation
of the nonsymmetrical nature of the number of Fe-Fe (blue circle) and Pt-Pt bonds
(red circle) in Fig. 3.7 with respect to the 50 % composition. For a pure mixing, the
number of bonds should be symmetrical with respect to the 50 % composition line.

The mixing energy for the ground state structures for each composition is shown
in Fig. 3.8. It is obtained as follows,

EMix = 1

N

[
EAnBN−n − nA

N
EAN − (N − nA)

N
EBN

]
(3.2)

where, EMix is the mixing energy per atom, A, B denote the different species of
atoms in the cluster, N refers to the total number of atoms in the bimetallic cluster,
nA is the number of atoms of species A, EAnBN−n describes the total energy of the
bimetallic cluster.

Concerning the magnetic properties of Fe-Pt clusters, we found ferromagnetic
ordering for all lowest energy structures and all compositions. The magnetic moments
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Fig. 3.7 The variation of
nearest neighbor bonds
Pt-Pt (red circle), Fe-Fe (blue
circle), Fe-Pt (diamond) as
a function of the number of
Pt atoms. The black squares
represent the total number
of bonds in the cluster. For
a perfect icosahedral cluster
the total number of bonds
should be 42. Because of the
structural deformation for the
intermediate cluster compo-
sitions, there is a reduced
number of total bonds 0 2 4 6 8 10 12
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on Fe and Pt atoms for each composition are listed in Table 3.2. It is observed that the
total moment of the Fe-Pt clusters decrease with increasing number of Pt atoms (see
Table 3.2). This is understandable as Pt is nonmagnetic in the bulk, while an induced
moment on the Pt atoms appears due to the presence of Fe atoms. For instance, we
obtain a maximum induced moment (0.54 μB) on Pt atoms for the Fe1Pt12 cluster.

For technologically relevant applications, particles with larger diameters in the
range of at least a few nanometers are required. Near-stoichiometric Fe-Pt parti-
cles represent a widely discussed example as they were envisaged as medium for
future high-end magnetic data storage devices [43]. This owes to the observation
that stoichiometric FePt alloys in the thermodynamically stable L10 phase, which is
characterized by a stacking of Fe and Pt layers along the [001] direction, exhibit a
magnetic anisotropy constant which is about one order of magnitude larger than that
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Table 3.2 The average magnetic moments in units of μB on Fe (MFe) and Pt (MPt) atoms for the
lowest energy structures of Fe13−nPtn clusters

Cluster MFe MPt MTot

Fe13 3.00 44.00
Fe12Pt1 2.86 0.39 38.00
Fe11Pt2 2.82 0.37 34.34
Fe10Pt3 2.95 0.56 34.00
Fe9Pt4 2.89 0.42 30.00
Fe8Pt5 3.01 0.41 28.00
Fe7Pt6 3.09 0.50 26.00
Fe6Pt7 3.17 0.52 24.00
Fe5Pt8 3.21 0.57 22.00
Fe4Pt9 3.30 0.41 18.00
Fe3Pt10 3.34 0.33 14.00
Fe2Pt11 3.10 0.32 9.91
Fe1Pt12 3.15 0.33 7.30
Pt13 0.15 2.03

MTot the total cluster magnetic moment in μB

of current memory devices [44]. This helps to overcome the so-called superpara-
magnetic limit, which threatens the long-time stability of the information stored,
essentially described by the Néel relaxation time. The latter can be expressed by an
exponential dependence on the product of anisotropy constant and volume divided
by temperature and thus imposes a lower boundary for the possible size above which
the magnetization of a grain is (for a sufficiently long time) not affected by ther-
mal relaxation processes. Considering the bulk values, particle sizes of 4 nm or even
smaller appear feasible for perfectly ordered L10 particles. This, however, has not
been achieved in practice, so far. See [45, 46] for a recent discussion of the coer-
cive field and the MAE of experimentally fabricated Fe-Pt clusters. As an example,
Fig. 3.9 shows the variation of coercive field as a function of the particle size for
these clusters at 0 and 300 K, where a crossover from low to high coercivity takes
place for particle size with ≈7 nm in diameter. One possible explanation for the low
coercive field of the smaller particles (among several others) is the presence of twin
structures or other morphologies at the relevant particle sizes, which do not possess
the desired hard magnetic properties.

Figure 3.10 illustrates the structural stabilities of Fe-Pt clusters for corresponding
different morphologies as a function of the cluster size up to 561 atoms (≈2.5 nm in
diameter) [47]. Although the largest particles are still too small to avoid superpara-
magnetism, general trends can be formulated from the results, as the largest clusters
already possess a balanced surface-to-volume ratio (45 % at 2.5 nm as compared
to 32 % at 4 nm). It is obvious from the figure that disordered phases are consid-
erably higher in energy than the desired L10 phase reflecting the strong ordering
tendencies present in the bulk alloys. However, ordered multiply twinned morpholo-
gies are substantially more favorable throughout the investigated size range. These
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from the data in [45, 46])

results explain, at least in part, the experimental difficulties to obtain particles with
large MAE at small sizes. The calculated energy differences can be as large as
�E = E − EL10 = −30 meV/atom in the case of the radially ordered Fe265Pt296
icosahedron, which is still close to thermal energies. Instead of a L10-type arrange-
ment of the atoms in the individual twins forming the icosahedron, the shell wise
alternating arrangement of the Fe and Pt-rich shells perpendicular to the (111) facets
of the twins corresponds to an effective realization of the L11-type of order. In the
bulk, this structure is found unstable for FePt alloys [48], but in small particles it is
stabilized by the extremely favorable surface energy of purely Pt-covered (111) sur-
faces [49]. From the bulk and surface energies, the crossover to a L10 order should
be expected for diameters of a few nanometers. This is in agreement with recent
DFT total energy comparison of large clusters with up to 1,415 atoms (seven closed
geometric shells), where the structural stabilities of ordered icosahedra and alternate
icosahedra are compared with respect to the L10 cuboctahedron as a function of
Fe-Pt cluster size (See Fig. 3.11). Figure 3.10 suggests that up to certain cluster size,
different isomers of icosahedra are energetically more preferable compared to the
L10 structure, while beyond that range, a crossover to L10 order occurs. Figure 3.11
is an extension to larger cluster sizes of the Fe-Pt nanoparticles (shown in Fig. 3.10)
confirming this crossover. This yields an estimate of 3.5 to 4 nm for the critical
diameter [6, 15]. The inset shows the energetics of the same morphologies for Co-Pt
nanoparticles with up to 561 atoms. It shows a similar energy trend as found for
Fe-Pt clusters up to 2.5 nm range, but multiply twinned and segregated structures are
significantly more preferred than the Fe-Pt case.
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3.4 MAE of Clusters

TM clusters are projected as possible candidates for future recording media, where
hypothetically, each cluster can store one bit of information by means of their mag-
netic configuration. The magnetism of an ensemble of small clusters is not stable
due to superparamagnetism induced by thermal fluctuation, which is a major obsta-
cle for the miniaturization of the storage devices. Therefore, materials with a large
MAE are needed to block the thermal fluctuations. For this purpose, MAE, which
manifests itself in a significant dependence of the internal energy on the direction
of the spontaneous magnetization, is a primary requirement. It has been observed
that TM clusters may give rise to novel magnetic anisotropic properties compared
to the bulk. For example, XMCD studies by Gambardella et al. [50] predict a large
MAE of a single Co atom (9.0 meV/atom) deposited on a Pt(111) surface. Experi-
mentally, Balashov et al. [51], through inelastic tunneling spectroscopy, have found
very large value of MAE for Fe and Co clusters up to 3 atoms compared to the bulk.
Theoretically, there exist abundant studies on the MAE of clusters deposited on sub-
strates, e.g., [52–58] however, studies related to MAE of gas phase clusters are still
limited [59–62]. Most theoretical studies are based on semi-empirical techniques.
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For example, using the tight binding technique, Pastor et al. [59] have calculated
the MAE of small Fe clusters up to 7 atoms, where they have found large MAE
compared to the corresponding bulk values as well as thin films. Using the same
method, Guirado-Lopeź et al. [60] have calculated the MAE for Co nanoparticles.
They have also obtained large MAE for Co clusters compared to the bulk. Calcula-
tion of the MAE for isolated clusters based on ab initio methods is mostly available
for TM dimers [62–64]. For larger clusters, there exist only few reports [7, 65, 66].
Using DFT, Kortus et al. [65] have calculated the MAE of 5- and 13-atom Co and
Fe clusters, where they have obtained the MAEs for Fe5, Co5 and Fe13 as 0.2, 0.1,
and 0.27 meV/atom, respectively. However, for Co13, they obtain nearly zero MAE.
Calculations for the orbital moments as well as MAE for Co clusters up to 6
atoms based on full potential linearized augmented plane wave method by Hong
et al. [66] have shown significantly enhanced values of orbital moments relative to
the hcp bulk Co. However, they obtain a rather small value of MAE for Co clusters
(<1 meV/atom).

In our work, we have studied the MAE for 13-atom Fe, Co, and Ni (M13) clusters.
It is well known that the MAE in cubic bulk TM is in the order of ∼1 µeV/atom.
MAE in bulk depends mainly on dipolar and spin-orbit interactions [67]. However,
since the dipolar-interactions are feeble in spherical clusters, only spin-orbit coupling
plays a major role. As a result, calculation of MAE requires much careful attention
in order to overcome minute computational noise, which can easily interfere with
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the estimated quantities. Therefore, one must have a very refined convergence with
respect to charge density, as well as a proper choice of the energy cutoff and a large
Fourier mesh. For our studies of the MAE of clusters, we have used a Gaussian
broadening parameter of 0.01 eV for the energy levels and a very high value of
plane-wave cutoff of 1,000 eV with a 0.046 Å−1 Fourier grid spacing. The results
discussed in the following are published in Ref. [68].

3.4.1 MAE for Perfect Clusters

Figure 3.12 shows the perfect icosahedral cluster and the definition of the (x , z)-
plane with angle θ for the magnetization directions used for the MAE calculations.
For θ = 0, the magnetization is directed parallel to an axis passing through the
central atom and the center of a bond connecting two outer atoms; with increasing θ ,
the magnetization direction passes through the center of a triangular facet, through
an outer atom and finally arrives again at a bond center for θ = π/2.

The minimum energy center-shell distances for each of the perfect icosahedral
M13 clusters are calculated, which are found to be 2.39, 2.33 and 2.32 Å for Fe13,
Co13 and Ni13, respectively with total magnetic moments 44 μB (Fe13), 31 μB (Co13),
and 8 μB (Ni13). For Fe13 with 44 μB, we find difficulties in achieving convergence
in the calculation of MAE at the low smearing of 0.01 eV because of dense energy
levels near the Fermi level. Therefore, we have slightly enlarged the center-shell
distance to 2.57 Å (from 2.39 Å), where we obtain a magnetic moment of 46 μB.
Figure 3.13 shows the comparison between the θ -dependent energy differences
�E(θ) of a perfect Fe13 ICO (with total magnetic moment 46 μB) obtained from
ab initio calculations with the Néel model. We obtain the global minima for the
magnetization directed parallel to the line from the central atom to the circumcenter
of the triangular facets and the global maxima for the magnetization parallel to the
line from center atom to one of the surface atoms. The magnitude of �E(θ) for
Fe13 cluster is found to be 1.7µeV/atom, which is comparable to that of the bulk
bcc Fe. The MAE of perfect Co13 and Ni13 is found to be 0.31, and 0.77µeV/atom,
respectively. �E(θ) shows a similar qualitative trend for Co13 and Ni13 as obtained
for perfect Fe13.

The total energy obtained as a function of θ from the ab initio calculations for
Fe13 are fitted to the anisotropy expansion of the Néel surface anisotropy model
[69, 70] for a nearly spherical cluster, which is defined as

�ENéel =
∑

n

En = −
∑

n

N∑
i=1

Dn(ei · Si )
n . (3.3)

where, Dn is the anisotropy constant of order n (an even integer), ei the normalized
position vector of atom i along the radial directions and Si is the corresponding
magnetic moment. The Dn is assumed to be θ -independent. From the symmetry
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considerations of perfect ICO, the second and fourth-order contributions have no θ -
dependence. The major contribution to the anisotropy energy is from the next order
contribution, i.e., the sixth order. Still higher order contributions are negligible and
the �E(θ) could be successfully fitted to the sixth order fit.
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3.4.2 MAE for Relaxed Clusters

As already discussed in the previous section, the M13 clusters show tendencies for
structural distortions. We have calculated the MAE for the JT-distorted and Mackay-
distorted clusters (see Fig. 3.3 and Table 3.1 for the structural parameters). In order
to calculate the MAE of relaxed clusters, the perfect ICO structure is relaxed along
two different paths. These paths are, on one hand, the JT type distortion and on the
other hand, the distortion along the Mackay transformation path, which are discussed
in Sect. 3.3. The relaxation patterns for both distortions are illustrated in Fig. 3.3.
Note that the clusters have different spatial orientations in order to underline the
remaining symmetry in each case. Therefore, the θ path for the calculation of MAE
is different for the two distortions. For the JT distortion, the θ path is A-E-A-F-E-F-A
(see Fig. 3.3, top left panel) and for the MT distortion, it follows the path E-F-A-E
as shown in Fig. 3.12.

Figure 3.14 shows the θ -dependent energy differences for the JT-distorted (left
panel) and MT-distorted (right panel) M13 clusters. For the JT-distorted M13 clusters,
a large second-order contribution of D2 is obtained because of the symmetry break-
ing. All higher order terms are significantly small and hence can be safely neglected.
On the other hand, for the MT clusters, due to their cubic symmetry, no second order
contribution is found, and the lowest order contribution is only D4 for this case. The
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Table 3.3 Anisotropy constants Dn (in units of meV) according to Eq. (3.3), obtained by fitting
the GGA results for perfect and relaxed M13 clusters

Cluster Moment (μB) D2 D4 D6 r − 1 s − 1 �EDFT

Fe13 (ICO) 46 −0.04 0 0 0.020
Co13 (ICO) 31 −0.01 0 0 0.004
Ni13 (ICO) 8 −0.02 0 0 0.010
Fe13 (JT) 44 15.0 −0.04 4.200
Co13 (JT) 31 −16.0 0.01 1.900
Ni13 (JT) 8 44.1 −0.02 8.900
Fe13 (MT) 44 −11.5 0.07 0.710
Co13 (MT) 31 −0.4 −0.04 0.020
Ni13 (MT) 8 −10.1 0.04 0.320

In the icosahedral symmetry, second- and fourth-order contributions do not depend on θ for any
value of D2,4. Thus, the related data are omitted. The same holds for the second-order terms in
cubic symmetry (MT clusters). In all cases, only the leading order terms are essential and all higher
order terms can be neglected. r and s are parameters, which describe the JT and the Mackay-
transformation, respectively (see text). The DFT energy differences (in meV) are shown in the last
column of the table

higher orders can be neglected. Table 3.3 reports the corresponding values. For all
cases, the MAE of the JT-distorted clusters is found to be larger than that of MT M13
clusters. For instance, for Fe13, the MAE for the JT-distorted cluster is calculated
to be 322µeV/atom, which is approximately six times larger in comparison to the
MT Fe13 cluster (55µeV/atom). Similarly, for Co13, the MAE for the JT-distorted
cluster has a value of 147µeV/atom. This is approximately 100 times larger than
the MT-distorted (1.42µeV/atom) cluster. However, among all JT and MT clusters,
the JT-distorted Ni13 cluster has the largest value (688µeV/atom), which is about
30 times larger than that of the MT-distorted one. The reason behind the large val-
ues of the MAE for the JT-distorted clusters relative to the MT ones is the lower
symmetry of the JT-distorted cluster.

We obtain a larger value of MAE per atom for JT- and MT-distorted Fe13
and Ni13 clusters relative the bulk, where LSDA calculations found 1.4µeV/atom
(bcc Fe), 2.7µeV/atom (fcc Ni) [71]. For Co13, a different trend is observed. Though
the JT-distorted Co13 has a large MAE value ∼100 times larger than that of the bulk
(1.3µeV/atom for fcc Co), for MT Co13, it is similar to the bulk.

3.5 Summary and Outlook

We have investigated the ground state structural and magnetic properties of elemental
and binary nanoclusters. We have considered two types of structural transformations
in TM clusters, namely Jahn-Teller and Mackay transformation. Our calculations
suggest an enhanced stability for the JT-distorted Fe13 cluster, while Mackay dis-
tortion is observed for Co13. For Ni13, both JT- and MT geometries are found to be
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similar in energy. For large icosahedral Fe clusters, we observe a shell wise Mackay
transformation with decreasing order as we go from center to shell. Thus, the interior
of the cluster tends towards a cuboctahedral geometry. The magnetic moment as a
function of the Fe cluster size has been shown to agree well with the experimen-
tal results. Our studies on binary Fe-Pt clusters show segregation behavior with a
tendency for the Pt atoms to remain on the surface of the clusters. From energetics,
we find that for binary Fe-Pt clusters, with diameters less than 3.5–4 nm icosahe-
dral structures are more stable. We have studied systematically the MAE of 13 atom
clusters of Fe, Ni, and Co. As expected, we obtain large MAEs for relaxed Fe13 and
Ni13 clusters compared with the symmetric clusters, which are by several orders of
magnitude larger than the corresponding values of the bulk. However, Co13 does not
comply to this above trend.

A future issue not discussed in this paper the continuation of the zero-temperature
calculations to finite temperatures, which, in principle, is possible by either VASP
using ab initio molecular dynamics simulations of smaller clusters or by directly
computing the free energies and retaining the most important elementary excitations
such as electronic, vibrational, and magnetic ones as was recently done by calculating
the structural transformations in bulk Ni2MnGa [72]. The thermodynamic properties
of TM clusters are an important issue, especially, regarding the role of extrinsic effects
not discussed here like growth of the particles in the gas phase (H2) or the impact of a
substrate on the cluster properties. Extrinsic effects can, for example, be responsible
for the crossover from negative to positive thermal expansion with increasing size,
which has been recently discussed for Pt clusters [73, 74]. Although the discussion
of the thermodynamic properties of magnetic TM clusters is a natural extension of
the ground state properties discussed here, this subject is beyond the scope of the
present paper and is left for future computations using parallel computer platforms.
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Chapter 4
Synthesis and Film Formation of Monodisperse
Nanoparticles and Nanoparticle Pairs

Shubhra Kala, Marcel Rouenhoff, Ralf Theissmann
and Frank Einar Kruis

Abstract The use of well-defined nanoparticles for functional film applications is
described. The advantages of applying size-fractionation, e.g. by means of mobility
analysis, are described together with the technological obstacles which have to be
overcome. The synthesis of Au and Ge nanoparticles by means of spark discharge
is described. To prepare alloy nanoparticles, two different approaches have been
utilized. Au-Ge pair nanoparticles are formed by bipolar mixing after separate size
selection of both materials. The synthesis of AuGe alloyed nanoparticles is also
performed by co-sparking from two different electrodes. The development of an
electrostatic precipitator for functional film formation is described.

4.1 Introduction

In the last ten years, the use of nanoparticles for functional applications has seen a
tremendous development. Examples are the use of quantum dots in electronic applica-
tions, magnetic dots for high-density magnetic recording, metal oxide nanoparticles
for thin gas-sensitive films, thermoelectric films and hybrid inorganic-organic films
for solar cells. In most of these functional applications, thin films are used. The
most important nanoparticle films can be distinguished according to the following
classification:

(1) Sub-monolayers of single, non-contacting nanoparticles on a substrate
(2) Several monolayers of nanoparticles on top of each other
(3) Micrometer thick nanoparticle layers, usually showing a clearly porous structure
(4) Composite layers of nanoparticles imbedded in a continuous (e.g. polymer)

matrix
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In our research, we strongly propagate the use of well-defined nanoparticles for
functional film formation. First demonstrated for producing films from monodis-
perse, monocrystalline PbS nanoparticles [11], the basic concept is (1) to synthe-
size the particles by means of a physical synthesis step forming a polydisperse
nanoaerosol, (2) to select a small portion of the size spectrum by means of electrical
mobility-based size fractionation in a Differential Mobility Analyzer (DMA), (3) to
convert the aggregated and irregularly shaped nanoparticles into quasi-spherical and
monocrystalline particles by means of in-flight thermal annealing and (4) to deposit
the nanoparticles on suitable substrates. Clearly, this approach has the disadvantage
of losing a large fraction of the originally synthesized particles. This has the following
causes:

(1) Only a certain portion of the nanoparticles can be electrically charged, e.g. when
radioactive sources are used, the bipolar charge equilibrium poses a limit to the
charging probability.

(2) The electrical mobility window is much narrower than the original size distrib-
ution. This is inherent to fractionation techniques.

(3) The multi-step process leads to particle losses.

In practise, only some 1 % of the evaporated material is finally converted into the
well-defined nanoparticles sought for. It has to be realized, however, that the cost of
the evaporation material is far less than the cost of the equipment, electrical power
and inert gas required.

Then, why do we choose this technologically complicated and time-consuming
experimental strategy? The arguments are the following.

(1) Many of the functional applications are strongly dependent on the size of the
nanoparticles. In conventional processing for material science, the process con-
ditions are changed to vary the mean particle size. A first problem is that control
over the width of the distribution is not possible or only rather minimal, whereas
the width of the size distribution will have a major impact on the properties. A
second problem is that changing the process conditions not only changes the
mean size but also other particle properties such as crystallinity and particle
form, so that it will never be clear what will have been the real cause of the
observed change in properties. Use of narrowly distributed particles allows to
perform more fundamental scientific investigation towards structure-property
relationships.

(2) In conventional gas-phase synthesis approaches, aggregation is unavoidable, as
Brownian coagulation is unavoidable. Although the aggregates might be weak,
their existence makes it virtual impossible to obtain monocrystalline, single,
quasi-spherical particles. In-flight sintering of these aggregates is necessary to
improve the product quality, but the strong size dependence of sintering as well
as the unavoidable Brownian coagulation makes this method very problematic.
When in-flight sintering size-selected aggregates, however, the initial aggregate
size is uniform so that a more or less uniform sintering time is needed. Fur-
thermore, the number concentration due to the size selection step decreased to
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Ag, Au, PbS, SnO(+O2), Bi 2O3

FePt, FeNi

Pd, Pt, Au, Pr,
Gd(+O 2), Ge

Thermal evaporation (furnace)

Mini- arc

Spark discharge

Laser - ablation
366 nm 5 A

1 C

Ge,
Ti,Cr,W(+CH4), Ti(+N2)

Fig. 4.1 Different physical synthesis techniques used in the authors’ laboratory. The elements and
compounds successfully synthesized are also indicated

104–106 cm−3, so that Brownian coagulation during sintering is no longer a
problem.

(3) For commercial applications of nanoparticulate films, it is essential that the films
can be produced in a reproducible manner. Although nanoparticles can be dis-
persed in liquids and films can be formed from the dispersion, the solvent and
dispersant aids will have an unclear effect on the films formed. Applying direct
deposition from nanoaerosols on the substrate has the advantages of reducing
these uncertainties and avoiding the use of potential harmful substances. Mea-
surements on nanoparticulate films deposited from polydisperse nanoaerosols
show a large sample-to-sample variation in properties such as electrical con-
ductivity of the thin films. Use of exactly defined and very reproducible sizes
is essential to obtain reproducible properties of the films. The subject of film
formation from nanoaerosols is an unexplored domain of engineering full of
potential problems. The most economic deposition techniques are nonvacuum
ones, so that the deposition strongly depends on the nanoparticle trajectories
between the inlet and the substrate. These trajectories are size-dependent, so
that a polydispersity will automatically lead to unequal distribution of particle
sizes over the substrate. Using narrowly distributed particles avoids size inho-
mogenity over the films. Still, methods have to be found to obtain films with
uniform thickness, which will be discussed later in this chapter.

The multi-step, size-selection based synthesis method including inflight annealing
is not simple. Many, mostly technological obstacles have to be overcome. We will
list here some of the most encountered ones.

(1) Choice of the most suitable synthesis technique. As the synthesis and deposition is
usually carried out over an extended period of time without a person continuously
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attending the experiments, the use of chemical precursors is better avoided.
Instead, physical synthesis has proven to be a reliable source of nanoparticles
over long periods. The advantages of physical processes applying inert carrier
gas are: (I) absence of liquid by-products, (II) more economic particle-from-
medium separation than in liquid medium, (III) avoidance of surface-adhering
and -contaminating surfactants and possibility of using high-purity inert gases,
(IV) possibility of high-temperature annealing of the product in-flight, so that
high-temperature phases or better crystalline products can be obtained, (V) easier
scale-up of supporting unit operations such as transport and collection, (VI) no
limitations for obtaining a desired particle size, (VII) possibility of size-selection
methods directly in the gas phase. We apply mainly direct thermal evaporation
in a hot-wall furnace for substances having sufficient vapour pressure at temper-
atures below 1100 ◦C. For low-vapour pressure metals, methods resulting in a
high-temperature plasma can be used, such as spark discharge or mini-arc evap-
oration (Fig. 4.1). For compounds or alloys which do not congruently evaporate,
the more costly laser ablation technique has to be used.

(2) Reduction of particle concentration. The size selection procedure based on
the electrical mobility limits the maximal attainable particle concentration
of monodisperse particles, depending on material and size between 104 and
106 cm−3. The only way to obtain a substantial larger amount of particles is
to increase the volumetric flow of the gases, in commercial DMAs limited to
∼1 slm (l/min at standard conditions). This necessitates the construction of new
DMAs. A new cylindrical DMA has been designed and investigated [6], oper-
ating up to 100 slm, thereby principally allowing a 100 times larger production
rate. Further scale-up is in progress (transferproject SFB 445 T01).

(3) No commercial equipment existing. Commercial DMAs are not designed to oper-
ate with high-purity gases and do not possess vacuum-tight fittings. This causes
two problems: it is not possible to evacuate the setup in order to eliminate gaseous
impurities and moisture (a standard procedure in inert gas evaporation), and dur-
ing the synthesis oxygen will leak in causing oxidation of the nanoparticles. As an
example, the size selection of FePt nanoparticles with commercial DMAs leads
to a large fraction of FeOx in the nanoparticles. A vacuum-tight DMA has been
constructed in our institute and allows the size selection of oxidation-sensitive
metals and semiconductors. Also other components such as radioactive neu-
tralizers and ceramic tube fittings are fabricated in-house having vacuum (KF)
connections.

(4) Consumption of inert gas. DMAs require the use of a an inert sheath gas, in
practise with volume flow rates approximately 10 times larger than that of the
nanoaerosol when geometric standard deviations below 1.10 are sought for. In
order to limit the consumption of inert carrier gas, a sheath gas recirculation
system has been designed (sketch is shown in Fig. 4.2) and is now used in virtually
all size selection setups in our laboratory. It allows sheath gas flow rates up to
20 slm and is constructed from vacuum-tight components.

(5) Low efficiency of particle charging and multiple charges. The use of bipo-
lar chargers such as Kr-85 sources leads to the attainment of bipolar charge
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Fig. 4.2 Schematic diagram
of the size-selection assembly,
showing a radial differential
mobility analyzer (RDMA)
and a recirculation assembly
for the sheath gas

equilibrium, in which smaller particles have smaller charging probabilities. This
limits the number concentration of size-selected nanoparticles, because only
charged ones can be selected. Several approaches can be followed to increase
the charging probability. In some cases, there is no need for a charger, as the
nanoaerosol can leave the synthesis region already charged under some condi-
tions. As an example, the FePt particles coming from the laser ablation reactor
are already charged and do not require charging. The charging efficiency can
be improved by using unipolar chargers based on corona dischargers or UV
photoionizers [7].

(6) Particle losses. These are caused by diffusional losses to the wall (mainly de-
pendent on the total tube length and particle size), thermophoretic losses at the
outlet of the hot-wall furnace used for in-flight annealing and electrostatic losses
of the charged particles.

(7) Finding the right annealing temperature. Several problems can occur when
performing in-flight annealing and sintering. Ideally, the (partial) coalescence
caused by the annealing leads to the attainment of a mobility-based diame-
ter which does not change upon further temperature increase, indicating that
a quasi-spherical or crystal-like form has been attained. But often evaporation
occurs simultaneously, so that the mobility diameter is continuously decreas-
ing upon temperature increase [14]. Another problem is charge loss during the
high-temperature treatment [12].

In the following chapter, we will cover three topics illustrating these challenges,
and also demonstrating some solutions.

4.2 Synthesizing Monodisperse Nanoparticles by Means
of Spark Discharge

4.2.1 Spark Discharge

The spark discharge technique has been utilized to synthesize metallic (Au) and
semiconductor (Ge) nanoparticles. This technique was pioneered by Schmidt-Ott
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Fig. 4.3 Schematic diagram
of the spark generator

MFC

[16], the configuration used in our work is based on his design. Two electrodes
are placed about 1–2 mm apart and are enclosed inside a vacuum-tight chamber,
evacuable down to 10−5 mbar. Evacuation prior to synthesis as well as the use of
purified carrier gas minimizes oxidation of primary particles during their formation.
One of the electrodes (E2) is connected to the higher voltage power supply via a
capacitor C (capacitance 26 nF), as schematically shown in Fig. 4.3. Another elec-
trode (E1) is connected to earth and also connected to the micrometer in order to
adjust the distance between the electrodes for successive measurements. When the
high voltage supply is switched on, a capacitor is charged and upon reaching the
breakdown voltage discharges, resulting in the ionization of the carrier gas between
the electrodes. The ionized species i.e. electrons and positive ions thus generated
move towards the opposite electrodes and evaporate the electrode materials. Due to
very short duration of the pulsed discharge, evaporated species cool down rapidly
which creates supersaturation conditions leading to homogeneous nucleation and
condensation and thereby formation of tiny (primary) particles. These primary par-
ticles grow in size due to coagulation or coalescence before being carried away from
the spark chamber by carrier gas. The repetition frequency (fs) of the discharge can
be changed by the charging current (Ic) of the capacitor and breakdown voltage
(Vbd) as

fs = Ic

CVbd
(4.1)

The energy Ed transferred from the capacitor at discharge,

Ed = CV 2
bd

2
(4.2)

The power PSG delivered during discharge is

PSG = fs Ed ≡ IcVbd

2
(4.3)
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Fig. 4.4 Schematic representation of synthesis setup for preparing monodisperse Au nanoparticle

Thus, as long as Vbd stays reasonably constant, the delivered power and hence the
particle production rate increases with charging current or frequency [19].

4.2.2 Synthesis of Monodisperse Au Nanoparticles

In order to obtain the highest possible concentration of monodisperse spherical gold
nanoparticles, a study was made of both the optimal experimental setup as well as the
process parameters. Figure 4.4 represents schematically different components of Au
synthesis setup, which consists of a spark generator having two Au electrodes, a radial
DMA, a furnace for sintering and an electrostatic precipitator (ESP). A neutralizer
for particle charging is not included in the setup, as particles leaving the generator
are to a great extent already charged. A commercial scanning mobility particle sizer
(SMPS, TSI 3088) allows online measurement of the mobility-based particle size
distribution.

The effect of spark frequency and carrier gas (N2) i.e. aerosol flow rate (Qa) on the
average particle size and the size distribution was studied. By maintaining a constant
Qa of 1.0 slm, the size distribution of Au agglomerates is monitored as a function of
charging current (Ic), as shown in Fig. 4.5a. As evident from equation (1), the charg-
ing current is related to the spark frequency which was therefore also measured. With
the increase in the charging current, spark frequency increases, as shown in Fig. 4.5b.
For a fixed charging current value, there is a range of spark frequencies (shown by
the error bar) rather than a fixed value, hence points towards the instability of dis-
charging. Capacitor charging voltage slightly decreases with the increase in charging
current, as clear from Fig. 4.5b. Reversal in the polarity of voltage on discharging has
also been observed, as shown by monitored waveform in Fig. 4.5c. The size distrib-
ution of the Au agglomerates shifts to higher mobility diameter (Dm) with increase
in the charging current, which corresponds to increase in the spark frequency from
8 to 115 Hz. With the increase in the spark frequency, the sputtered mass per unit
volume of the process gas increases, resulting in higher supersaturation which leads
to an increase in the primary particle number concentration. This increase in primary
number concentration results in higher coagulation between them and consequently
leads to shift in the size distribution towards larger Dm values. Upon increasing
the charging current, the total particle number concentration (N) increases from
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Fig. 4.5 a Size distribution of generated Au agglomerates at different charging current values, while
maintaining Qa and Vbreakdown at 1 slm and 4 kV, respectively. b Charging voltages of capacitor
and spark frequencies as function of charging current. c Voltage reversal during some cycles of
discharging as monitored by an oscilloscope. d Size distribution at different Qa, keeping capacitor
charging current and Vbreakdown fixed at 4 mA and 4 kV, respectively

1.39 × 107 to 2.06 × 107 cm−3, while the geometric standard deviation (σg) changes
from 1.55 to 1.62.

On increasing Qa from 1 to 5 slm, the particle size distribution shifts to the lower
mobility diameter values (Fig. 4.5d). Geometric mean mobility diameter (Dgm) val-
ues reduce from 36 to 16 nm and the value of σg decreases from 1.59 to 1.44, on
increasing the Qa from 1 to 5 slm. In our case, with the increase in Qa, particle num-
ber concentration increases, which is contrary to reported results [9, 10]. Apparently,
in our case, increase in Qa acts like a virtual dilution flow, which reduces the resi-
dence time of generated particles inside the chamber. The increased Qa also lessens
the probability of the generated particles to deposit on the chamber walls before
being carried out of the chamber. Therefore, reduction in residence time enhances
the particle number concentration with the increase in Qa [5]. Coagulation depends
linearly on the square of the particle number concentration and on residence time.
The particle number concentration increases only a factor of 1.05, whereas residence
time decreases by a factor of 5, with the increase in Qa from 1 to 5 slm. Therefore, the
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Fig. 4.6 Percentage of dis-
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effect of reduction in residence time is more pronounced than the increase in particle
number concentration on the coagulation rate. As a result of reduction in coagulation
rate, particle size distribution shifts to lower Dm values with the increase in Qa from
1 to 5 slm

The synthesis setup shown in Fig. 4.4 has one drawback, however. In order to
obtain spherical particles, Au agglomerates have to be annealed in-flight. This leads
to a (partial) loss of charges on the particles. In Fig. 4.6, it can be seen that particles
lose charges upon increasing annealing temperature. At still higher temperatures, the
particles start to get re-charged but the well-defined charge state is lost. It is important
to know that for creating pair particles, the aerosol has to consist purely of particles
having a single charge. Only 0.5 % discharging of particles has been observed on
performing sintering prior to the size-selection step. Therefore, for further study,
sintering is performed before the size-selection. As this can lead to particles getting
negatively charged, applying a positive polarity in the DMA leads to the highest
number concentration of size-selected particles. A sintering temperature of 800 ◦C is
sufficiently high enough to convert Au agglomerates into spherical and crystallized
nanoparticles. Therefore, for further study, sintering temperature was kept constant
at 800 ◦C.

Several different size-selected samples have been generated, using an aerosol to
sheath gas ratio of 7.5 or 10. In Fig. 4.7, a transmission electron microscopy (TEM)
image is shown as well as the size distributions based on the mobility measurements
and the TEM micrographs analysis. The presence of double charged particles is
clearly visible in the mobility-based distribution. Particles having larger selected
sizes show increasingly a deviation from the spherical shape and a more pronounced
crystal shape, as clear from high-resolution TEM (HRTEM) images shown in Fig. 4.8.
The larger particles also show more multiple twinning; only the smallest ones are
sometimes perfectly monocrystalline.
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Fig. 4.7 a Bright field TEM images of Au nanoparticles of geometric mean diameter of 9.87 nm,
b size distribution by SMPS measurement and c size distribution calculated by TEM images

Fig. 4.8 Typical HRTEM images of Au nanoparticles of geometric mean diameters of (i) 9.87,
(ii) 19.9 and (iii) 32.2 nm

4.2.3 Synthesis of Ge Nanoparticles

The synthesis of semiconducting nanoparticles by means of spark discharge is more
challenging than that of metallic particles due to the lower conductivity of the material
and to the increased tendency of ‘splashing’, a phenomenon also known in laser
ablation which leads under some conditions to the presence of particles in the range
0.1–1µm. To prepare Ge particles, two Ge rods having a diameter of ∼6.35 mm
are used. Figure 4.9 shows the size distribution of Ge particles at varying charging
currents and breakdown voltages, while keeping Qa fixed at 1 slm.

With a breakdown voltage of 4 kV (Fig. 4.9a), it is observed that the value of
Dgm decreases from 19.9 to 10.1 nm, on increasing the charging current from
2 to 13 mA, although the sparking frequency increases from 7 to 170 Hz, as shown
in Fig. 4.9b. This observation is in contrast to the case of Au, as shown in Fig. 4.5a.
In order to understand this trend the charging voltage of the capacitor is also mea-
sured. It was found that the discharging voltage decreased with an increase of the
charging current, in contrast to the Au system where it remains constant. Per dis-
charge therefore less Ge is removed from the electrodes. In order to shift the size



4 Synthesis and Film Formation of Monodisperse Nanoparticles 109

0 20 40 60 80 100 120 140
0

1

2

3

4

5

6

V
breakdown

= 6kV

Q
a
 = 1lpm

D
m
 (nm)

dN
/d

lo
gD

m
 (

10
6
 c

m
-3

)

 5 mA
 10 mA
 13 mA

(d)

0 20 40 60 80 100 120 140
0

1

2

3

D
m
 (nm)

dN
/d

lo
gD

m
 (

10
6
 c

m
-3

)

 5 mA
 10 mA
 13 mA 

V
breakdown

 = 5kV

Q
a
 = 1slm

(c)

(a)

0 20 40 60 80 100 120 140
0

2

4

6

8

 2mA
 5mA
 10mA
 13mA

dN
/d

lo
gD

m
 (

10
6  c

m
-3
) V

breakdown
 = 4kV

Q
a
 = 1lpm

D
gm

 (nm)

0 2 4 6 8 10 12 14

2

3

4

0

30

60

90

120

150

180
 Voltage

F
requency (H

z)

Current (mA)

C
ha

rg
in

g 
V

ol
ta

ge
m

ax
 (

kV
)

 Frequency 

(b)

Fig. 4.9 Size distribution of Ge agglomerates generated with different charging current values
at different breakdown voltages a 4 kV, c 5 kV and d 6 kV, while maintaining Qa fixed at 1 slm.
b Charging voltage (charging voltage maximum=discharge voltage) and spark frequency mea-
surements during the sparking at breakdown voltage of 4 kV

distribution to larger sizes, the distance between the Ge electrodes is increased, which
leads to an increase in the breakdown voltage. The value of Dgm increases from
10 to 21 nm and then to 30 nm on increasing the breakdown voltage from 4 to 5 and
then to 6 kV, at a charging current of 13 mA, as shown in Fig. 4.9c, d. The value of σg
is always in the range of 1.32–1.42. Therefore, for the further studies, Ge agglomer-
ates are generated with a breakdown voltage of 6 kV and a charging current of 13 mA
or a frequency leading to discharge frequencies of 90–170 Hz.

For the size-selected Ge particles, the same phenomenon of particle dis- and
re-charging was observed, caused by the thermal annealing, starting at 500 ◦C. Thus,
the sintering was also performed prior to size-selection. A typical TEM image of
the nanoparticles and corresponding size distribution as measured and calculated by
SMPS and TEM, respectively, are shown in Fig. 4.10.

HRTEM images and corresponding FFT patterns revealed that some nanoparticles
are monocrystalline while others contained multiple domains. The FFT patterns
show reflections corresponding to the (111), (200), (220) and (311) planes with
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Fig. 4.10 a TEM image of Ge nanoparticles, obtained after sintering at 900 ◦C, b size distribution
as monitored by SMPS and c size distribution obtained by TEM images analysis

interplanar spacings 0.326, 0.279, 0.203 and 0.174±0.003 nm, respectively, which
are analogous to that observed for cubic structure of Ge in bulk [18].

4.3 Formation of Alloy and Pair Nanoparticles

4.3.1 Motivation and Synthesis Approach

Nanoscale engineered hybrid systems such as, bimetallic nanoparticles, metal-
semiconductor nanoparticles, bisemiconducting nanoparticles and metal nanopar-
ticles imbedded in thin films are attracting interest as they offer a wide scope
of applications [9]. The interaction of two types of atoms induces new physical,
chemical and mechanical properties. Additionally, the composite nanoscale systems
can have phase-diagrams different from the bulk [19]. Moreover, stability of bulk
metastable phases at nanoscale has also been reported [8, 19]. Bimetallic nanoclus-
ters/nanoparticles have demonstrated to be most attractive for catalytic applications
with several important advantages over the monometallic one. In particular, Au is
reported to have excellent catalytic and optical properties when combined with Pt,
Pd, Ag, Cu and Zn [8, 17]. Optical coupling of semiconductor nanoparticles with
metal nanoparticles can be a viable route to modify the spectral features of semi-
conductor nanoparticles or vice versa. For example, Au nanoparticles exhibit a pe-
culiar absorption peak at visible wavelengths due to surface plasmon resonance
(SPR), which in turn depends on the size, shape and refractive index of the external
medium. Therefore, SPR of Au nanoparticles can be utilized to enhance emission
of semiconductors nanoparticles. The ability of noble metals to modify the optical
properties of Si has already been demonstrated and a remarkable enhancement in the
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radiative emission rate has been reported [2]. Furthermore, semiconductor nanowhiskers
normally require seed particles, often Au nanoparticles, to grow via the vapor-liquid-
solid mechanism. Alloy formation at the initial stage of growth takes place between
seed (Au) and species containing the desired semiconductor material, therefore, the
composition of the seed particles can be utilized to induce modification/doping in
subsequently growing one-dimensional nanostructures. Therefore, the motivation of
the present work is to produce alloy nanoparticles of a desired composition that can
be further used to grow nanowhiskers of III–V. Si, Sn and Ge provide n-type doping
to GaAs, whereas, Zn, Mn and In induce p-type doping. For our study, we have
focused on the system Au-Ge.

To prepare alloy nanoparticles, two different approaches have been utilized. In the
first approach, two spark generators, one equipped with Au electrodes and another
with Ge electrodes have been utilized to produce particles of Au and Ge, respec-
tively. Au particles of one polarity and Ge particles of opposite polarity are selected
with the separate DMAs. Subsequently, both Au and Ge size-selected particles are
subjected to sintering during their flight in separate furnaces and then allowed to
pass through a mixing tube. In the mixing tube, particles of Au and Ge having oppo-
site charges form Au-Ge pair particles. After that, the formed Au-Ge pair particles
pass through a sintering furnace in order to obtain Au-Ge alloy nanoparticles. The
formed alloy nanoparticles can be collected on substrates either via low pressure
impactor or electrostatic precipitation. In order to use this approach to produce pair
and subsequently alloy nanoparticles, it is imperative that particles of each type must
carry relatively opposite charges. In addition to this, to prepare well-distinguishable
pair nanoparticles, particles must be spherical in shape. This approach of preparing
alloy nanoparticles is advantageous as the composition of the finally prepared alloy
nanoparticles can be controlled by selecting the Au and Ge particles of desired sizes,
by performing size-selection step.

In the second approach, one electrode made of Au and another made of Ge has
been placed inside the spark chamber. In this case, a mixture of Au and Ge atoms
is produced as a result of co-discharging, which might lead to AuGe alloy nanopar-
ticles after size-selection and sintering steps. In this approach, it is not possible to
control the composition of the synthesized nanoparticles as the evaporation rates of
both the electrodes are not identical during codischarging and the particle formation
itself is not controlled. Cathode material evaporates faster compared to anode ma-
terial. Therefore, depending upon the selection of Au either as anode or as cathode,
the evaporated amount of Au in the initial mixture can be changed in comparison
to Ge. However, it is not possible to control the final compositions of the obtained
composite/alloy nanoparticles.

4.3.2 Synthesis of Au-Ge Pair Nanoparticles

For producing AuGe alloy nanoparticles of controlled composition, the Au and
Ge nanoparticle synthesis setups are coupled together as shown in Fig. 4.11. The
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Fig. 4.11 Schematic diagram of Au-Ge pair nanoparticle synthesis setup

generated aerosols of Au and Ge nanoparticles of desired sizes but carrying opposite
charges are allowed to pass through a long aggregation tube in order to produce
pair particles. During the flow through the long tube, charged Au or Ge nanoparti-
cles may loose their charges, which is problematic because they will also be able to
pass through the electrostatic filter (EF) applied to separate the particle pairs from
the noncollided Au or Ge particles. Therefore, discharging loss is first monitored
by allowing only an Au aerosol of known particle size and concentration to pass
through the long tube. An EF is placed after the long tube to separate out charged Au
nanoparticles, thus allowing to determine the concentration of discharged particles.
The percentage of particles getting discharged, while passing through the long tube,
increases with the increase in the residence time of the nanoparticles, as depicted in
Fig. 4.12. The mechanism of this spontaneous discharging is not clear, but might be
due to spontaneous ion formation such as also occurring in the atmosphere (due to
cosmic radiation).

Pair particle formation has been monitored by online SMPS, prior to depositing
them on a substrate. Au and Ge nanoparticles of Dgm values of 21.7 and 20.9 nm,
respectively, are selected as shown in Fig. 4.13a and b. The Au and Ge nanoparti-
cles have undergone sintering at temperatures of 800 and 400 or 800 ◦C, respec-
tively, before size-selection. As is clear from the measured size distributions, besides
singly charged nanoparticles, both Au and Ge aerosols also contain nanoparticles
having double charges. Subsequently, both Au and Ge aerosols, each with flow
rate of 1 slm, are then combined in the mixing tube of diameter and length of
7.0 and 400 cm, respectively, leading to a residence time of 7.7 min. The mobility
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Fig. 4.12 Percentage of
discharged particles having a
mobility diameter of 28 nm,
as a function of residence
time. The mixing tube has
a diameter of 7.0 cm and a
length of 400 cm
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diameter of a pair (D) consisting of identical mobility diameter (d) particles is given
by D = 1.32 × d. Therefore, the mobility diameter of a nanoparticle pair, formed by
Au and Ge nanoparticles of 21 nm mobility diameters, must be 27.7 nm. Similarly,
the mobility diameter of pair particles should be ∼40 nm when formed by doubly
charged Au and Ge nanoparticles each having a mobility diameter of 31 nm. The size
distribution of the mixed aerosol containing both Au and Ge nanoparticles is moni-
tored after the mixing tube. Figure 4.13c shows the size distribution after mixing of
Au and Ge aerosols. One maximum at 22.5 nm coincides with the selected sizes of
Au and Ge nanoparticles hence, corresponding to the original Au or Ge nanoparti-
cles. The other maximum at 28.9 nm, which is quite close to the value of 27.7 nm, if
21 nm sized Au and Ge nanoparticles form pairs, and thereby indicates formation of
Au-Ge pair nanoparticles. Much more single Au or Ge particles than particle pairs
are detected in that case. On applying 2 kV to the EF after the mixing tube in order
to remove singly charged Au and Ge particles, the curve shows a sharp decrease in
the presence of single particles around 22 nm. Clearly, most of the Au and Ge parti-
cles are now removed, however the Au and Ge nanoparticles which spontaneously
discharge during their residence in the mixing tube cannot be removed. As these
particles would strongly disturb the interpretation of the effect of seed particles on
the VLS mechanism, efforts are now carried out to size separate the pairs from the
single particles.

The SEM micrographs of the mixture of pair particles and single particles are
shown in Fig. 4.14. In the SEM micrograph, sintering of Au and Ge particles is carried
out at 800 and 400 ◦C, respectively. An energy dispersive x-ray spectroscopic (EDS)
analysis by line scan on the Au-Ge pair particle confirms the presence of both Au
and Ge in the pair.
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Fig. 4.13 Tandem DMA measurement showing size distributions of a selected Au nanoparticles , b
selected Ge nanoparticles and c pair formation. Au and Ge nanoparticles are sintered at temperatures
800 and 400/800 ◦C, respectively, before size-selection showing pair formation. Au+Ge indicates,
measurement after mixing aerosols of Au and Ge inside the mixing tube, Au+Ge+EF indicates
that electrostatic filtering is applied to Au+Ge

Fig. 4.14 SEM images showing formation of pair nanoparticles in which Ge nanoparticles are
subjected sintering at a 400 ◦C and b 800 ◦C. The sintering of Au nanoparticles is performed at
800 ◦C

4.3.3 Synthesis of AuGe Alloyed Nanoparticles
by Co-Sparking

Co-sparking between the electrodes of Au and Ge is performed in order to investigate
whether the complicated bipolar mixing procedure can be avoided. With a distance
between the Au and Ge electrodes of ∼1 mm, breakdown is observed to occur at
∼4.1 kV and this value of breakdown voltage changes negligibly with increasing
flow rates from 1 to 10 slm. A study was made of the effect of variation of the gas
flow rate as well as charging current using the SMPS as shown in Fig. 4.15.

It can be seen that at a flow rate of 1 slm, an insufficient number concentra-
tion is generated. At higher flow rates, the number concentration seems to be fairly
independent of the charging current whereas the geometric mean diameter slightly
decreases with the flow rate. For the size-selected samples, a flow rate of 2 slm was
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Fig. 4.15 Variations in a Dgm and b number concentration as a function of charging current at
different carrier gas flow rate

Table 4.1 Atomic percentage of Au and Ge in Au-Ge mixture generated at different charging
current values. The corresponding spark frequencies with the error range are also mentioned

Current (mA) Most probable frequency (±error) Atomic (%)
Au Ge

1 8 (±4) 2 98
2 21 (±8) 3 97
5 55 (±10) 17 83
7 74 (±10) 30 70

subsequently used. By means of EDS, the relative atomic percent (at. %) of Au and Ge
was investigated as function of charging current (Table 4.1). Hereby, occasional larger
particles as a result of splashing were excluded from the analysis, as they play no
role in the size-selected samples.

The atomic percent of Au increases from 3.12 to 30.09 on increasing the spark
frequency (most probable) from 8 to 74 Hz, i.e. increasing charging current from
1 to 7 mA. Noteworthy, in the present setup, Au is acting as an anode, therefore,
will sputter less than the cathode i.e. Ge, which is also clearly reflected by the EDS
measurements. Besides, there is a reasonably increase in at. % of Au, at higher
charging current/spark frequency i.e. at ≥5 mA/74 Hz. During the monitoring of
waveform at charging current 5 mA, reversing of voltage has been observed during
some cycles of discharging, which leads to more evaporation of Au and hence larger
atomic concentration. Therefore, to prepare well-defined AuGe nanoparticles, higher
charging current has been utilized.

For the size-selected AuGe nanoparticles, in-flight annealing was performed at
900 ◦C. Samples were produced at different charge currents as well as different
selected sizes. From the TEM micrographs, in Fig. 4.16, it was found that the particles
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Fig. 4.16 TEM images of the samples prepared with a 55 Hz and b 74 Hz, most probable frequency
and with sintering at 900 ◦C. c Histogram of Au concentration in around 20 nanoparticles of 15 nm
size, as measured by EDS

consisted mostly of multiple crystalline Au crystallites containing some Ge, imbed-
ded in a Ge amorphous matrix. The size of the Au inclusions was found to be a
function of the charging current. It can be concluded that the samples are much more
inhomogeneous than in the case of bipolar mixing. This also becomes clear from the
histogram showing the Au atomic compositions of some 20 individual particles.

4.4 Film Formation by Electrostatic Means

A thin nanoparticle layer is often necessary for the characterisation of properties, such
as particle size, shape, chemical composition and crystallinity. A growing group of
applications require the use of a thin, high-quality film composed of monodisperse
nanoparticles, as the specific size-dependent properties will then be the most promi-
nent. Depending on the application or characterisation technique, one or more of
the following film properties have to be controlled: (1) diameter of the deposit,
(2) film thickness, (3) homogeneity of the deposit and (4) porosity. Furthermore,
process parameters such as gas flow rate and deposition efficiency play a role. There
are three main methods for collecting nanoparticles out of the gas phase on a sub-
strate, low-pressure impaction [4], thermophoretic deposition [13] and electrostatic
precipitation [3]. Here, we concentrate on electrostatic precipitation due to its high
deposition efficiency when the nanoparticles are already charged, the low pressure
loss and the potential to create deposits having large diameters. From an application
point of view, control over the diameter of the deposit (spot size) is important.

In this work, an ESP was developed which does allow to produce a homoge-
neous deposit of nanoparticles. Its performance was investigated using size-selected
nanoparticles in the size range 10–70 nm. The design shown in Fig. 4.17, demon-
strated the best performance. It allows the distance between the nozzle and the sur-
face of the central electrode z to be varied. Further parameters which can be varied
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Fig. 4.17 Final version of the electrostatic precipitator for nanoparticles deposition

are the nozzle diameter dN , the electrode diameter dE , the sample flow rate Qin
and the electrode voltage UESP. Differences to previous versions are: (1) instead of
a tube-like aerosol inlet, a plate with an orifice is used, leading to a more uniform
electric field and a more suitable gas velocity profile without a recirculation zone,
(2) the aerosol does not flow in the vicinity of the isolator, avoiding deposition of
charges on the isolator which causes remnant fields and bad reproducibility, (3) the
gas outlet is placed central, as to obtain the most symmetric outflow profile as pos-
sible which is necessary to obtain perfectly spherical deposits and (4) attachment of
housing to base by means of vacuum suction.

The performance of the ESP was investigated experimentally with the help of
monodisperse nanoparticles in the size range 10–70 nm, generated by means of
evaporating PbS powder from a tube furnace at 680 ◦C, followed by a radioactive
charger (85Kr), a sintering furnace operating at 400 ◦C and a DMA (Model 3085,
TSI, Shoreview, MN, USA). The aerosol flow rate Qin was 1 slm, further z = 10 mm;
dN = 1 mm. The electrostatic deposition efficiency is defined as the ratio between
the number concentration at the outlet of the ESP with and without applying the high
voltage. Figure 4.18a shows that the efficiency increases with the applied voltage,
leading to larger electrostatic forces, and decreases with increasing particles size,
which is a result of the electric mobility decreasing with size. Images of the deposit
were taken with a digital camera (Canon D90), allowing to determine the deposition
diameter. Figure 4.18b shows that the spot size is a strong function of the particle
diameter, and to a lesser extent of the applied voltage. It can be seen that the vari-
ability of the spot diameter is limited when the applied voltage is used as control
parameter. The spot size in case of the smallest nanoparticles is mainly controlled by
the inlet diameter of the nozzle, whereas for the larger particles the spot diameter is
much larger than the nozzle diameter. Notice that the difference in deposition behav-
iour will lead to preferential sampling at different radial positions when depositing
polydisperse aerosols.
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Fig. 4.18 a The deposition efficiency of ESP for nanoparticles with diameters dP of 10, 30, 50
and 70 nm. b The measured deposition spot diameters using PbS nanoparticles with diameters dP
of 10, 30, 50 and 70 nm as function of applied electrode voltage

Fig. 4.19 a The relative height of the deposition spot formed for PbS nanoparticles having a
diameter dP of 30 nm as a function of radial position and electrode voltage UESP. 2D scans were
executed with an Ambios XP 200 contact profilometer being started at the center of the deposition
spot and b a digital image showing a Si wafer with a diameter of 50 mm being covered by PbS
nanoparticles having an equivalent particle diameter dP of 50 nm, by applying an electrode voltage
of 500 V

For the determination of the layer thickness of the deposition spot, a contact pro-
filometer was used (XP 200, Ambios), which measures small surface variations due
to vertical displacement of a stylus as a function of position. Vertical features ranging
in height from 10 nm to 65 µm can be traced by this purely mechanical method. As
the stylus can deplace particles and create particle-free tracks, the measurement was
started in the center of the deposit using a very small force (30 µg), avoiding this
effect. In Fig. 4.19a, the height profile of the deposition spot is shown for 30 nm di-
ameter nanoparticles. The film thickness at the center was 200 nm at UESP = 0.1 kV.
It can be seen that for the higher voltages a Gaussian deposition profile is found,
while for the smaller voltages the deposition profile is constant over a large portion
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of the film, which is clearly the most desired case. In Fig. 4.19b, the homogeneity as
well as the perfect sphericity can clearly be seen.
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Chapter 5
Diffusion Enhancement in FePt
Nanoparticles for L10 Stability

Mehmet Acet, M. Spasova and A. Elsukova

Abstract FePt has a high magnetic anisotropy in the thermodynamically stable L10
phase, so that nanoparticles of this material could remain ferromagnetic at small sizes
and be used for magnetic storage. However, the stabilization of the L10 phase is not
straight forward at small particle sizes, and instead, twinned icosahedral structures
are formed which are thought to be metastable. In order to enhance the formation
of the L10 phase, the lattice has to be agitated so that icosahedral structures will
destabilize. In addition to thermal annealing, we introduce agitation methods related
to oxygen reactive sputtering, nitriding-denitriding, and segregation in FePt nanopar-
ticles prepared in the gas phase. We discuss principally the structural properties of
the particles obtained prior to and after employing the various agitation techniques.

5.1 Introduction

The advancement in high-density magnetic storage media technology relies much
on the progress in developing materials that can sustain memory at small-as-possible
dimensions. The miniaturization of the individual magnetic ‘bits’ is, therefore, one of
the challenges that aims to provide a high-as-possible storage density; next to favor-
able magnetic properties such as substantial magnetization and magnetic anisotropy.
Currently, magnetic storage densities close to the Tb/in2 level are being aimed at; the
attainability being limited by superparamagnetism. Miniature magnets of nanometer
size are therefore by nature attractive materials that could contribute to magnetic
storage media technology.

As the particle size decreases and the superparamagnetic limit is approached, the
magnetic anisotropy energy can overcome the effect of the thermal energy and fix
the direction of the magnetization to provide the ‘bit’ information. If the thermal
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Fig. 5.1 The L10 structure of
FePt. Fe and Pt layers alternate
along the [001] direction. The
structure has a (c/a) < 1
tetragonal distortion
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energy is too high, magnetization orientation can no longer be sustained, and the
storage information is lost. In order to overcome the adversity of the thermal effect,
nanoparticles with high uniaxial magnetic anisotropy are required [1]. FePt and CoPt
compounds in the L10 crystallographic phase (Fig. 5.1) are known to possess a large
magnetic anisotropy energy density, Ku ∼ 7 × 10−6 Jm−3 [2–4]. The magnetic
moment of FePt being somewhat larger than that of CoPt is a further advantageous
factor in applications. For these reasons, we have chosen FePt as the prototype system
for studying the structural and magnetic properties of high magnetic anisotropy
nanoparticles.

Nanostructured FePt can be fabricated as finely grained thin-films [4–7] or as
nanoparticles. Here, we focus on the latter. Nanoparticles can be prepared by chem-
ical processes, where the product is usually a suspension in liquid, or by gas-phase
preparation techniques, where the particles form in the vapor state prior to depositing
onto a sample carrier. Chemical processes yield particles that are usually coated with
organic molecules. These particles usually have a face-centered-cubic (fcc) crystal
structure, and post-deposition annealing is required to stabilize the L10 phase. How-
ever, post-deposition annealing can lead to particle agglomeration and therefore to
unwanted size-growth [8–14]. Additionally, the organic molecules are also affected
by post-deposition annealing so that impurities, mainly carbon, also constitute a part
of the sample.

We use a gas-phase preparation technique that combines rapid cooling of high-
pressure-sputtered (∼1 mbar) FePt to form the particles and their subsequent in situ
annealing in a single apparatus as discussed in Sect. 5.3. Gas-phase preparation has
the advantage of having particles that are free of any organic material. Because the
particles are annealed in the gas phase itself, post-deposition annealing is not required
to form the L10 structure [15–19]. The drawback of the gas-phase method is that the
yield is relatively lower than that in chemical methods. Both methods are capable
of producing self-organized arrays on substrates [20, 21]. For self-organization of
gas-phase prepared particles the substrate surfaces have to be coated with organic
material prior to deposition [22, 23].

Although L10 is thermodynamically the stable structure of FePt at room tem-
perature, this structure does not readily occur in nanoparticles unlike the case in
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Fig. 5.2 Nanoparticle
generator

bulk form. This is true for nanoparticles prepared both by wet chemical and gas-
phase methods. The fcc-L10 order/disorder transformation requires the diffusion of
the constituent atoms and relies on the availability of vacancies over which atoms
can exchange positions and acquire their equilibrium positions. It is thought that if
vacancies are not present, or at least insufficient, diffusion cannot take place, and the
system remains in the metastable fcc state.

To sort out this issue, we have undertaken a series of studies where we aim to
enhance the diffusion in fcc FePt gas-phase prepared nanoparticles. This we do
essentially by reactive sputtering, where we introduce oxygen or nitrogen along with
argon in the sputtering process. Oxygen is expected to act as a surfactant, and nitrogen
is expected to be trapped interstitially during the initial coagulation into nanoparticles.
In both cases, subsequent in situ annealing releases the oxygen surfactant or the
nitrogen interstitial; in the process in which diffusion is expected to be enhanced. We
additionally investigate the effect of enhanced diffusion stimulated by substitutional
atoms in FePt. We introduce Cu into the FePt matrix, and study the structure of
annealed and non-annealed particles. We report on the magnetic properties of FePt
nanoparticles prepared under these various conditions. The studies are undertaken
using transmission electron microscopy (TEM) and magnetization.

5.2 Gas-Phase Preparation of FePt Nanoparticles

Although sputtering and in-flight annealing serves as a “clean” method to prepare
FePt nanoparticles, the L10 state is not readily stabilized. Instead, random solid
solutions of Fe and Pt are formed with multiply twinned icosahedral or polycrystalline
fcc structures due to lack of diffusion in particles of several nanometers. Therefore,
diffusion has to be (and can be) promoted by employing various techniques. However,
before introducing and discussing these techniques, we review briefly the properties
of gas-phase prepared FePt nanoparticles.

FePt nanoparticles are produced by in-flight annealing of primary particles
obtained by high-pressure (0.5–1 mbar) Ar-sputtering of FePt alloy targets. The
nanoparticle-generator setup is shown schematically in Fig. 5.2. The sputtering
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Fig. 5.3 Overview of particles prepared at Ts = 1,273 K and at pressures a 0.5 mbar, b 1.0 mbar,
c 1.5 mbar, and d 2.0 mbar (after [15])

chamber is surrounded by a cold-shield cooled with liquid nitrogen so that the sput-
ter product is rapidly cooled in the presence of He exchange gas introduced along
with Ar. This causes the sputter-product to coagulate and to form primary nanoparti-
cles. The primary particles are carried further through the furnace with the gas-flow
and are annealed in situ at elevated temperatures prior to depositing onto a substrate.
The residence time of the particles within the sintering furnace is about 0.05–0.10 s
and depends on the gas-flow. The particle sizes can be controlled between about
5 and 20 nm depending on the chosen parameters such as, pressure, gas-flow, and
sintering temperature [15].

An example of the pressure dependence of the particle size is shown in the TEM
images in Fig. 5.3a–d, where the chamber pressure p ranges from 0.5 to 2 mbar with
the sputtering time constant at 20 min. The coverage is low for p = 0.5 mbar and
becomes higher above 1.0 mbar. The size distribution also appears to broaden with
increasing pressure. Indeed, the size distributions given in Fig. 5.4a, b for particles
prepared under 0.5 and 1.5 mbar, respectively, show that for p = 0.5 mbar, the mean
particle diameter is about 6 nm with a geometric standard deviation σ = 1.1, whereas
for particles prepared at p = 1.5 mbar, the mean particle diameter is about 8 nm with
σ = 1.3. The broadening of the distribution with increasing pressure is related to an
increased particle concentration because of increased sputter yield. This results in
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Fig. 5.4 Size distributions
of particles prepared at Ts =
1,273 K under a 0.5 mbar and
b 1.5 mbar. The data are fitted
by log-normal distribution
functions

an increase in the probability for interparticle collisions to occur, thereby enhancing
the agglomeration.

The particle size is an important parameter that influences the morphology and
the crystal structure. Figure 5.5a shows a HRTEM image of a twinned icosahedral
particle prepared under p = 1.0 mbar and Ts = 600 ◦C. The twin-boundary is indi-
cated by the heavy white line in the figure. Figure 5.5b shows the power spectrum
of the particle pertaining to the twinned structure. The particles prepared at a higher
sintering temperature, Ts = 1,000 ◦C, show more crystalline nature, and the number
of multiply twinned particles decrease. Some of these particles also show L10 order-
ing as seen in a typical HRTEM image in Fig. 5.6a. The particle is oriented close
to the [1 0 0] zone axis, and the ordering is observed by the contrast of the lattice
planes along the [1 0 0] direction. The corresponding power spectrum is shown in
Fig. 5.6b, where {0 0 1} superstructure reflections are indicative of the L10 struc-
ture. The power spectrum gives a c/a ratio of 0.975 in good agreement with earlier
studies on bulk specimens (0.96–0.98) [24, 25], providing further evidence for the
formation of the L10 phase.

The morphology of the particles in relation to preparation parameters are summa-
rized in Fig. 5.7. In the given sintering temperature ranges only icosahedral particles
are formed at low sputtering pressures, whereas polycrystalline and L10 form at
higher pressures; the L10 formation requiring also higher sintering temperatures.
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Fig. 5.5 HRTEM image of an FePt nanoparticle prepared under 1.0 mbar and Ts = 873 K.
a Twinned particle. The twin boundary is shown with the heavy white line. b Power spectrum
of the image in (a)

Fig. 5.6 HRTEM image of an FePt nanoparticle prepared under 1.0 mbar and Ts = 1,273 K. a
HRTEM micrograph of a single crystal region of an FePt nanoparticle observed along the [1 1 0]
zone axis. b The power spectrum of the marked area in (a)

Fig. 5.7 The L10 structure of
FePt. Fe and Pt layers alternate
along the [001] direction. The
structure has a (c/a) < 1
tetragonal distortion

Certainly, higher sputtering pressures lead to larger particle size, as evidenced in
Fig. 5.4. Larger particle size facilitates L10 stabilization, mainly because the prob-
ability of introducing lattice imperfections—especially vacancies—increases. This
provides the necessary diffusion to form the L10 phase that readily stabilizes in bulk
samples.
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5.3 Diffusion Enhancement in FePt

FePt particles with twinned structures have low magnetic anisotropy and are unsuit-
able for magnetic data storage. In order to produce ferromagnetic nanoparticles, it is
necessary to avoid their formation. We now discuss various methods that are expected
to enhance atomic diffusion in FePt nanoparticles so that the high-anisotropy L10
phase can be formed. The methods are based on (1) using oxygen as surfactant in
the sample preparation process, (2) introducing nitrogen as ‘mobility enhancer’, and
(3) taking advantage of the segregation of a third element introduced into FePt to
enhance diffusion.

5.3.1 Oxygen Mediated Destabilization of Twinned Structures

It is known that in the gas-phase based preparation of transition metal nanoparticles
(e.g., Cu or Ni), the formation of twinned structures is suppressed in the presence of
oxygen, and single crystalline particles are favored [26–28]. We adopt this method for
gas-phase prepared FePt nanoparticles and show the influence of reactive sputtering
with oxygen on the structural properties.

Particles obtained under various oxygen concentrations and sputtering pressure
p = 1.0 mbar are shown in Fig. 5.8a–c. With increasing concentrations of oxygen,
the mean particle size decreases, and the particle size distributions broaden. At an
oxygen concentration of 1.7 % (Fig. 5.8d), the particles agglomerate, and by further
increasing the oxygen content to 3.4 % (Fig. 5.8e), the size of the particles making
up the agglomerate decrease to 1–2 nm. Normally, sintering at elevated temperatures
should lead to an increase in particle size and to the formation of particles with
spherical morphology. However, it appears that oxygen modifies the growth charac-
teristics in the nucleation zone. At the early stage of growth, the particle sizes are
smallest and the influence of the particle’s surface is greatest. There are two main
effects of oxygen on free surfaces of FCC metals: (1) Diffusion of oxygen on a
metal surface is slower than the surface self-diffusion of the metal so that it leads
to an increase in the activation energy for surface diffusion (reduced surface diffu-
sivity) as in Cu and Pt [29, 30]. (2) Oxygen can also reduce the surface free energy
of metals (e.g., Cu, γ -Fe, Ni [27, 30, 31]). If the surface diffusivity is reduced,
the critical size for nucleation decreases leading to smaller primary particles. At
the same time, the nucleation rate and, thereby, the particle number concentration
increases [32]. Without oxygen, the particle number concentration is just below the
critical limit for interparticle collisions [15]. The higher nucleation rate leads to the
onset of particle–particle collisions and, as a result, agglomeration sets in. How-
ever, effect (2) gains weight by further increasing the oxygen concentration to 6.6 %
leading again to nonagglomerated individual particles (Fig. 5.8f). The size of the
particles increase again as also shown in Fig. 5.9. When the second effect gains
dominance, oxygen reduces the surface free energy giving once again rise to the
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Fig. 5.8 TEM images of FePt
nanoparticles prepared at
different oxygen con-
centrations. The particle
sizes and the geometri-
cal standard deviation are
indicated in the panels.
a No oxygen, b 0.5 %,
c 0.9 %, d 1.7 %, e 3.4 %, and
f 6.6 %. The particles are sin-
tered at Ts = 873 K

Fig. 5.9 Oxygen concentra-
tion dependence of the particle
size
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Fig. 5.10 HRTEM micro-
graphs of particles as prepared
at different oxygen concentra-
tions. a No oxygen, b 0.5 %,
c 0.9 %, d 1.7 %, e 3.4 %,
and f 6.6 %. The particles are
sintered at Ts = 873 K

formation of larger particles. Since the gas pressure is kept constant and, thereby, the
collision time is not affected, the coalescence properties in the presence of a critical
amount of oxygen have to be modified. A similar effect has also been observed for Cu
nanoparticles [27].

The crystal structure of the FePt nanoparticles prepared under various oxygen
concentrations are shown in Fig. 5.10. Particles prepared in the absence of oxygen
have icosahedral structures [33]. Figure 5.10a shows a typical icosahedral particle
along its 2-fold axis [34]. At low oxygen concentrations there is no major modification
of the morphology as in Fig. 5.10b where the icosahedral particle is oriented with its
3-fold symmetry axis parallel to the viewing direction. When the oxygen content is
further increased, single crystal fcc particles begin to form as seen in Fig. 5.10c. In
Fig. 5.10d, we show a HRTEM image of agglomerated particles prepared under 1.7 %
oxygen, where the crystalline nature of the polycrystalline particle becomes more
apparent. At 3.4 % oxygen (Fig. 5.10e), the crystallinity once again decreases, and the
minimum particle size is reached (cf. Fig. 5.8e). At higher oxygen concentrations,
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Fig. 5.11 Electron diffraction
of FePt nanoparticles prepared
under different oxygen con-
centrations. The vertical lines
indicate the position of Bragg
peaks for bulk FePt. The gray
lines show reflection positions
for iron oxides

the particle size increases again and mainly cuboctahedral single crystal fcc FePt
nanoparticles are observed (Fig. 5.10f).

Figure 5.11 shows electron diffraction patterns obtained from FePt nanoparticles
shown in Figs. 5.8 and 5.10. The reflection positions agree with those for bulk FePt
(black bars). The peaks broaden with increasing oxygen concentration indicating
decreasing crystallite size. At 3.4 %, the peaks are broad in agreement with the small
size and the low degree of crystallinity. At 6.6 % oxygen the crystallinity is recovered.

These results show that reactive sputtering with oxygen enhances the diffusion
so that predominantly crystalline nanoparticles are stabilized. However, with this
method, the formation of the L10 phase is not observed with the preparation condi-
tions employed.

5.3.2 L10 Stabilization by Interstitial Nitriding–Denitriding

If nascent nitrogen can be introduced into FePt nanoparticles during particle coag-
ulation in the condensation chamber (nitriding), it can then be allowed to effuse by
in-flight annealing (denitriding), and while effusing, nitrogen can agitate the lattice
and enhance the atomic mobility of Fe and Pt. This can favor the formation of the
L10 phase. In an FCC lattice, nitrogen takes up octahedral interstitial positions in Fe
alloys and effuses out of the lattice above 700 ◦C [35]. The method was employed in
FePt thin films grown by reactive sputtering with nitrogen that gave rise to enhanced
coercivity due to L10 formation when the films were annealed [36, 37]. This process
can also take place in gas-phase prepared FePt nanoparticles as discussed below.

We show in Fig. 5.12a, a TEM image of FePt nanoparticles prepared in the absence
of nitrogen at a sputter pressure of 0.5 mbar and an annealing temperature of 1,000 ◦C.
The particles have a mean diameter of 6 nm. The upper part of Fig. 5.12b shows a high
resolution image of a typical particle with multiply twinned icosahedral morphology.
The image shows contrast related to an icosahedron along its 3-fold symmetry axis.
The power spectrum of the image, shown in the lower part of Fig. 5.12b, exhibits the
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Fig. 5.12 Particles prepared
in the absence of nitrogen.
a Low magnification image.
b Upper panel is a high
resolution image showing the
multiply twinned morphology
of the particles. The lower
panel is the power spectrum
exhibiting the characteristic
elongated {111} reflections

characteristic pattern with elongated {111} reflections. These particles are stable up
to an annealing temperature of 1,200 ◦C and no L10 ordering occurs. About 87 % of
the particles prepared under such conditions are multiply twinned and the remaining
are polycrystalline FCC.

Figure 5.13a shows a TEM image of particles prepared by nitrogen reactive sput-
tering. The remaining conditions are the same as for preparing particles without
nitrogen. The particles again have a mean diameter of 6.0 nm. The HRTEM image
in the upper part of Fig. 5.13b shows a single-crystalline FCC FePt nanoparticle
where the plane of the figure is perpendicular to the [110] direction. The particle is
bounded by {100} and {111} facets and has a cuboctahedral morphology [38, 39].
The power spectrum of the image in the lower part of Fig. 5.13b is indicative of
the FCC structure. In the presence of nitrogen, the amount of icosahedral nanopar-
ticles reduces substantially from 87 to 6 %. Single-crystalline particles amount to
70 %, while the remaining 24 % are polycrystalline. The image in the upper part of
Fig. 5.13c exhibits bright and dark contrasts of the lattice planes which is due to the
ordering in the L10 structure. The power spectrum in the lower panel shows {001}
superstructure reflections confirming the presence of the L10 structure.

The layered contrast in Fig. 5.13c can be observed only when the particles are
favorably aligned with respect to the electron beam meaning that not all particles
in the L10 state can be observed. Using a statistical method [40], we estimate that
about 70 % of all single crystalline and polycrystalline FePt nanoparticles have an
L10 structure.

The morphology diagram of the of FePt nanoparticles prepared by reactive sput-
tering under various nitrogen concentrations is summarized in Fig. 5.14. Sputtering
in the presence of nitrogen leads to considerable changes in structure and morphology
of the particles, and under optimum conditions, the L10 phase can be stabilized.

Electron energy loss spectroscopy (EELS) and X-ray absorption spectroscopy
(XAS) studies on primary and sintered particles provide information about the incor-
poration of nitrogen in the lattice structure of FePt. Figure 5.15 shows EELS spectra
of primary and sintered particles in the energy range from 380 to 500 eV with the
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Fig. 5.13 Particles prepared in the presence of nitrogen. a Low magnification image. b The upper
high resolution image shows an FCC cuboctahedral particle with (111) and (100) facets. The lower
panel shows the power spectrum related to the FCC structure. c L10 particle (upper panel) with
alternating bright and dark layers along the c-axis. The lower panel shows the power spectrum
related to the L10 structure

Fig. 5.14 The morphology diagram of FePt nanoparticles prepared by reactive nitrogen sputtering

background subtracted. Smoothed data by adjacent averaging is shown with the heavy
lines. The spectrum for primary particles shows a peak at the nitrogen ionization edge
at about 400 eV confirming that nitrogen is introduced into the FePt structure [41].
The spectrum for the sintered particles show no feature at this energy indicating that
nitrogen is expelled from the particles on annealing.

XAS studies give a clearer indication and further confirm the presence of nitro-
gen in the structure. Figure 5.16 shows the normalized XAS in the energy range
395–410 eV. The spectrum of the primary nanoparticles (filled circles) shows two
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Fig. 5.15 Background treated
EELS data on primary and
sintered particles. For better
visualization, the data are
smoothed by 20-point adjacent
averaging and shown with the
heavy line

Fig. 5.16 XAS spectrum
of the primary and sintered
nanoparticles

pronounced absorption features with maxima at about 398 and 401 eV. The first
corresponds to the the binding energy range of various iron nitrides measured using
X-ray photoelectron spectroscopy [42, 43]. The second peak in the XAS spectrum
centered around 401 eV is due to the presence of molecular nitrogen, which is either
trapped or adsorbed on the surface of the particle. The spectrum of the sintered
nanoparticles is shown with open circles. The spectrum shows no substantial fea-
ture, indicating that nitrogen has been expelled out of the particles during sintering.

5.3.3 L10 Stabilization by the Mobility Enhancement
of a Substitutional Element

A further method that can be used to stabilize the L10 structure of FePt is to add a third
element to the compound that would segregate on annealing (at least partially) such
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Fig. 5.17 Structural characterization of primary Fe–Pt–Cu nanoparticles. a Low magnification,
b high resolution (beam along [011]), c power spectrum of area shown in (b)

as Cu. Sputtering an Fe–Pt–Cu target under conditions similar to those for preparing
FePt nanoparticles would first yield a nanoparticle as a metastable solid solution of
Fe–Pt–Cu due to rapid condensation in the nucleation chamber. When the particle is
annealed in flight, Cu is expected to partially segregate when the Cu concentration
is higher than its solubility limit in Fe–Pt. On doing so, the mobility of the atoms
is expected to increase, and the L10 can be expected to form. Studies on thin films
of Fe–Pt–Cu have shown that post-preparation annealing of the films have indeed
led to the stabilization of the L10 structure with which the particles also exhibited a
substantial coercive field.

Fe–Pt–Cu was sputtered under p = 0.5 mbar and obtained as primary particles
and as particles in-flight-annealed at 1,000 ◦C. The composition of both primary and
annealed particles is determined as (Fe50Pt50)75Cu25. Figure 5.17 shows structural
characterization of the particles using TEM. Figure 5.17a shows that the particles are
fairly monodisperse, and the size is roughly 6 nm. A representative high resolution
image in Fig. 5.17b shows that the particles have a high degree of crystallinity, and
no icosahedral particles are observed. The power spectrum of the selected area shown
in Fig. 5.17c indicates that the particles have an FCC structure.

The structural characterization of the annealed particles in Fig. 5.18a show that
in-flight annealing of the particles definitely alter the structure. The size of the par-
ticles are nearly the same, as seen in Fig. 5.18b, however, the structure is now L10.
This is also confirmed by the power spectrum given in Fig. 5.18c, where {0 0 1}
superstructure reflections are observed.

At 25 % Cu concentration, Fe–Pt–Cu can only form a metastable random solid
solution when rapidly cooled, as would be the case when the particles rapidly coag-
ulate in the plasma chamber. On annealing, partial segregation would have to occur
that could lead to a compositional gradient leaving behind Cu-rich areas. These prop-
erties have to be further studied to give the true compositional range of the occurrence
of the L10 phase in Fe–Pt–Cu. Nevertheless, the L10 phase definitely forms in these
alloys.
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Fig. 5.18 Structural characterization of Fe–Pt–Cu nanoparticles in-flight annealed at 1,000 ◦C.
a Low magnification, b high resolution (beam along [011]), c power spectrum of area shown in (b)

5.4 Conclusion

The search for high-magnetic-anisotropy nanoparticles remains a topic of current
research with the aim of producing magnetically stable nanoparticles for high-density
magnetic storage media. FePt in nanoparticle form is certainly a candidate, but much
remains to be learned about the L10 phase properties of these particles. In particular,
how it will be possible to stabilize this phase routinely at small sizes, and how the
monodispersity can be better controlled are basic questions related to the structural
aspects of the problem, with which we have mainly dealt with here. The aspect of
magnetic properties and the problems related to it is another topic of its own.

FePt does not readily stabilize in the L10 phase and icosahedral structures are
favored especially at small sizes. However, since the icosahedral structure is normally
not the thermodynamically stable sate, inducing somehow lattice agitation can cause
the structure to destabilize and form the L10 structure. In this work, we have shown
that reactive sputtering with oxygen, nitriding–denitriding, and inducing segregation
are all methods that provide lattice agitation that destabilize the icosahedral structure.
It is now necessary to pursue these studies by optimizing parameters and introducing
new lattice agitation techniques to aid the formation of the L10 phase in FePt.
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Chapter 6
Simulation of Cluster Sintering, Dipolar
Chain Formation, and Ferroelectric
Nanoparticulate Systems

Anna Grünebohm, Alfred Hucht, Ralf Meyer, Denis Comtesse
and Peter Entel

Abstract Magnetic and ferroelectric nanoparticles are subjects of increasing basic
research for future technologies. In this work Fe and Ni clusters and near-ferroelectric
TiO2 clusters have been chosen as representatives in order to discuss fundamental
issues such as sintering of magnetic and near-ferroelectric clusters as well as config-
urations resulting from cluster agglomeration due to magnetic dipolar interactions.

6.1 General Introduction

The formation, structure, and properties of nanoparticles grown in the gas or liquid
phase belongs to an active field of basic research, which is of interest for future
applications in different areas, ranging from computer technology to catalytic and
biomedical applications (e.g., see [1, 2]). Besides this, magnetic nanoparticles show
a variety of additional properties when compared to non-magnetic particles (for
an overview, see [3]), which can often be attributed to the anisotropic and long-
range dipolar interaction between the particles. For example, in recent experiments
on magnetic nanoparticles with high mobility the formation of chains, rings, and
network-like structures has been observed [4–6]. Using a classical model, we discuss
the influence of particle size and temperature on the chain formation in Sect. 6.2.
When nanoparticles are produced in the gas phase, a certain degree of agglomeration
of the nanoparticles into larger units is difficult to avoid. In addition to a change in the
size of the particles, the agglomeration leads to irregularly shaped entities with lattice
defects due to the misalignment of the crystal lattices of the agglomerated particles.
These structural shortcomings can lead to substantial variations of the secondary
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particles’ physical properties and make it more difficult to control the quality of the
product.

In order to reverse the negative effects of agglomeration and to obtain particles
with regular shapes and well-controlled properties, gas phase-produced nanoparticles
are typically sintered. During the sintering, the particles are heated to temperatures
of several hundred Kelvin above the room temperature. At these elevated temper-
atures, the tendency of the particles to minimize their excess energy caused by the
surface and lattice defects leads to the removal of most of the structural defects and
the formation of nearly spherical particles. Although the general principle of the
nanoparticle sintering is easy to understand, there are many open questions concern-
ing the details of the process. In Sect. 6.3 we focus on the following issues: by which
mechanisms can the crystal lattices of agglomerated nanoparticles be aligned? What
are the remaining structural defects after the sintering? What is the time scale of the
dominant diffusion process driving the sintering process? And, how do agglomer-
ation or sintering processes interplay with structural phase transitions? In order to
address these questions we have performed molecular-dynamics (MD) simulations
of the agglomeration and sintering of two nanoparticles.

Nanocomposites which consist of several agglomerated or sintered nanoparticles
possess advantages over conventional materials such as exceptional mechanical prop-
erties, and the use of mixed composite systems allows for multifunctional devices on
small length scales. In this context, especially the mixture of ferroelectric or para-
electric materials with a high polarization response together with magnetic materials
may serve as multicomponent, multiferroic, or magnetoelectrical coupled materi-
als. In such multicomponent systems the ferroelectric and ferromagnetic phases are
coupled through strain effects and hybridization at the interfaces. Thus, they can
overcome the failure of single-phase materials, which do not show a considerable
magnetoelectric effect at room temperature due to the different origins of the ferroic
properties [7]. While ferromagnetism is mainly moderated through highly localized
d- and f -electrons, the ferroelectricity is mainly moderated by cation off centering
which is based on empty d-shells. Recently, it has been shown that ferroelectricity
can appear in dimensions of several Å, see review [7], and thus the formation of
multistructures at the nanorange is indeed possible. As a first step into the direction
of multiferroic nanocomposites, we study the interaction and agglomeration of oxidic
nanoparticles with a large polarizability and their possible ferroelectric behavior in
Sect. 6.4. As the high polarizability of such oxidic systems makes the use of model
potentials questionable, we perform density functional theory simulations instead.
Here, we have to restrict ourselves to the simulation of the particle interaction and
first agglomeration steps at T = 0 K. In return we are able to describe the atomic
arrangement and electronic structure on an ab inito level.

6.1.1 Methods

In order to study the structural properties of pairs of nanoparticles during agglomer-
ation and sintering, we have employed the method of MD simulations in Sects. 6.2
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and 6.3. For an overview of this method, see [8]. In a MD simulation the classical
equations of motion of an ensemble of particles are integrated numerically. Since the
method can be used on an atomistic level, the evolution of structural defects can be
studied in great detail and with precise time information. In addition to this, there are
no restrictions on the positions of the atoms so that arbitrary defect configurations
can be studied with MD simulations.

In order to integrate the equations of motions of the atoms, a MD simulation
needs to employ a model for the forces acting upon the atoms. Although density
functional theory methods (DFT) can in principle be used for this task [9], their use
is restricted to several hundreds of atoms and tiny periods of a MD simulation even
on supercomputers.

We used instead semi-empirical many-body model potentials of the embedded-
atom method [10, 11] (Sect. 6.3.2) and tight-binding second-moment [12]
(Sect. 6.3.1) type which are computationally much less demanding and therefore
allow for longer simulations of larger systems. Even with such model potentials the
sintering simulations remained challenging since the diffusion processes that play
an important role in the sintering process require long simulations in the nanosecond
range.

Attention had to be paid to the control of the temperature of the system over
the course of the simulation. During the simulation the reduction of surface area
and removal of defects leads to a reduction of the potential energy. The excess
energy is initially converted into kinetic energy and thus increases the temperature
of the system. In a real situation, the excess energy is eventually removed from
the particle through collisions with atoms of the surrounding gas. Since there is no
surrounding gas in our simulations we employed the Nosé-Hoover thermostat method
[13] (Sect. 6.3.1), respectively, the Andersen thermostat [14] (Sects. 6.2, 6.3.2) to
keep the temperature in our system constant.

In Sect. 6.2 we are focusing on the large dipolar interaction between different
magnetic particles. Because of this, it is not necessary to calculate the particle inter-
actions on an atomistic level within our MD simulation. Instead, we make use of a
simple particle–particle interaction potential, which includes magnetic interactions
explicitly, for details, see Sect. 6.2.

In Sect. 6.4 we use DFT to study the oxidic and highly polar TiO2-system. In
contrast to metallic systems, simple model potentials cannot describe the high polar-
izability and thus the large dependency of the electronic charges on the local atomic
arrangement. These properties are especially important for applications and have a
large influence on sintering and agglomeration, see [15]. In the past, nanoparticles
and sinter processes of TiO2 nanoparticles have been investigated by means of var-
ious MD calculations, in part by employing highly sophisticated model potentials
and corresponding variable-charge MD.

Until now, it is not clear whether all system properties are described properly, as
these highly optimized potentials have a low transferability and although structural
properties are reproduced for the different TiO2 morphologies anatase and rutile,
important properties such as the Born effective charges, which are very important
for possible ferroelectric applications are drastically underestimated [16]. As DFT
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simulations are computationally very demanding we are not able to perform finite
temperature MD simulations. Instead, we stick to T = 0 K and model the basic
features of the nanoparticle interaction through pressure-induced agglomeration by
a gradual shrinking of the particle–particle distances with successive relaxation of
the atomic positions with the conjugate gradient method.

6.2 Molecular-Dynamics Simulations of the Dipolar-Induced
Formation of Magnetic Nanochains and Nanorings

In this chapter, we present results for a diluted gas of spherical magnetic nanopar-
ticles. The simulations are performed at fixed volume V , particle number N , tem-
perature T , and magnetic field B = 0; for a discussion of finite magnetic fields,
see [17].

We use the simple interaction potential Ui j = U d
i j + U h

i j of two particles i and j

at distance ri j = r j −ri , where U d
i j is the long-range anisotropic dipolar interaction,

U d
i j = μ0μ

2

4πr3
i j

[
μ̂i · μ̂ j − 3

(
μ̂i · r̂i j

) (
r̂i j · μ̂ j

)]
(6.1)

with r̂i j = ri j/ri j , and U h
i j as a sufficiently rigid isotropic hard sphere interaction.

The total potential energy of N particles in an external magnetic field B is thus
given by

U = 1

2

N∑
i �= j

Ui j −
N∑

i=1

B · μi . (6.2)

Here, we neglect quantum mechanical effects which lead to, e.g., size-dependent
magnetic moments in Fe particles with less than 1,000 atoms [18]. Due to the
explicit use of magnetic interactions the calculation of the particle trajectory has to be
extended by the orientations of the magnetic moments, μi (t), of the particles under
the influence of the force Fi = F(ri , t) and the local magnetic field Bi = B(ri , t)
given by

Fi = −∂U

∂ri
, Bi = −∂U

∂μi
. (6.3)

As the magnetic moment μi is assumed to be pinned within the particle by intrinsic
anisotropies, the local magnetic field Bi will provide a torque Mi = μi × Bi to the
particle. The resulting equations of motion have the form
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Fig. 6.1 Kinetic energy ekin,
potential energy u, and total
energy etot of a 3d system with
N = 9 particles as function
of temperature T for different
system sizes L̃ , as obtained
from the molecular dynamics
simulation. The transition
temperature Tc is shown as
dotted line. Figure taken
from [17]
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ṗi = mr̈i = Fi , (6.4)

L̇i = I ω̇i = Mi = μi × Bi , (6.5)

μ̇i = ωi × μi , (6.6)

where pi is the momentum, I = mσ 2/10 is the moment of inertia of spheres with
diameter σ , and ωi is the angular velocity of the i th particle.

Due to the long-range dipole interaction the MD algorithm scales with N 2 and we
restrict N to rather small values below 50 particles in order to get reliable equilibrium
results. As we want to compare our results to experiments done in the gas phase
[4, 6], we consider systems with very low particle densities and focus on the case
system size L → ∞ at fixed N . Figure 6.1 shows the reduced kinetic energy ekin =
〈Ekin〉/E0 N , the reduced potential energy u = 〈U 〉/E0 N , and the reduced total
energy etot = 〈E tot〉/E0 N versus reduced temperature for a system consisting of
N = 9 particles, with different linear size L̃ = L/σ in three dimensions, where the
ground state energy of two particles in contact,

E0 = μ0μ
2

2πσ 3 , (6.7)

denotes the energy scale. N = 9 is just one particular choice, N > 9 yields similar
results but larger statistical errors. It can be seen that the potential energy u develops
a jump with growing system size L , which results in a jump in the total energy etot, as
the kinetic part is simply proportional to temperature in the canonical ensemble. The
L-dependence of u stems from the fact that in a finite simulation volume particles
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Fig. 6.2 Finite-size scaling
plot of the potential energy u
and specific heat cV (inset)
as function of the scaling
variable x . Figure taken
from [17]
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which leave the bound state, chain, or ring, are reflected back towards the structure
by the boundaries. Thus, the bound state is more stable in small volumes than in large
or even infinite volume. This effect broadens the width of the transition and shifts the
effective transition temperature Tc(L) to higher temperatures for smaller L . In order
to determine the nature of the transition as well as the critical temperature Tc, a finite-
size scaling plot of the potential energy u(T ) is shown in Fig. 6.2, together with the
specific heat at constant volume and constant number of particles, cV = ∂u/∂T |V,N .
Using the scaling variable

x =
(

T

Tc
− 1

)
L̃ + a

L̃
, (6.8)

a data collapse both in u(T ) and in cV (T ) can be achieved, leading to an estimation
for the critical temperature Tc,

kBTc = 6.0(6) × 10−2 E0. (6.9)

The constant a describes corrections to scaling and has the value a = 25(3). The
fact that no rescaling is necessary in u shows that the transition is of first order.

In our model E0 depends on the size σ and magnetic moment μ of the particle
via Eq. (6.7), leading to a simple dependence of the critical temperature Tc on the
considered type of nanoparticles. For instance, Fe nanoparticles with a diameter of
σ ≈ 6 nm (104 atoms) have a saturation magnetization of μ ≈ 2.2 × 104μB, where
μB is the Bohr magneton. The critical temperature for the Fe nanoparticles follows
from Eq. (6.9) to Tc ≈ 140 K. A resulting phase diagram for magnetic nanoparticles
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Fig. 6.3 Phase diagram of
magnetic nanoparticles as
function of particle size σ and
temperature T . Shown are the
melting temperature (dotted
black), the Curie temperature
(dashed blue), and the chain
building temperature, both
with constant moment μ

(long dashed pink) as well as
with temperature-dependent
moment μ(T ) (thick red), see
text. Taken from [17]
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is depicted in Fig. 6.3, where Tc(σ ) is shown as a dashed red line. As to lowest
order, Tc(σ ) ∝ σ 3, it has to be compared to other characteristic temperatures like
the Curie temperature TCurie and structural transition temperatures, e.g., the melting
temperature TMelt, in order to determine the validity of the theory. Hence these two
temperatures, which are size dependent as well, are also depicted schematically
for typical magnetic systems. The finite-size form of TMelt can be approximated
to lowest order using energetic arguments to give TMelt(σ )/T ∞

Melt = 1 − σMelt/σ

with material-specific constant σMelt [19]. In the case of the magnetic transition,
standard finite-size scaling theory gives, again to lowest order, a temperature shift
of the form TCurie(σ )/T ∞

Curie = 1 − (σCurie/σ)1/ν , with the exponent of magnetic
correlations ν and constant σCurie [20]. As the magnetization μ vanishes at TCurie as
μ(T ) = μ(0)(1 − T/TCurie)

β with critical exponent β, and as E0 is proportional
to μ2 (Eq. (6.7)), we can calculate a corrected T sc

c (σ ) with temperature-dependent
magnetic moments as solution of the self-consistency equation

T sc
c (σ )

Tc(σ )
=

(
1 − T sc

c (σ )

TCurie(σ )

)2β

, (6.10)

shown in Fig. 6.3 as thick red line. We used the parameters T ∞
Melt = 1,743 K, σMelt =

1 nm, T ∞
Curie = 1,043 K, aCurie = 2.5 nm, ν = 0.7, and β = 0.33. For small particles

T sc
c (σ ) ≈ Tc(σ ), as the rhs. of Eq. (6.10) is approximately unity. On the other hand,

for big particles T sc
c (σ ) ≈ TCurie(σ ), as now the lhs. of Eq. (6.10) is vanishing.

In conclusion, Fe nanoparticles can undergo a phase transition from ferromag-
netic chains/rings to a ferromagnetic gas for particle sizes below approximately
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20 nm, while for larger particles the transition goes from ferromagnetic chains/rings
directly to a paramagnetic gas. Although this transition disturbs the uniform growth
of magnetic nanoparticles from the gas phase onto a substrate, it may serve as a new
self-organized building mechanism of one-dimensional magnetic structures.

6.3 Molecular-Dynamics Simulations of Metal Cluster
Agglomeration and Sintering

In this section we describe MD simulations of the agglomeration and sintering of
metallic nanoparticle pairs. The aim of these simulations is to obtain a better under-
standing of the dynamics of structural changes and lattice defects during the coales-
cence of nanoparticles.

For the structural analysis of the results of our simulations we employed the
common neighbor analysis (CNA) [21] which is a topological short-range analysis
that can be used to assign a local crystalline order to individual atoms. It is most
effective for the identification of close-packed structures like fcc and hcp but it can
also be used to identify bcc order. This analysis is a highly effective method for the
identification of structural defects in fcc metals since common defect structures have
characteristic CNA signatures. Stacking faults, e.g., show up as a double layer of
atoms with an hcp environment whereas a single layer of hcp atoms in a fcc matrix
signals the presence of a twin boundary. Similarly this method can be used to identify
certain low-energy surfaces of fcc and bcc lattices.

6.3.1 Sintering of Nickel Nanoparticles

In order to get insight into the evolution of structural defects during the sintering of
nanoparticles, we have performed simulations of the sintering of two Ni nanoparticles
with diameters of approximately 4 nm over a period of 100 ns. The inter-atomic forces
in these simulations were calculated with the help of Cleri and Rosato’s tight-binding
second-moment potential for nickel [12] and the velocity-Verlet algorithm with a
time step �t = 2 fs for the integration of the equations of motion. Open boundary
conditions were applied in all simulations.

For these simulations we used two similar initial configurations. Both configu-
rations contained 8,562 Ni atoms and consisted of two identical nanoparticles that
had been brought into close contact. All configurations shown in this section use a
color coding to indicate the result of the CNA for the atoms. A blue (green) color
represents atoms with a local fcc (hcp) environment. All other atoms, mainly surface
atoms with a coordination number Z �= 12 or atoms with an irregular environment,
are shown in red. Figure 6.4 shows a cut through one of the initial configurations.
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Fig. 6.4 Cut through an
initial configuration for the
simulations of the sintering
of Ni nanoparticles; atoms
are colored according to their
local crystalline environment
(see text for details)

For each of the two initial configurations we simulated the sintering of the nanopar-
ticles at temperatures TS = 800, 900 and 1, 000 K over a period of 100 ns (5 × 107

simulation steps). The high sintering temperatures have a negative impact on the
structural analysis. The reason for this are the strong thermal vibrations which
increase the rate of false identifications of the CNA. In order to avoid this problem
we applied a minimization procedure of those configurations for which we wanted a
structural analysis prior to the execution of the CNA. During the minimization step,
we employed the conjugate-gradient method [22] to minimize the potential energy
of the configurations. The minimization brings the configuration to a local minimum
and thereby removes thermal noise.

In Fig. 6.5 we show the final configurations of our simulations after 100 ns of
sintering. It can be seen from this figure that in all six cases, compact nanoparticles
have formed. It is remarkable that most of the atoms in the final configurations show
a perfect fcc ordering and that the only type of defects found inside the particles are
stacking faults. In case of those configurations with a single stacking fault, the defects
formed during the early stages of the simulations (within the first nanoseconds) and
remained stable for the rest of the time. In contrast to this, the more complex defect
structures shown in the panels (b) and (c) evolved much slower and continued to
develop over much longer periods of time.

Figure 6.5 also illustrates the effect of temperature on the sintering process. Due
to the slower diffusion rate (and maybe slower nucleation rates of new facets [23])
the particles obtained at a sintering temperature TS = 800 K (top panels) are consid-
erably more elongated and less compact than those obtained at the higher sintering
temperatures. In contrast to this, our results show only small changes in the shape of
the particles after 100 ns of sintering when TS increases from 900 to 1,000 K. This can
be explained by the fact that as the particles approach a spherical shape and develop
more and more low energy facets, further improvements of the particles shape result
in increasingly lower potential energy gains. This in turn reduces the driving force
of the sintering process and allows particles sintered at lower temperatures to catch
up with those compacted at higher temperatures.

Despite the differences in the structures of the final particles, we observed a similar
sequence of stages during all of our simulations. In order to discuss these stages we
use the simulation whose final configuration is shown in Fig. 6.5e as an example.
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Fig. 6.5 Cuts through the final configurations of the coalesced nanoparticles after 100 ns of sinter-
ing. The left- and right-hand panels show the results from the two different starting configurations.
Sintering temperatures TS were 800 K (top), 900 K (middle), and 1,000 K (bottom)

The initial phase of our simulations is characterized by a very fast coalescence of
the particles and the formation of a so-called sinter neck during the first picoseconds
of the simulations. This phase is driven by the formation of new interatomic bonds
when the particles are brought close together. These new bonds pull the particles
together which leads to the creation of even more bonds. The fast progression of this
initial coalescence is further facilitated by the potential energy released by the newly
formed bonds which makes the atoms in the contact area highly mobile.

The initial fast coalescence of the particles comes to an end when a solid sinter
neck has formed (cf. Fig. 6.6a). At this point, a disordered defect layer has formed at
the interface between the two particles. The atoms in this interface layer are however
still highly mobile and progressively minimize the energy of the interface. After a
time of 0.1 ns the originally disordered interface has been transformed into a grain
boundary, where the small misalignment between the crystal lattices gives rise to a
grain boundary dislocation network (see Fig. 6.6b). Three such dislocations can be
seen in the figure. The topmost of these dislocations has been split into two partials,
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Fig. 6.6 Intermediate configurations after sintering times of 20 ps (a), 0.1 ns (b), 2.0 ns (c) and
2.5 ns (d)

one of which has left the system leaving behind the stacking fault in the upper left
part of the particle.

During the further evolution of the system, all three dislocations visible in Fig. 6.6b
split with one partial leaving the particle which lead to the defect pattern shown in
Fig. 6.6c. Finally, the remaining three partial dislocations left the system to the left-
hand side leaving behind a defect-free nanoparticle (Fig. 6.6c). In a similar case two
partials of one dislocation left the particle on opposite side leaving behind the single
stacking fault shown the middle right panel of Fig. 6.5. Later stages of the sintering
process are then governed by surface diffusion processes. These processes do not
affect the defect structure inside the nanoparticles but fill the sinter neck, replace high-
energy facet by low-energy facets, and drive the particles toward a more spherical
shape.

In conclusion, our simulations of the sintering of nickel nanoparticles show the
formation of compact nanoparticles within a time of 100 ns. The only type of lattice
defects in these particles are stacking faults. The necessary alignment of the lattices
of the coalesced particles is not driven by diffusion processes but by grain-boundary
dislocations that form at the interface between the particles. The interpretation of
our results is however hampered by the small size of the particles which is due to
the necessary long time scale. One might, for example, question whether partial
dislocations will leave larger particles as easily as small particles. Simulations of the
sintering of larger particles are therefore necessary in order to confirm to what extent
the behavior observed in our simulations translates to larger particles.
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6.3.2 Agglomeration of Icosahedral Iron Nanoparticles

Special numbers of atoms in a cluster give rise to the formation of high sym-
metric morphologies with closed atomic shells like the icosahedron. The num-
ber of atoms in a cluster is connected to the number of closed shells by N =
(10n3 + 15n2 + 11n + 3)/3, where n is the number of shells and N the number
of atoms. Recently, the shellwise Mackay [24] transformed cluster of Fe which was
found in ab initio investigations could also be reproduced via MD-simulations with
embedded-atom method [10, 11] potentials. This morphology is similar to the icosa-
hedron but every atomic shell is partially transformed along the Mackay path which
relates the icosahedron and the cuboctahedron. This partial transformation gives rise
to a local bcc environment in some parts of the cluster.

From that starting point, we performed a more detailed analysis of Fe clusters in
highly symmetric morphologies like the icosahedron or the cuboctahedron and their
relative phase stability. During the study of the closed shell Fe clusters, structural
phase transitions are found, which relate different morphologies. They are analogous
to the bulk Fe transformations relating bcc and fcc structures and show a strong
dependency of the transition temperature on the size of the cluster.

Additionally, we also took agglomeration processes between different Fe-clusters
into account. In this case, induced structural transformations can be found when
clusters agglomerate. For example, the formation of the sinter neck induces surface
deformations and leads to the release of surface energy which may trigger a structural
transformation. Additionally, the critical number of atoms, above which a particular
morphology is no longer stable, can be exceeded in the resulting cluster as two
smaller clusters start to agglomerate. Besides this, the initial collision of the clusters
starting the agglomeration induces a shockwave which is known to be able to trigger
structural transformations [25].

In summary, the agglomeration process affects the structural transformation sig-
nificantly, especially the morphology and structure of the product cluster.

The other way round, the structural transformation can enhance the agglomeration
due to the release of energy and also due to geometrical reasons. The latter means
that the interface area is enlarged due to the change of the morphology which leads
to a larger connectivity of the particles.

An example of this interplay between phase transformation and accompanied
agglomeration can be seen in Fig. 6.7. Here, two shellwise Mackay transformed
icosahedral Fe clusters of 3,871 atoms, each, agglomerate at a temperature of 60 K.
The simulations have been performed in a canonical ensemble with open boundary
conditions using time steps of 1 fs. This temperature is too low to induce the surface
and subsurface diffusion of atoms which are the main mechanisms driving a sin-
tering process. Normally, an agglomeration at such temperatures does not lead to a
complete assembling of the clusters. For example, if two icosahedral Fe clusters are
brought into contact, no phase transition appears and the agglomeration at compa-
rable temperatures only leads to the formation of small sinter necks. For a complete
agglomeration higher temperatures [26] or collisions with higher relative velocities
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Fig. 6.7 Snapshots of the agglomeration of two shellwise Mackay transformed icosahedral
Fe-clusters at 0, 40 and 85 ps. The atoms are colored according to their local crystalline envi-
ronment identified by CNA, see Sect. 6.3. Blue fcc; Gray bcc; Yellow and red no local structure can
be assigned

are needed, as complete or partial melting appears in the latter case leading to a
strong aggregation.

In our simulation strong agglomeration arises on a time scale of less than a hundred
picoseconds due to the structural transformation accompanied with the agglomera-
tion. After the formation of a neck between the clusters a strong deformation of the
surfaces starts. This surface deformation leads to a change in the contact area. While
two edges of the clusters have been approaching first, the deformation leads to a con-
tact area of two cluster facets and thus induces a much larger sinter neck. Although
local structural transformations have already begun during the surface deformation,
a fast and complete transformation of the whole aggregate starts afterwards. The
transformation converts the fcc dominated lattice structure of the original clusters
into bcc. The main reason for the transformation is the doubled number of atoms in
the agglomerate. During the study of single Fe clusters we found that the shellwise
Mackay transformed icosahedral morphology is the preferred structure for small
clusters. But, with increasing cluster size and shrinking surface to volume ratio the
shellwise Mackay transformed icosahedron becomes metastable with respect to mor-
phologies that are complete bcc. This is due to the fact that the internal structure of
icosahedral-like clusters is a multiply twinned fcc structure being higher in energy
than the bcc structure which the ground state of bulk Fe, whereas the icosahedral
clusters have a lower surface energy because they are more spherical.

In summary, our simulations show that strong agglomeration of clusters can be
found at low temperatures if they are triggered by structural phase transformation.
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Fig. 6.8 Left atomic ground state structure of rutile. Right atomic ground state structure of anatase.
Ti (blue, light), O (red, dark). Arrows mark the atomic displacement of the ferroelectric A2u phonon
mode. The relative atomic size is determined by the covalent radii

6.4 Density Functional Simulations of Dielectric Nanoparticles:
Agglomeration and Ferroelectric Trends

In the following we want to discuss the properties of oxidic nanocomposite materi-
als with a high polarizability as a first step toward magnetic-oxidic nanocomposites.
Here, we concentrate our study on the properties of TiO2-systems. Beside its incipient
ferroelectric behavior [27], TiO2 is a proper model system for the general behavior of
metal oxides in the nano range as it is one of the few oxides which can be stabilized
in different nanoscale sizes at ambient conditions. Although TiO2 as such does not
possess a ferroelectric phase transition, its local atomic structure is very similar to
well-established ferroelectric materials as BaTiO3. In both cases the Ti-ions are sur-
rounded by the O-ions octahedrally with a similar bonding length. Figure 6.8 shows
the atomic structure of TiO2 in its most important morphologies: rutile and anatase.
Although both structures show TiO6 octahedra, their alignment varies. Due to its
atomic structure and exceptionally large Born charges rutile shows a large polar-
izability and its dielectric constant along the c-axis shows an unexpected behavior
with decreasing temperature [28]. Additionally, it has been shown theoretically that
lattice expansion or strain on the system leads to a stable ferroelectric phase [29, 30].
Experimentally, an increase in the lattice constant of rutile nanoparticles in the range
of 2–20 nm diameter has been found [31]. Such expansion would force the system
to become ferroelectric and would therefore be of great technical importance.

We investigate the atomic structure of single TiO2 nanoparticles, as well as the
agglomeration of nanoparticle pairs using the plane-wave code VASP with PBE-
potentials [32]. Hereby, Ti 3d24s2 and O 3s23p4 electrons are treated as valence
electrons. Forces have been minimized to at least 0.05 eV/Å. Although we use peri-
odic boundary conditions within our simulations we minimize interactions of the
periodic pictures by separating vacuum layers of at least 9 Å.
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The energetic ground state of small nanoparticles is a faceted nanoparticle of
anatase morphology due to its lowest surface energy. Since, also spherical anatase or
rutile nanoparticle can be stabilized, see [15] and references therein, we restrict our
investigation to such spherical particles. The investigated Ti41O82 anatase particle has
a mean diameter of 1.1 nm only, but, is already nearly spherical and systematic tests
confirmed that this special choice of a stoichiometric configuration is quite stable,
as the mean features of the anatase atomic structure in the center of the particle
are already stable against surface relaxations, see Fig. 6.10a, c, and e. Taking into
account additional O-atoms at the surface to saturate dangling Ti-bonds counteracts
the stabilization of the structure because dimerization of the excess O-atoms appears.

In case of rutile particles, we use a Ti101O202 particle, see Fig. 6.12a, c, which
approximately corresponds to a diameter of 1.5 nm. Due to the different arrangement
of the TiO6-octahedra a smaller rutile particle does not show a sufficient spherical
shape in contrast to anatase. Systematic tests with even larger particles show that
increasing the size does not alter the structure considerably, e.g., the O–Ti–O angles
as well as the main surface relaxation stay constant. Like for anatase, a stoichiometric
configuration is more stable than additional surface saturation with excess oxygen.
The overall particle volume, given by the mean nearest Ti–Ti distances, is enlarged in
comparison to bulk in agreement with experiment [31], as the distances in (100)- and
(010)-direction expand by +0.09 Å on average which corresponds to 2 % of the lattice
constant. However, in contrast to a uniform lattice expansion we find a large variety
of modifications of the different bond lengths, e.g., the Ti–Ti-distance in (001)-
direction shrinks on average by −0.04 Å. Thus, the tetragonal ratio is reduced which
reduces the dielectric constant as well as ferroelectric trends [29, 30]. Additionally,
the Ti–O bond lengths in the surface layers outside the shell of 5 Å are modified
drastically due to the surface. As the size of the short Ti–O bond length is crucial for
ferroelectric properties, since it is the main contribution to the short-range repulsion
during a ferroelectric transition, a large modification of ferroelectric trends can be
expected [30]. While the mean bond length in the subsurface shell increases by 0.04 Å,
the Ti–O distance in the direct interface shrinks by −0.07 Å, which may prevent a
ferroelectric transition. Additionally, the anisotropy of the Ti–O bond, which is the
driving factor for the dynamical charge, is largely modified and thus the polarization
during a ferroelectric transition may be reduced in comparison to bulk. Besides this,
the system still shows a large polarizability, and therefore a magnetoelectric coupling
at the surface to magnetic nanoparticles is still likely.

For rutile-TiO2 surfaces, it has been shown by ab initio simulations [33] that the
ionic character of the Ti–O bonds in the vicinity of the surface gains some covalent
portion. This leads to the formation of a charge double-layer at the surface, as mainly
charge from the O-atoms below the surface is transferred to the topmost Ti-atoms.
For anatase and rutile nanoparticles similar charged double-layers have been found
by variable-charge MD [15]. This charge double-layer can be reproduced by our ab
initio simulations, as can be seen in Fig. 6.9. The charged particle surfaces may lead
to an electrostatic repulsion, as two particles are brought into contact.

As a starting point for our agglomeration simulation the shortest distance between
atoms in the different particles is assumed to be 4 Å unlike otherwise stated. One
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Fig. 6.9 Charge profiles
of relaxed Ti101O202 rutile
(red) and Ti41O82 anatase
(blue) nanoclusters and two
approaching anatase clusters
(center of mass distance
13.55 Å) (black, dashed).
q − qbulk is the difference in
the charge transfer relative
to bulk. The mean deviations
over 2 Å shells of the particles
are given. Error bars mark
the accuracy of the charge
partitioning

test simulation, which started with a distance of 10 Å and a gradual shrinking of
the interparticle distance did not show any considerable particle–particle interaction
before, see Fig. 6.11. After atomic relaxation the particles have been moved closer
in compression steps of 1 Å (smaller steps at the end for some configurations).

For anatase particles attached in (001)-direction, the particles repel each other if
the starting distance between the center of masses (COM) is 14 Å or smaller, which
corresponds to interparticle O–O distance of 3.2 Å. As can be seen from Fig. 6.11, the
distance between COMs of the particles increases after each further compression step.
Figure 6.9 shows the corresponding charge profile for two relaxed anatase particles
at a COM distance of 13.55 Å, which shows that even at this short distance the
charge double-layer of the two nanoparticles is not substantially modified. Beside
the resulting electrostatic repulsion, the interparticle O–O or Ti–Ti distances for this
configuration are already in the same range of interparticle distances in bulk anatase.
This obviously leads to additional repulsion due to short-range interactions, as Ti–
Ti or O–O atoms are approaching in an unfavorable configuration. Nevertheless,
further distance decrease leads to a formation of a sinter neck due to a sudden
relative rotation of the particles, as the shortest interparticle O–O distance reaches
2 Å. Here, the main rearrangement consists of a relative particle rotation around
(100) of about 11◦, see Fig. 6.10b, which has been calculated for the Ti-sublattice
as the positions of the oxygen atoms are modified by larger atomic relaxations.
Due to the rotation, the attaching surface atoms can enlarge their coordination and
distorted TiO6- octahedra are formed. For particles attached along (010) or (100)
the atomic rearrangement cannot be separated into such a simple rotation pattern.
Instead, small relative rotations of the particles around different directions appear,
which are superimposed by large atomic relaxations. Additionally, the COMs of
the particles move against each other by 0.25/0.12 Å along (010)-/(001)-direction
for the (100)-attachment, respectively 0.47/0.08 Å along (100)-/(001)-direction for
(010)-attachment, see Fig. 6.10d, f. Due to this combination of relative particle shift
and atomic rearrangement, an anatase- like structure can be built as a sinter neck
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Fig. 6.10 Agglomeration of two anatase nanoclusters with 41 Ti and 82 O atoms. Left start configu-
ration Right after repeated movement of the particles (a, b) (001)-attachment (c, d) (010)-attachment
(e, f) (100)-attachment. Inset: Size of the real simulation cell, which contains at least 9 Å vacuum
between periodic images in all simulations

in both cases. Here, the mean interparticle Ti–O bond length of 2.09/2.01 Å (for
(100)/(010)) is only slightly longer than the corresponding bulk value of 2.00 Å. The
starting configurations are nearly identical, as the (100)- and (010)-surfaces are very
similar and thus, the same repulsion between the particles appears during the first
simulation step. But, while the step size of the (010)-approach is reduced which leads
to smaller repulsion and thus smaller rearrangement of the particles in each step, the
particles in (100)-direction are strictly moved in 1 Å steps. Thus, the configuration
is less favorable, as the particles approach to an interparticle O–O distance of 2.17 Å
(COM distance of 14.9 Å), see energy curve in Fig. 6.11. This additional amount of
energy pushes the system further away form the local energetic minimum of two
undistorted clusters, which leads to a large rearrangement of the particles. As our
simulation are at T = 0 K no further rearrangement or equilibration of the particles
appear after a local energy minima is reached.
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Fig. 6.11 Left center of mass (COM)’s distance between the approaching particles. Horizontal
lines mark the diameter of the free particle. Right total energy of the particle system with arbitrary
origin. For each compression step i initial (solid lines) and relaxed (dashed lines) configurations
are compared. Anatase (001): red, crosses; Anatase (010): blue, triangles; Anatase (100): black,
stars; Rutile (001): magenta, squares; Rutile (010): cyan diamonds

Basically, the attachment of rutile particles shows the same rearrangement mech-
anism. For the attachment of rutile particles in (010)-direction the nearest lying
O-atoms form a dimer at a COM-distance of 18.94 Å, see Fig. 6.12a. Further decrease
of the particle distance leads to an artificially short O–O bond. Because of this, the
involved O-atoms are pushed into the nanoparticles and occupy an interstitial position
(see Fig. 6.12). This configuration is a special case; however, the following simula-
tion steps show the same behavior as in case of anatase, the atoms at the interface
start to rotate relative to each other in the (100)/(010) plane, the interface atoms start
to rearrange and the energy of the system decreases, see Fig. 6.12.

For particles attaching with (001)-orientation our simulation started with an inter-
particle distance of 3 Å. Within the second simulation step interparticle distances
of about 2.9 Å are imposed, which are comparable with the bulk Ti–Ti distance in
(001)-direction of 2.97 Å. This leads to a large interaction of the particles and the
COMs start to shift against each other in (100)- and (010)-direction. Additionally,
large atomic relaxations at the surface appear and interparticle Ti–O bonds with a
similar bonding length like in bulk rutile are formed. This leads to a large energy
gain.

The COM-distances for the different agglomeration steps in Fig. 6.11 show a
similar distance of rutile or anatase surfaces for which the particles start to repel each
other. Additionally, the increase in the COM-distances during atomic relaxation is
of the same order for all investigated rutile and anatase configurations. In agreement
with MD simulations by [15] our calculations show that anatase particles indeed form
a sinter neck although they repel each other electrostatically. However, in contrast
to a repulsion of rutile particles, which was also found in [15], we find similar
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Fig. 6.12 Agglomeration of two rutile nanoclusters with 101 Ti and 202 O atoms. (a, b) (010)-
attachment. a relaxed positions at a COM-distance of 18.94 Å b after repeated movement. (c, d)
(001)-attachment. c start configuration. b Right intermediate relaxation step after repeated move-
ment. Inset: size of the real simulation cell, which contains at least 9 Å vacuum between periodic
images in all simulations

agglomeration trends for rutile particles. For both systems the energy barrier for
particle rearrangement can be overcome if one repeatedly reduces the interparticle
distance and a sinter neck appears. The main mechanism for the rearrangement
in our simulation has been found to be a relative shift or rotation of the whole
particles relative to each other. Additionally, the different agglomeration behavior
between anatase particles attached in (100)- and (010)-direction show how critical
the agglomeration process depends on the particular simulation history.

6.5 Summary

We have discussed the agglomeration of nanoclusters involving sintering processes
of free Fe, Ni, and TiO2 clusters as well as chain and ring configurations which appear
due to the dipolar interactions between Fe nanoparticles. The sintering of Ni clusters
is interesting because it finally leads to compact nanoparticles in the nanosecond
range without any significant traces of defect structures which are observed dur-
ing the sintering process. Here, molecular dynamics simulations of a larger array
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of Ni nanoclusters would be interesting. In the molecular dynamic simulations of
Fe clusters it has become obvious that new structural motifs are involved in the
agglomeration process. Chain and ring formation of Fe nanoparticles is particularly
appealing as there is direct confirmation of the existence of such structures from
experiment. Finally, the simulation of near-ferroelectric TiO2 nanoclusters on an ab
initio basis has revealed the importance of the high polarizability of the clusters in
the sintering process.
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Chapter 7
Nanopowder Sintering

D.E. Wolf, L. Brendel, M. Fendrich and R. Zinetullin

Abstract We define nanopowder sintering as the conversion of a loose agglomerate
of nanoparticles into a nanostructured solid. This means that grain boundaries
between the particles must survive the sintering process to a large extent. The key
issue here is structural self organization; external control is limited to macroscopic
parameters like temperature and pressure, while the desired structure on the particle
scale should then form by itself. This chapter reviews, how the early, intermediate,
and late stages of sintering are influenced by the presence of grain boundaries, with
a special focus on particle sizes in the nanometer range. A new, efficient computer
simulation model is presented and its applicability to Ni- and to ITO-particles is
briefly discussed.

7.1 Introduction

In essence, sintering converts a powder into a solid at temperatures below the melting
point. This happens in pottery, which belongs to the cultural achievements of early
mankind. However, although clay, the raw material of pottery, contains nanoparticles,
it would be misleading to date the beginnings of Nanotechnology back to the stone
age: nanoscale features are usually lost, when pottery is fired. Sintering cannot be
regarded as part of Nanotechnology just because it starts out from nanoparticles,
but only, if it results in a solid that is still nanocrystalline. Reaching this goal is
a nontrivial task which requires a thorough understanding of the processes down
to the atomic level. New experimental techniques like high resolution transmission

1 Not always sintering is used to create a nanocrystalline solid of macroscopic dimension. Sin-
tering of mass selected agglomerates of a few nanoparticles has also been used as a fabrication
tool of monodisperse, spherical particles [1].
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electron microscopy (TEM) provide information at this level. At the same time,
larger and larger systems can be simulated with atomic resolution due to increasing
computer power. The combination of both experimental and computational studies
has improved the microscopic understanding of nanopowder sintering enormously
during the last decade.

The current understanding of sintering has been summarized in textbooks by
German [2], Rahaman [3] and Ring [4]. The progress in modeling and simulation
was documented in a recent review by Barnard [5]. This chapter tries to complement
those reviews by focussing on aspects that are particularly relevant for securing
nanocrystallinity for sintered samples.

Direct manipulation at the nanoscale is expensive. External control of the sintering
process should therefore be limited to macroscopic parameters like temperature,
mechanical stress, electric or magnetic field. Fortunately, under certain conditions
nature does the desired nanocrystalline consolidation all by itself. To find out such
conditions was the goal of the research reviewed in this chapter.

Sintering begins with the preparation of the green body. In pottery this is usually
processed from a water-based paste of clay and other particles with a complicated
chemical composition into a dry body. By contrast, in the following only the sintering
of nanopowders will be considered. The green body is a dry agglomerate of essentially
round nanoparticles, all of the same material. The van-der-Waals cohesion between
two such particles with radii R1 and R2 is

F = AH

6a2 Rred with Rred = R1 R2

R1 + R2
. (7.1)

AH denotes the Hamaker constant, and a is a typical separation between atoms [6].
All other forces increase with a higher power of the particle radii and hence become
negligible, when at least one of the particles is small. Therefore, nanopowders, which
are deposits of nanoparticles or aerosol flakes from the gas phase, are extremely
porous, and usually have a fractal substructure [7–9]. Their own weight leads to
hardly any compaction [10].

In the following, it will be assumed that initially the contacts between the particles
are fragile, i.e., no solid necks have formed yet. One calls this a soft agglomerate.
Sintering converts it first into a hard agglomerate, where particles cannot be separated
easily any more, because they are connected by solid necks. The pore volume changes
very little in this first stage. During the later stages of sintering the pores shrink so
that ultimately a polycrystalline solid is formed.

Thermally activated atomic diffusion processes are responsible for neck growth
and pore shrinkage. The diffusion bias is such that the agglomerate lowers its free
energy (including surface, interfacial, and strain contributions), thereby relaxing
toward thermal equilibrium. If thermal equilibrium could be reached, all particles
would have merged into a single crystal with Wulff shape (see e.g. [11]), which
minimizes the surface free energy for a given volume.

Surface diffusion redistributes mass from one part of the surface to a nearby one.
This leads to fast neck growth, because the diffusion length is small of the order of a



7 Nanopowder Sintering 163

particle diameter. However, pores shrink only slowly by surface diffusion, because
redistribution of mass around a pore does not reduce the pore volume. This requires
surface diffusion all the way from the outer boundary of the sample to the pore
surfaces inside the powder, which takes considerably more time than neck growth.

In general, atoms in grain boundaries or interfaces are less mobile than at surfaces.2

Nevertheless, grain boundary diffusion plays an important role for neck growth and
shrinkage, because the distance between sources and sinks of the mass transport is
small of the order of the neck diameter. Grain boundary diffusion erodes the adjacent
crystal bulk, so that the two lattices move toward each other. The mass is transported
out into the pore, where it is released along the contact line, at which the grain
boundary and the free surfaces meet. Hence, the contact line acts as a source for
adatoms diffusing on the pore surface.

A special form of biased diffusion along grain boundaries is Coble creep. It
describes the slow, quasi-viscous yield of a polycrystalline solid to an applied stress
[13]. Atoms get redistributed along the grain boundaries such that the grains grow
on the faces with tensile stress and erode at the other ones.

All diffusional processes, being thermally activated, can be suppressed by avoid-
ing high temperatures. Then one has to resort to a second type of irreversible mass
transport in order to reduce the porosity of a nanopowder: by applying a sufficiently
high pressure, the particle agglomerate can be compactified (for a recent review see
[14]). This requires breaking of existing necks so that particles on opposite sides
of a pore can move toward each other. Considering compaction (pressure control)
and sintering (temperature control) together opens up new possibilities to optimize
the structure of a nanopowder. Current assisted sintering works this way: Joule heat
release and pressure are combined to obtain nanocrystalline bulk samples [15] (see
also Chap. 10 in this book).

In the present chapter, however, we focus on thermal sintering. After a short rec-
ollection of the current understanding of particle coalescence and late stage sintering
in Sect. 7.2, mainly the effect of grain boundaries on the early stages of sintering will
be considered (Sect. 7.3).

7.2 Particle Coalescence

The most elementary sintering process is the one, where two spherical particles—
generally of different size—come into contact, the crystalline structure of which
may be ignored. This is the case, if they are amorphous or fluid-like (at least at the
surface). Also, if crystalline particles deform so easily that they adopt a coherent
or twinned orientation immediately, and if the temperature is high enough that their
surfaces are rough, the crystal structure has negligible effect on sintering.

A somewhat more general case is an agglomerate of several spherical particles,
all of approximately the same size and material. In particular the agglomerate should

2 Mobility in crystalline bulk is in general still lower [12].

http://dx.doi.org/10.1007/978-3-642-28546-2_10
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not be supported by a substrate. It should be thermostated by a surrounding inert
gas so that the potential energy released, while the particles fuse to become a single
sphere, does not lead to a substantial temperature increase of the agglomerate.
According to [16] these conditions are approximately met for instance in the
experiment reported in [1].

7.2.1 Phenomenological Theory

Diffusive mass transport, the basis of sintering, is driven by gradients of the local
chemical potential, which is a function of the local mean curvature of the surface.
This raises the question, whether a porous medium, as it may arise from sintering of
a powder, can become metastable by adopting a constant mean curvature throughout.
The answer is “no”, as has recently been proven [17]. Any configuration of constant
mean curvature is unstable with respect to small perturbations, apart from the final
equilibrium configuration.

Phenomenologically, the time evolution of the total surface area A of an agglomer-
ate with fixed volume V is usually described by the Koch–Friedlander equation [18]

dA

dt
= − A − Aeq

τ
. (7.2)

The relaxation time τ depends on the microscopic mechanism of mass transport
(see [11], Chap. 8 for an excellent review). Equation (7.2) means that the driving
force changing the surface area A is its deviation from the equilibrium value, Aeq =
(6

√
πV )2/3. From a microscopic point of view this is somewhat disturbing; how can

the (local) change of surface area of a large agglomerate possibly be influenced by
the global size? The answer is simple; locally meaningful is only the relative change,

A−1 dA

dt
= 1

τ

(
1 − Aeq

A

)
≈ 1

τ
, (7.3)

where the influence of the global size may be neglected as long as A � Aeq. In
fact, for an agglomerate of N particles, A ∝ N ∝ V . If the particles are densely
packed, Aeq/A ∝ N −1/3 is a small correction proportional to the surface to volume
ratio of the sample. For large agglomerates with a fractal dimension df the correction
should be proportional to N −1/df . Then Eq. (7.2) is not applicable.

Equation (7.2) has been interpreted and applied in several different ways in the
literature. Often τ is regarded as independent of A [18, 19]. Then Eq. (7.2) is a linear
equation describing an exponential decay:

A(t) = Aeq + (
A0 − Aeq

)
e−t/τ . (7.4)

http://dx.doi.org/10.1007/978-3-642-28546-2_8
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Table 7.1 Exponent α, Eq. (7.5), for different transport mechanisms

Mechanism α References

Surface diffusion 4 [11], Chap. 8
Grain boundary diffusion 4 [3], Chap. 8.5.1
Bulk diffusion 3 [11], Chap. 8
Evaporation-recondensation 2 [11], Chap. 8
Viscous flow 1 [24]

It has been shown in [1, 20] (see Sect. 7.2.3) that this assumption works only for the
final stage of coalescence, when the typical distance between sources and sinks of
the diffusing adatoms is of the same order of magnitude as the radius of the final
sphere, Req = 3V/Aeq.

A more appropriate model takes into account that the speed of relaxation depends
on the typical distance R between sources and sinks of the mass transport, which
in general grows with time. Using a thermodynamic continuum description of mass
transport during relaxation toward equilibrium, one finds that the relaxation time on
length scale R is an atomic time constant t0, which is independent of R, times a
power law of R/a,

τ = t0

(
R

a

)α

, (7.5)

where the exponent α depends on the transport mechanism [21–24], see Table 7.1.
For diffusional processes the atomic time constant t0, up to a dimensionless

prefactor, is given by

1/t0 ∝ Bγ. (7.6)

The surface tension (surface free energy per unit area) γ provides the driving force
for the diffusive drift. The mobility B, which is related to the diffusion coefficient
D and temperature T by the Einstein relation B = D/kBT, describes, how easily
an atom responds to the driving force.

In practice, several of the mechanisms listed in Table 7.1 are active simultane-
ously. Which diffusion process dominates for a certain length scale, depends on the
ratio Rα/B, if one compares particles with the same surface tension γ and lattice
constant a. This argument shows that, for instance, the coalescence of two parti-
cles with radius R is dominated by surface diffusion rather than bulk diffusion, as
long as

R/a < Bsurface/Bbulk, (7.7)

whereas for larger particles volume diffusion determines the coalescence time. Since
atoms are much less mobile in the bulk than at the surface, Bbulk � Bsurface [12],
one may neglect bulk diffusion for nanoparticle sintering.
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t=6.6ns t=16nst=3.1nst=0

Fig. 7.1 Snapshots of the coalescence of an agglomerate of initially 12 particles without grain
boundaries between them. From [20]

Simulation snapshots of the coalescence of a larger agglomerate are shown in
Fig. 7.1. Obviously, the distance R between sources and sinks of surface diffusion
(convex, respectively concave surface parts) increases between the first and the sec-
ond snapshot. Hence, the reduction of surface area slows down as coalescence pro-
ceeds. In order to estimate the typical value of R(t), one may replace the agglomerate
at time t by one that consists of spherical particles with radius R(t). Then R(t) can
be calculated from the total surface area A(t):

R(t) = 3V

A(t)
. (7.8)

Together with Eq. (7.5), Eq. (7.2) becomes nonlinear:

dA

dt
= − 1

C(3V )4 A4(A − Aeq). (7.9)

The solution of this equation is

t = C R4
eq

(
f

(
Aeq

A0

)
− f

(
Aeq

A

))
, (7.10)

where A0 is the total surface area of the agglomerate at t = 0. This formula expresses
the time t that elapses while the surface area decreases from A0 to A in terms of a
function f (Aeq/A) given by

f (x) = ln(1 − x) + x + 1

2
x2 + 1

3
x3. (7.11)

For A � Aeq it is enough to take the leading order of f (x) ≈ − 1
4 x4. Then, with

Eq. (7.8),

t ≈ C

4
(R(t)4 − R(0)4), (7.12)
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which implies that the surface area decays initially as a power law, in contrast to
the exponential decay, Eq. (7.4). Equation (7.12) agrees with the empirical relation
derived in [25].

In [1] size selected Ni nanoparticle agglomerates were sintered at different tem-
peratures for a fixed time, while being carried through a tube furnace by an Ar-gas
stream. The higher the temperature, the more the agglomerate had coarsened, and at
the highest temperatures complete coalescence was reached within the fixed sinter
time. This can be explained by the temperature dependence of the diffusion constant
D = kBT B in Eq. (7.6), D = D0 exp(−Ea/kBT ). The surface area of the Ni-particle
agglomerates could be determined experimentally. Applying Eq. (7.9) then allowed
to extract the activation energy of surface diffusion, Ea = 0.6 ± 0.1eV, from these
data.

7.2.2 Atomistic Modeling

The phenomenological theory has been compared to computer simulations of the
atomic mass transport during the equilibration of agglomerates. In Molecular Dynam-
ics simulations (MD) the equations of motion are solved for all atoms. The Debye
frequency of phonons is of the order of 1013s−1 so that at least femtosecond time
resolution is required to calculate the atomic trajectories. Sintering proceeds much
more slowly, in particular at temperatures, where the surface is not molten. Then
mass transport happens by thermally activated diffusion processes. This is why
MD-simulations consume a lot of computation time and are limited to the early
stages of sintering or small systems [19, 26].

Kinetic Monte Carlo simulations (KMC) [27, 28] replace atomic dynamics by
stochastic transitions (kinetics) between configurations. Hence, the time resolution
is of the order of the inverse rate of these transitions. Even a radically simplified
model of the transition rates allows a quantitative description of the slow processes,
provided the kinetic bottlenecks are captured correctly [29]. The results presented in
this chapter were obtained with this method.

In the model used here, only the solid particles are considered, not the surrounding
gas. All atoms are located on a perfect face centered cubic (fcc) lattice. This excludes
topological crystal defects like dislocations or stacking faults. Elastic deformations
could be taken into account [20, 30] but are ignored in the following. As mentioned
in the beginning of Sect. 7.2, such a simplified model is appropriate in situations,
where the sinter process is largely independent of the detailed atomic structure.

In order to reduce the number of configurations that have to be considered and
to suppress sublimation, all atoms must be at least twofold coordinated. If an atom
has less than the maximal number of 12 neighbor atoms, it can move to one of
the empty, at least twofold coordinated neighbor sites with a certain configuration
dependent rate. The rates ν of the individual processes are given by the Arrhenius
law determined by the activation energies Eact,
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Fig. 7.2 Fits (see text) of the time dependent surface area (symbols). Left long-time behavior, right
short-time behavior. From [20]

ν = ν0 exp

(
− Eact

kBT

)
(7.13)

with attempt frequencyν0, temperature T, and Boltzmann constant kB. The activation
energies were calculated from a simple model described in the appendix.

All allowed diffusional processes and their rates have to be known at any time.
In each KMC-step one particular of these processes is chosen at random with a
probability ν/�(ν), where �(ν) is the sum of all rates. The chosen process is carried
out, and time is incremented by

�tKMC = − 1

�(ν)
ln (Rnd(0, 1)) , (7.14)

where Rnd(0,1) denotes a (pseudo-)random number between 0 and 1. The sum tKMC
corresponds to real time [31].

7.2.3 Coalescence of Agglomerates

Coming back to Fig. 7.1 the time evolution of the surface area of the agglomerate
(number of atoms with less than 12 neighbors) was evaluated. The simulation data
are shown in Fig. 7.2 together with three different fits. The dash-dotted line is the
solution of the linear Koch–Friedlander equation (7.4), assuming that τ is a constant.
As expected it describes a relaxation that is too fast compared to the data. The dashed
line is the solution, Eq. (7.10) describing successive equilibration on larger and larger
length scales, which leads to a (shifted) power law decay of the surface area. The
enlarged early time regime (right part of Fig. 7.2) shows that it represents the data
perfectly up to a time of about 3 ns.

Later on, the power law decay approaches Aeq too slowly compared to the data.
The late stage of coalescence is better described by an exponential decay of A− Aeq,
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which starts at 3.5 ns (dash-dot-dotted line). Figure 7.1 gives a clue why this is the
case: after 3.1 ns there remain three bumps on the surface of a central volume part.
All of them have approximately the same size. The distance between the convex
and the concave parts of the surface (sources respectively sinks of surface diffusion
current density) has reached a maximum. Therefore, the effective time constant τ
does no longer increase, but becomes a bit smaller, which explains the increase of
the slope of A(t) in Fig. 7.2b at t ≈ 3 ns, and then stays roughly constant, which
explains the exponential decay for t > 3.5 ns.

7.2.4 Coalescence of Two Particles of Different Size

The phenomenological theory reviewed in Sect. 7.2.1 assumes that the sintering is
dominated by a single, possibly time dependent length scale R, which describes the
typical distance between sources and sinks of the mass transport. However, generi-
cally two spherical, gas-borne particles that meet will have different radii, R1 and R2.
Then it is not clear, what the characteristic length scale R should be. This question
was addressed by atomistic simulations in [20] and [19]. As these two papers come
to different conclusions, it is important to discuss precisely what was analyzed.

In [20] the coalescence of two spherical particles sharing the same fcc lattice was
simulated by the KMC method. The deviation from a spherical shape was quantified
by the squared radius of gyration,

R2
g = 1

N

N∑
i=1

�ri
2 −

(
1

N

N∑
i=1

�ri

)2

. (7.15)

�ri is the position of the i th atom, and N ≈ 5.924
[
(R1/a)3 + (R2/a)3

]
is the total

number of atoms, which ranged from 6,300 to about 53,000. R2
g was averaged over

many statistically independent simulation runs all starting from the same initial con-
figuration.

The average squared radius of gyration R2
g decreases monotoneously and, for

long times, approaches a minimal value, R2
g,eq. The fraction of the distance from this

value,

Q(t) = R2
g(t) − R2

g,eq

R2
g(0) − R2

g,eq
, (7.16)

decays from the initial value 1 and fluctuates around zero for t → ∞. The coalescence
time tc was defined as the time at which Q(tc) = 0.02 for the first time.

Assuming the decay of Q(t) is dominated by a single characteristic time τ , as in
Eq. (7.4), one might expect that Q(t) behaves similar to
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Fig. 7.3 Coalescence of two particles with radii R1 = 10a and 4 ≤ R2/a ≤ 20 (a is the nearest
neighbor distance of the fcc lattice). Double-logarithmic plot of coalescence time tc versus reduced
radius in units of a (dashed line has slope 4). From [20]

A(t) − Aeq

A0 − Aeq
= e−t/τ . (7.17)

This would imply that
tc ∝ τ . (7.18)

Figure 7.3 shows that

tc ∝ R4
red, with Rred = R1 R2

R1 + R2
. (7.19)

Therefore, it had been concluded in [20] that the characteristic relaxation time τ for
the coalescence of two spherical particles is proportional to their reduced radius Rred
to the fourth power. Using the total volume V = V1 + V2 and the initial volume ratio
x = V1/V2 as variables (instead of R1 and R2), one finds

τ (V, x) ∝ R4
red ∝ V 4/3

[
(1 + x)1/3 + (1 + x−1)1/3

]−4
. (7.20)

In [19] a different conclusion was drawn. The coalescence times obtained from a
MD simulation seemed to be consistent with the exponential decay, Eq. (7.4), if one
assumed that τ depends only on V, but not on x . In the following, a possible reason
for this discrepancy will be given.

In [19] six particle pairs with different volume ratios x were considered, all having
the same total volume V (N = 3,200 atoms). The simulation begins with a head-on
collision of the particles. The ratio
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Q̃(t) = I⊥(t)

I‖(t)
(7.21)

of the moments of inertia belonging to the axes perpendicular respectively parallel
to the direction of the collision was taken as a measure of asphericity. This quantity
has a maximum for the initial configuration and equals 1, when the two spheres have
fused into a single one. A coalescence time t̃c was determined from the condition
Q̃(t̃c) = 1.1.

In [19] t̃c(x)/t̃c(1) was fitted with the theoretical function

t̃ε(x)

t̃ε(1)
=

ln
(

A0(x)
Aeq

− 1
)

− ln ε

ln
(

A0(1)
Aeq

− 1
)

− ln ε
(7.22)

calculated from Eq. (7.4) with the condition A(t̃ε)/Aeq = 1 + ε and assuming that
τ does not depend on x . A reasonable fit was obtained for ε = 0.05. Hence the
conclusion was reached that the x-dependence of the normalized coalescence time
t̃c(x)/t̃c(1) is consistent with the exponential decay, Eq. (7.4), with a characteristic
time τ that depends only on V, but not on the initial volume ratio x .

This conclusion may be questioned, as the starting values,

Q̃(0) = 1 + 5

2

[
1 + x

(1 + x−1/3)2 + 1 + x−1

(1 + x1/3)2

]−1

(7.23)

and
A(0)

Aeq
= 1 + x2/3

(1 + x)2/3 (7.24)

have completely different x-dependencies. The values of t̃c, respectively t̃ε depend
on these initial values. Hence, a fit of t̃c(x)/t̃c(1) by (7.22) is not justified.

Both papers, [19] and [20], assume that the coalescence of the two particles
can approximately be described by a single, constant characteristic time τ . This
assumption, which seems to be justified in view of the result for late stage sintering
in the previous Sect. 7.2.3, may actually be too simple, as both quantities, Q and Q̃,

which were used to characterize the asphericity, do not have a purely exponential
decay (see the curve labeled � = 1 in Fig. 7.7).

7.3 The Effect of Grain Boundaries

If crystalline particles without amorphous or fluid-like surfaces agglomerate, their
crystallographic orientations usually do not match. Then the contact area is a
grain boundary. These grain boundaries must survive the sintering process, if
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nanocrystalline properties should be maintained. The surface tension γ now depends
on the local orientation of the surface with respect to the lattice axes. For high tem-
peratures this dependence becomes weak. Therefore, in the literature on sintering, it
is usually neglected. Here, too, Eqs. (7.25) and (7.26) are only given for a constant γ.
The faceted shape of the simulated particles shows, however, that the applicability
of these formulas is limited.

Grain boundaries strongly affect the sinter dynamics of nanoparticle agglomerates
[32]. This is partly due to the interfacial free energy per unit grain boundary area,
γgb. It limits neck growth, which increases the grain boundary area. The neck grows
only as long as the gain in surface free energy overcompensates the cost of interfacial
energy. Balance between gain and loss is reached, when the free surface formes the
so-called dihedral angle ϑ at its intersection with the grain boundary. ϑ is given by
Young’s equation

2γ cos(ϑ/2) = γgb. (7.25)

It is clear that only grain boundaries exist, for which γgb < 2γ. Otherwise, two
particles with the corresponding orientational mismatch would not stick together.

If atoms on one side of the grain boundary accommodate to the crystal orientation
on the other side, the grain boundary moves. This recrystallization is suppressed by
the constriction, which exists due to the dihedral angle, provided the particle radii are
not too different. A simple geometrical argument [33] for a dumbbell configuration
with particle radii R1 > R2 shows that the grain boundary is pinned to a constriction
as long as

R1 − R2

R1
< 1 + cos ϑ = γ2

gb

2γ2 . (7.26)

This means that narrow size distributions of the particles are favorable for maintaining
grain boundaries as desired in order to get a nanocrystalline material as a result of
the sintering.

Any size difference between two particles leads to an extra contribution to the
chemical potential gradient. It is due to inhomogeneous elastic deformations induced
by the surface tension and leads to Ostwald ripening (growth of the larger particle at
the expense of the smaller one) [34]. It is conceivable that grain boundaries provide a
higher activation barrier for surface diffusion from one particle onto the neighboring
one, and hence slow down the Ostwald ripening.

Atomic mobility is enhanced in grain boundaries compared to the crystalline bulk,
because (with few exceptions) the atoms are less densely packed. This is another
reason why grain boundaries have a strong effect on sinter dynamics. One might
expect that a strong misorientation leads to a large volume of the defected zone
between the particles and to a high atomic mobility, thus to fast neck growth. However,
such a grain boundary would also have a high interfacial energy per unit area, hence a
small dihedral angle. Consequently, the neck must remain small, because the driving
force for neck growth is lacking.
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This example shows that the orientational mismatch between the two grains is
an important degree of freedom for sintering, because the interfacial free energy per
unit area, as well as the grain boundary diffusion coefficient depend on it. A useful
way to quantify the misorientation is by the coincidence site lattice (CSL) index �

[35]. One imagines that both lattices extend throughout space, penetrating each other.
Together they form a periodic lattice with a larger unit cell than for each individual
lattice. � is the ratio of the large unit cell volume to the original one. It is always
an odd integer. � = 1 means that both lattices have the same orientation, a twin
boundary separates grains with relative orientation � = 3.

7.3.1 Rigid Body Dynamics Combined with KMC

As long as no solid neck has formed between them, two particles have six degrees
of freedom to move as rigid bodies relative to each other: three components of
the vector connecting the centers of mass, and three Euler angles for the relative
crystallographic orientation.

In order to take atomic diffusion and particle reorientation into account simultane-
ously, a hybrid simulation technique has been developed [32]. It combines KMC steps
for the atomic diffusion (as described in Sect. 7.2.2) with the numerical integration
of the equations of motion for the six rigid body degrees of freedom [36, 37] (RBD).

In this simulation model, both particles have an fcc lattice of their own, with
individual orientation and position of the origin. Each lattice extends beyond the
occupied region into free space. A diffusion step takes an atom either to a free
neighboring site of the same lattice or to a nearby free site of the other lattice. How
the activation energies of these diffusion steps are modeled in the present calculations,
is described in the appendix. (In [32] the activation energies were modeled differently,
however, the conclusions drawn from those simulations were the same.)

The new ingredient of the hybrid simulation scheme, the rigid body dynamics
(RBD), will be described now. Both particles are treated as rigid bodies. At first,
their centers of mass as well as the tensors of their moments of inertia are calculated.
Next, the total force exerted by the atoms of one particle on the atoms of the other one
is evaluated as well as the total torque. Finally, the rigid translation and rotation of the
particles is calculated by integrating the corresponding equations of motion [36]. This
defines a second time scale, tRBD, besides tKMC, Eq. (7.14). Both times, tKMC and
tRBD, are kept approximately synchronous [32] by alternating KMC and RBD steps.

This simulation model allows to analyze the reorientation of the two crystal lattices
prior to the merging process, see Fig. 7.4. Generalization to larger agglomerates is
straightforward.
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(a) (b) (c) (d)

Fig. 7.4 Snapshots of the coalescence of two particles of the same crystalline material, but different
lattice orientations. Atoms are colored to indicate the fcc lattice, on which they are located. Color
changes, when an atom moves over to the other lattice. Lattice axes are indicated by the perspective
frames in a and b. In c the particles locked into a � = 3 configuration with a twin boundary, which
is not yet planar. The neck prevents further reorientation. The RBD dynamics was switched off to
speed up the simulation. In d coalescence has proceeded, the twin boundary has become flatter.
Adapted from [32]

7.3.2 Competition Between Reorientation and Neck Growth
for Two Particles

Figure 7.4 shows four snapshots of a typical simulation run. It starts with two crys-
talline particles of random relative orientation (a). In the course of time, they change
their orientation (b), until—in the case shown—they adopt a � = 3 configuration
(c), which does not change any more and allows that the neck grows until the dihedral
angle is formed (d) (for a twin boundary ϑ ≈ π, because γgb is very small).

The initial configuration was generated as follows: all sites of an fcc lattice within a
certain distance from the origin were filled by atoms, giving a compact (nearly) spher-
ical particle. This particle was “cloned” to obtain a second, independent one. The
shapes of both particles were equilibrated separately for a sufficiently large number
of KMC diffusion steps (depending on the particle size) at a fixed temperature. Then
one of the particles was rotated by three random Euler angles uniformly distributed
between 0 and π. Finally, the origins of both lattices were placed on the [110]-axis
of one particle in such a way that the particles just touched at a point. Then the
KMC–RBD hybrid simulation started and ran for typically 200,000–500,000 KMC
steps (corresponding to a real time of 40 ns).

More than 1,000 such simulation runs were performed for each particle size. In
all cases the particles changed their relative orientation, generally pausing at some
intermediate orientations for a while before rotating further. An example is given in
Fig. 7.5a.

The simulation time was chosen long enough that in about 99 % of the runs the two
particles finally locked into a fixed orientation, where the growing neck prevented
further rotation of the lattices. The duration of the orientation phase is proportional
to the initial particle radius, see Fig. 7.5b.

The final orientation was evaluated statistically in terms of the CSL index �, using
the criterion derived in [39]. The histograms, Fig. 7.6, have a remarkable dependence
on the particle size: the smaller the primary particles, the more likely are orientations
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Fig. 7.5 a The “red” lattice is rotated with respect to the “blue” one. The rotation axis (not shown)
and the angle (shown) depend on time in a complex way. In this example a neck has formed at an
exceptionally early time (left configuration). This leads almost to a stationary orientation. However,
thermal fluctuations are strong enough to trigger two major reorientation events at later times (middle
and right configuration). At the orientation time tori the orientation locks in. b The orientation time
depends linearly on the radius of the primary particles

with low �-values as a result of the sintering process. This is in accordance with
[40], where MD simulations showed that small Pt particles on a Pt substrate rotate
to adjust to the underlying crystal orientation, while larger ones do not. Figure 7.6
shows on the left the histogram for particles with a radius R, which is seven times the
nearest neighbor distance a of the fcc lattice, and on the right the one for R = 13a.
Whereas for R = 7a about 11 % of the configurations had lost the grain bound-
ary, and about 17 % had developed a twin boundary, these two probabilities were
less than 5 % for R = 13a. The fraction of configurations with � < 47 is 56 %
(R = 7a), respectively 33 % (R = 13a). Also shown is the histogram for the
�-values obtained by analyzing the initial configuration: Only 5.8 % had � < 47.
This confirms that single crystalline nanoparticles, when sintering pairwise, prefer-
entially adopt configurations with a large number of coherent sites in both lattices.

These results can be explained by the competition between neck growth and
reorientation. An orientation with a large �-value in general implies a large grain
boundary energy, hence a small driving force for neck growth. The contact between
the particles remains fragile. At the same time, the grain boundary position fluctuates
thermally, due to atoms that leave the lattice sites on one to adopt the crystal structure
on the other side. The positional fluctuations are the stronger the smaller the grain
boundary area. Together with thermal shape fluctuations of the particles themselves,
they trigger the reorientation moves of the particles, because they lead to a fluctuating
torque. Large particles move more slowly than small ones, because their thermal
fluctuations are weaker and their inertia is higher. Therefore, they have less chance
to find an orientation favorable for neck growth, leading to a larger orientation time
(time until orientation locks in), Fig. 7.5, and to a less frequent realization of low-�
boundaries, Fig. 7.6.
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Fig. 7.6 Normalized histograms of final orientations (characterized by the coincidence site lattice
index �) of two coalescing particles. Left initial particles had radius R = 7a (2,071 atoms per
particle). Right R = 13a (13,045 atoms per particle). The error bars indicate the 95 % confidence
interval (Agresti–Coull interval [38]). The black bars indicate the probabilities in the case of random
orientations

Fig. 7.7 Coalescence after the orientation has locked in. Time axis begins for each orientation
individually at tori defined in Fig. 7.5. Squared radius of gyration evolves qualitatively differently
for different values of the coincidence site lattice index �. Only single runs are shown, but the same
qualitative behavior has been observed for a large number of runs. All particles have the same size

For a dumbbell configuration of nanoparticles the orientation phase is very short
compared to the subsequent stages of the sinter process. When the neck has grown
big enough that a further reorientation becomes unlikely, the orientational fluctua-
tions decrease significantly. Then the rigid body dynamics can be switched off. This
allows to extend the simulations to much longer times (20 ms), in order to study
the later stages of coalescence in the presence of a grain boundary. In Fig. 7.7 the
time evolution of the radius of gyration is shown starting at the time, at which the
orientation of the particles locked in. Snapshots of the configurations were taken
after 10 µs. Clearly, the development of a near-spherical shape is prevented by the
formation of a dihedral angle for � = 5 and � = 7.
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(a) (c)
t = 0 s

(b)
t = 2.5 µs t = 7.6 µs

Σ=1
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Fig. 7.8 Central cross-sections through a coherent (� = 1) and a twinned system (� = 3)
compared at six stages of coalescence. Primary particle radii R = 17a (29,035 atoms per particle).
Dashed white lines are fixed to the bulk region of the left particle, where atoms do not change their
positions. They serve as an orientation to identify corresponding atoms in the snapshots. For � = 1
an additional line marks the initial symmetry plane. For � = 3 the additional lines mark the grain
boundary

Unexpectedly, the radius of gyration decreases faster for � = 3 than for � = 1.
The snapshots in Fig. 7.7 show that the coherent configuration (� = 1) is still more
elongated after 10 µs than the one with the twin boundary (� = 3). Obviously, the
neck grows faster for � = 3 than for � = 1. This surprising result can be explained
by a look into the interior structure of the particles, Fig. 7.8.

The CSL index � only describes the relative orientation of the particle bulk
lattice structures. It does not determine the crystallographic orientation of the grain
boundary in between, whose normal vector can point into any direction. The atomic
structure of the grain boundary, and hence its specific interfacial energy γgb depends
both on � and the normal direction.3 Generically, when the crystal lattices lock into

3 In addition, the structure of the grain boundary depends also on a translation vector that fixes the
positions of the origins of the lattices within the unit cell of their common CSL-superlattice. In the
case considered here, the origins can be chosen to coincide.
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a � = 3 orientation, the normal vector of the grain boundary must rotate in order to
establish a densely packed twin boundary, which is no longer perpendicular to the
line connecting the centers of the primary particles.

Let us assume for simplicity that γgb = 0 for the twin boundary. Then local
equilibrium is reached, when the twin boundary intersects the free surface at an angle
of 90 degree. The mass transport along the surface has to be such that the centers
of mass of the two lattices move parallel to the densely packed twin boundary.
This is different for � = 1, where the centers of mass move toward each other
along the symmetry axis of the dumbbell. As a consequence, the cross-sectional area
perpendicular to this axis is smaller than the area of the twin boundary, when the
concave surface parts vanish. This means that chemical potential gradients along the
surface remain strong for � = 3, until a rather round shape is reached. For � = 1
the chemical potential gradients become weak while the shape is still cigar-like.
Therefore, the mass transport is faster for � = 3 than for � = 1.

Grain boundary diffusion, which in principle could also speed up the neck growth
compared to the case � = 1, played no role in the present simulation. However, it
is interesting to note, that the grain boundary is dynamical due to atom exchange
between the two lattices. In Fig. 7.8e one can see seven (111)-facets. At later times
their size changed.

An in situ TEM study of the sintering of Indium Tin Oxide (ITO) nanoparticle
agglomerates [32] shows that grain boundaries between the particles exist so that the
model described in this section is applicable. There is clear experimental evidence that
the ITO particles must adopt a suitable orientation, before coalescence takes place.
Moreover, after the coalescence of small particles one observes a preference for twin
boundaries compared to larger misorientation [1, 32]. That particle reorientations
are important for the dynamics of coalescence has also been confirmed recently in
MD simulations of a two dimensional Lennard–Jones model [41].

7.3.3 Reorientation Effects in Porous Agglomerates

According to the above picture, one expects that coalescence of an agglomerate
of randomly oriented crystalline nanoparticles can be suppressed, if the particles
cannot freely change their relative orientations. It has been predicted [42] that pores
surrounded by sufficiently many particles (sufficiently large “pore coordination num-
ber”) become stable. However, in that study it was assumed that all grain boundaries
have the same dihedral angle, which determines the critical pore coordination num-
ber. For randomly oriented particles this is, of course, not the case.

This raises the question, how a large agglomerate of randomly oriented nanopar-
ticles can be formed adding particle by particle, in view of the previous result, that
the reorientation phase lasts only for about 10 ns (see Fig. 7.5), if a newly added
particle can freely rotate. One possibility is that the primary particles are covered by
a layer of surfactants, as is usually the case, if they are produced by wet chemistry.
When agglomerating, the crystalline core of the particles is hidden behind this layer
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t =0 t=2.3ns t=4.8ns

Fig. 7.9 59 randomly oriented round particles with fcc structure initially arranged in a buckyball
configuration with one defect (the sixtieth particle is missing). Different colors are used to distinguish
different lattice orientations

so that it cannot promote reorientation. Presumably this is the way, how a random
orientation of the ITO particles was obtained in the initial agglomerates used for
the experiments mentioned above [32]. Raising the temperature then removes the
surfactant layer, so that the reorientation dynamics can set in.

In the following some preliminary results will be shown, which demonstrate that
it is feasible to study the influence of grain boundaries on sinter dynamics of porous
agglomerates with the model developed in Sect. 7.3.1. Figure 7.9 shows 3 snapshots
of such a simulation [29] for 59 randomly oriented particles placed on the vertices of
a bucky ball. One vertex was left empty in order to perturb the symmetry, as it might
have an additional stabilizing effect intervening with the one of interest here. Whereas
the previous simulations were based on a Lennard–Jones pair potential between the
atoms, here a many body interaction (tight binding second moment) was used. Also
the temperature was different. Therefore, the timescale is not comparable to the ones
of the previous figures.

After 2.3 ns those neighboring particles that could rotate their lattices into a
coherent or a twinned orientation have formed larger necks than the others. Obviously,
the result that reorientation dynamics and neck growth mutually influence each other
does not depend on the type of interatomic potential used. The new aspect here is
purely geometric: particles cannot rotate freely as in Sect. 7.3.2, because they have
more than one neighbor. Adapting to one of them in general leads to no improvement
of the relative orientation with respect to the other neighbors.

Shrinkage and configurational changes are much weaker in the subsequent 2.5 ns
(from b to c in Fig. 7.9). Sintering seems to stagnate in agreement with the ideas put
forward in [42]. The reason is that the necks, which have formed, prevent further
reorientation and have adopted local equilibrium configurations: the agglomerate is
frozen into a metastable, nanocrystalline state. Further shrinkage is slow for three
reasons: the particles have similar sizes so that Ostwald ripening due to atom migra-
tion across the grain boundaries is slow; at all grain boundaries the local equilibrium
dihedral angle has been adopted; the positional fluctuations of grain boundaries,
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which are pinned at constrictions, are weak, so that recrystallization by sweeping a
grain boundary through a whole particle is unlikely.

7.4 Conclusion and Outlook

In this review on nanopowder sintering we have focused on atomic scale effects
that may help to preserve nanocristallinity. Smallness of the primary particles in
many ways promotes the opposite, i.e., coarsening processes that tend to destroy
nanocristallinity. Reasons are:

• the enormous potential for lowering the free energy by reducing the surface and
interfacial area, combined with

• short relaxation pathways, hence fast relaxation,
• the frequent and fast adoption of a coherent configuration, when two nanoparticles

collide and stick together,
• enhanced thermal fluctuations making structural changes easier,
• size dependent lowering of the melting temperature bearing the risk that the smaller

particles melt and merge with, respectively recrystallize as a larger single crystal.

The remedies preserving nanocristallinity in the sintering process largely rely on
kinetic constraints leading to a frozen-in metastable nonequilibrium state:

• A narrow size distribution helps by reducing Ostwald ripening.
• When collecting the powder, the crystalline primary particles should be hindered to

adjust their crystallographic orientations . This could be achieved e.g., by covering
them by a surfactant layer.

• The transition from a soft to a hard agglomerate should be performed in a way
that preserves grain boundaries between the particles. For this it is an advantage,
if each particle has several differently oriented neighbors such that a collective
alignment becomes unlikely.

• Grain boundaries with larger interfacial free energy per unit area are more help-
ful, because local equilibrium will be reached with a small dihedral angle and a
narrow neck. This helps to pin the grain boundary. Moreover, it makes it easier to
compactify the porous powder structure by applying a pressure.

• The metastable state only remains frozen in, if temperatures stay low enough.

Recently, particle-based phenomenological simulations of sintering have been
presented for instance in [43] and in [44]. The atomic scale effects described in this
review should next be incorporated into such phenomenological simulations on the
particle scale in order to study the evolution of large assemblies of particles. For
applications it is, for example, important to know, how the porosity and possible
fractal substructures of a powder evolve.

The recipes listed above to preserve nanocrystallinity in general also favor a porous
sintered structure, as discussed in Sect. 7.3.3. A very promising method to reduce
the porosity, while maintaining the nanocrystallinity, is current assisted sintering



7 Nanopowder Sintering 181

[15]. This method is discussed in the Chap. 10 in this book. After pores have been
eliminated, one obtains a nanocrystalline solid with a network of grain boundaries.
Further ripening kinetics is similar to the coarsening of foam (the grain boundaries
corresponding to the fluid lamellas separating the gas bubbles of a foam), with the
difference that grain rotations may assist the elimination of grain boundaries [45].
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Appendix: Activation Energies Used in the KMC-RBD
Hybrid Model

A possible diffusion process leads from an occupied initial site to a nearby unoccupied
site on either lattice, which must have at least two occupied nearest neighbors. If there
are only two neighbor atoms, it is not a binding site but a saddle point. Then the atom
is immediately moved on to a randomly chosen neighbor site exhibiting three or
more direct neighbors.

In case that the initial and the destination site belong to the same lattice, they must
be nearest neighbors. Then the activation energy in our simulation model is defined by

Eact =
{

Es − Eb,i, for more than 2 final neighbors
Eb,f − Eb,i, for exactly 2 final neighbors

, (7.27)

where Eb,i and Eb,f are the binding energies at the initial, respectively the final site
calculated from a Lennard–Jones potential, if not stated otherwise. The saddle point
energy Es is assumed to be constant for simplicity. Its value is chosen of the same
order of magnitude as the saddle point energies on high symmetry surfaces of the
Lennard–Jones crystal.

For diffusion processes of atoms to a site on the other lattice, we have to address
the fact that the hopping distance is no longer constant. We allow only distances
between the starting and the destination site which do not exceed 1.5a, where a is
the nearest neighbor distance on the fcc lattices. Assuming that energy barriers drop
with decreasing hopping distance we approximate the local energy landscape by the
radial parabolic potential E(r) = Eb + κr2. Given the initial site on one lattice and
an allowed destination site on the other lattice, the saddle point energy ES between
them is defined by the intersection of both sites’ parabolas and hence depends on
the distance between the minima. The activation energy is Eact = Es − Eb,i. The
parameter κ is determined by the requirement that simulation results should match
if either a single-lattice model or two exactly coinciding lattices are used.

http://dx.doi.org/10.1007/978-3-642-28546-2_10
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Chapter 8
Material and Doping Contrast in III/V
Nanowires Probed by Kelvin Probe Force
Microscopy

Sasa Vinaji, Gerd Bacher and Wolfgang Mertin

Abstract We have studied the local surface potential and the voltage drop along
individual VLS grown GaAs nanowires using Kelvin probe force microscopy. With
the obtained information, we identify a core–shell structure in GaAs/GaP heterostruc-
ture nanowires, which we attribute to the difference in radial and vertical growth
between the two semiconductor materials. In p-doped GaAs nanowires, qualitative
and quantitative doping levels are estimated. Furthermore, we find a better incor-
poration of the zinc compared to the carbon to realize doping in partially p-doped
GaAs nanowires by localizing the doping transitions and estimating the width of their
depletion layers. Additionally, the p–n junction can be localized with a resolution
better than 50 nm and the bias dependence of the depletion layer width can be studied.

8.1 Introduction

III–V semiconductor nanowires are believed to have enormous benefits in the field of
advanced electronic [1], optoelectronic [2], and thermoelectric devices [3] exhibiting
improved or even new properties. First, the improved electrostatic charge control in a
nanowire by omega-shaped gate electrodes and the possibility to design heterostruc-
tures lead to a transconductance of 2 S/mm in InAs nanowire field effect transistors [4]
and to on currents of 1 mA/μm in InAs/InP radial nanowire heterostructure devices
[5]. Second, the enhanced light collection efficiency compared to conventional thin
film devices [6, 7] together with the freedom of integrating multiple p–n junctions
with optimized spectral response to the solar spectrum [8] make III–V nanowires
quite attractive for the development of high performance photovoltaic devices. A few
successful examples of GaAs nanowire photovoltaic devices have been demonstrated.
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Efficiencies ranging from 0.83 % for coaxial nanowire diode arrays [9] up to 4.5 %
for a single coaxial nanowire diode [10] have been reported. Finally, due to e.g.
increased boundary scattering [11, 12], the thermal conductivity in nanowires can
be decreased, while the electrical conductivity remains relatively high. This leads to
ZT values largely enhanced as compared to bulk material.

The widely used vapor–liquid–solid (VLS) technique [13] allows the growth of
nanowires with controlled properties like morphology and crystallinity [14], material
composition, and doping concentration [15, 16]. These parameters define the device
functionality [17]. Therefore, it is crucial to determine these parameters, especially
the local variation of composition and doping, because of their high impact on the
electronic, optoelectronic, and thermoelectric behavior of the device. Although first
proof of principle devices have been demonstrated it is obvious that a further improve-
ment of the growth of nanowires with controlled composition and doping is needed
to optimize the properties of future nanowire devices.

In contrast to bulk semiconductors where the technology for obtaining high quality
doping and material transitions is well established, this is quite challenging for
semiconductor nanowires. That is especially true for III–V nanowires where a
detailed model of the VLS growth mechanism is still under discussion [18]. Thus,
nondestructive experimental techniques are required, which simultaneously provide
information on the electrical (e.g. doping, conductivity, potential distribution) and
structural (e.g. size, tapering, core–shell structure) properties of nanowires with an
inherently high spatial resolution. Standard tools for extracting information on struc-
ture and composition are, for example, scanning electron microscopy, transmission
electron microscopy or energy dispersive X-ray spectroscopy [15, 19]. These tech-
niques, however, do not allow one to locally extract electrical properties, like doping
levels and transitions or interface resistances. More sophisticated techniques like
high spatially resolved atom probe tomography measure directly the dopant profile,
even in the cross-section of a nanowire [20]. As this technique is highly destruc-
tive, it cannot be applied for investigating operating nanowire devices. Very recently,
scanning spreading resistance microscopy was used to trace the profile of the carrier
concentration in an individual Si nanowire [21], whereas an access to the voltage
drop along the nanowire or at the contacts in a nanowire device cannot be obtained.

A scanning force microscopy (SFM) technique that has shown its application
potential to semiconductor device research is Kelvin probe force microscopy (KPFM).
Hereby the electrostatic force between an atomically sharp tip and the sample beneath
is measured [22–24]. In KPFM, there is no direct mechanical contact between the tip
and the sample, thus making this technique ideally suited for the study of sensitive
samples like nanowires. Furthermore, it is material sensitive and can work under
ambient conditions even for operating devices. Most importantly, the surface poten-
tial can be measured with a high voltage resolution of only a few mV, even on samples
with poor conductivity [25]. KPFM was used e.g. for measuring the work function
of metals [22] as well as the surface potential of conventional semiconductor diodes
[26–28]. Its application to biased semiconductor devices allows a spatially resolved
determination of the voltage drop even quantitatively, thus helping to understand and
optimize the device functionality [29–31].
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During the last years, KPFM has gained importance in the characterization of
nanowires. KPFM was used to investigate the contact properties between nanowires
and metal contacts by measuring the voltage drop in the contact area for carbon
nanotubes [32]. KPFM was also used to visualize the influence of covalent
attachments to the conductance of single-walled carbon nanotubes [33]. More
recently, Koren et al. probed the dopant distribution in a phosphorous-doped silicon
nanowire [34]. By using a successive etching technique, they could even measure the
radial doping distribution and found that the doping concentration decreases from
the surface to the core of the nanowire by a factor of two [35, 36].

In contrast to KPFM experiments done on carbon nanotubes and elementary semi-
conductors, similar experiments on compound semiconductor nanowires with their
potential for electronic, optoelectronic, and thermoelectric applications are quite
rare. Potential drops along ZnO [37], CuO [38] or CdSe [39] nanowires have been
measured. A more device-related question was investigated by Minot et al., who mea-
sured the voltage drop along an InP/InAsP nanowire and subsequently calculated the
depletion zone in this diode-like structure [40]. However, no such data is reported
up to now for nanowires based on the technologically relevant GaAs system.

8.2 Instrumental Setup

A Veeco InnovaTM atomic force microscope was used for all the experiments. A
schematic diagram of the measurement setup is depicted in Fig. 8.1. For the KPFM
experiments, the system was equipped with an external homebuilt Kelvin controller.
The Si tips used for the measurements have a conductive Cr/Pt coating, a nominal
radius of about 25 nm, and a nominal resonance frequency ωres of about 75 kHz (Bud-
getSensors ElectriMulti75). To enhance the sensitivity, the externally applied voltage
VDC to the tip was modulated by an AC voltage with amplitude VAC and frequency
ωRef . All measurements were performed in the non-contact mode with a distance of
about 20 nm between nanowire and tip. This allows fully nondestructive measure-
ments, which makes KPFM ideally suited for sensitive samples like nanowires. VDC
is controlled via the Kelvin loop system in order to compensate the contact potential
difference Vcpd between tip and sample, and thus corresponds to the Kelvin voltage
VKelvin [22].

Vcpd can thus be written as

VCPD(x, y) = −e−1 · (Φtip − ΦS(x, y)) = −VKelvin(x, y) + Vdrop(x, y) (8.1)

with Vdrop(x, y) being the local voltage drop in the device with respect to ground.
Here, Φtip is the work function of the tip material and ΦS(x, y) is the local work
function of the material under investigation, which is given by [41]

ΦS(x, y) = χ(x, y) + �EF(x, y) + �ΦS(x, y) (8.2)
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Fig. 8.1 Schematic diagram of the KPFM system used. The applied voltages VDC and VAC are
needed for the measurement of the Kelvin voltage VKelvin(x, y)

χ(x, y) is the local electron affinity of the semiconductor, �EF (x, y) the local
energy difference between the Fermi energy, and the conduction band edge, and
�ΦS(x, y) is the local surface band bending. The value of VDC is controlled via
a Kelvin loop system in such a way that the electric force F(x, y) between the
tip and the sample surface becomes zero. In the unbiased case (Vext = 0 V and
therefore Vdrop(x, y) = 0 V), VDC is equal to −Vcpd(x, y) and in the case of a
bias voltage (Vext �= 0 V and therefore Vdrop(x, y) �= 0 V), VDC corresponds to
−(Vcpd(x, y)+Vdrop(x, y)). In both cases VDC is called Kelvin voltage VKelvin(x, y).

Using the amplitude modulated noncontact mode it is possible to measure simul-
taneously the topography and the local work function ΦS(x, y) of a sample surface
via the Vcpd(x, y) [23, 31]. During the KPFM measurements we used an amplitude
of 1 V for the modulation voltage VAC, a frequency ωRef = 44 kHz, and a scan
speed of 1/3 Hz. With this technique, we are able to measure the local Kelvin volt-
age distribution of the sample surface with a spatial resolution down to few tens
of nanometer and a sensitivity of a few mV. For the application of a bias voltage
Vext, the nanowires are contacted with electrodes, created by ebeam lithography. The
substrate was grounded for all measurements.

For the evaluation of the achievable spatial resolution for the determination of
both, material and doping transitions, an InP/InGaAs butterfly structure with well-
known growth conditions was investigated (Fig. 8.2a). The structure was grown lattice
matched on InP substrate. The In-content of the InGaAs layers was 53 %. The InP
layers were n-doped with a concentration of 1×1019 cm−3. The InGaAs layers were
undoped except from two layers (marked by red arrows in Fig. 8.2a), which were
p-doped with a concentration of 3 × 1019 cm−3. The smallest layer with a width of
5 nm was located in the center of the structure while the width of the subsequent
layers increases up to 70 and 90 nm, respectively, toward both sides. In the scanning
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Fig. 8.2 InP/InGaAs butterfly structure for the determination of the electrical spatial resolution of
the KPFM setup. a Schematic layer structure with indicated layer thicknesses. The two p-doped
layers are indicated by red arrows. b Scanning transmission electron microscopy Z-contrast image
of the structure. c 2D-KPFM-image. The color code represents the Kelvin voltage. The white line
is a line scan obtained by averaging 20 lines [42]

transmission electron microscopy Z-contrast image of the structure, the InP layers
appear bright while the InGaAs layers appear dark (Fig. 8.2b).

A 2D image of a cross-section KPFM measurement on the InGaAs/InP butterfly
structure is shown in Fig. 8.2c. The bright areas represent the InP layers and the dark
ones the InGaAs layers. The difference in the work function between InGaAs and
n-InP is visualized by the color contrast. Due to the larger work function, the two
p-doped InGaAs layers can be clearly identified as dark layers on the left side demon-
strating the high sensitivity regarding different doping levels. For the evaluation of
the spatial resolution, 20 lines were averaged (white line in Fig. 8.2c). It is obvious
that the difference in the Kelvin signal between InP and InGaAs layers decreases
toward smaller layers. This can be explained by the averaging effect of the electro-
static fields for small areas [43, 44]. The smallest resolvable layer is a n-doped InP
layer with a nominal width of 15 nm, which shows a Kelvin signal with a FWHM
of 23 nm [42]. This demonstrates the very good electrical spatial resolution of our
KPFM setup.

The voltage sensitivity of our system was determined using a gold evaporated
GaAs substrate. For that experiment, an AC voltage with an amplitude of 0.5 V and
a frequency of 27 kHz was used for modulation. The voltage Vext applied to the
sample was stepwise changed from 0 V to 150 mV with decreasing step sizes. The
corresponding Kelvin voltages (in each case 20 line scans were performed) are shown
in Fig. 8.3a as a 3D plot. From this plot it can be seen that with decreasing applied
voltage the Kelvin signal decreases too. The 20 line scans of the Kelvin voltage
for each applied voltage were averaged and plotted versus the applied voltage as
shown in Fig. 8.3b. The slope � of the fitted linear curve is nearly one. Differences
in the applied voltage as small as 5 mV can be resolved [45] representing the voltage
sensitivity of the system.
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Fig. 8.3 Estimation of the voltage sensitivity. a 3D image of VKelvin for different applied voltages.
b Measured VKelvin versus applied voltages Vext [45]

8.3 Material and Doping Contrast in Single GaAs Based
Nanowires

8.3.1 Material Transitions in Single GaAs Based Nanowires

Nanowires consisting of a nominally undoped GaAs/GaP heterostructure were grown
with Metal–organic vapor phase epitaxy [46]. The growth was performed under
vapor–liquid–solid (VLS) conditions on a (111) GaAs substrate. As seeds for the
VLS growth, monodisperse Au particles from the gas phase (Ted Pella Inc.) were
deposited on the substrate. While trimethylgallium (TMGa) was used as group-
III precursor, tertiarybutylarsine (TBAs), and tertiarybutylphosphine (TBP) were
utilized as group V precursors for the growth of the GaAs and the GaP nanowire
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Fig. 8.4 Schematic illus-
tration and scanning elec-
tron microscope image of a
GaAs/GaP heterostructure
nanowire. Reprinted with per-
mission from [24]. Copyright
2009, IOP Publishing

sections, respectively. The substrate was annealed at 600 ◦C for 10 min before the
nanowires were grown at a constant temperature of about 480 ◦C [24].

A schematic diagram along with a scanning electron microscope (SEM) image
of the heterostructure nanowire is depicted in Fig. 8.4. From the bottom to the top
of the nanowire, the length of the GaAs and the GaP sections was reduced stepwise
from 2000 to 30 nm by reduction of the growth time. As shown in the schematic
diagram in Fig. 8.4, ten heterojunctions have been realized along the axial direction
of the nanowire. To obtain sharper material transitions, at each interface all precursors
have been switched off for a 1 min growth interruption. Due to the material contrast,
the different sections of the heterostructure nanowire can be distinguished clearly in
the SEM image. The bright areas correspond to GaP, while the darker ones represent
the GaAs layers.

The atomic force microscope topography measurement of the heterostructure
nanowire is displayed in Fig. 8.5a. The upper image shows the 2D data plot of the
topography, while in the lower graph an averaged line measurement extracted from
the 2D image is depicted.

Over the total length of the nanowire (∼6.5 μm), the diameter of the nanowire
changes from about 40 nm close to the Au seed nanoparticle to approximately 100 nm
at the bottom of the nanowire. As visualized in Fig. 8.5a, the increase in nanowire
diameter shows a steplike behavior along the axial direction of the nanowire. A
comparison with the SEM measurement shown in Fig. 8.4 reveals that the nanowire
diameter increases only during GaAs growth (blue solid line), while it remains con-
stant for the GaP regions (red dashed lines). In our measurements, all layers can be
resolved except the thinnest GaAs part, because of the influence of the Au nanopar-
ticle close to it [24].

From the topography measurements, we are able to extract the vertical and the lat-
eral growth rates rV and rL , respectively (see Fig. 8.5b). This is done by determining
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Fig. 8.5 Lateral versus radial growth. a 2D measurement (top) and averaged line scan (bottom) of
the topography measurement of the heterostructure nanowire with the Au particle on the left side.
The color scale represents 116 nm for the 2D plot. b Schematic drawing of the core–shell structure.
Reprinted with permission from [24]. Copyright 2009, IOP Publishing

the angle α, which represents the growth ratio rV /rL . The value we obtain for the
GaAs parts is about 1◦, resulting in a growth ratio of rV /rL ≈ 55, which is in good
agreement with literature data [19]. This ratio is constant over the whole nanowire
length as indicated by the slope of the blue solid lines in Fig. 8.5a. In contrast, the
lateral growth can be neglected for the GaP growth. From our data it can be seen,
that the radial GaAs overgrowth is not limited to the GaAs regions. GaP regions
of the nanowire are also covered by GaAs, resulting in a core–shell structure as
schematically shown in Fig. 8.5b.

The corresponding Kelvin voltage, measured simultaneously with the topogra-
phy (see Fig. 8.5a), is shown in Fig. 8.6. The Kelvin voltage was measured with a
modulation voltage of 4 V to enhance the sensitivity, and therefore the contrast of
the measurement [24]. The dark spot in the 2D plot (top of Fig. 8.6) corresponds to
a low Kelvin voltage and indicates the Au nanoparticle at the top of the nanowire.
Additionally, a distinct change of the Kelvin voltage along the nanowire axis can
be seen in the vicinity of the nanoparticle, while the Kelvin voltage remains nearly
constant at larger distances from the gold nanoparticle.

In the bottom of Fig. 8.6, a line scan extracted from the Kelvin voltage data
is plotted. The positions of the GaAs and GaP layers have been taken from the
topography measurement that has been done simultaneously on the same nanowire.
According to Eq. (8.1), the Kelvin voltage depends on the work function difference
between the tip and the sample. The positive value for the Kelvin voltage obtained
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Fig. 8.6 2D KPFM measure-
ment (top) and extracted
line scan averaged (bot-
tom) across the heterostruc-
ture nanowire as shown in
Fig. 8.5. The color scale rep-
resents a Kelvin voltage scale
of 130 mV. The inset shows an
enlarged data plot in the vicin-
ity of the Au nanoparticle.
Reprinted with permission
from [24]. Copyright 2009,
IOP Publishing

here agrees with the fact, that the work function of the used tip (Pt-coated) is expected
to be higher compared to all materials studied (Au, GaAs and GaP) [47, 48]. The
higher value of the Kelvin voltage in the semiconductor area of the nanowire indicates
a lower work function as compared to the seed Au nanoparticle. This is again in good
agreement with literature, where a work function of about 5.1–5.26 eV is expected for
Au [47], which is higher than 4.78 and 4.93 eV for GaAs and GaP, respectively [48].

Like in the topography measurements (see Fig. 8.5a), the thinnest layers cannot
be resolved, most probably due to long range electrostatic forces from the nearby Au
nanoparticle as discussed in Sect. 8.2. However, at some distance from the particle
a material contrast can be seen and a maximum work function difference of about
75 meV is measured between GaAs and GaP. This is half of the value expected from
the literature data as discussed above. The measured work function is influenced
by band bending, defect states or contaminations at the surface, as well as from the
averaging effect of nearby layers due to the finite spatial resolution. Moreover, a
possible background doping of the semiconductor sections cannot be excluded. The
radial overgrowth of GaAs, as discussed above, reduces the contrast in the KPFM
measurement more and more as the GaAs shell is getting thicker toward the bottom
of the nanowire. This results in a nearly constant Kelvin voltage when the shell
thickness reaches approximately 5 nm.
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8.3.2 KPFM on Single p-Doped GaAs Nanowires

As discussed before, one of the major advantages of KPFM is that it is sensitive
toward doping variations in semiconductor materials. In order to study the doping
efficiency during the growth process, two differently doped GaAs nanowires have
been analyzed with KPFM. While the first sample was p-doped with zinc in situ
during growth, the doping of the second one was realized by zinc ion implantation
subsequently after growth.

8.3.2.1 Axial Doping Gradient in a Single p-Doped GaAs Nanowire

GaAs nanowires have been grown using polydisperse Au nanoparticles as seeds.
The growth was similar to what is described in Sect. 8.3.1. In contrast, however,
the nanowires have been grown at a lower temperature of about 400 ◦C to prevent
additional radial overgrowth. For p-type doping, diethylzinc (DEZn) was introduced
in addition to TMGa and TBAs during growth. A detailed description of the growth
parameters and corresponding SEM images of the grown nanowires can be found
elsewhere [46, 49]. Macroscopic current/voltage measurements at different positions
along the nanowire indicated a variation of the wire resistance along the growth
direction, which was attributed to a local change of the doping concentration [49].

In order to study the axial change of the doping concentration in more detail, the
nanowires have been removed from the substrate and transferred to an insulating
substrate carrier. KPFM measurements have been performed on unbiased nanowires
in order to get access to local variations of the work function and thus the doping
level.

Figure 8.7 shows the result of the KPFM measurement on a typical nanowire.
The measurement reveals a graded Kelvin voltage along the whole nanowire in axial
direction (blue curve), while no contrast change is visible either in the topography
of the nanowire (inset in the top of Fig. 8.7) or in the Kelvin voltage on the substrate
close to the nanowire (black curve in Fig. 8.7). From the macroscopic current/voltage
measurements performed on similar structures, the hole concentration is expected
to increase toward the nanowire tip (left side in Fig. 8.7). This should result in an
increase of the local work function and thus in a decrease of the Kelvin voltage in
this direction. This is exactly what is found in the KPFM experiments, confirming
the increasing p-doping level toward the nanowire tip.

The change of the Kelvin voltage is about 80 mV along the ∼9μm long part of
the nanowire. Note that a quantitative estimation of the doping level and the change
in doping concentration along the nanowire cannot be extracted from the data due to
band bending effects related to surface states and surface charges [41, 51].
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Fig. 8.7 Kelvin voltage ver-
sus tip position measured on
the nanowire (blue) and on
the substrate (black) as a ref-
erence. The inset in the top
depicts the corresponding 2D
topography measurement [50]

8.3.2.2 Effective Carrier Concentration in a Single GaAs Nanowire
Doped by Zinc Ion Implantation

Nominally undoped GaAs nanowires have been grown on a (100) GaAs substrate
using dispersed Au particles with nominal diameters of about 150 nm as seeds. The
preferred growth axis of the GaAs nanowires is in the (111) direction [46], resulting
in tilted nanowires with an angle of about 35◦ with respect to the substrate surface. As
shown schematically in Fig. 8.8a, the as-grown nanowires were subsequently doped
with Zn by ion implantation to reach a nominal doping density of 3×1019 cm−3 [52].

The nanowires have been transferred to an insulating substrate for further elec-
trical characterization. Electron beam lithography has been used to realize stan-
dard p-type contacts (Pt/Ti/Pt/Au) resulting in contacted nanowires as shown in the
inset of Fig. 8.8b. The linear macroscopic current/voltage characteristic of the mea-
sured nanowire (Fig. 8.8b) reveals the Ohmic character of the contacts and an overall
macroscopic resistance of about 130 k�. The latter is determined by both, the contact
resistances and the intrinsic resistance of the nanowire in between.

In order to extract the intrinsic resistance of the nanowire and subsequently esti-
mate the carrier concentration in the nanowire, KPFM has been performed to gain
knowledge about the local voltage drop along the nanowire. The Kelvin voltage
along the nanowire has been measured with and without an externally applied bias.
The local voltage drop was deduced quantitatively by subtracting the KPFM signal
obtained in the unbiased case from the KPFM signal measured when the nanowire
is biased [29, 31].

The Kelvin voltage measurements are depicted in Fig. 8.9a for the unbiased (open
circles) and the biased (full circles) case. Without an external bias, the KPFM sig-
nal shows a relatively homogeneous Kelvin voltage along the whole nanowire. In
contrast, an applied bias of 1 V at the left contact results in a pronounced change of
the local Kelvin voltage. The measured Kelvin voltage is determined by both, the
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Fig. 8.8 Schematic illustration and I–V characteristic of the ion-implanted nanowire a Schematic
drawing of a tilted nanowire. b Macroscopic current/voltage characteristic of the measured nanowire.
The inset shows a SEM image of a typical contacted nanowire. Reprinted with permission from
[53]. Copyright 2009, American Institute of Physics

Fig. 8.9 Determination of the local voltage drop along the nanowire. a Kelvin voltage measured
for the unbiased (open circles) and for the biased (full circles) nanowire. b Local voltage drop along
the nanowire and the contacts calculated from the Kelvin voltage difference of the biased and the
unbiased device. The contacts are drawn for clarity. c Schematic drawing of the assumed model
for estimating the carrier concentration. Reprinted with permission from [53]. Copyright 2009,
American Institute of Physics

contact potential difference Vcpd(x) and the local voltage drop Vdrop(x). Subtracting
the zero-bias KPFM signal reveals the local voltage drop Vdrop(x) along the nanowire
(Fig. 8.9b), as outlined above. While the measured value of 0 V on the right contact
is exactly the expected one, the voltage on the left contact is only 0.8 V instead of the
applied 1 V. This difference can be explained most probably by the averaging effect
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of the long ranging electrostatic field [43]. However, this measurement accuracy is
sufficient enough for an estimation of the carrier concentration.

In between the contacts, the voltage drops linearly with a change of �V ∼ 0.4 V
over a length of �x ∼ 3.2μm. The voltage drop at the left and the right contact is
0.26 and 0.19 V, respectively. With the measured current of about 7μA this results
in an internal resistance of about 57 k� for the nanowire and contact resistances of
38 and 27 k�, respectively, can be extracted. The corresponding total resistance of
122 k� is very close to the macroscopic measured value of 130 k�.

A cylindrical symmetry shown schematically in Fig. 8.9c is assumed for the cal-
culation of the carrier concentration. The resistance of the nanowire in between the
contacts is given by R = �x/[σπ (r0−d)2] with the conductivity σ = qpμh , a
depletion width d = (2ε0εr VS /qNA)1/2 at the nanowire surface, and an average wire
radius r0 of about 120 nm. VS is the surface potential and the hole mobility can be
calculated by μh = μ0/[1 + (NA/1018 cm−3)1/2]. With typical values for p-GaAs
of μ0 = 450 cm2/Vs, VS = 0.45 V and εr = 13.1 taken from literature [52], an
effective carrier concentration of p ∼ 6 × 1017 cm−3 can be estimated from our
measurements [53].

Like mentioned before, the particles used as seeds for the nanowire growth had a
diameter of about 150 nm. Therefore, for the implantation process ion energies were
adjusted to provide a homogeneous doping profile across the nominal diameter of
the nanowires. Our topography measurements on the investigated structure, however,
showed a tapering of the nanowire, resulting in an average diameter of about 240 nm.
This causes a lower and a more inhomogeneous doping concentration than intended
by the implantation parameters used here. Together with the fact that not all acceptors
are ionized at room temperature [52] the value extracted from our measurements is
in reasonably good agreement with what could be expected for the effective carrier
concentration.

8.3.3 Localization of Doping Transitions in Single p-Doped
GaAs Nanowires

Because KPFM is very sensitive toward doping concentrations and the type of doping,
this technique is able to localize doping transitions, e.g., transitions from a p-doped
area to an intrinsic one, of individual nanowires. GaAs nanowires with a nominal
change in doping type were grown similar as described before. A 2.5 nm thin Au film
was evaporated on a (111) GaAs substrate. To form seeds for the VLS growth, the
substrate was annealed at 600 ◦C for 5–10 min, resulting in polydisperse Au droplets
with diameters ranging from 50 to 350 nm. Two different sources have been added
to the gas phase to realize p-type doping. For sample A (Fig. 8.10a) tetrabromide
(CBr4) has been used, while DEZn has been included for the p-doping of sample B
(Fig. 8.10b).
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Fig. 8.10 SEM images and
schematic drawings of (a) a
GaAs nanowire with a doping
transition from a C-doped
to an undoped part (sample
A) and (b) a GaAs nanowire
containing a transition from
an undoped stump to a Zn-
doped nanowire part at the top
(sample B). Reprinted with
permission from [24]. Copy-
right 2009, IOP Publishing

Figure 8.10a shows a SEM micrograph and a schematic drawing of a nanowire
from sample A grown at a constant temperature of 480 ◦C. First, the p-doped part
was grown by adding CBr4 to the gas phase. As C is found not to dissolve in Au,
the doping is attributed to a side wall incorporation rather than trough doping via the
VLS mechanism [24]. The doping source was switched off after about half of the
growth time of about 6 min. Hence, the top parts of the A-type nanowires are nomi-
nally undoped. In sample B (Fig. 8.10b), DEZn was used as the precursor for p-type
doping. A growth temperature of about 400 ◦C was applied for the p-doped part of the
nanowires preventing radial overgrowth at the nanowire sidewalls. Before the growth
of the p-doped layer, a nominally undoped stump was grown at a temperature of about
450 ◦C for better crystal quality [46, 49]. Like described before, the nanowires have
been transferred to another substrate for performing KPFM measurements.

The results of the simultaneously measured topography and KPFM signal of
sample A are depicted in Fig. 8.11a–c. The 2D image of the topography (Fig. 8.11a)
shows no specific features and, in particular, no structural variations in the center of
the nanowire, i.e., in the vicinity of the doping transition. In contrast, a pronounced
change in contrast close to the center of the nanowire axis can be recognized in the
KPFM signal (Fig. 8.11b). The lower Kelvin voltage at the right side of the image
(bottom of the nanowire) is consistent with an increasing work function as expected
for the p-doped part.

This local change in the Kelvin voltage is analyzed in more detail by extracting
a line scan from the 2D KPFM image and plotting the Kelvin voltage versus tip
position in Fig. 8.11c. Starting from the bottom of the nanowire (right side) the Kelvin
voltage shows a strong increase of about 80 mV in the center of the structure where the
p-doping has been switched off. To localize the exact position of the doping transition
more accurately [27], the derivative of the Kelvin voltage has been extracted from
the measured data and plotted in the inset in Fig. 8.11c. The doping transition can be
localized at a tip position of approximately 5.2μm and a full width half maximum
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Fig. 8.11 Investigation of doping transitions. 2D measurements of the topography a and the Kelvin
voltage b for sample A with the color scale representing 370 nm and 260 mV, respectively. c Line
scan of the Kelvin voltage extracted from the 2D image. The inset shows the derivative of the Kelvin
voltage in the vicinity of the doping transition. d 2D images of the topography (color scale: 80 nm)
and e the Kelvin voltage (color scale: 210 mV) of sample B. f Kelvin voltage versus tip position with
the corresponding derivative in the inset. Reprinted with permission from [24]. Copyright 2009,
IOP Publishing

(FWHM) of about 350 nm is obtained. Ideally, this width could be used to estimate
the depletion width and thus the achieved doping level. Note however, that surface
states will result in a deviation of the depletion width in the bulk and at the surface
[54]. Therefore, a quantitative discussion of the depletion width and a deduction of
the average doping level in the nanowire are not conducted.

Figure 8.11d–f show analog data for sample B. Again, no contrast change can
be seen in the 2D image of the topography (Fig. 8.11d), whereas a clear contrast
between the two differently doped areas is visible in the Kelvin voltage (Fig. 8.11e).
In contrast to sample A, the nanowire B consists of a nominally undoped area at
the right side and a p-doped area at the left side, which is the top of the nanowire.
Hence, the expected contrast change in the Kelvin voltage image should be exactly
opposite to the one measured for sample A, in agreement with the experimental data.
The extracted line scan in Fig. 8.11f shows a change in the Kelvin voltage of about
90 mV at the doping transition. From the derivative depicted in the inset, the position
of the doping transition can be localized at a tip position of approximately 2.75μm
and a transition width between 200 and 300 nm is estimated.

From the schematic energy band model shown in Fig. 8.12 it can be seen, that
the work function difference Φp-Φi and therefore the change in the Kelvin voltage
between a nominally p-doped and an ideally intrinsic semiconductor is expected to
be in the order of half the bandgap, i.e., about 0.7 V for GaAs. This value is much
larger than the values of 80 and 90 mV measured in our KPFM experiments discussed
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Fig. 8.12 Schematic models
of the energy bands for a
p-doped (left) and an intrinsic
(right) semiconductor. The
surface band bending �ΦS
results in a depletion zone (red
dotted lines) and a decreased
surface work function Φp,S

above. In similar studies on bulk GaAs p–n junctions with a doping concentration of
5×1018 cm−3 for both, p and n doping, voltage differences between 25 and 40 mV
have been measured at the heterojunction with KPFM [28]. In order to explain this
discrepancy, surface band bending effects �ΦS caused by surface states and surface
charges [28, 51] have to be considered.

As can be seen on the left side of Fig. 8.12 for p-doped GaAs, the surface band
bending (red dashed lines) results in a decreased work function at the surface, and
therefore reduces the Kelvin voltage difference between the p-doped and the intrinsic
area measured at the surface. In addition, the depletion width suffers from the finite
lateral resolution of KPFM. Hence, it is not possible to derive quantitative data
for the concentration change at the doping transition. Nevertheless, the position of
the doping transition can be localized with a precision of ∼50 nm. In addition, the
reduced value of the depletion width in sample B indicates a better incorporation of
the Zn as compared to the C into the nanowire for p-type doping.

8.4 GaAs p–n Junction Nanowire Devices

To realize GaAs nanowires with a p–n junction [46, 55], polydisperse Au seeds were
prepared as described before (see Sect. 8.3.3). The precursors for the wire growth
were TMGa and TBAs, while diethylzinc (DEZn) and tetraethyltin (TESn) were used
for p- and n-type doping, respectively. The nanowires were transferred onto an insu-
lating substrate and contacts were defined via electron beam lithography. Contacts
for the p-doped nanowire part were realized with a Ti/Pt/Ti/Au metallization, while
Pd/Ge/Au was used to form an ohmic contact to the n-doped area of the nanowire.

The schematic structure of the nanowire p–n junction is shown on the left side
of Fig. 8.13. First, a nominally undoped GaAs nanowire of a few micrometer length
was grown at a higher temperature (450 ◦C) to provide better crystal quality at the
beginning of the growth [46, 55]. Afterwards, the temperature was reduced to 400 ◦C
and the n- and p-doped parts of the nanowires were grown. The nominal doping con-
centrations were extracted from macroscopic current/voltage characteristic measure-
ments performed on purely n- and purely p-doped reference nanowires, respectively.
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Fig. 8.13 Schematic illustra-
tion of the nominal structure
of the p–n nanowire (left).
Macroscopic current/voltage
characteristic showing a
diode-like behavior for the
measured nanowire (right)
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For these nanowires, a maximum doping concentration of about 1018 cm−3 has been
achieved for the purely n-doped, while a nominal value of about 1.6×1019 cm−3

is obtained for purely p-doped nanowires [46, 49, 56]. These values are assumed
as the nominal values for the n- and p-doped part of the investigated p–n nanowire
discussed here, because the growth parameters were similar in these experiments.

Figure 8.13 shows the macroscopically measured current/voltage characteristics
of the investigated p–n nanowire. A clear diode-like behavior can be seen for the
applied voltages between −2 and 2 V. The built-in voltage extracted from the curve
(∼1.4 V) is in good agreement with the expected value for a GaAs p–n heterojunction
device.

To further analyze the diode-like behavior, KPFM measurements have been per-
formed on the p–n nanowire. In Fig. 8.14, the 2D images of the topography (a) and
the simultaneously measured Kelvin voltages for various applied biases (b–d) are
depicted. In all images, the n- and p-contacts are on the left and on the right side,
respectively.

The topography (Fig. 8.14a) shows the nanowire with a constant diameter of about
100 nm in between the contacts. While no structural features are measured in the
topography, a relatively sharp transition in the contrast can be seen in the Kelvin
voltage image along axial direction of the nanowire in Fig. 8.14b. This already indi-
cates that the diode-like behavior originates from a p–n junction inside the nanowire
and not from possible Schottky characteristics of the contacts.

Starting from the n-doped part of the nanowire on the left side, the Kelvin voltage
decreases abruptly at the junction toward the right side, which is consistent with
an increasing work function for the p-doped wire part. The contrast is enhanced
even more when applying a bias in reverse direction, e.g., −1 V to the p-contact
(Fig. 8.14c). While the Kelvin voltage remains constant for the grounded n-side
on the left, the Kelvin voltage decreases on the p-doped nanowire part due to the
additional negative potential. If the nanowire is biased in forward direction with
+1 V at the p-contact (Fig. 8.14d), the Kelvin voltage increases with respect to the
grounded side of the nanowire. In both cases the voltage apparently drops mainly at
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Fig. 8.14 2D images of the
a topography (color scale:
∼400 nm), b the Kelvin volt-
age for the unbiased nanowire
and the nanowire biased in
c reverse and in d forward
direction. The color scale is
the same for all KPFM images
and represents approximately
2 V. As depicted in a, the
n-contact is on the left side,
while the p-contact is on the
right side. The scan size is
17.1 × 17.1 μm2 for all
images

n p 0 V 0 V

0 V -1 V 0 V +1 V

(a) (b)

(c) (d)

the p–n junction inside the nanowire proving the good ohmic quality of the metallic
contacts.

To analyze the p–n junction in more detail, a KPFM measurement in the vicinity
of the doping transition (inset in Fig. 8.15a) has been performed with −1 V applied
to the p-contact. An averaged line scan of the Kelvin voltage has been extracted
and plotted versus the tip position in Fig. 8.15a. The Kelvin voltage decreases by
approximately 0.8 V from the left to the right side. Note that this value results from
the difference in the local work function superimposed by the potential due to the
externally applied voltage. To estimate the depletion length of the p–n junction, the
derivative of the Kelvin voltage has been determined and depicted versus tip position
in Fig. 8.15b. As the derivative of the Kelvin voltage represents the electric field in
the p–n junction [54], this procedure allows an estimate of the depletion zone of
about 410 nm under the reverse bias of −1 V.

The Kelvin voltage has been measured for varying reverse biases ranging from
−2 to 0 V and the corresponding depletion lengths have been estimated like described
above. The result is depicted in Fig. 8.16 where the depletion length is plotted versus
the applied bias. The voltage was again applied at the p-contact for all measurements.
The estimated depletion length increases with increasing reverse bias from ∼300 nm
for the unbiased wire to approximately 530 nm for a bias of −2 V. The observed
behavior is consistent with the theoretical model of a p–n junction, where the deple-
tion length xd is expected to increase when the p–n junction is biased in reverse
direction [57].

The depletion length as a function of the applied voltage and of the acceptor
concentration has been calculated and depicted in Fig. 8.16 (solid lines). For the
calculation an abrupt p–n junction has been assumed. Hence, the depletion length is
given by xd = [2ε0εr (NA+ND)(Vbi−Vext)/(qNAND)]1/2 [57], where ε0 and εr are
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Fig. 8.15 Estimation of the depletion zone. a Line scan of the Kelvin voltage plotted versus tip
position in the vicinity of the p–n junction for a bias of −1 V at the p- contact (right side). The inset
shows the corresponding 2D image of the Kelvin voltage with a size of 2 × 2 μm 2 b The derivative
of the Kelvin voltage for the same position at −1 V

Fig. 8.16 Measured deple-
tion length (black squares)
of the p–n junction versus
applied bias in reverse direc-
tion. For the calculation of the
depletion length (solid lines)
a nominal concentration for
n-doping of 1018 cm−3 was
used and an abrupt p–n junc-
tion was assumed. The p-
doping concentration was
varied as shown in the legend

the permittivity of the vacuum and the material, NA and ND are the acceptor and donor
concentrations, and Vbi and Vext are the built-in and the externally applied voltage,
respectively. As described before, the n-doped part of the nanowire has been grown
previous to the p-doped part. Therefore, a fixed nominal n-doping concentration of
1018 cm−3 has been assumed for the calculations, while the concentration for the
p-doping was varied from the nominal value of 1.6 × 1019 cm−3down to 1016 cm−3.
It can be seen in Fig. 8.16, that a relatively good agreement is achieved for a p-doping
level between 1.5 and 2 × 1016 cm−3, which is three orders of magnitude smaller
than the nominal one.

The main reason for the low value extracted for the p-doping concentration is
attributed to a deviation from an abrupt p–n junction. As discussed in Sect. 8.3.2.1
and elsewhere [46, 49, 50], the p-doping level along the nanowire is not constant. In
fact, the incorporation of the Zn into the nanowire is delayed resulting in an increasing
doping concentration with growth time. Moreover, when the doping is switched from
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n- to p-type, some amount of Sn is still present due to the memory effect of the Au-seed
during VLS growth. This is believed to cause a compensated region at the junction
[46, 58]. Thus, a continuous increase of the effective p-doping along the nanowire is
expected rather than an abrupt junction. Note that in addition surface states and sur-
face charges cause a surface band bending resulting in an increased depletion region
at the GaAs semiconductor surface as compared to the nanowire center [28, 51].
Moreover, the finite spatial resolution of KPFM results in a broadening of the mea-
sured depletion length [44].

8.5 Conclusion

The potential of Kelvin probe force microscopy for probing material and doping
contrast in III/V nanowires with a ∼50 nm spatial resolution is demonstrated. The
simultaneous measurement of topography and contact potential difference reveals
new insights into both, core–shell nanowires, and nanowires with axial doping tran-
sitions.

In GaP/GaAs core–shell nanowires, the experiments yield a ratio between vertical
and lateral growth rate of ∼55 for GaAs while the lateral growth is found to be
negligible for GaP. Applying our technique to p-doped GaAs nanowires, we are able
to monitor local variations of the doping level and to extract the local potential drop,
if the nanowire is externally biased. This finally allows an estimation of the effective
doping concentration in the nanowire.

Possibly, the largest benefit of the Kelvin probe force microscopy is obtained if
p–i or p–n nanowire junctions are studied. The position of the junction is localized
with an accuracy of 50 nm or less and the width of the depletion zone is estimated.
The experiments have been performed under external bias to directly visualize the
bias dependence of the depletion width.
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Chapter 9
Optical Properties of Silicon Nanoparticles

Cedrik Meier and Axel Lorke

Abstract This chapter reviews recent results on optical spectroscopy on silicon
nanoparticles. The quantum confinement effect causing a spectral shift of the photo-
luminescence together with an intensity enhancement is discussed. The small spatial
dimensions lead not only to a change of the electronic states, but affect also the
vibronic spectrum as is seen in results on first- and second-order Raman scatter-
ing. Using time-resolved spectroscopy, the excitonic fine structure of silicon nano-
particles is investigated and a crossover of bright and dark exciton states is found. The
analysis of the recombination dynamics allows to determine the size-dependence of
the oscillator strength, which is in the order of 10−5 and increases with decreasing
particle size. Finally, we demonstrate an electroluminescence device based on silicon
particles using impact ionization.

9.1 Introduction

Due to the fact that most physical, chemical, and mechanical properties of nano-
structured materials are determined by their structure, especially by geometry and
size, many applications have been developed based on fundamental research in this
field. The reasons for the novel effects in such nanomaterials are manifold, ranging
from surface effects, e.g., in nanoparticle based gas sensors, to quantum confine-
ment effects in sufficiently small structures. Among the inorganic materials used
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Fig. 9.1 Photoluminescence
of bulk silicon (red) and
silicon nanoparticles (blue) at
room temperature. Note that
the bulk photoluminescence
signal is 1,500 times weaker
than that of the nanoparticles

in electronic and/or optoelectronic applications, silicon plays a unique role. As the
second most abundant element in earth’s crust it is widely available and large single
crystals can be pulled with extremely low defect densities. Together with the highly
developed technology, these facts have caused the wide success of silicon in modern
electronics and partly in optoelectronics. For the latter, however, the applications of
bulk silicon are mostly limited to detector devices, as the electronic band structure
of silicon exhibits an indirect bandgap, requiring the involvement of phonons for
interband transitions due to the momentum conservation rule.

The report of optical emission from porous silicon in 1990, however, made silicon
attractive also for optoelectronic applications as an emitter material [1]. Two years
earlier, Furukawa and Miyasato had already studied the optical absorption of silicon
nanocrystals and shown that with decreasing particle diameter an increase of the opti-
cal bandgap was observed, which they attributed to effects of quantum confinement
[2]. Since then, many groups have contributed to the study of optoelectronic prop-
erties of silicon nanocrystalline structures. Figure 9.1 shows the photoluminescence
of bulk silicon in comparison to the photoluminescence of silicon nanocrystals from
the gas phase. In the beginning phase of the rapidly developing research activities,
especially porous silicon fabricated by electrochemical etching was studied; later,
other fabrication methods for such nanomaterials have been developed, such as ion
implantation in SiO2 [3] films and subsequent thermal annealing, nanocrystal growth
from SiO2/SiO superlattices [4] as well as the fabrication of silicon nanoparticles
from the gas phase [5, 6]. While these processes differ in the degree of control, the
obtained nanostructured are similar with respect to their optical properties.

In this article, we will focus mostly on results obtained using gas phase synthesis
[5, 6]. The benefit of this method over the other processes mentioned above is that
the resulting particles can—after proper chemical surface treatment—be dispersed in
solution and easily processed using, e.g., printing or roll-to-roll methods. Moreover,
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Fig. 9.2 Size-dependence
of the room temperature
photoluminescence of silicon
nanoparticles

the temperatures reached during the nucleation and growth process are very high,
leading to a high degree of crystallinity.

The photoluminescence obtained from gas-phase synthesized silicon nanoparti-
cles exhibits significant size dependence, as shown in Fig. 9.2. With a change of
mean particle diameter from d = 5.2 nm to d = 4.1 nm, the photoluminescence
peak shifts by about �E = 300 meV, about one-third of the bandgap energy of
bulk silicon. However, the origin of the observed size dependence of the silicon
nanoparticle photoluminescence has been under debate for quite a while. As men-
tioned above, already in 1988 the origin of the size dependent optical bandgap was
attributed to quantum confinement. Furukawa and Miyasato [2] suggested a 3D con-
finement model to explain their experimental results. However, many authors have
argued quantum confinement to not be the only effect responsible for the observed
behavior. Wolkin et al. have studied the influence of the surface passivation of silicon
nanoparticles on the optical bandgap and the emission properties. They found that
for particles above d = 3 nm, quantum confinement is the dominant effect for the
increasing bandgap with decreasing particle size. For smaller particles, the recombi-
nation mechanisms are different for oxygen or hydrogen terminated particle surfaces.
The observation of a large Stokes shift is indicative of electron or exciton trapping
near the surface, leading to size-independent recombination [7]. In 2008, Godefroo
et al. [8] reported on photoluminescence experiments in high magnetic fields up
to B = 50T, in which they could show that properly terminated silicon nanoparti-
cles show a clear diamagnetic shift as expected for quantum confinement dominated
recombination, while untreated samples were governed by localization effects.

It is worth noting that the nanoscale dimensions do not only affect the optical
bandgap. Other effects observed for silicon nanoparticles include phonon confine-
ment effects, leading to alteration of the vibrational states as observed in Raman spec-
troscopy [9, 10]. Moreover, the nonlinear optical properties can change when going
from bulk silicon to nanoparticles. Bulk silicon, which crystallizes in the centrosym-
metric diamond structure, has a vanishing χ(2) optical susceptibility. For silicon
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Fig. 9.3 Raman spectra from
silicon nanoparticles with
diameters down to 3.5 nm

nanoparticles, however, second harmonic generation could be observed, indicative
of a break of the inversion symmetry of the lattice for very small particles
(d ∼ 1 nm) [11].

For device applications, the recombination dynamics are of greatest impor-
tance. In this context, questions of interest are: What is the internal quantum effi-
ciency for interband transition? How are the radiative and nonradiative decay times?
What is the oscillator strength for the involved transitions? In the first part of this
chapter, we will discuss the recombination dynamics of nanocrystalline silicon. In the
second part, we will demonstrate carrier injection across the oxide interface leading
to electroluminescence in a silicon nanoparticle-based light emitting device.

9.2 Vibrational Properties

Light scattering methods such as Raman or Brillouin scattering are valuable to gain
insights in the interplay of the impact of nanoscale dimensions on the lattice proper-
ties, which, in turn, affect the electronic structure. Especially for the case of silicon,
Raman scattering allows to determine particle sizes as well as to distinguish between
crystalline and amorphous material. Therefore, Raman spectra have been recorded
for first and second-order light scattering processes on silicon nanoparticles with
diameters ranging from d = 60 nm down to 3.5 nm [10]. The material was fabricated
from a low-pressure microwave plasma using silane (SiH4) as a precursor [5]. Higher
order scattering processes are of great interest, as they allow to gather information not
only from the �-point in the reciprocal space, but also from other symmetry points
with �k �= 0 as long as the vibrational density of states (VDOS) has a maximum.

Figure 9.3 shows the results for the TO(�) phonon obtained in first-order scat-
tering. One can see that for the largest particle diameters investigated in these
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experiments, the frequency of the TO-phonon line is nearly identical to that of bulk
silicon (ṽ = 522 cm−1). With decreasing particle diameter, however, the Raman
shift reduces down to around 497 cm−1 for the smallest particles investigated in this
study. At the same time, a broadening of the peak is observed.

The phonon confinement model introduced by Richter and Campbell [12, 13]
explains the decrease of the Raman shift by the spatial confinement of the phonon
wavefunction, leading in turn to an increased contribution from parts of the phonon
band structure with �k �= 0. As the phonon dispersion of the TO phonon has a local
maximum at the �-point, the confinement effect can only lead to lower frequen-
cies contributing to the scattered intensity, and thus, to a softening of the TO phonon.
However, using the assumption of a Gaussian envelope for the phonon wavefunction,
which is spatially confined to the region of the nanoparticle, one obtains significant
frequency shifts only for nanoparticles with d < 10 nm. The fact that in the experi-
ments already for particle sizes around d = 27 nm a sizeable shift was observed might
be related to the fact that the method used for size measurement is probing a differ-
ent quantity than what is relevant for the confinement of the phonon wavefunction.
Indeed, the size is measured via the specific surface area using the Brunauer-Emmett-
Teller (BET) method [14]. As this measurement is purely sensitive to the surface, it
cannot distinguish between crystalline silicon and a (possibly amorphous) surface
layer. Thus, the phonon confinement method is only sensitive to the crystalline core
and thus phonon confinement induced shifts are already observed for particles that
are comparably large. It should be noted that the presence of a substoichiometric
silicon oxide layer can also be determined using Auger spectroscopy, as shown in
separate experiments [9].

Second-order Raman processes occur by scattering of a photon �ω with two
phonons. Thus, the frequency of the scattered light is increased or decreased by 2�,
for Stokes and anti-Stokes observation. However, as the wavevector of the photon is
negligible in comparison to that of the phonons, the total wavevector of the phonons
must add up to zero. Thus, the phonons must have equal but opposite wavevectors
to fulfill this momentum conservation rule. The highest scattering signal is therefore
obtained for the frequencies with the highest VDOS, namely in the region of the van-
Hove-singularities. Moreover, for single crystalline samples, the scattered intensity
strongly depends on the experimental geometry due to symmetry considerations.
For the case of a macroscopic sample containing randomly oriented nanoparticles,
however, these symmetry conditions do not play a role. The scattering experiment
averages over all possible orientations. Taking these considerations into account, the
second- order Raman scattering on nanoparticle samples should rather direct to be a
measure for the VDOS.

The experimental results for second-order Raman scattering are shown in Fig. 9.4.
One can see that for the largest particles a peak due to the TO(X) phonon at 490 cm−1

is found. With decreasing particle size, this peak shifts to lower frequencies down to
460 cm−1. In general, the observed decrease in frequency is very similar to what is
observed at the �-point using first-order scattering. However, the same explanation
via the relaxation of the momentum conservation does not apply in this case. At
the symmetry point involved here, the TO phonon branch has a local minimum, so
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Fig. 9.4 Second-order
Raman scattering on sili-
con nanoparticles of different
sizes. Note that the frequency
axis has been divided by two,
so that the frequency of a
single phonon is directly
obtained

that an increase in frequency would be expected in this simple model. However, one
should note that large wavevectors correspond to short length scales in real space.
Thus, it is very plausible that atom–atom interaction effects are responsible for the
softening of the TO phonon at the X point. Using molecular dynamics calculations it
was recently shown by Meyer and Comtesse, that the observed redshift in the VDOS
regardless from the symmetry point can be explained by the increasing number of
surface atoms [15].

9.3 Recombination Dynamics

When we compare the photoluminescence emission traces for bulk silicon and the
nanoparticle sample with a mean particle diameter of d = 4.5 nm in Fig. 9.1, we
immediately find significant differences: Firstly, the luminescence from the sili-
con nanoparticles is significantly enhanced over the signal from the bulk crystal.
Secondly, the photoluminescence peak for the nanostructures is much broader than
that of the bulk sample. The reason for the latter is quite obvious and not directly
related to the dynamics of the recombination process: Due to the large number of
different nanocrystal sizes that are sampled in a single photoluminescence measure-
ment, different optical bandgaps are present in the ensemble. Indeed, as shown in
Fig. 9.2, the size of the optical bandgap in the nanoparticles is very sensitive even
to slight changes in crystal size. These facts cause the comparably broad photolu-
minescence emission spectrum of the nanoparticles over the bulk crystal. On the
other hand, the count rate one can obtain from a nanoparticle sample are—taking
the instrument function into account—approximately 1,500 times higher than for
bulk. The reason for this intensity enhancement is mostly the strong spatial localiza-
tion of electron and hole in the nanoparticle, increasing the dipole transition matrix
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Fig. 9.5 Photoluminescence
of silicon nanoparticles at
T = 300, T = 80 and
T = 5 K

element. One might speculate, however, if the reduction in size relaxes the �k = 0
selection rule due to Heisenberg’s uncertainty principle. Following this idea, Trani
et al. [16] have used the tight-binding method to compute absorption spectra for sili-
con nanoparticles of different sizes in order to assess the nature of the bandgap. They
found that for particle diameters as discussed here with d > 2.0 nm, one can safely
assume that the band structure remains indirect. We will later analyze this question
by evaluating absorption spectra.

Apart from the particle dimensions, another parameter that influences the recom-
bination dynamics is the temperature. Temperature effects are well-known to affect
dynamics in quantum dots or nanocrystals, mostly due to the competition between
thermal energy kB T and the exciton binding energy Eexc. This effect usually leads to
a steady decrease of the intensity of interband transitions when increasing the tem-
perature of the sample [17–19]. For silicon nanostructures, however, the temperature
dependence of the luminescence intensity is different. When the sample is cooled
starting at room temperature, the photoluminescence signal first starts to increase
until a maximum is reached at about T = 80 K, as shown in Fig. 9.5. When the tem-
perature is lowered even further, the photoluminescence intensity decreases again
without being fully quenched when approaching T → 0 K [20]. A similar behav-
ior was reported for silicon nanocrystals in a SiO2 layer by Brongersma et al. [21].
The origin for this remarkable temperature dependence is the fact that the exciton
in silicon nanoparticles exhibits a fine structure. Therefore, the excited state is split
in more than one state whose occupation is influenced by their respective relaxation
rates and the thermal relaxation.

To analyze the situation in more detail, we will firstly assume that the conduc-
tion band states in silicon nanoparticles are mostly s-like, while the valence band
is constituted of p-like states. With these assumptions, we obtain a simple model
for the electronic band structure as shown in Fig. 9.6. It should be noted that these
assumptions do not hold strictly for the discussed case. One important point is that
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Fig. 9.6 Left schematic band
structure of silicon nanopar-
ticles. Due to quantum con-
finement, the degeneracy of
heavy holes (hh) and light
holes (lh) is lifted. Spin-orbit
interaction is responsible for
the split-off (so) band. Right
excitonic states

while the holes involved for interband transitions originate from the �-point, the
conduction band has its minimum at about 0.7 in the �-X direction. While for semi-
conductors with a direct gap, where only states with k = 0 are involved, the character
of the orbitals is fairly well-characterized as p-like for the valence band and s-like
for the conduction band, for indirect bandgaps one needs to consider mixing of
p-like character into the s-like orbitals describing the conduction band. As suggested
by Dovrat et al., this leads to some further adjustment of the fine structure model
discussed in Ref. [22]. The principal results shown here, however, remain correct.
As seen in Fig. 9.6, we describe the s-like conduction band and the p-like valence
band by their angular momenta Jel = 1/2 and Jhh = 3/2. For an exciton formed of
an electron and a hole, one obtains four possible configurations due to the fact that
for the z-components of the angular momenta one needs to account for two parallel
and two antiparallel configurations. For the exciton, this leads to two configurations
with twofold degeneracy each, one with Jexc = 1 (for the antiparallel configura-
tions) and the other one with Jexc = 2 (for the parallel configurations), as shown in
the right part of Fig. 9.6. Considering the selection rules for optical transitions, one
would expect only the Jexc = 1 states to be able to recombine radiatively, as only
such an emission process would fulfill the conservation of angular momentum rule
for circularly polarized photons with J = 1. For this reason, this state is labeled as
“bright exciton”, while the Jexc = 2 state is referred to as “dark exciton”. However,
as we will see later, these selection rules do not hold strictly for the nanoparticles as
in solid-state based systems—in contrast to, e.g., ions or atoms—more degrees of
freedom are present that allow to alleviate such selection rules.

As discussed above, the optical bandgap is strongly dependent on the particle
size. Ledoux et al. have given a simple power law to relate the bandgap energy to the
mean particle diameter [23]. The particle diameters discussed here are very small,
leading to large confinement energies. On the other hand, the electronic barrier posed
by either the SiO2 shell surrounding the silicon core or the vacuum is extremely high
with respect to the ground state energy shift. Thus, we can safely assume that only the
first state in a quantum confinement model is relevant here and higher states are not
involved in the optical transitions. These facts allow selecting distinct particle sizes
from the optical spectra by restricting the observation to a narrow energy interval.
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Fig. 9.7 Left Time-resolved photoluminescence for silicon nanoparticles for E = 1.67 eV at room
temperature. Right Temperature-dependent decay curves for the recombination at E = 1.67 eV

The left part of Fig. 9.7 shows the time-resolved photoluminescence at room
temperature for a sample with a mean particle diameter of d = 4.8 nm. However,
due to the broad particle size distribution we can observe dynamics from differ-
ent particle size within one sample by looking at different energies, as shown in
Fig. 9.7. The energy range of from 1.42 to 2.05 eV means spectrally selected particle
diameters between 2.7 and 6.1 nm. The observed decay curves can be described using
a single exponential decay model. In contrast to other samples with a higher degree
of disorder and defects, this indicates a very high crystalline quality of the individ-
ual nanoparticles. For disordered systems, typically a stretched exponential decay
is observed [24]. It should also be noted that the observed time constants are very
large, being in the range of tens to hundreds of microseconds. For quantum dots or
nanoparticles made from direct bandgap semiconductors, often recombination times
of τPL ≈ 0.3–1 ns are found [25, 26].

From Fig. 9.7, it is clearly visible that the significant difference in particle diameter
has a strong effect on the recombination dynamics. With reduced particle diameter,
the observed decay times are reduced from τPL = 125µs for the largest particles
to τPL = 25µs for the smallest particles. This enhancement of recombination rate
is caused by two contributions: Firstly, as the particle size decreases, the electron–
phonon interaction is enhanced, as shown by Kovalev et al. [27]. Therefore, the
contribution from phonon-assisted transitions increases. Secondly, with decreasing
particle size also phonon-less transitions start to play a role (zero-phonon-line) [28].
These transitions are enhanced due to the increased overlap of electron and hole
wavefunctions. Both effects lead to increased radiative recombination rates.

As discussed above, the photoluminescence intensity of silicon nanoparticles
exhibits a non-monotic temperature behavior. To further assess this observation,



218 C. Meier and A. Lorke

Fig. 9.8 Temperature depen-
dence of the photolumines-
cence decay time τ

one needs to study the temperature dependence of the photoluminescence decay. In
the following, we will analyze the dynamics of the recombination from nanoparticles
at E = 1.67 eV. Using Ledoux’ relation [23], this means we restrict observation to
particles with a size of d = 3.96 nm.

The experimental results are shown in the right part of Fig. 9.7. One can see that
the fastest photoluminescence decay, and thus, the largest recombination rates are
observed at room temperature. When the sample is cooled down, the decay time
τPL increases from 100µs at room temperature to about 220µs at low temperature.
The temperature behavior is summarized in Fig. 9.8. In contrast to the temperature
behavior of the intensity, the photoluminescence decay time exhibits a monotonic
dependence on the temperature.

The photoluminescence decay rate RPL = 1/τPL measured in the time-resolved
experiments has contributions from radiative recombinations (RR = 1/τR) and
nonradiative recombinations (RNR = 1/τNR). Thus, we obtain for the decay rate
RPL = RR + RNR. The intensity, on the other hand, is directly proportional to the
quantum efficiency η, which is the ratio of radiative recombinations and all recom-
binations, radiative and nonradiative:

I ∝ η = RR

RR + RNR

From these equations we obtain that the radiative recombination rate RR is pro-
portional to the product of the intensity I(T) and the measured photoluminescence
decay rate RPL = 1/τPL:

RR(T ) ∝ I (T ) · RPL

Following this route, we obtain the temperature dependence of the radiative
recombination rate, as plotted in Fig. 9.9.
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Fig. 9.9 Temperature depen-
dence of the radiative recom-
bination rate obtained via
intensity and decay rate mea-
surements

As discussed above, for quantum dots in direct bandgap semiconductors, one
expects an increase of the radiative recombination rate at low temperatures due to
the contribution from excitonic recombinations. For silicon nanoparticles, however,
the contrary is observed. With decreasing temperature, the radiative recombination
rate is steadily reduced. The reason for this—at first sight—unexpected result is the
contribution from the above mentioned “dark excitons”. In fact, as shown in the
right part of Fig. 9.6, the “dark” state is lower in energy than the bright state and
therefore, while being dipole forbidden, energetically favored. Such dark states, of
course, are by no means unique to silicon, but are present in all semiconductors with
s-like conduction band and p-like valence band. The difference is, however, that
in silicon the lifetimes are significantly longer than in semiconductors with direct
bandgaps. Therefore, in silicon nanoparticles thermalization of the dark and the bright
states occurs, such that we can assume a thermal occupation for the states given by
Maxwell–Boltzmann statistics. This means, that there must be spin-flip processes
involved to reach the thermal equilibrium. Julsgaard et al. have directly observed
such scattering processes [29] and showed that the scattering time is around 0.1µs,
indeed significantly smaller than the photoluminescence decay time.

The radiative recombination rate RR itself also features two contributions, one
due to recombinations from the “bright” state R1, the other one from recombinations
from the “dark” state R2, where the index denotes the angular momentum quantum
number. Although the latter are in principle forbidden due to the conservation of
angular momentum, in the solid state, phonon-assisted processes can make such
transitions possible. Therefore, the ratio R1/R2 should be a large finite number, as
R2 should be significantly smaller than R1. However, the occupation of the dark and
bright states, which are split by the exchange interaction energy � is responsible for
the temperature dependence of the radiative recombination rate, and one obtains:
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RR(T ) =
2R2 + 2R1 exp

(
− �

K B T

)

2 + 2 exp
(
− �

K B T

)

Here, the factor 2 takes the twofold degeneracy of the dark and the bright state
into account. This relation can be fitted to the experimental results (solid line in
Fig. 9.9). From the fitting procedure, one obtains the exchange interaction energy
� = 5.8 meV and the ratio between the bright state and the dark state recombination
rate R1/R2 ≈ 8. The value for the exchange energy is comparably high, taking into
consideration that the value for bulk silicon is as low as 140µeV [30]. In quantum
confined systems such as the silicon nanoparticles studied here, however, the short
range interaction is enhanced, leading to the observed large values for the exchange
interaction [31]. The bright state/dark state recombination rate ratio is relatively low
taking into account that the dark states can only recombine if angular momentum
conservation is carried out by phonons. From the above model, one can determine the
contribution from the dark and the bright state to the radiative recombinations. From
this model, we obtain, as shown in Fig. 9.10, that for temperatures below T = 35 K,
the recombination rate from the dark state is higher than that from the bright state
[20]. This elucidates the competition between the contributions from these two states
to the total recombination and this is also the reason why the intensity exhibits such
a non-monotic behavior.

In the next step, we study the radiative recombination times τPL for differ-
ent emission energies—or different particle diameters—and different temperatures.
Figure 9.11 gives an overview over the obtained results. For 80–300 K, we find
an increase of the measured decay time with decreasing emission energy (increas-
ing particle diameter). For temperatures below 40 K, however, the recombination
rate is independent of the particle size. We attribute this size-independence of the
recombination at low temperatures to nonradiative recombination processes with
τNR = 200 µs. As the recombination rate is the sum of radiative and nonradiative
recombination rates, the process with the smaller recombination time governs the
observed behavior. While at high temperatures the radiative recombination rate is
high, as discussed above, at low temperatures the nonradiative processes play the
dominant role. Those do not exhibit any significant particle size dependence.

From the above discussions, we now have a reasonable estimate for the nonradia-
tive recombination time—a quantity that is usually difficult to address directly. This
allows us to assign quantitative values to the above derived temperature dependence
of the radiative recombination time using the relation τR

−1 = τPL
−1 − τNR

−1. This
way, we can directly calculate the quantum efficiency of the silicon nanoparticles,
which—due to the size dependence of the radiative recombination processes dis-
cussed above—also depends on the particles size. From η = τR

−1/(τR
−1 + τNR

−1)

we obtain quantum efficiencies from 34 % for the largest particles considered here
with d = 6.1 nm to 86 % for the smallest particles with d = 2.7 nm. These quantum
efficiencies are comparably high for an indirect semiconductor like silicon. However,
similar values have also been reported by Mangolini et al. [32] and Jurbergs [33].
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Fig. 9.10 Relative emission
from dark and bright states,
respectively

Fig. 9.11 Photoluminescence
decay times for different
temperatures as a function of
the emission energy

Using the above derived information on the radiative lifetimes, we can also com-
pute the oscillator strength of the observed transitions directly and are thus able to
compare the recombination processes directly, e.g., to dipole transitions in atoms.
The oscillator strength is related to the radiative lifetime of the transition via

fOSC(ω) = 2πε0mc0
3

e2nω2

1

τR
.

Here, the n is the refractive index, m = me + mh is the exciton mass (in the
weak confinement regime that applies for silicon nanoparticles of this size, with
me = 0.19 m0 and mh = 0.286 m0 [34, 35]) and ω is the frequency of the interband
transition in consideration.

Figure 9.12 shows the results for the radiative lifetimes τR and the oscilla-
tor strength fOSC for different emission energies, originating from particle diam-
eters between 2.7 and 6.1 nm [36]. One can clearly recognize that the oscillator
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Fig. 9.12 Radiative life-
times and oscillator strengths
derived as discussed in the
text. Increasing emission
energy translates to decreas-
ing particle size

strength increases monotonously with decreasing particle size, as expected due to
the enhanced electron–phonon coupling and the increasing electron–hole wavefunc-
tion overlap. However, even for the smallest particles under consideration here, the
oscillator strength is not very high with values around fOSC ≈ 3 × 10−5. Dipole
transitions in atoms or ions typically exhibit values of fOSC > 10−1 for allowed
transitions, while values of fOSC ≈ 10−8 are found for forbidden transitions. When
such values are considered, the silicon nanoparticles are emitters in an intermediate
regime, because emission processes are typically second-order processes due to the
involvement of at least one phonon as an additional particle. Combining the results
shown in Fig. 9.12 with Ledoux’ formula [23] given for the optical bandgap of sili-
con nanoparticles as a function of their size, one obtains an empirical expression for
the size dependence of the oscillator strength [36]:

fOSC = 1.4 × 10−6 + 1.7 × 10−6 exp

(
11.24

d(nm)1.39

)

This formula can be used for particle diameters down to d ≈ 2 nm, as the experi-
mental data used here do not cover smaller sizes. The agreement between the results
of Trani et al. [16] obtained from theoretical calculations is excellent.

The indirect nature of the bandgap, which is expected to be responsible for the
observed behavior, can directly be probed from the absorption spectra of the sil-
icon nanoparticles. For a semiconductor with an indirect bandgap, the absorption
coefficient α is expected to depend on the energy �ω as given by

α(�ω) = ω−1(�ω − Eg)
2.

Therefore, when the absorption data are plotted as (αω)1/2 versus ω, one expects
a linear behavior for an indirect bandgap semiconductor, which can clearly be distin-
guished from direct bandgap semiconductors, for which the absorption coefficient
is related to the square root of the energy. Figure 9.13 shows the result for two dif-
ferent particle sizes. It can be seen that—as expected—with decreasing particle size
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Fig. 9.13 Absorption spectra
for silicon nanoparticles with
mean particle diameters of
d = 4.3 and d = 4.8 nm

also in the absorption spectra the optical band gap opens up. Moreover, the linear
behavior of the absorption data plotted in the above discussed way clearly shows
that the electronic band structure still has the character of an indirect gap. However,
one can also see that for energies directly below the gap, already a soft increase of
the absorption is observed. This onset of the absorption has two reasons. Firstly,
absorption across the indirect bandgap requires contributions from phonons Thus,
the energy conservation rule for this process is

E f = Ei + �ω ± ��,

where E f and Ei are the final and initial state energies, is the energy of the photon
and �� is the energy of a phonon. Note that both, the creation and the annihila-
tion of a phonon can contribute to this process and, thus, absorption is for indirect
semiconductors already observed below the electronic bandgap.

In case of the particles studied here, however, this is not the only effect that needs
to be taken into consideration. The samples used here contain nanoparticles with a
lognormal size distribution. Typically, the geometrical standard deviation is about
σ = 1.3. The lognormal distribution function for particles with a mean diameter of
d0 and a standard deviation σ is

fd0,σ (d̃) = 1√
2π · d̃ · σ

exp

⎛
⎝−1

2

ln2 d̃
d0

ln2 σ

⎞
⎠

Using this equation, we obtain for the absorption spectrum of an ensemble of
nanoparticles with indirect bandgap:
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Fig. 9.14 Experimental and
calculated optical bandgaps
for a nanoparticle ensemble.
The solid line is the relation
for individual particles given
in [23]

A(�ω) = ω−1

∞∫
0

fOSC(ω, d̃) · fd0,σ (d̃) · (�ω − Eg(d̃))2 · d(d̃)

For the size dependence of Eg , we use Ledoux’ formula again, as discussed above.
From this equation, absorption spectra for nanoparticle ensembles can be computed
and the effect of the particle size distribution on the obtained optical bandgap of the
ensemble sample can be derived. The results are shown in Fig. 9.14. One can clearly
see that for small particles, the optical bandgap in the measured absorption spectra is
significantly shifted toward lower energies. This is due to the fact that the power law
dependence of the bandgap results in large gaps for the smallest particles, while the
larger particles mostly contribute near the band gap energy of the bulk semiconductor.
Therefore, for samples with a finite size distribution, the absorption band edge does
not reflect the band edge of the particles with the mean particle diameter d0.

9.4 Electroluminescence

Compared to the bulk material, silicon nanoparticles exhibit drastically improved
optical properties. As an example, Fig. 9.1, above, demonstrates that the light emis-
sion after optical excitation can be increased by more than three orders of magnitude.
A good photoluminescence efficiency in the visible spectral region may be of tech-
nological use for solid state lighting, as a phosphor for blue or UV light emitting
diodes. The slow recombination rates shown in Figs. 9.7 and 9.8, on the other hand,
make it questionable, whether Si nanoparticles are suitable for such color conversion.
A more promising application of silicon nanoparticles in consumer products is the
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Fig. 9.15 Sample layout and
schematic of the processing
steps for the fabrication of
an electroluminescent device.
For details, see text

light emission from electrically driven devices. Here again, the slow recombination
lifetimes may be disadvantageous, particularly for optical communication. For the
fabrication of cost-effective light sources, which can be produced from an abundant
and non-toxic element, however, silicon-based light emitting devices may be highly
attractive.

Already 20 years ago, visible electroluminescence was observed from porous sili-
con [37]. In 2001, Valenta et al. demonstrated the fabrication of light emitting devices
based on Si nanocrystals, embedded in a SiO2 matrix [38]. These fabrication methods
are in principle compatible with common CMOS technology, but require sophisti-
cated process technologies. A first step toward devices based on nanoparticles, which
can be produced in large quantities and may ultimately be processed by simple print-
ing techniques, was demonstrated in Fojtik et al. [39] and by Cheong et al. [40].
They used Si nanocrystals, derived from pyrolysis of silane, as the optically active
medium in electroluminescence devices.

In the following, we will discuss the fabrication of a simple light emitting device,
based on silicon nanoparticles, which were produced from the gas phase as discussed
in Chap. 1. Their optical properties were discussed in detail in the previous section.

The processing steps are schematically summarized in Fig. 9.15. The fabrication
starts from a GaAs heterostructure, which consists of a 300 nm thick silicon-doped
GaAs layer and a 100 nm thick undoped GaAs layer, grown by molecular beam
epitaxy on a semi-insulating GaAs wafer. This starting material greatly facilitates the
subsequent fabrication processes, as it provides well-defined and smooth contact and
insulating layers. It is, however, not essential for the fabrication of electroluminescent

http://dx.doi.org/10.1007/978-3-642-29656-7_1
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Fig. 9.16 Fully processed
sample, containing 12 work-
ing devices. The device on the
lower right is biased, and light
emission from the Si nanopar-
ticles is clearly observed

devices, and similar results as shown here have recently been achieved also on silicon
substrates (Theis J (2011), unpublished). Using standard photolithography, recess
areas of 300 × 300 µm2 size are etched into the capping layer, exposing the doped
back contact (step 1 in Fig. 9.15). In a second photolithographic step, a larger window
is defined on top of the contact region. The Si nanoparticles, dispersed in a solution
of distilled water with 5 % ethanol, are drop-cast onto the sample and time is given
for the solvents to evaporate. This results in a nanoparticle layer with an average
thickness of about 150 nm (step 2). The sample is then covered by a 10 nm thick
SiO2 protection layer (step 3), and an 80 nm thick layer of indium tin oxide (ITO) is
thermally evaporated (step 4). Up to this point, the photoresist has remained on the
surface, so that in the subsequent lift-off process, all deposited layers are removed
simultaneously, in a self-aligned fashion. In order to transform the evaporated ITO
into a transparent conductive film, which serves as the top contact, the sample is
annealed for 30 min at 380 ◦C under oxygen exposure (step 5). Electrical access to
the conducting GaAs back contact and the ITO top layer is provided by annealed
AuGe pads (step 6) and 50 nm thick gold electrodes (step 7), respectively.

Figure 9.16 shows a fully processed, mounted, and contacted sample, containing
12 working devices. As seen for the device on the lower right, when the structure
is appropriately biased, light emission is easily observed even with the unaided
eye. Closer inspection under a microscope reveals that the emission characteristic is
very inhomogeneous, with a few bright spots contributing almost all the observed
intensity. Furthermore, a weak emission is discernible, which seems to originate
from the gold contact area. This spurious light may have different origins: Light
from the Si particles, which is guided through the GaAs layers and scattered by the
rough gold surface; GaAs electroluminescence in the infrared, which is picked up
by the CCD camera; or surface plasmons in the gold layer. Note that the image in
Fig. 9.16 is overexposed, so that the green emission is greatly enhanced (see also
[41]). We will disregard this emission in the following and analyze the radiation from
the nanoparticle-covered area.
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Fig. 9.17 Emission spectrum
of the electroluminescence
device at room temperature
(red line). The observed emis-
sion peaks originate from the
silicon nanoparticles (A) and
from the GaAs substrate (B)
as revealed from a comparison
with the photoluminescence
(PL) of the particles (blue line)
and the electroluminescence
(EL) from a reference sample
without particles (black line)

Figure 9.17 displays the electroluminescence spectrum of our device at room tem-
perature (red line). The sample is biased by a square AC voltage of 3.0 V amplitude.
A broad emission, covering almost the entire visible spectrum is observed (red line).
The spectral intensity exhibits two pronounced maxima, one (labeled A) at 740 nm
and another (labeled B) at 870 nm, corresponding to 1.68 and 1.42 eV, respectively.
Figure 9.17 also shows a photoluminescence spectrum of Si nanoparticles from the
same batch as the ones used for the light emitting device (blue). Furthermore, an
electroluminescence spectrum of a reference sample is shown (black), which was
fabricated without the nanoparticle layer. A comparison of the three spectra allows
us to identify the different peaks in the emission characteristics of the electrolumi-
nescence device. From the energetic position close to the GaAs bandgap and from
the fact that it is clearly observed also for the reference sample without any particles,
peak B can be identified as luminescence from the supporting GaAs layers. On the
other hand, the similarity between the nanoparticle photoluminescence (blue) and the
electroluminescence (red) on the short-wavelength side of the spectrum clearly shows
that the light emission around peak A indeed originates from the electrically excited
Si nanoparticles. Interestingly, the integrated intensity emitted from the nanopar-
ticles is considerably higher than that from the GaAs. Since GaAs is an excellent
optoelectronic material, this demonstrates the high optical quality of the Si particles,
in agreement with the high quantum efficiency determined from photoluminescence
studies (see above). For a recent, more in-depth study of GaAs-supported devices, see
[41]. As mentioned above, electroluminescence can also be observed from similar
structures, where the GaAs is replaced by a doped Si substrate.

Different models have been discussed in the literature to explain the electrolumi-
nescence from Si nanoparticles. Fojtik et al. [39] and Xu et al. [42] have attributed
the light emission to bipolar injection, followed by radiative recombination of the
simultaneously injected electrons and holes. Similarly, Walters et al. [43] have
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demonstrated Si nanoparticle electroluminescence from AC-driven samples, where
the electrons and holes were injected successively during the half-cycles of different
polarity. On the other hand, impact excitation of hot carriers was proposed by Irrera
et al., Valenta et al., and Liu et al. as the mechanism that leads to the light emission
[38, 44, 45]. In order to elucidate the dominant mechanism in the present devices,
we have studied the bias dependence of the light emission. Under DC conditions,
we do not observe any light emission for positive bias applied to the top contact. For
negative voltages, electroluminescence of similar brightness is observed as for AC
bias. No holes can be injected from the back contact, as it is n-doped and the bias
is not sufficient to induce inversion conditions [41]. No holes can be injected from
the (metallic) ITO top electrode either, because it is negatively biased. Therefore,
we attribute the electroluminescence from our (unipolar) device to electron–hole
generation by impact ionization of hot electrons, injected from the top electrode.

Finally, we would like to mention that in the present study, we have used parti-
cles, which can be produced in large quantities, using a continuous gas-phase based
process. As demonstrated by Gupta et al. [46], these particles can be used in an ink-
jet printing process to fabricate patterned layers of excellent optical quality. Thus,
in principle, no high-temperature treatment, no vacuum process, and no elaborate
lithography is necessary for the fabrication of the optically active layer. Similarly,
the transparent top contact could be replaced by a printed layer of ITO nanoparticles
[47], which are commercially available today. All this suggests that Si nanoparticles
from the gas-phase constitute an excellent starting material for the fabrication of
efficient, low-cost, printable light emitters.
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Chapter 10
Electrical Transport in Semiconductor
Nanoparticle Arrays: Conductivity,
Sensing and Modeling

Sonja Hartner, Dominik Schwesig, Ingo Plümel, Dietrich E. Wolf,
Axel Lorke and Hartmut Wiggers

Abstract Electrical properties of nanoparticle ensembles are dominated by interpar-
ticle transport processes, mainly due to particle–particle and particle-contact interac-
tions. This makes their electrical properties dependent on the network properties such
as porosity and particle size and is a main prerequisite for solid- state gas sensors,
as the surrounding gas atmosphere influences the depletion layer surrounding each
particle. Different kinds of nanoparticle arrays such as pressed pellets, printed layer,
and thin films prepared by molecular beam-assisted deposition are characterized with
respect to their electrical transport properties. Experimental results are shown for the
electrical and sensing properties of several metal oxide nanoparticle ensembles and
the influence of porosity is investigated during compaction of nanoparticle powders
exposed to an external force. A model describing these properties is developed and it
is shown that for a given material only porosity, geometry, and particle size influence
the overall electrical properties. The model developed for the description of cur-
rent transport in particulate matter can also be utilized to describe current-assisted
sintering.

10.1 Introduction

The electrical properties of nanoscale semiconductors differ in a number of ways
from those of the corresponding bulk material. The most obvious reason for this fact
is the missing translational invariance. Nanoparticulate materials are to an extreme
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degree inhomogeneous, and their topology may not be simply connected (holey,
sponge-like) or they may even have fractal dimension. All these properties will have
immediate impact on the experimentally determined electrical properties of such
materials. Furthermore, the complicated spatial arrangement makes it impossible
to use the models, which have been long established for bulk semiconductors, to
describe and model the electronic characteristics of nanoparticle-based materials.

While the above-mentioned structural properties can in principle be found in all
particulate systems (macroscopic or microscopic), nanoparticulate materials bring in
another aspect, i.e., size effects, which make them highly attractive for novel, tailored
materials. When the typical structural dimensions of a system or a material are
reduced below a characteristic length, the physical properties, which are associated
with this length, may drastically change. Then, these properties are no longer solely
given by the chemical composition of the material, but also by the size and shape
of its nanoscale constituents. Examples for characteristic length scales, which affect
the electrical properties, are the ballistic mean free path, the phase coherence length,
and the deBroglie wavelength of the charge carriers.

When the size of the nanostructure is smaller than the ballistic mean free path,
charge transport is no longer solely governed by random scatterers and reflection
from the system boundaries becomes important. This ‘guiding’ of electron trajecto-
ries by surfaces and interfaces results in a number of intriguing transport phenomena,
which have been studied in great detail in lithographically patterned semiconductor
nanostructures, for an early review see [1]. One example for the impact that ballistic
transport can have on the electrical properties is the breakdown of simple scaling
laws: As an example, the resistance of a ballistic wire will no longer be proportional
to its length as in a macroscopic conductor. The phase coherence length determines
the scale on which quantum interference effects can be observed. In the phase coher-
ent transport regime, the common (macroscopic) treatment in the framework of a
Drude-type conductivity needs to be replaced by the Landauer-Büttiker approach
[2], which derives the conductance of a multi-probe sample based on the transmis-
sion probabilities between the different quantum states in the leads. The smallest of
the above-mentioned characteristic length scales is the deBroglie wavelength λdB of
the charge carriers. Systems, which are smaller than λdB in 1, 2, or 3 dimensions are
called quantum wells, quantum wires, or quantum dots, respectively. In this respect,
semiconductor nanoparticles, which are considered in the framework of this review,
can be regarded as quantum dots under ambient (room temperature) conditions when
their diameters are below 10 nm. In nanoparticulate materials, they will form a net-
work with—depending on the production process—weak or strong coupling between
the individual dots.

A characteristic of nanoparticle arrays is their large surface-to-volume ratio, and
charge carrier transport in such nanoparticulate networks is influenced by surface
processes affecting their space charge region. This influence is described by the
material-specific Debye length λD or depletion length of the (doped) nano-material.
It also has a typical length scale in the nanometer range. As a result, the depletion
region can extend over the entire volume of small particles in the 10 nm range. Such
a system can be considered electronically to be ‘surface only’. Thus, for weakly
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compacted nanoparticle material, great care has to be taken to ensure a high enough
carrier density to overcome this problem. On the other hand, the large surface-to-
volume ratio offers great opportunities for using nanoparticulate layers in sensing
devices. Physical processes such as molecular adsorption as well as chemical reac-
tions between the nanoparticle’s surface and the constituents of the surrounding gas
lead to a change in surface potential and charge. This modification at the surface
will translate into a change in carrier density, which in turn will affect the overall
conductivity of the nanomaterial. The use of these effects for sensor applications will
be discussed in Sect. 10.6.

In order to describe the complex dielectric response of a network of weakly
coupled grains, the so-called “brick-layer-model” was established by van Dijk and
Burggraaf [3]. An extension of this model will be introduced in Sect. 10.5, which
takes into account the porosity of nanoparticulate material, produced by different
common fabrication techniques as discussed in Sect. 10.4.

In applications where the above-mentioned surface effects and the low conductiv-
ity, caused by the weak interaction of the particles, is detrimental, the material needs
to be sufficiently compacted. Two methods will be discussed in more detail within this
review: Mechanical compaction by application of unidirectional force (Sect. 10.6.4)
and a model describing particle compaction using a combination of pressure and elec-
trical current-induced heat (Sect. 10.5.2). The latter method (employed, e.g., in spark
plasma sintering) is of particular interest, because it can lead to material, which
has the full density of bulk semiconductor, while maintaining the nanocrystalline
local structure. Such materials are especially interesting for thermoelectric applica-
tions, where the thermal conductivity needs to be minimized without increasing the
electrical resistance.

10.2 Principles of (Nano) Particle-Based
Conduction Processes

In typical mesoscopic arrays of particulate matter such as solid-state sensor geom-
etry, the elementary reactions of surface processes originating from adsorption and
desorption of (gaseous) species are transduced into electrical signals that can be
detected by an appropriate measurement technique. As a result, the initial sensing
process itself takes place at the available surface of the respective material, usually
consisting of semi-conducting metal oxides. Due to their high surface-to-volume
ratio, nanosized materials provide a high surface area even at low mass. As long as
a porous layer structure is obtained, its entire volume is accessible to the gases, and
therefore the active surface is much larger than the area of the layer.

According to Barsan et al. [4], the electrical conductivity within a porous, three-
dimensional network of interconnecting nanoparticles is complicated due to the pres-
ence of necks between the grains. A typical image of such an interconnecting network
is shown in Fig. 10.1.
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Fig. 10.1 Scanning electron microscopy image of a porous, interconnecting network of tin oxide
nanoparticles

Fig. 10.2 Schematic representation of electrical transport processes within a mesoscopic network.
The gray area surrounding the blue particles indicates the depletion layer. Equivalent circuits are
commonly used to describe the different transport processes shown. Such an equivalent circuit
model only applies, if the particles are not too small, which will be discussed in the introduction of
Sect. 10.5

The overall conductivity in such a network can be separated into different types
of conduction processes originating from grain boundaries, the (nano) particles
themselves and the contact area between particles and connecting electrodes. A
simple method to describe the electrical inter- and intraparticle transport processes
uses equivalent circuits representing the different phenomena. The two main ele-
ments used within the equivalent circuits are capacitors (C) and resistors (R) and a
lot of effort is made to describe the electrical behavior of (nano)particulate arrays
by means of equivalent circuits [5]. We will denote the core resistance by Rcore,
the particle–particle-related impedance (grain-boundary) by Zpart, and the particle-
electrode-related impedance (Schottky contact) by Zwall (Fig. 10.2).
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10.3 Electrical Measurement of (Nano) Particle Arrays

A typical, commonly used method in sensor technology, is the measurement of
conductance or resistance by DC methods, either potentiostatic or galvanostatic.
Besides the fact that these simple techniques deliver easily processible signals, much
information with respect to the different electrical transport phenomena is lost. How-
ever, these methods usually deliver sufficient information in sensor application, but
for detailed characterization dielectric or impedance spectroscopy (IS) has to be used,
also accounting for capacity-related effects.

10.3.1 Impedance Spectroscopy

IS or dielectric spectroscopy is a very useful method for a much more detailed
characterization of the electrical properties of (nano)particulate networks compared
to DC methods. The measurement technique involves the application of an electrical
stimulus (voltage or current) to materials connected to electrodes and investigates
the corresponding response as a function of frequency. This process is performed
with the basic assumption that the properties of the electrode-sample system do not
vary within the measurement time. The objective of IS is to obtain information on
the variation of the intrinsic properties of the sample materials based on parameters
such as temperature, stoichiometry, and surrounding atmosphere and to relate these
intrinsic properties to a suitable equivalent circuit. An excellent overview with respect
to theory, application, and interpretation of impedance measurements is given by
Barsoukov and Macdonald [5].

Several methods exist to induce stimuli for IS measurement. However, the most
common approach, which is also used for the research presented here, involves the
measurement of impedance directly in the frequency domain by applying a single-
frequency voltage to the contacting electrodes. This is followed by measuring the
phase shift as well as the amplitude of the resulting current at that frequency. The
measured values can be converted into several complex values such as impedance (Z),
admittance (Y ), electric modulus (M), and relative permittivity (ε).The impedance
measurement can be performed over a wide frequency range from mHz to MHz.

IS signals are often presented in frequency representation or in a Nyquist diagram,
where the X-axis represents the real part Z′ while the Y-axis represents the imaginary
part Z′′ of the complex impedance Z. The experiments are typically carried out
within a specific temperature and frequency range. The analysis of the IS data is
performed by fitting them to an equivalent circuit consisting of passive electronic
devices [6]. This way, contributions from grain boundary, core conductivity, and
Schottky contacts can be separated. In many cases, the specific conductivities follow
an Arrhenius law:

σ = σ0 · e−Ea/kT (10.1)
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with activation energies Ea depending on the transport process. This leads to
admittances Y = Z−1 of the equivalent circuit, which have the same temperature
dependence.

10.3.2 Conductivity Measurements During Powder Compaction

One technique to manufacture mechanically stable, interconnecting (nano)particle
arrays is to form stable pellets from the powder by applying a uniaxial force. Uniaxial
pressing of thin disks leads to coplanar samples that can be directly mounted between
connecting electrodes. This is a common technique to prepare samples for electrical
testing.

When a powder is poured into a container, its particles settle into an initial arrange-
ment which depends on, e.g., the shape, the size distribution, the surface properties,
and the forces between and onto the particles the powder consists of. Also the shape
of the container and the properties of its walls play a role. The arrangement of the
particles has a big influence on the macroscopic mechanical and electrical properties
of the powder since it determines the amount and shape of the particle contacts.

The porosity, meaning the ratio between the volume of void space in the material
and the total volume of the container, is a measure to compare the arrangements of
different powders. For large grain sizes, the gravitational force prevails over the other
forces so that the powder settles into a random dense packing. Arc-like structures
are formed due to cohesive forces and friction between the particles and between the
particles and the walls, which lead to an inhomogeneous force distribution within the
powder. Because of the void spaces underneath the arcs, this is a metastable state.
Vibrations can break up the local particle network again and decrease the porosity
of the powder slightly further.

Nanoparticle powders can also be called cohesive powders since the gravitational
force is not dominant anymore on this size scale. For example, friction, van-der-Waals
forces, and electrostatic interaction cause long-range particle networks leading to a
high initial porosity of the particles. To be able to compare the properties of powders
with different grain size, a similar porosity has to be reached. This can be done by
applying an external force onto the powder. Using a cylindrical pressing tool the
powders are compressed by means of a hydraulic press along the cylinder axis [7].

The experimental setup applied to prepare disks for electrical measurements was
also used for conductivity measurements during powder compaction to investigate,
whether size and morphology of our nanosized powders influence their electrical and
mechanical behavior.

The powders are characterized by determining in situ the conductance, impedance,
and density while a uniaxial mechanical force ranging from 10 to 100 kN is applied
in a stepwise manner. The force is applied to the cylindrical sample cell (diameter
13 mm) shown in Fig. 10.3 along the cylinder axis using a hydraulic press. The force
range corresponds to a pressure between 75 and 750 MPa for the given experimental
setup. The load plates of the sample cell are used as electrodes for the electrical
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Fig. 10.3 Sample cell for
powder compaction and char-
acterization under a uniaxial
force using a hydraulic press.
The two electrodes are used
for DC and impedance mea-
surements while the laser
interferometer determines the
change in density [7]

measurements, and by measuring the I/V-characteristic it is verified that they can be
used as ohmic contacts.

10.4 Formation of Nanoparticle Arrays

10.4.1 Compaction of Nanoparticle Powders

As already described above, thin disks of nanoparticles were prepared from nanopar-
ticle powder by uniaxial pressing. The change in density during powder compaction
was determined with high resolution by means of a laser interferometer. It is found
that even after applying a force of 100 kN (750 MPa), which is the mechanical thresh-
old of the setup, the minimum porosity of pressed nanoparticle powders with particle
sizes between 4 and 50 nm in diameter never went below 40 % which is consider-
ably more than the theoretical value for a dense packing of spheres. This behavior
is attributed to the cohesive forces between the nanoparticles [8]. Only materials
consisting of particles in the µm range could be compacted to disks with porosities
of 30 % and less. Scanning electron microscopy of the pressed samples indicates
that the surface is almost flat but porous, while the inner area consists of a highly
interconnecting porous network of nanoparticles, see Fig. 10.4.

It can be noted that mechanical deformation and sometimes breaking of nanopar-
ticles is found for particles that have been in direct contact with the pressing tool
while no deformation is found for particles next to this first layer.

10.4.2 Printing of Nanoparticle Thin Films

Our second approach toward the formation of highly interconnecting nanoparticle
networks is based on printing of dispersions made from nanoparticles as current
semiconductor fabrication technologies such as photolithography are not feasible
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Fig. 10.4 Surface (left) and breaking edge (right) of a pressed nanoparticle disk. Please note: for
better illustration of the materials properties, the images are shown with different resolution

for nanoparticle processing. If the particle concentration in the dispersion is very
low due to stability requirements, technologies such as screen printing and spin
coating are not useful. Additionally, these technologies need masks to write a well-
defined pattern so that they are not suitable for the fabrication of a small number of
samples. Using inkjet printing, the deposition of very small volume of suspensions
in a well-defined pattern is possible and the direct structured deposition removes
the need for masks leading to an efficient use of material. Moreover, inkjet printing
offers the deposition of nanoparticle dispersions with very low concentration due
to the possibility of multilayer printing. Therefore, it is not surprising that inkjet
printing has become a quite important technology for optoelectronic and electronic
devices such as diodes, light emitters, or organic electronics [9, 10].

10.4.2.1 Formation of Dispersions From Nanoparticles

Printing of any material requires stable dispersions of (nano) materials in a volatile
solvent. Within the past years, water has become a very attractive solvent and as
a result many substances were developed to stabilize particulate matter in water.
We have used ZnO nanoparticles synthesized by chemical vapor synthesis (CVS)
[11–13] to prepare stable dispersions of ZnO nanoparticles in water. The ZnO dis-
persions were produced by creating a mixture of 7 wt% ZnO nanoparticles and a
polymeric stabilizer (in this case TEGO). Homogeneous and stable dispersions were
achieved after sonication at a power of at least 30 W for at least 2.5 h. They were
stable for several weeks as verified by dynamic light scattering (DLS).

10.4.2.2 Formation of Nanoparticle Thin Films on Interdigital Electrodes

Compared to common solid-state sensor geometry, the particles used for our devices
are very small with a typical particle diameter of no more than a few 10 nm. Therefore,
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Fig. 10.5 SEM picture of an
interdigital electrode structure
prepared on an Si/SiO2 sub-
strate

we developed small electrode structures with a very small interelectrode distance in
the range of a few hundred nanometers [14, 15]. The main reason for utilizing the
small structures is the following: In common sensor technology a thermal annealing
step is applied [16] to strengthen the interparticle contacts and increase the overall
conductivity substantially. In case of nanoparticles, this annealing step would lead
to a significant particle coarsening effect (see for instance [17, 18]), destroying the
specific nanoscopic features of the materials. Hence, we have minimized the distance
of the interdigitating electrodes to receive suitable conductances even for as-prepared
particles without any annealing.

Details of typical interdigital electrodes used for these experiments are shown
in Fig. 10.5. It is prepared by electron beam lithography (EBL) on top of a silicon
substrate covered by an electrically insulating SiO2 layer. The electrodes consist of
gold with an electrode–electrode distance of about 600 nm.

Preliminary to inkjet printing of nanoparticle thin films, the substrates with the
electrodes were cleaned for 10 min in a “piranha” solution (3:1 sulfuric acid and
hydrogen peroxide) and washed with de-ionized water.

Metal oxide thin films were produced from nanoparticle dispersion by means of
a Dimatix 2800 inkjet printer. The printed films have a porosity of about 30 % and
show negligible roughness. They are smooth and crack free and were produced with
thicknesses between 100 and 250 nm, see Fig. 10.6.

10.4.3 Molecular Beam-Assisted Deposition

The experimental facilities used for particle synthesis in gas phase reactors enabled
us to deposit nanoparticles directly from a reaction chamber onto any substrate by
molecular beam-assisted deposition of a nanoparticle layer (see Chap. 1). Usually,

http://dx.doi.org/10.1007/978-3-642-28546-2_1
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Fig. 10.6 Left SEM picture of a part of the inkjet printed film. One of the gold electrodes can be
seen as a bright area. The film is very smooth and crack free. Right SEM picture of the surface of
an inkjet printed film

Fig. 10.7 SEM image of an interdigitated electrode structure and details of the deposited nanopar-
ticle film

this technique is applied to TEM grids, but we used the same method to deposit
multilayers of particles onto interdigitated electrode structures. The main advantage
of this technique is the formation of a surfactant-free thin film because it does not
require any stabilizers.

With this technique, porous thin films are prepared from individual single particles
that are extracted from the reaction chamber by means of a supersonic molecular
beam and subsequently impacted on the interdigitated electrode structure. The thin
film shown in Fig. 10.7 consists of nanoparticles with a mean diameter of only 7 nm.
Due to this fact, individual particles can hardly be observed. The film thickness was
found to be about 50 nm. As shown in Chap. 1, a working sensor can be obtained

http://dx.doi.org/10.1007/978-3-642-28546-2_1
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Fig. 10.8 A particle–particle contact is represented by the electrical circuit as shown at the upper
right. Below Same for a particle-electrode contact

even with this small amount of particles, see also [14]. A very similar technique was
used to prepare sensor structures from size-selected SnO2 nanoparticles, see Chap. 4.

10.5 Modeling of Electrical Transport in (Nano) Particulate
Networks

The current distribution in a nanoparticle agglomerate between electrodes does not
only depend on the properties of the particles, but also on their geometrical arrange-
ment. The impedance of such a system is a function of both, the particle and the
geometrical properties. Computer simulations of particulate networks can help to
disentangle these properties. Moreover they provide insight about the mechanisms
behind current and pressure-induced structural changes.

As already implied by Fig. 10.2, it is assumed that the phase coherence length of
electrons is much smaller than the particle diameter. Then only the transmission prob-
ability from one particle to the next has to be considered. Moreover, it is assumed that
there is enough inelastic scattering inside a particle to guarantee local equilibrium, in
other words: One can attribute to each particle a local electrochemical potential and
a local temperature. Under these conditions one may replace the particulate network
by a classical electrical circuit as shown in Fig. 10.8.

For simplicity let us assume that all particles are equal. They consist of a spherical
conducting core covered by a thin, much less conducting surface layer. The particle
centers are the nodes of the electrical circuit. Three parameters are needed to describe
a particle–particle contact: the core resistance Rcore = 2Rbulk, the tunnel resistance of
the surface layers, Rpart, and the capacitance Cpart associated with the two conducting

http://dx.doi.org/10.1007/978-3-642-28546-2_4
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cores separated by the surface layers. The impedance of such a connection between
two nodes k and l of the network to an alternating current of frequency ω is

Zkl (ω) = Rcore + Rpart

1 + i ω RpartCpart
. (10.2)

Denoting the frequency-dependent admittance by Y = Z−1, the current is given by

Ikl = Ykl(ϕk − ϕl), (10.3)

where ϕk is the electrochemical potential at site k.
The electrodes are represented by two external nodes of the network. In the fol-

lowing they will be labeled by the indices 0 and N. The connection between a particle
and an electrode is modeled in the same way as a particle–particle contact, but with
a different contact resistance Rwall and a different capacitance Cwall (note that half
of Rcore is then attributed to the electrode).

An important assumption made in this model is that the core capacitance Ccore of
the particles is negligible compared to the boundary capacitance, Cpart . In the network
model, Ccore would be represented by a capacitor that is on one side attached to the
node (the particle center) and grounded (or connected to a gate voltage) on the other.
The core capacitance is proportional to the particle radius r, while the boundary
capacitance is of the order r2/w, where w is the thickness of the insulating layer
between the two particles. The assumption is therefore justified as long as w � r .

In order to calculate the effective impedance Zeff of the network as a whole, one
must solve Kirchhoff’s law,

∑
k Ikl = 0, for all nodes l �= 0, N . For the external

nodes one has
∑

k Ik,0 = −Iext and
∑

k Ik,N =Iext, because the external current Iext
enters the network at one electrode (node 0) and leaves it on the other side (node N).
An efficient algorithm for solving this coupled set of linear equations was developed
in [19]. As a result one gets the electrochemical potentials ϕk at all nodes and via
Eq. (10.3) all currents Ik,l . The effective impedance of the network is then given by

Zeff = ϕ0 − ϕN

Iext
. (10.4)

This calculation can be performed for any particle and electrode configuration
and helps to interpret experimental impedance data. In the following, however, two
key results will be discussed, where a particularly simple particle and electrode
configuration has been chosen: The particles occupy a subset of sites of a simple
cubic lattice of size Lx × Ly × Lz with periodic boundary conditions in x- and
y-direction. The electrodes are the boundaries perpendicular to the z-direction, i.e.,
they are planar and parallel, of size Lx × Ly, and a distance Lz apart. All particle
diameters are equal to the lattice constant d, so that only particles on nearest neighbor
sites are in contact.
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Fig. 10.9 Calculated currents
through a particle configu-
ration with parameter set 1
(Table 10.1) at an angular fre-
quency ω =10 Hz. Thickness
of red lines indicates strength
of local current. Electrodes
are at the top and bottom

Table 10.1 Parameter sets
Rcore = 100�

1 2 3

Rpart 5 M� 5 k� 5 k�

Rwall 5 k� 5 k� 5 M�

Cpart 100 pF 10 pF 10 pF
Cwall 10 pF 10 pF 100 pF

10.5.1 How the Macroscopic Impedance Depends
on Sample Geometry

In order to study the influence of powder porosity and electrode geometry on the
macroscopic impedance, the lattice sites were randomly occupied by particles with
a probability (1 − p). Empty sites correspond to pores. Therefore, p may be called
porosity. It must be small enough that there is a percolating path through particles,
which connects the two electrodes [20]. Any isolated particles or particle clusters can
be deleted. Figure 10.9 shows such a particle configuration with porosity p = 0.2 on
a 50 × 1 × 50 lattice.

The current sequentially passes through an electrode-sample contact, then through
the sample, and finally again through a sample-electrode contact. Therefore, the
effective impedance must be a sum of a sample impedance, which should only depend
on Zpart, and 2 times a contact impedance, which should only depend on Zwall. For
dimensional reasons the effective impedance must therefore have the form

Zeff (ω) = gpart Zpart (ω) + 2gwall Zwall (ω) (10.5)
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Fig. 10.10 Frequency-dependent real part (Z ′, upper data) and imaginary part (Z ′′, lower data) of
the impedance; Eq. (10.4) can be fitted perfectly for all frequencies using geometry factors (Eq. 10.7)
that do not depend on �. Data were calculated for parameter set 1 (Table 10.1). The impedance
varies strongly only in the neighborhood of the characteristic frequencies

(
RpartCpart

)−1 = 2 kHz
and (RwallCwall)

−1 = 20 MHz

with dimensionless factors gpart and gwall, which describe the geometrical proper-
ties of the sample, respectively, the sample-electrode contacts. Assuming that these
geometry factors do not depend on frequency, they are determined by the low and
high frequency limits of the impedance. For ω → ∞ the capacitances short circuit
the contact resistances, so that

Zeff (ω → ∞) = R∞ = (
gpart + 2gwall

)
Rcore. (10.6)

The DC-resistance is given by

Zeff (0) = R0 = gpart Rpart + 2gwall Rwall + R∞. (10.7)

Solving for the geometry factors gives

gpart = 1

Rpart − Rwall

[
R0 − R∞

(
1 + Rwall

Rcore

)]
,

gwall = −1/2

Rpart − Rwall

[
R0 − R∞

(
1 + Rpart

Rcore

)]
. (10.8)

Figure 10.10 validates the assumption that the geometry factors do not depend on
the frequency: Inserting Eq. (10.8) in (10.5) fits the real (Z ′) and the imaginary part
(Z ′′) of the impedance perfectly in the whole frequency range.

Obviously, the geometry factors (Eq. 10.8) do not depend on the microscopic
capacitances. Moreover, keeping the porosity and the electrode geometry fixed, it
turns out that parameter sets 1 and 3 (Table 10.1) give the same values for gpart and
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Fig. 10.11 Geometry factors versus porosity p. Left gpart, right gwall. Data points were calculated
with parameter set 3 (Table 10.1) and averaged over 100 particle configurations. Only data for
L y = 1 and Lz = 200 are shown. Lx equals 50 for the uppermost data, and doubles when going
one curve down. The curves are fits with Eq. (10.9), where the following values were used as effective
exponents νpart = 1.25, νwall = 0.38; pc = 0.407

gwall. For set 2 only the combination gpart + 2gwall can be determined and agrees
with the corresponding values obtained from the other two sets. This indicates that
the geometry factors do not depend on the microscopic resistances either.

In conclusion, gpart and gwall depend only on Lx, Ly, Lz, on the porosity p, and on
the particle diameter d, which justifies to call them geometry factors. The impedance
must diverge at the percolation threshold pc, as no conducting path connects the
electrodes any more for larger porosities. Figure 10.11 illustrates that

gpart = Lzd

Lx Ly

(
1 − p

pc

)−νpart

, gwall = d2

Lx Ly

(
1 − p

pc

)−νwall

(10.9)

This result is very intuitive: The effective impedance depends on the sample
dimensions as expected from Ohm’s law. The effective frequency-dependent parti-
cle/particle and particle/wall contact resistivities are

ςpart (ω) = d

(
1 − p

pc

)−νpart

Zpart (ω) and respectively

ςwall (ω) = d2
(

1 − p

pc

)−νwall

Zwall (ω) . (10.10)

They diverge as power laws, when the porosity approaches the percolation thresh-
old. In the two-dimensional case (Ly = 1), pc = 0.407 [21]. For larger L y , per-
colation becomes easier, so that the porosity threshold pc increases. The effective
exponent νpart ≈ 1.25 for larger systems should get closer to the literature value
νpart ≈ 1.31 [22, 23]. The effective exponent νwall ≈ 0.38 is significantly smaller.
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10.5.2 A Simple Model for Current-Assisted Powder Compaction

Above it has been shown that electrical currents can be used to monitor the contact
network in a powder and its connection to the electrodes. However, one also has
to consider connectivity changes inflicted by the currents themselves. The contact
parameters such as Rpart may change due to microscopic welding, or the network
topology may evolve due to current-induced particle rearrangements. Both effects
are well documented experimentally [24, 25].

In the following, results will be presented, which were obtained from a simple
model for powder compaction assisted by a direct current [24].1 Consider a sample
geometry as shown in Fig. 10.9. The idea is that Joule heat is preferentially delivered
in those cross-sections parallel to the electrodes, which contain a particularly low
number of particles. These are the bottlenecks for the current, hence lead to a high
current density. If the surface of a particle at such a hot spot becomes viscous, the
particle may “flow” into a neighboring pore, where it cools down and sticks again.
This can disrupt the current path and makes the cross-section even more suscep-
tible for developing another hot spot. Ultimately, the cross-section may become so
depleted that the structure yields to a pressure applied to the electrodes, which can be
substantially lower than the consolidation pressure of the same sample in the absence
of currents [8]. This is believed to be the mechanism behind current- assisted powder
compaction.

This simple model is illustrated in Fig. 10.12. Particles are represented by occupied
cells on a square lattice. Nearest neighbor particles are in contact and their connection
has a resistance R = Rpart = Rwall, which is assumed to be constant. The local
currents are calculated, and a surface melting criterion is applied, which will be
described in the next paragraph. Particles with molten surface are displaced into a
randomly chosen empty neighbor cell, where they cool down and stick again. If no
percolating path exists between the electrodes, the structure yields to the applied
pressure, until percolation is reestablished.

Usually the current is applied in pulses of duration 
t1. The time interval between
two pulses 
t2 −
t1, is assumed to be long enough to let all temperature differences
within the sample relax. The simulation proceeds in time steps 
t2. A current Ii j

between particles i and j is assumed to deliver an equal amount of Joule heat to both
sides, so that the total heat received by particle i in one pulse is


Qi = 1

2

∑
j

R I 2
i j
t1. (10.11)

The process can be regulated such that the average heat delivered in one pulse
compensates for the heat losses between two pulses, so that the sample temperature
is kept constant on average. The heat losses are proportional to the temperature
difference between the sample and its environment, so that one can set

1 In the literature the process is also called “spark plasma sintering” or “field assisted sinter tech-
nique”.
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Fig. 10.12 Illustration of
a lattice model for current-
assisted powder compaction

〈
Q〉 = 1

N

∑
i


Qi = κ
(
Tsample − Tenv

)

t2. (10.12)

Particle i begins to melt, if


Qi ≥ C
(
Tmelt − Tsample

)
, (10.13)

where C denotes the heat capacity of the particle and Tmelt its melting temperature.
Using Eq. (10.12), the melting condition (Eq. 10.13) can be written in dimensionless
form as


Qi

〈
Q〉 ≥ C

κ
t2

(
Tmelt − Tenv

Tsample − Tenv
− 1

)
≡ m. (10.14)

m is the only nontrivial parameter in the model. The smaller m, the closer the sample
temperature Tsample to the melting point of the particles, Tmelt. For large m, only
extreme fluctuations above average heat delivery lead to melting, while for m = 1
any positive deviation from average suffices. The melting and hence the compaction
process stops, when Joule heating becomes uniform enough.
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Fig. 10.13 Time evolution of the density (left) and the resistance (right) for the m-values 4, 12, 16,
24 (top down for small time). Data were averaged over 50 runs. Resistance fluctuations are much
stronger than density fluctuations

Fig. 10.14 Final density
(squares), respectively final
resistivity (circles) versus m

This model shows the expected current-assisted compaction, associated with a
decrease of resistance, see Fig. 10.13. The product of density times resistance is
proportional to the resistivity, which also decreases in all cases. In the long time limit
the density and the resistivity approach stationary values, because the current pulses
no longer lead to further compaction. These values depend sensitively on the sample
temperature, i.e., on m, as shown in Fig. 10.14. Maximal compaction is reached near
m = m0 = 12. For larger m (lower sample temperature), isolated hot spots form very
sporadically, and the chance that a cross-section of the sample becomes sufficiently
depleted is too small. For smaller m (sample temperature closer to the melting point)
current paths melt almost completely. Then the particle displacements do not deplete
preferentially a low density cross-section further.

Surprisingly, the final density and the final resistivity vary in a correlated way, with
the exception of a small interval 6 < m < 12. Optimal compaction does not imply
optimal conductivity. At first sight this result seems counterintuitive, because one
expects that moving the electrodes toward each other creates more parallel current
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Fig. 10.15 Local currents after 400 pulses. Particles are shown in blue, pores are black. Top Optimal
conditions for compaction, m = m0. Density is 0.727 particles per cell, and density × resistance [R]
is 17.27. This value (proportional to resistivity) is high because of little parallelism in the network.
Bottom m = 2m0. Density is 0.676, and density × resistance [R] is 2.78. Resistivity is much lower,
because of high parallelism in the network. Color coding of the local currents uses the same scale
in both pictures: maximal currents are shown as white, medium ones as red, and weak ones as black
connections between neighboring particles. Currents weaker than the maximal current/1000 are not
shown

paths and hence reduces the resistivity of the sample. This intuition is correct for
compaction at fixed m. However, if one compares samples compacted at differ-
ent temperatures, the intuition is misleading. The reason is a subtle, temperature-
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dependent self-organization of pores in the sample. For compaction it is favorable,
if cross-sectional depletion zones get amplified, i.e., if pores grow preferentially
parallel to the electrodes. This, however, cuts off parallel current paths. This explains,
why optimizing the final density may increase the final resistivity of the sample. This
picture is confirmed by Fig. 10.15

10.6 Examples of Nanoparticle Array Conductivity
and Sensitivity

10.6.1 Tin Dioxide

A systematic investigation of impedance properties of particle networks based on
almost monodisperse nanoparticles has been carried out by electrical characterization
of size-selected SnO2 nanoparticles. As has been described in detail before, the
overall impedance depends on geometrical factors, particle size, and porosity (see
Eqs. 10.7–10.9). As long as the geometry and porosity are kept constant, materials
with different size can be directly compared with respect to information available
from impedance measurements.

10.6.1.1 Electrical Characterization

Tin dioxide nanoparticles with 10, 15, and 20 nm in diameter and a geometric standard
deviation of less than 1.2 (lognormal size distribution) were deposited by means of
impaction on interdigitated structures similar to those shown in Fig. 10.7. Details
concerning the preparation of the samples can be found in Chap. 4 and [15, 26]. For
all particle sizes, the geometry of the interdigitated structure was identical and from
electron microscopy investigations it was found that the porosity was low and did
not vary significantly with particle size. Because the porosity is far away from the
percolation threshold, it can be assumed (see Eq. 10.9) that the influence of small
changes in porosity is negligible and that therefore changes in the impedance mostly
originate from changes in particle size.

Temperature-dependent impedance measurements of SnO2 were carried out with a
Solatron SI 1255 frequency response analyzer (FRA) in combination with a dielectric
interface SI 1296. Data were sampled in the frequency range between 1 Hz and 1 MHz
with 17 impedance measurement points/decade and in the temperature range between
100 and 250 ◦C in steps of 10 ◦C. Before starting an impedance measurement, the
system was thermally stabilized by waiting 30 min at the desired temperature. Due
to this procedure, the temperature deviation during the measurements was less than
±0.3 ◦C.

Figure 10.16 shows a typical impedance measurement received from 10 nm SnO2
particles. For comparison it was plotted according to Fig. 10.10. As can be seen,

http://dx.doi.org/10.1007/978-3-642-28546-2_4
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Fig. 10.16 Impedance measurement of 10 nm SnO2 nanoparticles deposited on an interdigitated
structure. The inset shows the respective Nyquist plot and the fitted data (see text)

Fig. 10.17 Equivalent circuit used to fit the experimental results of the impedance measurements
on tin dioxide nanoparticle arrays. Note that the denotation used here is associated with the effective
values while the denotation used in Sect. 10.5 describes the microscopic values of each contact

the material exhibits two resonance frequencies around 2.5 kHz and 1 Mhz and the
consistency of both, the theoretical description based on the simple model shown in
Fig. 10.2 and the experiment is obvoius. The inset in Fig. 10.16 displays the same
measurement in the Nyquist representation.

10.6.1.2 Data Fit and Transport Processes

The data were fitted by means of a nonlinear least square fit to an equivalent cir-
cuit representing all contributions to the total impedance as shown in Fig. 10.17.
An almost perfect agreement between measured data and fit is found (correlation
coefficient = 0.99) supporting the possibility to describe the overall impedance of
the SnO2 nanoparticle network by the chosen combination of passive electrical ele-
ments. (Note that not only the position and diameter of each semicircle is fitted, but
also that every measured point in the complex plane

(
Z ′(ω), Z ′′(ω)

)
is accurately

reproduced.)
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Fig. 10.18 Arrhenius dia-
gram of the different charge
carrier transport processes.
The activation energies Ea
calculated from the slope are
given in the plot
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Due to the fact that the resistance of metal-oxide semiconductors such as tin
dioxide can be affected by temperature [27], the different contributions of bulk,
particle–particle, and particle-electrode impedance should be detectable by a change
in resistance of Rbulk, Rpart and Rwall. This assumption holds as long as no changes
in the nanoparticle network occur that lead to a change in capacity. Temperature-
dependent measurements were fitted to the equivalent circuit shown in Fig. 10.17
and the parameters for the different resistances and capacities were extracted from
the fits. The determined values for Cpart and Cwall were constant within the accuracy
of the fits (confirming the above assumption that no change in the network topology
occured), while the values for the different resistances show a clear trend. The fit
results received for the different resistances were used to calculate the activation
energies of the different conduction processes using

G = G0 · e−Ea/kT (10.15)

with G = 1/R. The values received for Gbulk, Gpart and Gwall are summarized in
Fig. 10.18.

The Arrhenius plots show the conductances G = 1/R calculated from the non-
linear least square fit. The smallest activation energy of 27 meV is the fit result
obtained for Gbulk. The assignments of Gwall and Gpart are based on the simple
model that the distance—which is the main parameter for charge carrier transport—
between two conducting particle cores is bigger than the distance between one
core and the electrode. Therefore, it can be assumed that the particle-electrode
(Gwall and particle–particle contribution (Gpart) are related to activation energies
of Ea(Gwall = 126 meV and Ea(Gpart) 499 meV, respectively.

The impedance spectra of 15 and 20 nm are shown in Fig. 10.19. In contrast to
the measurements on 10 nm particles no clearly separated semicircles are observed
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Fig. 10.19 Normalized
Nyquist plots of 15 and 20 nm
SnO2 nanoparticles measured
at 150 ◦C
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Fig. 10.20 Normalized imag-
inary part of the modulus
function against frequency for
15 and 20 nm SnO2 nanopar-
ticles measured at 150 ◦C
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as can be seen from the normalized Nyquist plots, only a slight shoulder at high
frequencies of the graph representing the 15 nm particles measurement can be seen.

A closer insight can be obtained by plotting the imaginary part of the modulus
versus the measuring frequency. M ′′ has been calculated from

M ′′ = ω · C0 · Z ′ (10.16)

with the angular velocity ω = 2π f and the background capacity C0 of the inter-
digitated structure. This kind of representation enhances the high frequency regime
and enables a more detailed visualization of structures which are almost hidden in
the Nyquist plot. Figure 10.20 shows the normalized imaginary part of the modulus
for the two samples. In the case of 20 nm particles only one signal at about 104 Hz
can be observed. Its maximum corresponds to the maximum of the semicircle in the
Nyquist representation. The spectrum of the 15 nm particles exhibits two signals that
are only slightly separated.

From the graphs shown in Figs. 10.16, 10.19 and 10.20 it is obvious that the dis-
tance between the two maxima indicating two different charge transport processes
decreases with increasing particle size until only one signal is left for particles with
20 nm in size. This is due to the fact that in such cases the parameters determining
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the electrical properties of the different transport processes lead to similar resonance
frequencies (see also parameter set two in Table 10.1). In such cases, different mech-
anisms cannot be separated, neither visually nor with support of fit programs. As
a result, one of the RC elements shown in Fig. 10.17 has to be neglected because
otherwise the fit of the measurement data is overdetermined. In such cases, the
respective fit result of the residual RC element contains the sum of both transport
processes (particle–particle and particle-electrode).

Impedance spectra showing almost ideal semicircles as it is found for the size-
selected particles discussed in this section are rarely found for impedance measure-
ments on particulate systems. This is due to the fact that the interparticle transport in
these systems is almost identical due to the small particle size distribution. In many
cases, so-called “depressed arcs” are observed originating from broad distributions
and therefore varying interparticle transport properties.

10.6.2 Tungsten Oxide

Semiconductor metal oxides such as TiO2, SnO2, WO3 and In2O3 are suitable mate-
rials for gas-sensing applications [28–31]. However, some of these materials have
the disadvantage of poor selectivity, cross sensitivity, and instability against humid-
ity. Among the above-mentioned metal oxides, tungsten oxide is known to be a
very promising candidate with a good selectivity for sensing of the air pollutants
NO/NO2, CO/CO2, and ethanol [32–34]. The sensing behavior of semiconducting
metal oxides such as WO3 is known to be a function of their chemical and physical
properties such as surface area, crystallinity, stoichiometry, and phase composition
and is mainly affected by physicochemical reactions on the surface of the sensing
material.

Tungsten oxide nanoparticles with a mean particle size of about 7 nm were pro-
duced by premixed flame synthesis (for details see Chap. 1 and [14]) from dilute
mixtures of tungsten hexafluoride (WF6) in argon as precursor material. One per-
centage of WF6 in Argon was burnt together with hydrogen and oxygen resulting in
the formation of tungsten oxide nanoparticles. By means of molecular beam sam-
pling, sensor devices were realized by depositing the tungsten oxide nanoparticles
on top of a sensor substrate based on an interdigital capacitor (see Figs. 10.7 and
10.21).

The device was achieved by placing the sensor substrate along the path of the
particle-laden molecular beam, which arises from the pressure difference in the var-
ious segments of the synthesis reactor. Assuming a close arrangement of particles
with a filling factor of 87 %, a minimum film thickness of about 50 nm is calculated.

10.6.2.1 Sensing Mechanism

The sensing mechanism of nanoparticles with respect to CO and NO measurements is
attributed to interactions between different species on the particle surface. It has been

http://dx.doi.org/10.1007/978-3-642-28546-2_1
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Fig. 10.21 Images of the WO3 sensor device; the left image shows the complete sensor chip, the
right image shows a scanning electron microscopy image of two contacts (bright) with a spacing
of 600 nm covered with the WO3 film

established that both gases react with preadsorbed oxygen or oxygen from the lattice,
and release electrons into the conduction band. The dependence of conductivity on
the CO or NO ratio in the atmosphere is described in a model by Morrison [35]
and also related to temperature by Reyes et al. [36]. The reducing chemical surface
reactions of NO and CO with the WO3 particles are displayed in Eq. (10.17) and
(10.18) in Kröger-Vink notation [37]:

Wx
W + OX

O + NO ⇒ W′′
W + V••

O + NO2 (10.17)

Wx
W + OX

O + CO ⇒ W′′
W + V••

O + CO2 (10.18)

Additionally, a disproportionation of NO at the particle surface takes place as
shown in Eq. (10.19):

3NO ⇒ N2O + NO2 (10.19)

Therefore, further oxidizing reactions can occur:

W′′
W + V••

0 + N2O ⇒ WX
W + OX

O + N2 (10.20)

10.6.2.2 Electrical Characterization

For a detailed characterization of the sensing process itself, AC measurements were
performed under the influence of reactive gases. Therefore, the sensor device was
kept in a glass tube with a gas inlet and outlet at the ends of the tube. The inlet was
connected to a gas mixing system as previously described by Rakesh et al. [38]. The
complete measurement setup was encased by a temperature-controlled tube furnace
to vary the temperature of the sample in the range between 553 and 583 K, after
annealing the sample at 583 K for several hours. Starting from 583 K, impedance
spectroscopy (IS) measurements were performed under synthetic air, synthetic air
with 1000 ppm CO, and synthetic air with 1000 ppm NO in steps of 10 down to
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Fig. 10.22 Sensitivity against
time of a WO3 sensor device
under synthetic air with
1000 ppm NO and CO, respec-
tively
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553 K. After each measurement series the sample was annealed again at 583 K under
synthetic air.

10.6.2.3 Sensitivity

To investigate the sensitivity of the particulate tungsten oxide thin films, the change
of the sum of the different resistances, Rbulk, Rpart and Rwall under synthetic air and
with addition of the reactive gases CO and NO, respectively, were measured at 583 K.
For this purpose the impedance data were recorded at a fixed frequency of 100 Hz
(which is still in the DC range) as a function of time.

Figure 10.22 shows the normalized sensitivity S = Rair/Rgas for 1000 ppm NO
and 1000 ppm CO in synthetic air. In both cases the reactive gas has been added after
120 s. Both, the CO and NO data exhibit a fast increase in sensitivity during the first
ten seconds followed by a creeping increase and a leveling off at about t = 1400 s. At
this time, a sensitivity S = 4.3 for NO and S = 2.9 for CO is reached. For both gases
sensitivity related to an increase in conductivity can be explained by the injection of
electrons due to the release of oxygen as shown in Eq. (10.17) and (10.18). However,
the data reveal a faster increase of sensitivity for NO as well as a better sensitivity.
The fast change in sensitivity during the first few seconds is usually not seen with
common WO3 sensors and can be attributed to the high surface-to-volume ratio of the
nanosized oxide. To further substantiate this, impedance spectra have been measured
to investigate core- and grain-boundary sensitivity in detail.

10.6.2.4 Impedance Measurements

The results received from the sensitivity measurements reveal stable conditions
before the reactive gases are added and also about 1400 s after the reactive gases
were added. Therefore, it is possible to perform time-consuming IS under these
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Fig. 10.23 a Impedance data in Nyquist representation for the sensor device measured under
1000 ppm CO. b Normalized modulus spectra measured at 553 and 573 K

stable conditions. After annealing and stabilizing with 1000 ppm NO and 1000 ppm
CO, impedance data were recorded from 583 to 553 K in steps of 10 K. Impedance
measurements were performed with the same setup as described above.

Figure 10.23a shows the Nyquist diagram of the impedance measurements in the
temperature range between 553 and 573 K under CO exposure. The typical decrease
of resistance with increasing temperature as it is expected for semiconducting mate-
rials is observed. All measurements exhibit an almost perfect quarter of a circle for
frequencies higher than the resonance frequency υr (vertex of the semicircles) while
for frequencies lower than the resonance frequency (right hand side of the spectra)
the measured spectra show a widening toward higher impedances. Similar results
are obtained for granular tungsten oxide by Ling et al. [39], and for solid thin films
by Labidi et al. [40]. This behavior indicates a second scattering process at low
frequencies and has been described in detail by Barsan et al. [41]. The Modulus
representation clearly indicates the presence of two processes as can be seen from
Fig. 10.23b.

For a quantitative analysis of the results, the data were fitted using an equivalent
circuit similar to that shown in Fig. 10.17 by means of a nonlinear least square fit
algorithm. In contrast to the known equivalent circuit, we replaced one capacitor by
a constant phase element (CPE, for details see [5]), as the quality of the fit in the
low frequency range could be significantly improved by using the CPE instead of a
capacitor. The utilization of a CPE considers the typical broadening of impedance
signals originating from the polydispersity of particulate materials.

10.6.2.5 Itemized Sensitivity

The low frequency contribution was identified to originate from the particle–particle
contacts and Rpart as well as Rbulk could be successfully received from the fit results.
The resistances obtained from the fit of measurements under CO and NO, respec-
tively, were compared with those received from the measurements under synthetic
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Fig. 10.24 Core (Sbulk) and
grain boundary (Spart) sensi-
tivities on CO and NO against
temperature (S = Rair/Rgas).
The open symbols indicate the
sensitivity of CO and the filled
ones those of NO
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air to calculate the specific sensitivities on NO and CO. Figure 10.24 shows the grain
boundary sensitivity SGB originating from the particle–particle contacts and the bulk
sensitivity Sbulk for both gases.

The data of the separated sensitivities are in good agreement with the overall
sensing results (see Fig. 10.22). From Fig. 10.24 it is obvious that for both gases the
sensitivity related to the grain boundary process is significantly enhanced for NO as
well as CO due to the fact that the resistance of the particle–particle contacts changes
much more than that of the core. Moreover, it is obvious that the sensitivity for CO is
enhanced at lower temperature while that for NO increases with temperature. Infrared
studies on NO adsorption on W/Al2O3 catalysis have shown that NO contrary to CO
favors adsorption in twin form on catalysis surface, and different nitrogen oxides
such as N2O, N2O3 and NO2 are observed [42, 43]. Weingand et al. reported that the
stable species produced after coadsorption of NO and O2 on WO3/ZrO2 surfaces are
NO+ and nitrates (NO−

3 ) [44]. Thus, it is concluded that adsorption/desorption and
surface chemistry of NO is quite complex compared to CO. Moreover, it is generally
accepted that NO interacts more strongly with transition metal oxides than CO. As
a result, the adsorption of CO and desorption of CO2 is expected to occur at lower
temperatures compared to NO/NO2.

The results of the AC measurements at 583 K are in good agreement with those
derived from the DC measurements at the same temperature. Based on the results
shown we attribute the increase in sensitivity within the first ten seconds (see
Fig. 10.22) to a fast surface reaction at the grain boundaries followed by a slowly
rising sensitivity due to a change in bulk conductivity. This can explain, why a fast
change in sensitivity during the first seconds is usually not seen with common WO3
sensors. Compared to common sensors, our device is based on a material with a
much higher surface-to-volume ratio and high specific surface area boosting the
initial sensing process.
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10.6.3 Zinc Oxide

Despite their application as gas sensors, semiconducting metal oxides are increas-
ingly used as transparent conducting oxides, TCOs. Some of the already used elec-
tronic devices such as flat-panel displays, touch-panel controls, or even solar cells
mainly utilize indium tin oxide (ITO) as transparent conducting layer [45, 46]. How-
ever, a couple of disadvantages such as price and availability promote material with
optical and electrical properties similar to the established ITO. Zinc oxide and espe-
cially aluminum-doped ZnO (AZO) nanomaterials seem to have the most promising
properties for replacing the ITO. They show very good optical properties compared
to the ITO [27, 47–50], but too little is known with respect to their electrical prop-
erties. Therefore, ZnO nanoparticles synthesized from diethylzinc by CVS were
investigated with respect to their electrical properties (cf. also Chap. 2). The gas-
phase materials show high crystallinity, low defect density, and also a high amount
of electrically active dopants. The synthesis route itself is very cheap and a high
production rate can be achieved. Within this section the electrical properties of ZnO
nanoparticles are discussed. The influence of different gases as well as aluminum
doping of the ZnO is investigated. Additionally, the influence of moisture and the
sensing properties of inkjet printed ZnO films are shown.

10.6.3.1 Sample Preparation

Thin pellets with 5 mm in diameter were prepared from about 10 mg of ZnO particles
using the standard procedure described in Sect. 10.4.1. The green density of the
compacted ZnO nanoparticles was found to be usually 80 % of the ZnO bulk density.
The produced pellets were sandwiched between two spring-loaded platinum disks
in the measurements cell situated in a gastight ceramic tube with gas in- and outlet
and equipped with a temperature-controlled tube furnace.

For electrical characterization, a Hewlett Packard HP4192A impedance spec-
trometer was used. All samples were measured between 10 Hz and 10 MHz with 20
frequency points/decade and in the temperature range between 50 and 400 ◦C in steps
of 25 ◦C. Before starting an impedance measurement, the system was thermally stabi-
lized for 5 min at the desired temperature ensuring a temperature stability of ±0.5 ◦C
during measurement. After reaching 400 ◦C, the samples were cooled down and
measured again. For all samples discussed in this section, the temperature-dependent
measurements were repeated 5 times, three times under hydrogen atmosphere and
after cooling down in hydrogen three times under dry synthetic air (20.5 % O2, 5.0
in N2 5.0).

10.6.3.2 Measurements on Undoped ZnO Nanoparticles

Figure 10.25 shows a typical Nyquist plot of undoped ZnO in hydrogen atmosphere.
Only data for the real part of the impedance are measured and no frequency dispersion

http://dx.doi.org/10.1007/978-3-642-28546-2_2
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Fig. 10.25 Typical Nyquist plot for the measurement of undoped zinc oxide in hydrogen atmosphere
for a selection of temperatures. A pure ohmic transport behavior is observed
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Fig. 10.26 Specific conductivity of undoped ZnO for the first and third measurement cycles in
hydrogen and synthetic air, respectively. The measurements in hydrogen show a much higher con-
ductivity than the measurement in synthetic air

was observed. The conductivity for all measured samples was very high and due to
the fact that—within the accuracy of the measurement—all measurement values for
one temperature are assembled in one point, it can be stated that the sample shows
pure ohmic behavior. It has to be mentioned that the values shown in Fig. 10.25
include the impedance of the sample itself as well as parasitic resistances within the
measurement cell such as contact and transfer resistances.

A more detailed analysis indicates that the first cycle in hydrogen atmosphere
shows a strong increase in conductivity with increasing temperature, see the Arrhe-
nius plot shown in Fig. 10.26. The temperature cycles two and three keep very high
conductivity that was reached after the first cycle and show identical values; therefore,
only cycle 3 is shown.
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Fig. 10.27 Nyquist plot of zinc oxide nanoparticle samples measured under synthetic air. A decrease
in resistance with increasing temperature is observed indicating semiconducting behavior

The very high conductivity in hydrogen atmosphere results from a generation of
free charge carriers due to a population of shallow donor sites [51], as hydrogen acts
as a dopant in zinc oxide. The incorporation of hydrogen and the subsequent release
of electrons can be described as follows:

2Znx
Zn + 2Ox

O + H2(g) ⇔ 2Znx
Zn + 2OH•

O + 2e− (10.21)

In contrast to the measurements under hydrogen, the Nyquist plots of the same
samples measured under synthetic air show the typical semicircles as they have also
been observed for tin oxide and tungsten oxide, see Fig. 10.27.

The fact that the semicircles become smaller with increasing temperature is
characteristic for semiconducting materials. Nevertheless, the type of conductivity
observable for zinc oxide can be varied from metallic (under hydrogen) to semi-
conducting (synthetic air) behavior. As has been shown, the conductivity in air is
about six orders of magnitude lower compared to the measurements in hydrogen
atmosphere. A similar behavior has also been described in the literature [52] and
is related to the release of the hydrogen during heating in synthetic air as already
mentioned by Thomas et al. [53]. The graphs shown in Fig. 10.27 also indicate the
well-known presence of two transport processes, as the data does not exhibit a perfect
semicircular shape.

10.6.3.3 Influence of Aluminum Doping on the Electrical Properties of ZnO

From multiple temperature-dependent impedance measurements we ensured that
after the first heating cycle the sample has stabilized leading to almost identical results
for the second and third cycles. Therefore, all measurements shown are taken from
the third cycle measured under the respective atmosphere if not indicated otherwise.

Aluminum-doped zinc oxide nanoparticles were prepared similar to the process
described before by addition of triethylaluminum to the precursor mixture. Samples
containing between 5.4 and 37.6 % of aluminum were characterized with respect
to their electrical properties. Figure 10.28 shows the conductivities as a function of
temperature for the differently doped ZnO nanoparticles in hydrogen atmosphere.
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Fig. 10.28 Arrhenius representation of aluminum-doped zinc oxide nanoparticles measured under
hydrogen

Surprisingly, the conductivity decreases with rising aluminum content and the
samples doped with 16.79 and 37.63 % of aluminum show conductivity values orders
of magnitude lower compared to the remaining materials. This behavior was not
expected, as aluminum, like hydrogen, is responsible for the formation of free charge
carriers. Additionally, it was observed that similar to undoped ZnO, doped materi-
als of up to 7 % of Al show a slightly positive temperature coefficient, while for
concentrations higher than 7 % a negative temperature coefficient is observed.

The decrease in conductivity with increasing aluminum content can be explained
as follows: ZnO nanoparticles consist of Zn and oxygen atoms occupying different
lattice sites. Typically, a substitutional replacement of the Zn ions in the lattice
by Al ions as well as the incorporation of aluminum on interstitional positions is
observed, both generating free charge carriers. This can best be described starting
from aluminum oxide inserted into a zinc oxide lattice as follows:

2Al2O3
ZnO⇒ 4Al•Zn + 4Ox

O + O2 (g) + 4e− (10.22)

2Al2O3
ZnO⇒ 4Al•••

i + 3O2 (g) + 12e− (10.23)

Each crystalline material possesses lattice defects, for example point or surface
defects. Due to the addition of dopants such as aluminum, the defect concentration
increases, increasingly leading to charge carrier scattering processes. As a result, the
overall conductivity decreases due to increased disorder. The negative temperature
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Fig. 10.29 Conductivity of
differently doped zinc oxide
nanoparticles measured at
400 ◦C under hydrogen and
synthetic air, respectively
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coefficient can be explained by progressively thermally activated charge carriers
originating from the (high) aluminum doping. The strong increase in disorder is also
responsible for the poor conductivity of the highly doped materials.

In synthetic air, the conductance is lower than under hydrogen as also found for
pure ZnO. Nevertheless, it increases with higher aluminum concentration reaching a
maximum at 7.03 % aluminum. Similar to the results observed under hydrogen, the
two highest doped ZnO nanoparticles also show very poor conductivity. A compar-
ison of the specific conductivities under hydrogen and synthetic air, respectively, is
shown in Fig. 10.29. In all cases, the conductivity is calculated from the extrapolated
DC resistance (intersection of the low-frequency range of the semicircle in Nyquist
representation with the real axis Z ′). The increase in conductivity for concentrations
of up to 7.03 % of aluminum can be explained easily by the increase of charge carriers
due to the doping, while the poor conductivity found for the high dopant concen-
trations is again owing to the poor crystallinity (note that conductivities measured
around 10−7 S/cm are at the limit of the impedance spectrometer). Most importantly
it can be stated that—despite the fact that charge carrier transport within particulate
matter is almost determined by grain boundary processes—aluminum doping is able
to enhance the conductivity by about one order of magnitude. The highest increase
is found for a dopant concentration of about 7 % of aluminum.

10.6.3.4 ZnO Sensor Devices

Zinc oxide nanoparticles like many other materials are quite interesting for gas-
sensing applications as already mentioned above [54, 55], and thin films consisting of
ZnO nanoparticles have nice opportunities for electrical and optoelectronic devices.
ZnO sensor devices were produced from undoped ZnO nanoparticle dispersions by
inkjet printing [56]. As determined by X-ray diffraction, the particles have a mean
crystallite size of 20 nm while the particle size within the aqueous dispersion is about



264 S. Hartner et al.

Fig. 10.30 SEM picture
of the interdigital structure
consisting of evaporated gold
contacts on a silicon substrate
covered with an insulating
SiO2 layer

44 nm. Zeta-potential measurements and DLS indicated a stability of the dispersions
for several weeks. Inkjet printing was done on interdigital structures prepared by
EBL. The structure consists of interdigitated gold fingers, see Figs. 10.6 and 10.30.

After printing, the zinc oxide films had an inhomogeneous thickness between
100 and 250 nm due to the “coffee ring” effect originating from the drying process
and well known from the inkjet printing of particle dispersions [57]. Nevertheless, it
was possible to produce dense and crack-free films, see Fig. 10.6. After printing, the
resulting film was characterized by XRD indicating a mean crystallite size of 36 nm.
This increase compared to the initial crystallite size is due to a particle growth process
and will be explained later. In contrast to thin disks prepared by uniaxial pressing,
the inkjet printed ZnO films exhibit a high contact area to the environment, which is
required for electronic applications [58].

Similar to the procedure described for tungsten oxide (see Sect. 10.6.2), the sub-
strate with the inkjet printed film was placed in a chip carrier and bonded to its
contacts. Measurements were performed in a heated, gastight ceramic tube with gas
outlet and the inlet connected to mass flow controllers. Impedance characterization
was done with a Solatron SI1255 impedance analyzer between 25 and 200 ◦C in the
frequency range between 10 Hz and 10 MHz in ambient and in hydrogen atmosphere,
respectively.

Typical semicircles as also observed for the other materials were measured as can
be seen from Fig. 10.31. An increase in conductivity with increasing temperature
was found as expected and can be explained with the increasing amount of thermally
activated charge carriers.

For a detailed characterization of the sensor properties, the conductivity is plotted
as a function of the temperature under ambient conditions and in hydrogen, respec-
tively (Fig. 10.32).

A five times higher conductivity is observed for measurements in hydrogen com-
pared to the measurements under ambient atmosphere. This sensitivity of five is very
promising for sensing application due to the fact that no annealing of the thin film at
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Fig. 10.31 Nyquist plot of the impedance measurements on inkjet printed zinc oxide layer. The
measurements shown were performed in hydrogen atmosphere at different temperatures

Fig. 10.32 Conductivity of
inkjet printed ZnO thin films
measured under ambient con-
ditions and hydrogen, resp., as
a function of temperature
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400 ◦C was done as required for the tungsten oxide sensor devices. Multiple measure-
ments with changing atmosphere showed that the sensing process is reversible, except
some very small differences after the first heating cycle. Therefore, the sensor made
from printed zinc oxide nanoparticles can also be realized on temperature-sensitive
substrates such as polymers.

10.6.3.5 Influence of Moisture on the Electrical Properties of ZnO
Nanoparticles

There are a lot of investigations dealing with humidity sensors based on ZnO, and
sensitivities according to an increase in conductivity are reported [59, 60]. Some
groups paid attention to ZnO nanorods and nanotubes, which seem to have higher
sensitivity for different humidity levels compared to zinc oxide nanoparticles [61,
62]. However, a report concerning the influence of moisture on the properties of as-
prepared sensor devices and the evolution of conductivity during and after exposure
to moisture atmosphere is still missing.
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Fig. 10.33 Plot of the spe-
cific conductivity of a ZnO
pellet at 50 ◦C as a function
of time. The specific conduc-
tivity was calculated from the
interpolated DC resistance as
described above. Measure-
ments with different levels
of humidity were performed
consecutively as indicated in
the graph
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For the characterization of electrical properties during and after exposure to
humidity, IS of a compacted 5 mm pellet was used, see Sect. 10.6.3.1. First, the
sample was measured in argon atmosphere between 50 and 400 ◦C for three times.
After cooling down to 50 ◦C, a controllable amount of humidity was added to the
argon gas flow using a temperature-controlled water bubbler. To monitor the settings,
the relative humidity (rH) was also measured using a commercial humidity sensor.
Starting from 0 % rH, temperature-controlled measurements (three ramps from 50
to 400 ◦C) at 56, 74, 97, 100, 67, and again 0 % rH were performed (Fig. 10.33).

The measured impedance spectra in moisture atmosphere and also in dry argon
exhibit the characteristic semicircles. A typical Nyquist plot for several measure-
ments from 473 to 573 K at a moisture level of 74 % is shown in Fig. 10.34. From
the asymmetric shape of the spectra it is obvious that the conduction is based on
two different charge carrier transport processes and consequently, the data of all
measurements could be fitted to the known equivalent circuit shown in Fig. 10.17.
Unfortunately, the data did not show a clear systematic, temperature-dependent trend
at a given humidity and it was also observed that in contrast to the measurements on
tungsten oxide and tin oxide the fit results for the capacities (Cpart and Cwall) were
not constant indicating a change in morphology. Therefore, it was concluded that the
used ZnO nanoparticles are not stable under the given conditions.

However, as a first result it was found that the conductivity increased by rais-
ing the moisture level as expected, see Fig. 10.33. The difference in conductivity
between the measurements in dry argon (0 rH %, first data point) and 56 % rH (sec-
ond data point) is more than one order of magnitude, which is attributed to the
adsorption of water molecules and the formation of Zn(OH)2, as can be described by
Eq. (10.24) [13].

V••
O + OX

O + H2O → OH•
O + OH•

O + 2e− (10.24)

Up to the measurements with 100 % rH the transport behavior meets the expecta-
tions. The formation of hydroxyl groups on the surface of metal oxides is commonly
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Fig. 10.34 Nyquist plot of impedance measurements on nanocrystalline zinc oxide measured at
74 % rH and at different temperatures

known and was also described for sensor systems by Henrich et al. [63]. Water
molecules that are absorbed on the surface of the nanoparticles generate hydroxyl
groups which lead to a higher charge carrier concentration leading to an increased
conductivity. As expected, an increase in conductivity with increasing humidity was
observed.

After being exposed to 100 % rH and reducing the relative humidity, a decrease
in conductivity was expected. Surprisingly, the ZnO pellets show a high conductiv-
ity which still increases with time even after setting the moisture level to 0 % rH.
Referring to the observation of increasing crystallite size after inkjet printing (see
Sect. 10.6.3.4) and to results published by Ali et al. [13], we expect that the small
ZnO nanoparticles grow by exposing them to moisture. This particle growth leads
to a strong decrease in grain boundaries and will also change the morphology of
the initially porous structure, also changing the surface-to-volume ratio. Even after
removing all moisture from the gas atmosphere, the ZnO nanoparticles still grow
due to physisorbed water molecules at the surface of the ZnO nanoparticles. In com-
bination with Zinc interstitials (Zni ) originating from initial defects formed during
particle formation in the gas phase, new ZnO layer can be produced leading to big-
ger crystals. The increase in conductivity will reach saturation after the physisorbed
water is depleted and a particle size limit is expected depending on temperature and
humidity [13]. However, the high surface activity of pure, nanocrystalline materials
must always be taken into account when using porous, high surface materials for any
application.

10.6.4 Electrical Properties of Nanoscale Powders During
Compaction

The mechanical and electrical properties of a powder strongly depend on its poros-
ity. This effect can be directly observed by performing in situ IS while applying
an external force onto the powder as described in Sect. 10.3.2. Impedance spectra
were measured from nanocrystalline silicon powders prepared from hot-wall reactor
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Fig. 10.35 Capacity of a
pressed silicon nanoparticle
sample depending on applied
pressure. After each pressure
step, the applied force was
kept constant for 35 min. The
diagram shows the capacities
fitted from four impedance
measurements taken during
this time 0.8 10-10
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synthesis [64] with a mean crystallite diameter of about 40 nm. The nominal applied
external force was increased in steps of 10 kN between 10 and 50 kN. After each
pressure step, the force was kept constant for 30 min and several impedance spectra
were recorded. The received spectra were fitted according to the equivalent circuit
shown in Fig. 10.17. Similar to the measurements on bigger SnO2 nanoparticles,
the contribution of the particle-electrode contact was neglected as it could not be
identified from the spectra (see also discussion on SnO2, Sect. 10.6.1.2).

The capacitances received from fit are shown in Fig. 10.35. Each graph repre-
sents four subsequently measured impedance spectra. It can be observed that the
capacitance of the sample cell increases slightly over time on each force step, while
the capacity change between the steps is much bigger. As described before (see
Sect. 10.5.1), this behavior is easy to understand as the capacity is determined by the
geometry of the measurement setup. Considering the load plates of the sample cell
as plate capacitor, its capacitance is according to

C = ε0εr,Si
A

d
(10.25)

where A is the area of the plates, d the distance between them, ε0 the electric constant,
and εr, Si the relative permittivity of the silicon powder. Both the distance between the
plates and the relative permittivity depend on the porosity and increase while pressing
the powder together. The electrical behavior of the powder can be explained by a
slow creeping compaction over time and a large effect when the force is increased.
To investigate this behavior in more detail, a long-time measurement was performed
at a pressure of 20 kN. Figure 10.36 summarizes the results received from the fit of
Cpart and Rpart.

It is obvious that during this long-term measurement a slow creeping process takes
place, indicated by the increasing capacity with time. Even after more than 3 h, the
densification of the powder has not finished. In parallel, the resistance decreased by
more than 50 % indicating an increasing amount of conduction paths.
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Fig. 10.36 Rpart and Cpart fitted to the time-dependent impedance measurements during compaction
of silicon nanoparticles at a force of 20 kN. The discontinuities observable from the capacity data
are due to the fact that during the long-term measurement the applied force of 20 kN had to be
readjusted several times

10.7 Conclusions

Electrical properties of mesoporous and nanoscale materials are an important feature
with respect to gas sensors, transparent conducting layers, and optoelectronic prop-
erties. Many devices made by established physical or chemical techniques such as
physical vapor deposition, chemical vapor deposition, epitaxial growth, or sputtering
lead to nanocrystalline but almost dense structures with negligible or no porosity.
These devices usually exhibit very good electrical performance and show properties
that are only related to the small surface area that is in contact with the ambient.
However, the production of such devices is costly as it is mostly performed under
(high) vacuum conditions and often requires elevated temperatures constraining the
range of suitable substrates.

Sol–gel-based synthesis is a well-known way to produce materials that exhibit
nanoscale and porous structures. These particles from the sol–gel route are always
covered by a functional surface layer such as ligands or spacer, stabilizing particle size
and morphology, and ensuring a good dispersibility in liquid media. Therefore, cost-
efficient techniques such as printing can be applied to produce functional surfaces and
layer. Nevertheless, the purity of the as-prepared materials is limited and surface
chemistry, i.e., with respect to sensor applications is influenced by their surface
coating.

Pure materials from gas-phase synthesis have the ability to combine both, high
purity and dispersibility enabling a cost-efficient formation of functional structures.
As has been shown in this contribution, the electrical properties of porous structures
based on such particles is always dominated by charge carrier transport processes
between individual particles as well as between particles and contacts. It is shown that
the density of the porous structure plays an important role and that the sustainability
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of the structure can be determined by IS. We found a very good accordance between
modeling and experiment of impedance data taking three different charge carrier
transport processes into account. With these results it is possible to separate between
processes originating from surface-related particle–particle and particle-electrode
contacts and those originating from the bulk material itself.
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Chapter 11
Intrinsic Magnetism and Collective Magnetic
Properties of Size-Selected Nanoparticles

C. Antoniak, N. Friedenberger, A. Trunova, R. Meckenstock,
F. Kronast, K. Fauth, M. Farle and H. Wende

Abstract Using size-selected spherical FePt nanoparticles and cubic Fe/Fe-oxide
nanoparticles as examples, we discuss the recent progress in the determination of
static and dynamic properties of nanomagnets. Synchroton radiation-based charac-
terisation techniques in combination with detailed structural, chemical and morpho-
logical investigations by transmission and scanning electron microscopy allow the
quantitative correlation between element-specific magnetic response and spin struc-
ture on the one hand and shape, crystal and electronic structure of the particles on
the other hand. Examples of measurements of element-specific hysteresis loops of
single 18 nm sized nanocubes are discussed. Magnetic anisotropy of superparamag-
netic ensembles and their dynamic magnetic response are investigated by ferromag-
netic resonance as a function of temperature at different microwave frequencies. Such
investigations allow the determination of the magnetic relaxation and the extraction
of the average magnetic anisotropy energy density of the individual particles.

11.1 Introduction

Fe containing nanoparticles gained a lot of interest over the last decades due to their
various possible applications ranging from future high-density storage media [1] to
biomedical applications [2]. Here, we focus on two examples: hard-magnetic FePt

C. Antoniak (B) · N. Friedenberger · A. Trunova · M. Farle · H. Wende · R. Meckenstock
Faculty of Physics and Center for Nanointegration Duisburg-Essen (CENIDE),
University of Duisburg-Essen, Lotharstraße 1, 47057 Duisburg, Germany
e-mail: carolin.antoniak@uni-due.de

F. Kronast
Helmholtz-Zentrum Berlin für Materialien und Energie (HZB), Albert-Einstein-Str. 15,
12489 Berlin, Germany

K. Fauth
Experimentelle Physik IV, Universität Würzburg, Am Hubland, 97074 Würzburg, Germany

A. Lorke et al. (eds.), Nanoparticles from the Gas Phase, NanoScience and Technology, 273
DOI: 10.1007/978-3-642-28546-2_11, © Springer-Verlag Berlin Heidelberg 2012



274 C. Antoniak et al.

nanoparticles which are one of the prime candidates for technological interests and
Fe/Fe-oxide nanoparticles which are soft-magnetic and biocompatible. It is the aim
of this work to characterise the nanoparticles regarding their collective magnetic
behaviour and magnetisation dynamics as well as to study the intrinsinc magnetic
properties like spin and orbital magnetic moments and the switching behaviour of
individual nanoparticles.

The FePt system is one of the materials with the highest magnetocrystalline
anisotropy energy (MAE) density in the bulk material, i.e. K = E A/V ≈ 6 ×
106 J/m3 [3–6] in the chemically ordered state with L10 symmetry forcing the mag-
netisation direction parallel to one distinguished crystallographic axis. From the tech-
nological perspective it is desirable to align the equilibrium magnetisation directions
of the individual particles parallel, up to now they are usually randomly oriented for
spherically shaped particles. Changing their shape to cubic gives the possibility to
achieve one distinguished axis perpendicular to the substrate on which the particles
are deposited. For the case of Fe-nanoparticles, the cubic shape could already be
realised [7, 8] within this work.

However, in all cases, when reducing the dimensionality of the system towards
nanoparticles with a small volume V , a high MAE density is essential to overcome
the so-called superparamagnetic limit. Otherwise, the anisotropy energy E A which
stabilises the magnetisation direction in the equilibrium state can be overcome by the
thermal energy yielding fluctuations of the magnetisation direction and thus, inhibit-
ing long-term data storage. The temperature limit, above which the magnetisation
direction is fluctuating in a given time window, is called blocking temperature, TB .
However, in ensembles of nanoparticles the interactions between nanoparticles—
mainly exchange interaction and magnetic dipole interaction—may also strongly
influence the stabilisation of the magnetisation direction in the single particles. Exper-
iments have shown for example that different particle configurations in macroscopic
ensembles can cause opposite shifts of TB [9] which has been modelled in terms of
different magnetically coupled particle configurations [10]. Since a quantification of
all interactions among the particles in an ensemble and their inclusion in the data
interpretation may be a delicate task, a temperature-dependent effective anisotropy
density Keff is introduced including MAE and all interaction energies in the sys-
tem. In this example, the importance of investigating both individual and collective
properties of nanoparticles becomes already evident: usually, the determination of
Keff is carried out using integral measurement techniques—very often on more than
millions of nanoparticles—due to the unavailability of single particle detection. Such
techniques can give averaged results for the magnetic properties of individual par-
ticles and offer only limited clues about the effects of locally varying interactions
between the nanoparticles which is crucially important as previously mentioned.

Within the last years, several experimental approaches have been developed to
address the determination of individual magnetic properties of nanomagnets. For
example, first experiments to measure the switching fields at low temperatures
(35 mK < T < 30 K) of 20 nm Co-nanoparticles embedded in Nb have been reported
by Thirion et al. using a micro-SQUID technique [11]. Also, a bolometer detec-
tion scheme to record the static and high-frequency dynamic magnetic response of
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individual colloidal nanoparticles with diameters below 10 nm and a magnetic
moment of about 105µB per particle has been proposed [12]. Furthermore, techniques
as ballistic Hall micro-magnetometry [13], differential phase contrast microscopy,
holography and energy-loss magnetic chiral dichroism in the transmission electron
microscope (TEM) [14–17] have been used to determine magnetic hystereses and
domain configurations for nanomagnets in the range between 30 nm and 1µm. Recent
developments in magnetic imaging by soft X-ray spectroscopies [18] like X-ray
holography [19], (scanning) transmission X-ray microscopy [20–23] offer new pos-
sibilities in this field with a claimed lateral resolution of about 25 nm. In pioneering
work the size-dependent spin structure of ensembles of Fe-clusters prepared by a gas-
phase cluster source and exchange coupled to a ferromagnetic Co-substrate has been
analysed by X-ray photoemission electron microscopy (XPEEM) in combination
with atomic force microscopy [24–26].

In this work, we used XPEEM in combination with scanning electron microscopy
(SEM) to measure the magnetic switching behaviour of individual 18 nm Fe-
nanocubes and study the influence of interactions among the particles in few particle
configurations (dimers and trimers). Since the question remains, if the particle under
investigation is representative for all particles from a macroscopic batch, on this sys-
tem also the magnetisation dynamics like relaxation behaviour of the whole particle
ensemble has been studied.

Besides the influence of interactions among nanoparticles, also intrinsic properties
like crystal structure and coordination number may change the magnetic properties
significantly with respect to the corresponding bulk material. Therefore, our experi-
mental results on the magnetism of nanoparticles is complemented by a detailed struc-
tural characterisation. In the case of bimetallic nanoparticles, also the local chemical
composition may strongly influence the magnetic moments and MAE making a
local probe of the composition indispensable. In contrast to averaging methods like
energy-dispersive X-ray spectroscopy, the analysis of the extended X-ray absorption
fine structure (EXAFS) has turned out to be a useful tool for structural investigations
of nanoparticle systems and several examples can be found in the literature Co[27],
CdS [28], CdSe [29], SnO2 [30], Au [31]-nanoparticles, and also Ag-nanoparticles
embedded in glass [32]. In this work, the standard EXAFS analysis based on Fourier
transform is compared to the quite new field of wavelet transforms (WT) that have
the potential to outperform traditional analysis especially in bimetallic alloys.

The organisation of this chapter is as follows: in the first section, structural results
on Fe-nanocubes and FePt nanoparticles are presented including 3D tomography and
EXAFS analysis in addition to the well-established electron microscopy imaging and
diffraction methods like X-ray diffraction. In Sect. 11.3 we present the influence of
local chemical environment and crystal symmetry on the element-specific magnetic
properties of FePt nanoparticles before we turn to the discussion of the magnetism
of Fe ions in oxides and the possibility to measure magnetic hystereses separately
for Fe ions on inequivalent lattice sites. In Sect. 11.4 results of X-ray spectroscopies
on monomers, dimers, and trimers of Fe-nanocubes are presented focussing on their
magnetic switching behaviour. Magnetisation dynamics of ensembles of Fe/FeOx

and Fe-nanocubes are presented in Sect. 11.5 before a short summary is given.
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11.2 Structural Characterisation

As will be shown in this work, a detailed knowledge about the structure of the
nanoparticles is essential for data interpretation on the magnetic properties. There-
fore, we used not only standard characterisation methods like (high-resolution) trans-
mission electron microscopy, electron diffraction, and X-ray diffraction (XRD), but
also tomography measurements to obtain 3D images of the Fe/Fe-oxide nanocubes.
In the case of bimetallic systems like FePt, detailed EXAFS analyses are presented
as a useful tool to determine the local structure and composition.

11.2.1 Fe/Fe-Oxide Nanocubes

Nearly perfect monodisperse Fe/Fe-oxide nanoparticles (standard deviation of diam-
eter distribution: σ = 9 %) with a cubic shape and an average edge length of 13.6 nm
were synthesised in an organic solvent by the decomposition of a metal–organic pre-
cursor [FeN(SiMe3)22] [7, 8, 33] under H2 atmosphere. A combination of hexadecyl-
amine (HAD) and a long-chain acid (oleic acid) was used as a surfactant that covers
the growing particle, controls its size and shape, and prevents the agglomeration of
the particles. Figure 11.1a shows a typical bright-field TEM image of an assembly of
the Fe/FeOx cubes deposited on a thin carbon film. A representative high-resolution
HR-TEM image of a single nanocube is shown in Fig. 11.1b. It reveals a core–shell
contrast typical for air exposed particles. The metallic Fe core appears darker in
contrast because of the higher electron density compared to the FeOx shell with a
thickness of about 3 nm. From HR-TEM studies we observed that the nanocubes are
single crystalline and oriented in (001) direction with a maximum tilt of 1◦ parallel
to the normal of the substrate surface. From the perspective of X-ray absorption
spectroscopy, such core–shell structures have been analysed and discussed e.g. in
Ref. [35].

Larger Fe/FeOx nanocubes with a side length of about 18 nm were synthesised by
Shavel [36]. Beside standard TEM imaging of these nanoparticles, also tomography
measurements in the TEM on the as-prepared Fe/FeOx nanocubes were performed
recently allowing the determination of the particles morphology. For the acquisition
of the tomography data the scanning mode (STEM) was used and a corresponding
image of a six nanocubes configuration is shown in Fig. 11.2. The resulting recon-
structed image of a tomography data series on this particle configuration is displayed
in Fig. 11.2b. It is easy to see, that the particles are not perfect cubes but have rough
surfaces and curved edges. Furthermore, there can be variations in the side lengths
of more than 10 %. From the reconstructed data, the dimensions of the 2nd particle
(from the left) in the row were measured yielding x = (19±2)nm, y = (22±2)nm
and z = (20.5 ± 2)nm.



11 Intrinsic Magnetism and Collective Magnetic Properties 277

Fig. 11.1 a Bright-field TEM
image of Fe-nanocubes assem-
bled on a carbon-coated Cu
grid and their size distribu-
tion. b Typical high-resolution
TEM image of an individual
as-prepared Fe/Fe-oxide cube
with core–shell contrast [34]

Fig. 11.2 a STEM-micrograph of six Fe-oxide nanocubes. b Reconstructed 3D image of the particle
configuration shown in a. Top views for different viewing directions of the red coloured nanocube
are displayed in (c)–(e)

11.2.2 FePt Nanoparticles

The FePt nanoparticles [37] exhibit a spherical shape with a log-normal distribution
of diameters around the mean value of 4.4 nm and a standard deviation of σ(d) =
0.12. The composition was measured using energy-dispersive X-ray spectroscopy
(EDX) in the TEM and found to be (56 ± 6) at% Fe and (44 ± 6) at% Pt. HR-
TEM analyses indicate a lattice expansion [38] with respect to the corresponding
bulk material in agreement to selected area electron diffraction (SAED) and XRD
results shown in Fig. 11.3. For larger FePt nanoparticles with a mean diameter of
6.3 nm, no lattice expansion was found within experimental error bars. In order to
distinguish between changes of the lattice parameters caused by oxidation at the
surface and caused by the reduced dimensionality of the system itself, the structural
characterisation should be done on oxide-free nanoparticles. Thus, we employed the
analysis of EXAFS measurements in ultra-high vacuum on hydrogen plasma cleaned
FePt nanoparticles. The efficiency of the plasma treatment was checked by XANES
at both the Fe L3,2 and carbon K absorption edges [39]. After the sample was exposed
to a soft hydrogen plasma at room temperature and a pressure of 5 Pa, a pure metallic
X-ray absorption near-edge structure (XANES) at the Fe L3,2 edges was obtained
indicating that all oxides have been reduced. At the carbon K edge no absorption
peaks were observed after the cleaning procedure, since the hydrogen plasma also
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Fig. 11.3 Room-temperature
X-ray diffraction data for
chemically disordered FePt
nanoparticles with a mean
diameter of 6.3 nm and 4.4 nm,
respectively [42]

removes organic impurities at the surface as is also known for reactive oxygen plasma
[40, 41].

EXAFS measurements were performed at room temperature in fluorescence yield
(FY) at the undulator beamline ID12 at the ESRF both at the Pt L3 absorption edge
and Fe K absorption edge. In Fig. 11.4, the EXAFS signals at the Pt L3 absorption
edge of the plasma cleaned FePt nanoparticles and of bulk material with the same
composition are shown as well as their Fourier transform. It can clearly be seen that
the frequency of EXAFS oscillations as a function of photoelectron wavenumber—
which is proportional to the nearest-neighbour distance—is higher for the case of
nanoparticles than for the bulk material indicating a larger lattice constant in the
particles [42]. In the Fourier transform it is evident by the shifted main peak that
is connected to the geometric nearest-neighbour distance. Note that, the data are
not corrected for the EXAFS phase shift, therefore r is not the geometric distance.
A quantification of the lattice constant is possible by comparison of the experimental
data to calculated ones, e.g. by using the FEFF programme [43, 44] for ab initio
multiple scattering calculations of X-ray absorption fine structures. It is commonly
used also for the determination of the coordination number of the probe atoms and
gives information on their chemical environment. A detailed discussion of the results
can be found in Refs. [42, 45, 46], a summary is given in Table 11.1. It shows that
there is not only a lattice expansion of 1–2 % in the 4.4 nm particles with respect
to the corresponding bulk material, but also a compositional inhomogeneity in the
nanoparticles: while the Pt probe atoms are located in a Pt-rich environment with
respect to the composition determined by EDX, the Fe probe atoms are in an Fe-rich
environment. The different compositions found by EDX on the one hand and EXAFS
on the other hand reflects the fact that EDX is an averaging method whereas EXAFS
means a local probe around the absorbing atoms.

A visualisation of Fe and Pt seggregation, respectively, offers the method of WT
[47]. It overcomes the obvious disadvantage of Fourier transform which has only
a resolution in Fourier space and not in the space of original data. That means
the Fourier transform of experimental EXAFS data provides some kind of radial
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Fig. 11.4 Oscillations of the X-ray absorption in the EXAFS regime as a function of the wave
number for a bulk Fe56Pt44 sample (black line) and 4.4 nm FePt nanoparticles, respectively (red
line). The Fourier transform of the data is shown on the right [42]

Table 11.1 Results of structural and compositional characterisation of FePt bulk material and
nanoparticles of two different sizes employing different methods, where a denotes the lattice con-
stant and x the Fe content

System Method a/nm x /at%

FePt bulk, fcc XRD 0.384 ± 0.002a,b

Fe EXAFS 0.383 ± 0.004a,b 55 ± 6a

Pt EXAFS 0.383 ± 0.003a,b 59 ± 4a

EDX 56 ± 3a

FePt NPs, fcc, d = 6.3 nm XRD 0.386 ± 0.002
EDX 50 ± 6

FePt NPs, fcc, d = 4.4 nm XRD 0.388 ± 0.002a,b

Fe EXAFS 0.387 ± 0.008a,b 70 ± 12a

Pt EXAFS 0.387 ± 0.004a,b 40 ± 8a

EDX 56 ± 6a

Note that the EXAFS results reflect the local environment of the absorbing atoms as discussed in
the text afrom Ref. [42], bfrom Ref. [45]

distribution function of backscattering atoms but the information is lost at which
wave number k the scatterer contributes. Since the position in k space is related to
the atomic species of the backscattering atom, important information is lost in the
magnitude of the transformed signal. As a rule of thumb one may keep in mind that
the heavier the element, the larger the k value at which the backscattering amplitude
is maximum. The WT now gives the possibility to achieve high resolution both in
real space and in k space [45, 48–52]. Figure 11.5 shows the WT of the EXAFS
signal at the Pt L3 absorption edge of as-prepared FePt nanoparticles and the k-
dependence of the backscattering amplitude of carbon, Fe and Pt. Thus, it can easily
be distinguished between EXAFS contributions of light backscatters like oxygen or
carbon (at k values between 10 and 20/nm), contributions of Fe (around k ≈ 60/nm)
and of Pt (k ≥ 120/nm). The WTs of the EXAFS signals of cleaned nanoparticles
and bulk material both measured at the Pt L3 absorption edge are shown in Fig.
11.6. The colour scale is the same for both wavelet transforms. It can already be
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Fig. 11.5 Calculated backscattering amplitude of carbon, Fe, and Pt (upper panel) and wavelet
transform (WT) of experimental EXAFS data of chemically disordered 4.4 nm FePt nanoparticles
in the as-prepared state, i.e. with surface oxides and organic impurities at the surface [45]

Fig. 11.6 Wavelet transform (WT) of experimental EXAFS data of FePt bulk material (left) and
4.4 nm cleaned nanoparticles (right) [45]. The colour scale is for both graphics the same

seen that (i) the contributions of light elements at low k values almost vanished
in both cases, (ii) the overall amplitude of the wave transform is reduced for the
nanoparticles indicating a lower coordination number of the absorber or a modified
chemical environment, and (iii) the relative contribution of Pt backscattering atoms
at high k values is increased for the case of nanoparticles with respect to the bulk
sample. The latter is even better visible in the WT of nanoparticles’ EXAFS signal
after subtraction of the signal of the bulk material as shown in Fig. 11.7: while at the k
position of Fe maximum backscattering amplitude (around 60/nm) the difference has
a minimum, at large values of k there is a maximum that can be assigned to a higher
number of Pt backscatterers in the vicinity of Pt absorbing atoms in the nanoparticles.
Note that, also the fine structure in the k-dependent backscattering amplitude of Pt
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Fig. 11.7 Wavelet trans-
form of experimental EXAFS
data of cleaned 4.4 nm FePt
nanoparticles after subtraction
of the wavelet transform of
experimental EXAFS data
of the corresponding bulk
material [45]. The data before
subtraction are shown in
Fig. 11.6

can be identified in the difference of the wavelet transforms. At the Fe K absorption
e.g. it is exactly the other way round (not shown here): in the nanoparticles, we found
less Pt backscatters around the Fe absorbers and more Fe backscatters than in the
bulk material. The EXAFS spectra obtained at the Fe K absorption e.g. Fourier and
WTs can be found elsewhere [45].

11.3 Element-Specific, Site-Selective Magnetism

The element-specific electronic structure and correlated magnetic moments can be
analysed by means of the X-ray magnetic circular dichroism (XMCD). In addition,
this method offers the possibility to extract also site-specific information for the case
that the same atomic species can be found in different crystal fields. As examples, we
present our results on FePt nanoparticles as well as on Fe/FeOx nanocubes, in which
the Fe ions are either tetrahedrally or octahedrally surrounded by oxygen anions.

11.3.1 Influence of Local Composition and Crystal Symmetry
on the Magnetic Moments

The inhomogeneous composition found in the chemically disordered FePt nanoparti-
cles as presented in the previous section may also have an influence on the electronic
structure and magnetic moments of the nanoparticles. In this section, we discuss
the element-specific magnetic moments determined from XMCD analyses of FePt
nanoparticles and bulk-like films as references as well as from band structure calcu-
lations for bulk materials in this context before we present the results on the influence
of changing the crystal symmetry by introducing chemical order.
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Fig. 11.8 Effective spin mag-
netic moment of Fe in chem-
ically disordered bulk-like
Fex Pt1−x films as determined
from XMCD (upper panel)
and calculated spin magnetic
moments using the SPR-KKR
methods (lower panel) [45]

One should note, that all spin magnetic moments determined from XMCD by
the standard sum rules based [53–55] analysis are effective spin magnetic moments
including also an intra-atomic dipole term Tz accounting for a possible asphericity
of the spin density distribution which might not cancel out especially in the case
of nanostructured materials [56]. Examples of spectra can be found in Fig. 11.10,
details on the analysis and corrections for saturation and self-absorption effects [57,
58] can be found elsewhere [45]. XANES and XMCD measurements at the Fe L3,2
absorption edges were performed in total electron yield (TEY) mode at the PM-3
bending magnet beamline at the HZB—BESSY II synchrotron radiation source in
external magnetic fields of up to ±3 T. To analyse the influence of the composition
of chemically disordered Fex Pt1−x alloys on the magnetic moments at the Fe sites,
bulk-like films of (46±5)nm thickness (determined from Rutherford backscattering
measurements) have been investigated with 28 ≤ x ≤ 68 at% using the XMCD
technique. It was found that the higher the Fe content, the lower the magnetic moment
per Fe atom [45] in agreement to our theoretical studies using the spin-polarised
relativistic Korringa–Kohn–Rostoker method as implemented in the Munich SPR-
KKR package [59]. Both experimentally obtained and calculated values are shown
in Fig. 11.8. Starting from this result, the seggregation of Fe (and Pt, respectively) in
FePt nanoparticles is expected to reduce the magnetic moments at the Fe sites with
respect to the case of a random occupation of lattice sites with Fe and Pt atoms. In
fact, the magnetic moments at the Fe sites in FePt nanoparticles are reduced by 20–
30 % compared to a chemically disordered FePt alloy and match the values obtained
experimentally for Fe-rich Fex Pt1−x with x ≈ 70 at%. Note that spin canting effects
that may also reduce the averaged spin magnetic moments were found to be unlikely
due to the large exchange length of about 40 nm in Fex Pt1−x alloys [60]. Reducing
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Table 11.2 Size dependence of effective spin magnetic moment and orbital magnetic moment of
Fe in FePt nanoparticles as determined by XMCD

System µeff
s (Fe)/µB µl (Fe)/µB µl µeff

s (Fe)/%

FePt NPs, fcc, d = 6.3 nma 2.28 ± 0.25 0.048 ± 0.010 2.1 ± 0.5
FePt NPs, fcc, d = 4.4 nma 2.13 ± 0.21 0.062 ± 0.014 2.9 ± 0.5
FePt NPs, fcc, d = 3.4 nma 2.01 ± 0.16 0.068 ± 0.015 3.4 ± 0.5
afrom Ref. [39]

the particles’ size increases this effect of reduced magnetisation as can be concluded
from the experimental values of magnetic moments in Table 11.2. In addition, these
values show that decreasing the particles size, i.e. increasing the surface fraction,
yields enhanced orbital magnetic moments.

If chemical order is induced in the FePt system, the crystal structure changes
from fcc to fct with an L10 symmetry. The tetragonal distortion in combination with
the large spin–orbit coupling in Pt is discussed as a reason for the large magne-
tocrystalline anisotropy in this system. The phase transformation towards the L10
phase is driven by volume diffusion and can be achieved by thermal treatment of
the nanoparticles at about 600 ◦C, while special care has to be taken to avoid sin-
tering of the nanoparticles [37, 38, 62]. As can be seen in Fig. 11.9, a distinct
increase of the coercive field after annealing the FePt nanoparticles for 30 min at
600 ◦C indicates the (partial) formation of the high-anisotropic L10 phase. The mag-
netic hystereses have been recorded by measuring the XMCD at the L3 absorption
edge of Fe at T ≈ 11 K as a function of the external magnetic field [63] applied
under an angle θ = 75◦ with respect to the sample normal. Before annealing, the
coercive field is quite small, µ0 Hc = (36 ± 5)mT and the ratio of remanence-to-
saturation magnetisation mr/ms ≈ 0.2, indicating strong magnetic dipole interac-
tions among the nanoparticles forcing the easy direction(s) of magnetisation in the
sample plane. After annealing, the coercive field increased by a factor of about eight
to µ0 Hc = (228 ± 8)mT and mr/ms ≈ 0.5 as expected in the Stoner–Wohlfarth
model for non-interacting nanoparticles with randomly oriented axes of uniaxial
intrinsic anisotropy. Since the total magnetic moments of the nanoparticles do not
significantly change after annealing—as known from the bulk material [61] and will
be evidenced later in this work for the case of nanoparticles—and their arrangement
remains the same, the dipolar interactions should be in the same order of magnitude
before and after annealing. However, this simply reflects the fact that the magnetic
anisotropy of the individual FePt nanoparticles is increased significantly due to the
thermal treatment and hence, the inter-particle interactions become negligible. From
temperature-dependent measurements of the coercive field as reported in Ref. [39],
the anisotropy can be estimated according to the equation derived by Sharrock [64]:

Hc(T ) ≈ Keff

M

[
1 −

(
25kB T

Keff V

)2/3
]

(11.1)
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Fig. 11.9 Temperature-
dependent coercive field
of FePt nanoparticles with
(partial) L10 order. Inset
normalised field-dependent
magnetisation measured at the
Fe L3 absorption edge of FePt
nanoparticles before and after
annealing, i.e. in the chemi-
cally disordered fcc state and
the (partial) L10 phase

Note that, in this calculation the temperature dependence of Keff [68–70] and
the volume distribution are not taken into account. The magnetisation M can be
calculated by the magnetic moments and lattice constants determined experimentally.
With this method, we obtained Keff = (4.7×105) J/m3 which is large compared to the
case of chemically disordered FePt [60], but still one order of magnitude smaller than
the magnetocrystalline anisotropy in chemically ordered L10 bulk material of FePt.
This reduction of the anisotropy in nanoparticles with respect to the bulk material
is also reported in the literature for other FePt nanoparticles [65, 66]. A possible
explanation in accordance to our structural investigations presented above is a lower
degree of chemical order in the nanoparticles compared to thin films or bulk FePt,
due to the competing tendency towards a seggregation of Fe and Pt, respectively, that
hinders the formation of the L10 order. In the literature, it is also discussed that other
types of atomic structures may be energetically favourable over the L10 symmetry
in small nanoparticles [67].

The change in the crystal structure induced by the annealing process is also
expected to modify the magnetic moments, especially the orbital magnetic moment
that is a sensitive monitor to changes in the crystal symmetry. Therefore, we deter-
mined spin and orbital magnetic moments at the Fe and Pt sites by XMCD analyses
at the L3,2 absorption edges. Examples of the spectra can be found in Fig. 11.10,
again, details on the analysis and corrections for saturation and self-absorption effects
can be found elsewhere [45]. The magnetic moments are summarised in Table 11.3.
It can clearly be seen that the magnetic moments at the Pt sites remain largely
constant as well as the spin magnetic moment at the Fe sites. The orbital mag-
netic moment of Fe increased due to the annealing by almost a factor of four from
µl(Fe) = (0.048 ± 0.010)µB to µl(Fe) = (0.204 ± 0.020)µB . This can be under-
stood in terms of unquenching the orbital moment when changing the crystal struc-
ture from cubic (in the chemically disordered, non-annealed state) to tetragonally
distorted (in the partial L10 state).



11 Intrinsic Magnetism and Collective Magnetic Properties 285

Fig. 11.10 XANES and XMCD of magnetically saturated chemically disordered FePt nanoparticles
measured at T ≈ 10 K at the L3,2 absorption edges of Fe and Pt, respectively. Note the different
scaling factors of XANES and XMCD for the case of Pt spectra

Table 11.3 Element-specific magnetic moments as determined by XCMD at for chemically dis-
ordered bulk material, nanoparticles and chemically ordered nanoparticles

System µeff
s (Fe)/µB µl (Fe)/µB µeff

s (Pt)/µB µl (Pt)/µB

FePt bulk, fccb 2.92 ± 0.29 0.083 ± 0.012 0.47 ± 0.02 0.045 ± 0.006
FePt NPs, fcc, d = 6.3 nma,b 2.28 ± 0.25 0.048 ± 0.010 0.41 ± 0.02 0.054 ± 0.006
FePt NPs, L10, d = 6.3 nma,b 2.38 ± 0.26 0.204 ± 0.020 0.41 ± 0.04 0.042 ± 0.008

Note that the values taken from Ref. [62] have been recalculated for the case of Fe using a number
of unoccupied d-states nh = 3.41, afrom Ref. [62], bfrom Ref. [39]

11.3.2 Magnetic Response of Fe on Different Lattice Sites
in Fe/FeOx Nanocubes

In the bulk material, Fe may form four types of oxides: FeO, Fe3O4, α-Fe2O3, and
γ -Fe2O3. FeO (wuestite) is metastable at temperatures below 850 K and thus will
not be discussed here. Fe3O4 (magnetite) crystallises in an inverse spinel structure
and Fe in this type of oxide exhibits a mixed valence state of Fe2+ on octahedral
lattice sites surrounded by O2− ions and Fe3+ equally distributed on octahedral and
tetrahedral lattice sites. The highest degree of oxidation exhibits Fe in Fe2O3 which
exists in two different states: ferrimagnetic γ -Fe2O3 (maghemite) includes Fe3+ ions
only and has also an inverse spinel structure like Fe3O4 but with additional vacancies
on octahedral sites, whereas α-Fe2O3 (hematite) has a Corundum structure and is an
antiferromagnet below its Néel temperature of 263 K.

In order to analyse the contributions of Fe2+ and Fe3+ at different lattice sites,
i.e. either in tetrahedral or octahedral environment, calculations of the XANES and
XMCD spectra were performed using the CTM4XAS Charge Transfer Multiplet
Program [71]. This semi-empirical programme is based on a Hartree–Fock method
corrected for correlation effects to solve the atomic Hamiltonian [72]. It includes
the core and valence spin–orbit coupling, the core-valence two-electron integrals
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Fig. 11.11 Calculated XANES and XMCD at the Fe L3 absorption edge in Fe-oxide (left) and
experimental spectra of naturally oxidised Fe-nanocubes (right) measured at room temperature in
a magnetic field of 2.8 T applied perpendicular to the sample plane

(multiplet effects), and the effects of strong correlations within the charge transfer
model. More details about the programme and some examples of applications can be
found e.g. in Refs. [73, 74]. Calculated spectra are shown in Fig. 11.11 for Fe3+ in
either octahedral (Oh) or tetrahedral (Td ) symmetry and Fe2+ in octahedral symme-
try as it occurs in Fe2O3 or Fe3O4. The t2g-eg splitting was set to 10Dq = 1.5 eV for
Fe ions in Oh symmetry and 10Dq = 0.7 eV for Fe ions in tetrahedral environment as,
suggested in the literature [75, 76]. The spectra were calculated with a Lorentzian
broadening of 0.25 eV and a Gaussian broadening of 0.3 eV to account for life-
time effects and finite energy resolution in experiments. Although shifted in energy,
it can clearly be seen that the spectral shape for Fe2+ and Fe3+ in the same octahedral
environment is similar. The maximum absorption is shifted by about 3 eV to lower
energies in the case of Fe2+, the maximum dichroism is shifted accordingly. The
smaller intensity is due to a smaller number of unoccupied final d states in the case
of Fe2+ (3d6) with respect to Fe3+ (3d5). Compared to Fe3+ in octahedral symmetry,
the tetragonally coordinated Fe3+ shows a maximum absorption slightly shifted to
lower energies, i.e. by less than 0.5 eV as the maximum dichroism is shifted as well.
The reversed sign of the dichroic signal indicates the antiparallel alignment of the
spins of Fe3+ in tetrahedral symmetry with respect to Fe ions on octahedral lattice
sites.

The XMCD signals of both Fe3O4 and γ -Fe2O3 exhibit a W-like spectral shape
at the L3 edge as can be found by summing up the contributions of non-equivalent
Fe cations to the total XMCD signal. An example of experimental data obtained on
naturally oxidised Fe-nanocubes is shown in Fig. 11.11 where the spectral shape is
referred to the contributions of Fe cations in different crystal fields. By recording
the field-dependent XMCD as a measure of magnetisation [63], magnetic hystereses
were measured for the different lattice sites as shown in Fig. 11.12. Having a closer
look on the hystereses, one may realise that the Fe ions at the tetrahedrally coordinated
lattice sites are already magnetically saturated for magnetic fields of about ±2 T.
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Fig. 11.12 Site-selective
magnetic hystereses of
Fe in naturally oxidised
Fe-nanocubes measured at
room temperature with the
external magnetic field applied
perpendicular to the sample
plane

In contrast, there is still a slope in the hysteresis loops for the case of Fe ions on
octahedral lattice sites. This may reflect different anisotropies due to vacancies and/or
defects that are preferentially located at octahedral lattice sites [77].

11.4 Spectro-Microscopy of Individual Nanoparticles

In the previous chapter, the magnetic properties of nanoparticles were presented as
deduced from measurements of ensembles. Such measurements can only yield aver-
age values for the MAE or magnetisation per atom. To be able to determine the MAE
of individual particles, detection schemes allowing the magnetic characterisation of
single particles are required. Here, we discuss measurements of the element-specific
electronic structure and magnetic response as a function of external magnetic field
amplitude and orientation for single Fe-nanocubes with 18 nm edge length. Magnetic
states and interactions of monomers, dimers and trimers are analysed by XPEEM for
different particle arrangements. Furthermore, this individual local approach allows
for the detailed investigation of dipolar interactions within different configurations
and their influence on the blocking temperature which is a measure for a stable
magnetisation during the time window of the measurement.

Here, XPEEM is employed in combination with SEM and the magnetisation
reversal behaviour is studied, i.e. the magnetic hysteresis of size-selected individ-
ual Fe-nanocubes with sizes around 18 nm in different local configurations at room
temperature [78]. The magnetic characterisation is correlated with a detailed imag-
ing of the orientation and crystalline structure of the individual nanoparticles. The
coercive field and the shape of the single particle hysteresis loops recorded for dif-
ferent orientations of the magnetic field provide a measure of the MAE which is
analysed within the framework of the Stoner–Wohlfarth theory of coherent reversal
of the magnetisation in single domain nanomagnets. Summing over all the locally
resolved hysteresis loops allows for developing an understanding of the macroscopic
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collective magnetic response. In the next section, magnetic hysteresis measurements
for different nanoparticle configurations are presented and discussed.

11.4.1 Magnetic Hysteresis and Spectroscopy of Monomers,
Dimers, Trimers and Many Particle Configurations

XPEEM in combination with SEM was employed to determine the magnetic hys-
teresis and electronic structure of individual nanoparticles. Experiments were per-
formed at the HZB-BESSY II synchrotron radiation source using the experimental
XPEEM setup schematically shown in Fig. 11.13. The XPEEM instrument is based
on a commercial Elmitec photoemission electron microscope attached to a soft X-ray
micro-focus beamline (UE49) with 10× 15µm spot size and full polarisation control
providing a spatial resolution of 25 nm. The XPEEM image in Fig. 11.13 demon-
strates that this resolution is sufficient to image individual Fe-nanocubes but not to
resolve configurations. Therefore, the XPEEM data has to be matched to images
with a higher lateral resolution allowing for the discrimination of particle config-
urations. A lithographically designed grid of Au-markers on the sample substrates
allows for the identification of the same sample position in PEEM and SEM. As
a result of the colloidal preparation technique of the nanocubes, the metallic core
of the as-grown nanoparticles is surrounded by an oxide shell and organic ligands.
The specimen were prepared by drying the nanoparticle suspension on the naturally
oxidised Si substrates provided with lithography markers. Acting as a spacer, the
ligand shell keeps neighbouring particles at a minimum distance of about 2 nm.
Different configurations are obtained ranging from single nanocubes to dimers,
trimers and more complex configurations as visible in the SEM and TEM images
shown in Fig. 11.13a. To obtain metallic, oxide-free Fe-nanocubes for our magnetic
characterisation, the organic ligands were removed and Fe-oxides were reduced by a
plasma etching technique [40, 41] prior to the magnetic measurements. The position
of the particles remains unchanged by this treatment. The samples were protected
against re-oxidation by an Al layer grown subsequently in situ.

The local coordination and orientation of the cubes were determined from
SEM images, the corresponding chemical and magnetic contrast image series
(Fig. 11.13b, d) were determined by means of spectromicroscopy at the Fe L3 absorp-
tion edge. Background normalisation was performed by using a surrounding region
containing no particle. In Fig. 11.13c, the resulting spectra for a dimer configuration
are shown, which are extracted from image stacks where each image was recorded
at a different photon energy (�E = 0.2 eV) in an external magnetic field of 33 mT
applied during imaging. Recording a stack of images during a magnetic field sweep
allows us to extract the hysteresis of almost any nanoparticle configuration within
our field of view: hysteresis loops of different particle configurations were extracted
by plotting the magnetic (XMCD) signal at Fe L3 edge for each pixel or collec-
tion of pixels (Fig. 11.13d) as a function of the magnetic field. An example for a
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Fig. 11.13 Magnetic imaging
and spectro-microscopy of
individual Fe nano-cubes in
an applied magnetic field of up
to ±33 mT. a left schematics
of the photoemission elec-
tron microscope, right SEM
image of a sample with Au-
markers and Fe-nanocubes.
b XPEEM image stacks of the
same area at different pho-
ton energies and d magnetic
contrast at the Fe L3 edge as
a function of external mag-
netic field applied along the
indicated direction. Blue and
red colour indicate opposite
magnetisation directions in
the particles. c XANES of one
dimer marked by the circles
in b and d, green diamonds
correspond to positive, red
circles to negative helicity of
the photons. e A hysteresis
loop for a dimer aligned with
its easy axis parallel to the
applied field recorded at the
Fe L3 edge

spatially resolved hysteresis loop of a typical dimer configuration consisting of two
Fe-nanocubes oriented with the {100} facets facing each other (marked with a circle
in Fig. 11.13b, d and the SEM image of Fig. 11.13a is shown in Fig. 11.13e. To
improve statistics, we took about 600 images (one second exposure time each) at
each field step. Images were corrected for drift and summed up for each magnetic
field and helicity. Finally, the intensity from a particular region of interest containing
an individual particle or cluster to calculate the corresponding XMCD signal was
integrated and a local background subtraction was performed.

The spectral data show no evidence of oxidation of the Fe-nanocubes. In
Fig. 11.13d, the sequence of images of the same sample area as for the spec-
troscopy which show the magnitude of the XMCD signal is displayed in false
colour where blue and red colour indicate opposite magnetisation directions. The
dichroic signal yields the magnetic moment per atom which was determined for the
dimer configuration with the magnetic field µ0 H = −20 mT applied parallel to
the dimer axis (Fig. 11.13c, e). Utilizing the sum rules [53–55] and assuming the
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Fig. 11.14 Chemical contrast XPEEM image (left) at the Fe L3 absorption edge and SEM image
of the same area (right). The magnetisation behaviour of the particles denoted A–D are analysed in
more details (cf. Fig. 11.15)

bulk-like number of Fe d-holes n3d = 3.4 a bulk-like ratio of orbital-to-spin mag-
netic moment µl/µS = 0.04 ± 0.02 and a spin magnetic moment per Fe atom of
µS = 1.05 ± 0.2µB is calculated which is about half the value of bcc Fe in the bulk.
This reduction is most likely due to thermal fluctuations of the magnetisation over
the acquisition time of the ten averaged spectra (about 200 min) at room temperature,
i.e. the spectra were not recorded in magnetic saturation. Spin canting effects at the
surface could also reduce the measured magnetisation but are unlikely the reason
for such a significant reduction of the averaged magnetisation. Alloying between Fe
and Al of the capping layer may also reduce the magnetic moment of Fe, but for
the large size of nanocubes, these interface effects are negligible. However, small
magnetic moments were also reported for an ensemble of similar Fe-nanocubes [36]
in magnetic saturation. An appropriate explanation may be the occurrence of inter-
actions between the nanocubes by complex stray fields as discussed at the end of this
paragraph that may yield a reduced magnetisation on average.

Magnetic hysteresis loops with respect to different orientations of the applied
magnetic field for individual nanoparticles in either a dimer or a trimer configuration
are presented and compared to micromagnetic simulations in Fig. 11.15 using the
object oriented micromagnetic framework (OOMMF) code [79]. The positions of
the corresponding particles are indicated by the respective colours in the XPEEM
and SEM images of Fig. 11.14. For individual Fe-nanocubes we find the expected
dependence of the hysteresis loops on the orientation of the applied magnetic field
(Fig. 11.15, configurations A and B) indicating an easy axis of the magnetisation
along a 〈100〉 direction (cube edge) and a magnetically hard direction along the
〈110〉 direction. The coercive fields of about 2 mT are much smaller than the ones
obtained by our simulations using bcc bulk Fe parameters and T = 0 K. As mentioned
above, this is most likely due to instabilities of the magnetisation over the time scale
of the measurement and the dependence of the blocking temperature on the particle’s
volume which is not taken into account in the simulation. In addition, the morphology
of the nanoparticles, in particular a deviation from the cubic shape, may change the
effective anisotropy and influence the switching behaviour [80, 81]. For an Fe cube
of about 18 nm side length with bulk-like MAE and reduced magnetisation, the
transition into a superparamagnetic state for these kind of measurements takes place
close to the measuring temperature of 300 K. Qualitative differences in the shape and
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Fig. 11.15 Field dependent magnetisation of differently coordinated Fe-nanocubes marked in
Fig. 11.14: micromagnetic simulations of the configurations depicted in A–D with respect to the
direction of the indicated magnetic field H. The magnetic field is normalised with respect to the
anisotropy field 2K/MS (MS saturation magnetisation). Experimental data obtained at the Fe L3
absorption edge are shown on the right panel

remanent magnetisation between the hysteresis loops correspond rather nicely to the
simulated ones. A much better quantitative agreement can be achieved when one
considers the atomically rough topography of the Fe cubes and the small deviations
from perfect cubic symmetry as discussed in the next section. To generally confirm
the orientation of the easy axis of magnetisation in the nanocubes, the orientations
using high resolution SEM images and hysteresis loops of nearly 100 nanocubes were
analysed. Half of the hysteresis loops were obtained for particles with the edge axis
parallel to the applied magnetic field H , the other half for H applied at an angle of
45◦. In the averaged hysteresis loops shown in Fig. 11.16 blue squares represent the
loop for cubes oriented with their 〈100〉 axis along the magnetic field direction while
circles represent the one for cubes oriented with the 〈110〉 axis along the magnetic
field direction. The rounding in comparison to ideal simulated Stoner–Wohlfarth
loops is due to the fact that loops of cubes which were oriented within ± 22◦ with
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Fig. 11.16 Averaged hystere-
sis loops of about 100 single
nanocubes recorded with the
magnetic field oriented paral-
lel to the cube edge (〈100〉) or
at an angle of 45◦ (〈110〉)

respect to the magnetic field direction were also averaged. The strongly enhanced
remanence and higher coercive field of the hysteresis recorded with the magnetic field
along the 〈100〉 axis clearly evidences the presence of magnetocrystalline anisotropy
with a preferred magnetisation along this axis as confirmed by our micromagnetic
simulations shown in Fig. 11.15 for configurations A and B. The two average loops
shown in Fig. 11.16 resemble the loops of a macroscopic measurement which masks
the influence of variations in particle size and orientation and averages over small
changes of MAE from particle to particle. For the dimer and trimer (Fig. 11.15,
configurations C and D) and also for other more complex configurations (not shown
here) we find large variations in the coercive field and the shape of the hysteresis
loops which can be qualitatively understood by micromagnetic simulations at T =
0 K again assuming the parameters of bulk Fe.

The dimer configuration (C) consists of two nanocubes arranged face to face with
adjacent {100} planes and the long axis of the dimer was oriented along the axis
of the magnetic field. Its magnetic response in Fig. 11.15 shows a wide open and
almost rectangular hysteresis with an enhanced coercivity of about 7.5 mT. The 100 %
remanence magnetisation at zero field demonstrates the contribution of magnetic
dipolar coupling between the neighbouring Fe-nanocubes. Obviously, the magnetic
dipolar coupling enhances the effective anisotropy and stabilises the magnetisation
of the dimer resulting in suppressed magnetisation fluctuations, i.e. a higher blocking
temperature. Whereas this explanation is confirmed by micromagnetic calculations
showing an increased coercivity, the experimental hysteresis shows an unexpected
horizontal shift to negative fields. The latter one is reminiscent of the exchange bias
effect [82, 83] usually due to the unidirectional coupling between an antiferromagnet
and a ferromagnet. This horizontal shift is observed in this work only for dimer or
linear trimer configurations, not for single particles. In configurations of several
closed packed nanocubes this shift is very small or not detectable. The origin of this
peculiar shift for some particles configurations is not clear, yet. An antiferromagnetic
material is not apparent in our sample. Fe-Al alloys have shown antiferromagnetic
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correlations which might be a possible route for explanation. However, the existence
of an intermixed antiferromagnetic Fe-Al interface layer cannot be the explanation,
since in this case the shift should also be present for single particles. This argument
holds also for the exclusion of a possible antiferromagnetic Fe-oxide layer (α-Fe2O3)
at the bottom of the nanocubes. Thus, classical exchange bias effects cannot be the
reason for the observed shift of hysteresis curves. As discussed in the literature
[84], there may be a shift of the hysteresis loop of nanoparticles if a minor loop is
recorded. However, since the hysteresis e.g. shown in Fig. 11.15 C is rectangular,
clearly saturated and shifted, it is not an appropriate explanation. Also, the trivial
effect of an apparent shift due to the contributions of magnetic stray fields from
other nanocubes can be ruled out for the dimers discussed here. According to our
micromagnetic simulations the stray field of the Fe-nanocubes (assuming full bulk-
like magnetisation) is smaller than 2 mT at a distance of approximately 60 nm. As a
result, we have to consider a complex unidirectional coupling due to diverging stray
fields at the cube edges that could be present only in specially arranged dimers or
more complex configurations. However, at the current status of our micromagnetic
simulations at T = 0 K this complex situation involving a strongly inhomogeneous
magnetisation per cube cannot be interpreted and requires further investigations.

In Fig. 11.15 the magnetisation curve of a trimer (D) with the magnetic field
oriented as indicated in the figure is shown. This configuration shows an interest-
ing two-step magnetization reversal which is also seen for other, slightly different
configurations of trimers. In a corresponding micromagnetic simulation we find a
similar behaviour. Compared to the dimer discussed above (config. C) this configu-
ration has a significantly reduced saturation magnetisation pointing towards the pres-
ence of magnetic fluctuations or frustration, caused by the larger distance between
the Fe-nanocubes or their non collinear alignment, respectively. Unfortunately, the
individual nanocubes in this particular configuration cannot be resolved in the exper-
iment. Nevertheless the measured hysteresis demonstrates the complexity of mag-
netic coupling in configurations of more than two Fe-nanocubes which can only be
addressed with the appropriate spatial resolution and specific contrast. Instrumental
developments such as aberration corrected PEEM [85] promise a much more detailed
insight into the magnetic properties of individual nanomagnets in the near future,
making additional SEM images dispensable. Furthermore, element-specific studies
on individual bimetallic, complex nanomagnets, e.g. core–shell nanoobjects with
unconventional, non-aligned spin configuration will become feasible.

For a quantitative comparison of the simulated and measured magnetic hysteresis,
the temperature has to be taken into account that yields smaller coercive fields in
the experiment due to thermal fluctuations which are not negligible for the room-
temperature experiments. In addition, deviations from a perfect cubic shape will
strongly influence the effective anisotropy of the individual nanoparticles while for
the simulations the anisotropy of Fe in the bulk with its four-fold symmetry was
assumed. However, the elongation along one direction that was found by tomography
as presented in Sect. 11.2, will yield an uniaxial contribution to the anisotropy.
In particular, the magnetisation direction is favoured parallel to the distinguished
elongated axis exhibiting maximum coercivity for the magnetic field applied also
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parallel to this axis. Along all other axis, the coercivity will be reduced. A detailed
discussion on these effects will be presented elsewhere [80].

11.5 Magnetisation Dynamics of Nanoparticle Ensembles

A useful method to study the magnetisation dynamics of nanoparticle ensembles
is the ferromagnetic resonance (FMR) technique. By microwave absorption in a
quasi-static magnetic field, not only the spectroscopic splitting factor (g-factor) can
be determined, but also the damping of the stimulated magnetisation precession
can be studied as presented below. For the magnetic characterisation by means of
FMR, the Fe/FeOx -nanocubes were deposited onto GaAs substrates. Experiments
were performed at different microwave frequencies and temperatures in conventional
microwave cavities (see e.g. [86]). Recently, FMR techniques have been suggested
which offer the possibility to even measure single nanoparticles [87].

In general, microwave absorption of the sample can be detected if the precession
frequency of magnetisation equals the frequency of the irradiated microwave ω =
2πν. In the ground state of the system, all spins of a ferromagnet are aligned parallel
due to the exchange interaction while precessing around the effective magnetic field
Heff consisting of the external magnetic field, anisotropy fields, exchange field and
the magnetic component of the microwave. In the specific case of the nanoparticles
ensemble, the dipolar coupling between the particles is also included. Thus, the
relation between microwave frequency and resonance field is no longer linear and
the resonance condition can be written as

(ω/γ )2 = μ2
0(H2

res − Heff Hres) (11.2)

where γ = gµB/� is the magnetogyric ratio with the spectroscopic splitting factor
g and Hres is the resonance field, i.e. the externally applied magnetic field at which
the resonant microwave absorption is maximum.

Relaxation processes like e.g. energy dissipation into the lattice yield to a damping
of the magnetisation precession that can be phenomenologically described for small
damping factors α by the Landau–Lifshitz–Gilbert equation:

Ṁ = −γμ0M × Heff + α

MS
M × Ṁ (11.3)

Note that, for this ansatz a constant absolute value of the magnetisation vector M is
assumed. The microscopic mechanism behind this damping behaviour can be traced
back to the spin–orbit coupling: in a simple model, the orbital motion is coupled to
the spin precession and may be disturbed by phonons yielding a phase shift which
implies damping. An illustration of the damped magnetisation precession is given in
Fig. 11.17. The time evolution after the excitation time t0 for the magnetisation com-
ponent that is parallel to the quantisation axis, i.e. the axis of the effective magnetic
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Fig. 11.17 Illustration of
the precession of the mag-
netisation vector in an effec-
tive magnetic field including
damping (left) and the related
change of the magnetisation
component along the direction
of the effective magnetic field
(right)

field, is shown for this case and additionally for a fictive case without any damping
mechanisms. It turned out, that the Gilbert-type damping is sufficient for the case of
nanocubes investigated here. Details on additional contributions beyond the Gilbert
damping like two-magnon or four-magnon scattering can be found elsewhere (e.g.
[88]) .

Experimental room-temperature FMR spectra at different frequencies are shown
in Fig. 11.18. Note that the first derivative of the absorbed microwave power is
plotted as a function of external magnetic field, i.e. maximum power in resonance
is absorbed at the zero-crossings of the spectra. The solid lines represent fits of
the experimental data using the first derivative of Lorentzian lines necessary for a
reliable extraction of the resonance fields and linewidths. The latter is connected to the
intrinsinsic damping of the magnetisation precession while the resonance field gives
the possibility to determine the spectroscopic splitting factor as discussed above.
From the experimental data on the naturally oxidised Fe-nanocubes, we obtained
g = 2.07±0.03 and a damping parameter of α = 0.032±0.008. While the g-factor
is the same within the error bars as for bulk Fe (g = 2.09), the damping is enhanced
by about one order of magnitude. In order to exclude effects of the Fe-oxide shell on
these values, FMR measurements were also performed on the sample after a plasma
cleaning procedure [] and subsequent capping by Ag and Pt.

The corresponding FMR signal of the cleaned Fe-nanocubes is shown in
Fig. 11.19 for two different configurations: with the external magnetic field applied
either perpendicular or parallel to the sample plane. In the latter case, two differ-
ent contributions to the overall signal can clearly be seen by eye which were not
observed for the as-prepared (oxidised) sample. To interpret the observed spec-
tra, the imaginary part of the high-frequency susceptibility as a function of the
external magnetic field has been calculated which is proportional to the absorbed
microwave power. To simulate the experimental FMR spectra, the Landau–Lifshitz
equation for the magnetisation precession was solved. Details on the calculations
are published elsewhere [89]. The best fit to the experimental data that is shown in
Fig. 11.19 was obtained using the following parameters: cubic anisotropy energy
density K4 = 4.8 × 104 J/m3, g = 2.09, a damping constant α = 0.03, and a
magnetisation M(Hres) = 6.7 × 105 A/m, which was determined independently by
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Fig. 11.18 Ferromagnetic resonance measurements of Fe/FeOx nanocubes at room temperature
(left) and extracted relation between the squared microwave frequency and resonance field (upper
right graphic) and frequency dependence of the FMR linewidth (lower right graphic)

Fig. 11.19 Experimental
FMR spectra (symbols) of
plasma cleaned and capped
Fe-nanocubes at room tem-
perature for different mea-
surement geometries and
simulations (lines)

superconducting quantum interference device (SQUID) magnetometry. We assumed
a random distribution of crystallographic axes in the substrate plane, while the [001]
direction is oriented perpendicular to the substrate plane as known from HR-TEM
analyses. Thus, the FMR spectrum measured with the external magnetic field applied
in the sample plane is given by the sum of the resonance spectra obtained for the
particles with all possible orientations. This average spectrum is shown in Fig. 11.19
and is in good agreement to the experimental data. The contribution at low fields can
be assigned to Fe-nanocubes with the easy in-plane axis [100] or [010] oriented par-
allel to the external magnetic field. The spectrum at the highest field values results
from the nanocubes with their hard axis (〈110〉) aligned parallel to the magnetic
field direction. All other orientations of the nanocubes contribute to the spectrum at
intermediate field values. With the same set of parameters the FMR spectrum mea-
sured with the magnetic field applied perpendicular to the sample plane was fitted.
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Table 11.4 Room-temperature FMR results for the spectroscopic splitting factor (g-factor), Gilbert
damping parameter α and cubic anisotropy energy density K4

System g-factor Damping α K4 / (kJm−3)

Fe/Fe-oxide nanocubes 2.07 ± 0.03 0.032 ± 0.008
Fe-nanocubes 2.09 ± 0.01 0.03 ± 0.005 48 ± 5
Fe 3 nm granular film 0.0081 a

Fe 8 nm continuous film 0.0046a

Fe bulk 2.09b 0.0043c 45b

afrom Ref. [90] bfrom Ref. [91] cfrom Ref. [92]

Again, the experimental data could be well reproduced. Note that an improved fit was
obtained if one takes into account a slight variation of 0.2◦ for the [001] direction
with respect to the substrate plane. This small misalignment is in agreement with
HR-TEM results.

For the plasma cleaned Fe-nanocubes, the anisotropy and g-factor are in agreement
to the values of the corresponding bulk material, whereas the damping parameter is
increased by about one order of magnitude (Table 11.4). It seems to be a general trend
that with decreasing dimensions the damping will be increased: for example, while
epitaxial Fe films of 8 nm thickness exhibit a bulk-like damping parameter [92], it is
significantly larger for 3 nm Fe films. For the latter case, the film is not continuous,
but granular and can be understood as epitaxial Fe nanoislands with a thickness of
3 nm. For the case of the nanocubes investigated in the work, the lateral confinement
is more distinct and the damping parameter is further increased.

11.6 Summary

In conclusion, we present an experimental work allowing for the detailed study
of the magnetic properties of nanoparticle ensembles, individual nanoparticles and
few particles configurations. Intrinsic properties like local structure, coordination
number and chemical environment have been shown to modify the static magneti-
sation with respect to the corresponding bulk material as well as the magnetisation
dynamics: besides changes in the spin and orbital magnetic moments, the lower coor-
dination number at the surface is discussed to increase the magnetisation damping in
Fe-nanocubes. In addition, the influence of dipolar coupling on the magnetic response
turned out to be significant since it stabilises the magnetisation direction. In addi-
tion, the crucial influence of slight variations in shape and morphology towards the
switching behaviour of individual nanocubes is discussed pointing out the need of
individual particle magnetic probing techniques. Thus, our experimental approaches
open up new possibilities for a more detailed understanding of the single and collec-
tive behaviour of magnetic nanoparticles, a knowledge that is also of importance for
modern engineering and biomedical applications.
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Chapter 12
Optical Spectroscopy on Magnetically Doped
Semiconductor Nanoparticles

Lars Schneider and Gerd Bacher

Abstract Semiconductor nanoparticles doped with magnetic ions represent an
exciting class of materials with unique optical, electronic, and magnetic properties
and potential applications in the field of spintronics. A key feature required is
the exchange interaction between magnetic ions and charge carriers, which finally
controls the magneto-optical response of these materials. In this contribution, some
recent advances for two classes of magnetically doped nanoparticles, namely, ZnO
doped with Cr and Co, respectively, and CdSe doped with Mn, are summarized. We
found that chromium is incorporated as Cr3+ in ZnO. With increasing Cr concentra-
tion, the quantum efficiency is being reduced while the magnetic properties observed
can be attributed to a phase separation between ZnO and ZnCr2O4. In contrast, cobalt
apparently exists in the Co2+ configuration in the nanocrystals as demonstrated via
optical spectroscopy. No enhanced magneto-optical properties have been obtained
for both classes of magnetically doped ZnO nanoparticles. This is completely
different in case of Mn-doped CdSe nanocrystals. A giant Zeeman effect is found
as a consequence of a pronounced sp–d exchange interaction. The strong 3D carrier
confinement finally results in a significantly enhanced exchange field leading to the
observation of optically induced magnetism up to room temperature.

12.1 Introduction

Doping semiconductor nanostructures with magnetic ions has a long history. The
idea behind is to combine unique properties of semiconductors—like tailoring the
absorption/emission properties by band gap engineering or adjusting the electrical
conductivity by introducing donor or acceptor atoms—with specific magnetic aspects
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known from metallic magnets. While for tens of years, the magnetic properties of
magnetically doped semiconductors have been restricted to cryogenic temperatures,
experimental, and theoretical progress starting in the mid 1990s have triggered a
large variety of research efforts to obtain magnetic semiconductors working up to
room temperature.

One of the key developments on the experimental side was the first demonstration
of III-Mn-As materials, like InMnAs or GaMnAs, with ferromagnetic properties at
elevated temperatures [1, 2]. In these materials, manganese acts as an acceptor, and
therefore III-Mn-As magnetic semiconductors are heavily p-doped. Theoretically,
(i) ferromagnetism above room temperature for transition metal doped GaN and
ZnO [3] and (ii) exchange fields on the order of 100–1,000 T in semiconductor
nanoparticles with strong 3D carrier confinement [4] were predicted. The latter one
is expected to strongly enhance the interaction between magnetic ions and charge
carriers, and thus should extend the magneto-optical properties in such materials
toward higher temperatures up to room temperature. All these developments strongly
stimulated materials research in the field of bulk and nanoscale magnetically doped
semiconductors during the last decade.

In this chapter, we will concentrate on two classes of magnetically doped nanopar-
ticles. Section 12.2 is devoted to ZnO nanoparticles grown from the gas phase and
doped with either chromium or cobalt. Combining optical spectroscopy with mag-
netic and structural characterization, a quite comprehensive picture of the optical
and the magnetic properties of these nanomaterials is extracted. Section 12.3 sum-
marizes some latest results on Mn-doped CdSe nanocrystals prepared by a liquid
phase approach. The strong 3D carrier confinement is shown to result in a very large
exchange field, which finally allows the observation of optically induced magneti-
zation up to room temperature.

12.2 Magnetically Doped ZnO Nanoparticles

The research on magnetically doped ZnO was mainly initiated by theoretical
predictions: a Zener model approach performed by Dietl et al. [3] showed that
room temperature ferromagnetism can be expected in ZnO doped with Mn, provided
a sufficiently large number of holes is available. Sato et al. [5] even predicted
ferromagnetic ordering at room temperature for ZnO doped with different transition
metals (TM) even without the need of additional doping. Since this time, numerous
experimental studies on magnetically doped ZnO showing ferromagnetism above
room temperature appeared in the literature [6–12] while other groups report on the
absence of magnetic signatures [13, 14]. Even some indications of sp–d exchange
coupling between magnetic ions, and the conduction and valence band states have
been observed [15–17], which is of strong importance for the usage of magneti-
cally doped ZnO in spintronic applications. Frequently, isolated experiments like
SQUID measurements are reported exhibiting pronounced features of ferromagnetic
behavior, whereas a detailed and comprehensive structural, optical, and magnetic
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material analysis is missing. This, however, is quite important as the magnetism in
TM-doped ZnO is expected to sensitively depend on synthesis route, defect structure,
occurrence of secondary phases etc.

Here, we concentrate on ZnO nanoparticles prepared by chemical vapor synthesis
in a hot wall reactor. For the preparation of ZnO:Cr, Zinc acetylacetonate (Zn(acac)2)

together with chromium acetylacetonate (Cr(acac)3) have been used as precursors.
The precursors are first thermally evaporated in a reactor at 423 and 493 K, respec-
tively, and subsequently transferred into a second reactor (T = 1,173 K) under
oxygen flow, where the nanoparticles are formed [18]. In case of ZnO:Co, the pre-
cursors (Zn and Co acetates) are evaporated using a CO2 laser and then transferred
into a hot wall reactor, where the nanoparticles are generated at a temperature of
1,373 K and a pressure of 20 mbar [19].

Time integrated and time-resolved photoluminescence (PL) experiments have
been performed using a frequency doubled Ti-sapphire laser for excitation (λ =
350 nm) and a synchroscan streak camera for detection. The spectral and temporal
resolution of the system are 0.8 meV and ∼5 ps, respectively. A SQUID magne-
tometer was used for magnetization measurements and the crystal structure was
determined by a X-ray diffractometer with Cu Kα radiation in 2θ configuration.
More experimental details can be found in Ref. [20].

12.2.1 ZnO Nanoparticles Doped with Chromium

In Fig. 12.1, a transmission electron microscope image of as-synthesized ZnO
nanoparticles doped with 6 at.% of chromium is shown (left) and compared to
a scanning electron microscopy image (right) of the same sample after annealing
under oxygen at a temperature of 1,000 ◦C. It is obvious that the initial nanoparticle
size before annealing is clearly below 20 nm. From X-ray diffraction (XRD) (see
below), an average crystal diameter of 11 nm can be extracted. After annealing, the
nanoparticle size significantly increases to about 100–200 nm due to coalescence and
sintering.

The influence of doping ZnO with chromium on the optical properties of the
nanoparticles can be seen in Fig. 12.2. Hereby, the time-integrated PL spectra (left)
and the transient decay of the PL intensity (right) are shown for ZnO nanoparti-
cles including a different concentration of chromium. All measurements have been
performed at room temperature on the as-synthesized samples.

The time-integrated PL spectra are characterized by two prominent spectral fea-
tures. The band at around 3.24 eV stems from near band gap emission (NBE) while
the emission around 2.5 eV is related to deep defects, most likely related to oxygen
defects [21, 22]. It is obvious that the incorporation of Cr significantly reduces the PL
yield for the NBE, whereas no systematic dependence between the efficiency of the
green defect emission and the Cr concentration is found. The loss of quantum yield
for the NBE with increasing Cr concentration can also be seen in the time-resolved
PL studies (see right part of Fig. 12.2). For the undoped ZnO reference sample, a
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Fig. 12.1 Transmission electron micrograph of the as-synthesized ZnO nanoparticles doped with
6 at.% of Cr (left). Scanning electron micrograph of the same sample after annealing under oxygen
for 30 min at 1,000 ◦C (right). Adapted from Ref. [20]
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Fig. 12.2 Left time-integrated PL spectra of ZnO nanoparticles doped with different concentrations
of chromium. The experiments have been performed at room temperature. Right PL intensity versus
time recorded at room temperature for the same samples in comparison to an undoped ZnO reference
sample [20]

recombination lifetime of the NBE of a few tens of ps can be extracted from the data.
This time constant decreases with increasing Cr concentration and reaches about
10 ps in the case of ZnO nanoparticles doped with 10 at.% of Cr. This behavior—the
reduction of the recombination lifetime with incorporation of transition metal ions
into the crystal lattice—is related to non-radiative losses via defect states in the band
gap caused by the TM. Note, however, that also the lifetime of the ZnO reference
sample is quite short as compared to ZnO nanoparticles of similar size [23]. This is
attributed to a certain amount of crystal defects, which limits the quantum yield in
the as-synthesized nanoparticles.
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Fig. 12.3 Left low temperature (T = 2.7 K) PL spectrum of the annealed ZnO:Cr (xat = 6 %)

sample for various excitation power densities. In the inset, the PL spectrum at 250 W/cm2 is com-
pared to the undoped ZnO reference sample [20]. Right magneto-PL spectra for different magnetic
fields applied in Faraday geometry. In the figure, the PL spectra are vertically shifted for clarity

In order to reduce the number of crystal defects and thus the number of non-
radiative loss channels, the nanoparticles have been annealed at 1,000 ◦C under
oxygen atmosphere. This results in an almost complete disappearance of the 2.5 eV
defect emission and in a quantum yield enhancement of the NBE emission of more
than one order of magnitude.

Figure 12.3 shows the low temperature NBE PL spectrum for the annealed sample
for various excitation densities. Spectrally narrow emission peaks can be clearly
resolved. With increasing excitation power, the donor bound exciton emission DX at
E = 3.36 eV dominates the spectrum. The low spectral width of 2.9 meV (full width
half maximum FWHM) indicates high sample quality. At the high energy tail of the
DX transition at 3.376 eV, a significant contribution of the free A exciton emission
develops, giving a donor binding energy of 16 meV. The emission at 3.332 eV exhibits
the same power dependence as well as the same decay characteristics as the DX
transition and is thus attributed to the two electron satellite of the DX [24]. The
A-line occurring at 3.315 eV is under discussion in the literature and related to donor
acceptor pair recombination, optical phonon replica of the free exciton transition,
acceptor bound excitons, or excitons bound to surface states, respectively [25–29].
A more detailed analysis of our data shows a thermal broadening of the high energy
tail of the A-line with increasing temperature, which indicates the contribution of
free carriers to the recombination process. For that reason, we prefer an interpretation
similar to what is reported by Schirra et al., who claim that the A-line is correlated
to stacking faults and caused by a free electron to acceptor transition [30].

Surprisingly, the Cr-doped sample exhibits spectrally much narrower features than
the undoped reference sample, indicating some improvement of the crystal quality
when incorporating chromium, even though the quantum yield is reduced. By tracing
the PL spectra up to room temperature it is found that the room temperature NBE,
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peaked at around 3.25 eV, is predominantly related to the A-line and the free exciton
transition and its LO phonon replica [22].

Due to the spectrally narrow emission spectrum we are now able to analyze the
magneto-optical properties of the ZnO:Cr nanoparticles. One of the signatures of a
magnetic semiconductor is the occurrence of a pronounced sp–d exchange interaction
between charge carriers and magnetic ions [31], which can result in a giant Zeeman
energy splitting if a magnetic field is applied in Faraday geometry. Indeed, huge
effective g-factors far exceeding 100 can easily be achieved for a wide variety of
II-Mn-VI chalcogenide semiconductors. As can be seen in the right plot of Fig. 12.3,
no indication of a significant Zeeman energy shift is observed within our resolution.
Comparing this to the literature it is remarkable that only a few reports on a ’giant’
Zeeman effect have been published for TM-doped ZnO. Hereby, the Zeeman shift has
been extracted by either magnetic circular dichroism [11, 16] or magneto-reflection
[17] spectroscopy, respectively. No indication of an enhanced g-factor was found
up to now in magneto-PL spectroscopy in these kinds of materials. Even more, no
report of a giant Zeeman shift has been published for ZnO doped with chromium up
to now.

In order to develop a further understanding of the magnetic and the magneto-
optical properties of ZnO:Cr, SQUID measurements have been performed. In
Fig. 12.4, the magnetization of the annealed ZnO nanocrystals doped with 6 at.%
of chromium is depicted versus external magnetic field for both low temperature
(T = 5 K) and room temperature. In each case, a pronounced hysteresis is observed,
which can be regarded as a signature of at least partial ferromagnetic ordering. The
signal is superimposed by a strong linear contribution related to a certain amount of
Cr atoms showing paramagnetic behavior. A coercive field of about 80 Oe is obtained
at room temperature, which is comparable to the literature data found for Cr-doped
ZnO [10, 32], although also significantly higher values are reported for TM-doped
ZnO [16, 33].

In the right part of Fig. 12.4, the magnetization curve is plotted versus temperature
for two different experimental conditions. First, the sample was cooled down to
T = 5 K at zero external magnetic field. After applying an external field of 1,000
Oe, the magnetization is then measured up to room temperature (zero-field cooling
ZFC, lower curve in the figure). In a second experiment, the sample is cooled down
in an external field of 1,000 Oe and subsequently measured up to room temperature
under the applied field (field cooling, FC, upper curve in the figure). The experimental
data (red) are compared to what is expected from a model paramagnet (black dashed
line).

There are several distinct features which need to be discussed here. Below
T = 12 K, the ZFC and the FC curves exhibit a pronounced difference, whereas
for higher temperatures, this difference disappears and the magnetization decreases
with increasing temperature. Above T ∼ 80 K, the data can be well described by
a paramagnetic susceptibility. Fitting the experimental data by a Curie–Weiss law,
we extract a Curie–Weiss temperature of TC = −420 K. This is in good agreement
with the literature data for ZnCr2O4 [34, 35]. The behavior of the ZFC magneti-
zation curve for T < 12 K is quite typical for an antiferromagnet. Again, a nice
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Fig. 12.4 Left magnetization measurements of the ZnO nanoparticle sample doped with 6 at.%
of Cr for low temperature (T = 5 K) and room temperature (T = 293 K). At room temperature,
a coercive field of 80 Oe is obtained. Right temperature dependent magnetization measured at an
external field of 1,000 Oe (red symbols). The black dotted line indicates what is expected for a pure
paramagnet. In the inset, an enhanced view of the low temperature regime is presented. The lower
curve is obtained for zero-field cooling while the upper one is measured after field cooling. After
Ref. [20] (colour figure online)

agreement with the typical Néel temperature of TN = 12 K found in the literature
is obtained [34, 35]. The fact that in case of FC the magnetization further increases
below TN = 12 K is a strong hint of a suppression of the antiferromagnetic coupling
by the external field of 1,000 Oe.

The question on the origin of the hysteresis behavior found for low temperatures
as well as for room temperature now arises. For an ideal antiferromagnet, such a
hysteresis is not expected. It is discussed in the literature that excess spins at the sur-
faces of antiferromagnetic nanoparticles or domains can show ferromagnetic ordering
[36, 37]. This would result in a measurable hysteresis in this kind of materials.

Detailed structural investigations using XRD and X-ray absorption near edge
structure (XANES) measurements have been performed in order to proof the exis-
tence of a ZnCr2O4 phase, which can account for the magnetic behavior, in our
samples. In the left part of Fig. 12.5, X-ray diffractograms of a typical Cr-doped
ZnO nanoparticle sample are shown before (upper part of the figure) and after (lower
part of the figure) annealing. The as-synthesized material consists of highly crys-
talline wurtzite ZnO. From the broadening of the individual peaks a typical crystal
diameter of about 11 nm can be extracted. After annealing, the peaks become sig-
nificantly narrower due to crystal growth to about 100–200 nm (see Fig. 12.1). The
diffractogram indicates that the nanoparticles still mainly consist of ZnO in the
wurtzite phase. However, a clear indication of the occurrence of a second phase
with a fraction of about 2 at.% is present. This second phase consists of the cubic
spinel ZnCr2O4, where the chromium atoms are incorporated on octahedral sites
of the crystal. This is in very good agreement with the magnetic properties of the
materials as discussed above. Apparently, the antiferromagnetic properties observed
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Fig. 12.5 Left X-ray diffractograms of as-synthesized (top) and annealed (bottom) ZnO nanopar-
ticles doped with 3 at.% of chromium. The vertical dashed lines indicate the expected positions
for the Bragg reflections from the wurtzite and the spinel phase, respectively. Right Cr K-XANES
spectra of the as-synthesized and the annealed ZnO:Cr (3 at.% of Cr) nanoparticles (top) compared
to XANES spectra from reference materials. Adapted from Ref. [20]

are related to the ZnCr2O4 spinel phase and the small hysteresis is stemming from
ferromagnetically coupled excess spins at the surface of the ZnCr2O4 phase.

Further support of this interpretation is given by the XANES data presented on
the right part of Fig. 12.5. The data measured at the Cr K-edge are compared to
reference experiments done on Cr metal, Cr2O3 and Na2CrO4, respectively. Com-
paring the onset of the X-ray absorption spectra for the different materials at around
6,000 eV, it can be concluded that in our Cr-doped ZnO nanoparticles, the chromium
is present in the Cr3+ configuration both, for the as-synthesized and the annealed
sample. The pre-edge peak of the XANES spectra at 5,993 eV observed for the
as-synthesized nanoparticles and for the Na2CrO4 reference corresponds to a par-
tially allowed dipolar transition from the 1s to the hybridized 2p–3d states. It indi-
cates the incorporation of the Cr3+ ions on crystal sites with tetrahedral symmetry,
probably Zn places. After annealing, this pre-edge peak has vanished, which is in
accordance to our findings from XRD, i.e., the formation of a second phase (ZnCr2O4
spinel), where chromium is sitting on an octahedrally coordinated crystal site.

This in summary leads to the conclusion that the Cr atoms are initially incorporated
as Cr3+ ions in the ZnO nanoparticles. After annealing, they migrate from the original
tetrahedral site to an energetically more favorable octahedral site forming a ZnCr2O4
spinel phase. The optical properties, thus, are most probably dominated by the ZnO
wurtzite phase and the missing magneto-optical response is related to the spatial
separation between the optically active ZnO and the magnetically active ZnCr2O4
phase.
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Fig. 12.6 Left X-ray diffractogram of ZnO nanoparticles doped with 10 at.% of Co. No second
phase is observed (after [19]). The inset shows a photograph of a nanoparticle layer under ambient
conditions. Right scanning electron micrograph of a ZnO:Co nanoparticle layer

12.2.2 ZnO Nanoparticles Doped with Cobalt

In contrast to chromium, which is incorporated into ZnO nanocrystals in the Cr3+
configuration, CoO is known as a stable chemical compound and thus cobalt might
exist in the Co2+ configuration if included into ZnO [11]. Again, optical spectroscopy
has been used in order to experimentally extract signatures of the incorporation of
TM into ZnO nanocrystals.

In the inset of the left part of Fig. 12.6, a photograph of a dense layer of ZnO
nanoparticles doped with 10 at.% of cobalt is depicted. The green color observed
results from an efficient absorption in the UV, blue and red spectral range [38] and
indicates an efficient incorporation of cobalt into the ZnO nanocrystals. From the
X-ray diffractogram, no second phase can be recognized and a nanocrystal diam-
eter of about 18 nm is estimated [19]. This is confirmed by the scanning electron
micrograph of a nanoparticle layer as shown on the right part of Fig. 12.6.

As apparently the optical properties of ZnO nanocrystals are strongly influenced
by cobalt atoms, we studied the room temperature PL spectra of ZnO nanocrystals
doped with different concentrations of cobalt (see Fig. 12.7). The PL spectra consist
of several emission bands. First, NBE emission dominates at around 3.3 eV with
an intensity strongly decreasing with increasing Co concentration (see right plot of
Fig. 12.7). Second, a broad peak is observed in the energy range around 2.2 eV, in
particular, in case of the ZnO reference sample. This peak can be attributed to deep
defects in the ZnO crystals and is most likely related to oxygen defects like interstitials
(Oi) or vacancies (VO) (see inset of Fig. 12.7, right). More interesting is the fact that
in the Co-doped ZnO nanoparticles a pronounced emission peak at around 1.8 eV
appears, which is absent in the undoped reference sample. The spectral position is in
good agreement to the energy of the internal transition between the excited 4T1(P)
energy state and the 4A2(F) ground state of Co2+ ions in the tetrahedral environment
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Fig. 12.7 Room temperature PL spectra of ZnO nanoparticles doped with different concentrations
of cobalt (left). In the right part of the figure, the spectrally integrated PL intensity is plotted versus
Co concentration. The inset schematically indicates the possible optical transitions according to
Ref. [21]

Fig. 12.8 Low temperature
PL spectrum of ZnO nanopar-
ticles doped with 0.1 at.%
of Co in the energy range of
the internal 4T1–4A2Co2+
transition. The peak around
1.85 eV stems from scattered
laser light
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of the ZnO crystal lattice. This indicates a substitutional incorporation of the Co2+
ions on the tetrahedral Zn2+ sites of the ZnO wurtzite crystal lattice.

A more detailed picture of this internal Co2+ transition and thus of the incorpo-
ration of Co2+ into the crystalline structure of ZnO is obtained by low temperature
PL spectroscopy. Figure 12.8 shows the low temperature (T = 4 K) PL spectrum
of ZnO doped with 0.1 at.% cobalt in the spectral window between 1.7 and 1.94 eV.
Several distinct emission peaks can be separated. In addition to the dominant emission
line at 1.875 eV, low temperature replicas are observed, separated by 16 and 55 meV,
respectively, from the main peak. In the literature, these satellites are often assigned
to the Ehigh

2 and E low
2 phonon replica of the internal Co2+ transition at 1.875 eV

[39, 40]. As phonons are quite characteristic for the specific crystals, the occurrence
of these phonon replicas is another strong hint for an efficient incorporation of Co2+
on Zn2+ sites.
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12.3 Magnetically Doped CdSe Nanoparticles

In contrast to TM-doped ZnO nanoparticles, where the research efforts have been
driven by the theoretical predictions of room temperature ferromagnetism even for
bulk materials [3, 5], the motivation for the research on TM-doped CdSe nanoparti-
cles is different: strong 3D quantum confinement is expected to drastically enhance
the carrier exchange field [4] and thus might result in magneto-optical properties
even up to room temperature.

Two strategies have been pursued in parallel. First, epitaxial approaches have been
developed toward the fabrication of ‘natural’ [41] or self-organized [42–50] quan-
tum dots with 3D carrier confinement. Second, chemically prepared chalcogenide
nanocrystals are doped with Mn or other TM. While Mn could be incorporated into
wide bandgap materials ZnSe or ZnS quite a long time ago [51–53], this remains
extremely ambitious for CdSe until recently [53–56].

Concerning the optical properties of these materials, there is one important aspect
to be considered: the incorporation of TM quite often results in discrete energy levels
within the bandgap, and thus triggers an efficient non-radiative energy transfer from
electrons and holes injected into conduction and valence band states into internal
TM energy states [50, 51, 57]. While this process is dominant e.g., for ZnS:Mn
or ZnSe:Mn, the choice of chalcogenides with a bandgap, which is lower than the
energy of the internal 4T1–6A1 transition of the Mn2+ ion, might suppress this energy
transfer process. In case of epitaxially grown quantum dots, this was demonstrated for
both, the CdTe and the CdSe material system [50, 57]. As a result, one of the most
prominent consequences of the exchange interaction between charge carriers and
TM ions, the exciton magnetic polaron (EMP), could be observed [41–43, 57, 58].
However, no signatures of a strongly enhanced exchange field due to 3D quantum
confinement—as theoretically predicted—could be identified in these systems up
to now. This might be related to limited quantum confinement as a consequence of
(i) the larger lateral quantum dot diameter as compared to the vertical quantum dot
extension parallel to the growth axis and (ii) the finite barrier height which causes
wavefunction leakage into the barrier.

Here, we concentrate on chemically synthesized CdSe nanocrystals with strong
quantum confinement in three dimensions. The nanoparticles have been prepared
from a colloidal solution as outlined in detail in Ref. [59]. In short, a solution of MnCl2
in hexadecylamine has been evaporated in vacuum at 130 ◦C. After reducing the
temperature to <80 ◦C, the precursor ((Me4N)2[Cd4(SePh)10]) was added together
with selenium powder under nitrogen atmosphere. After this, the temperature was
fixed at 130 ◦C for 1.5 h and subsequently increased to 215 ◦C until the desired
nanoparticle size was obtained. The successful incorporation of Mn2+ ions into
the CdSe crystal lattice has been proved by electron paramagnetic resonance and
magnetic circular dichroism [60]. By using atomic emission spectroscopy (AES),
the effective Mn2+ concentration was measured.
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Fig. 12.9 Transmission electron micrograph of a CdSe:Mn nanoparticle (left). The right part of
the figure shows a photograph of the nanoparticle solution under ambient light (center) and in the
dark after unfocused laser excitation (right). Adapted from Ref. [55]

12.3.1 Characterization of Mn-Doped CdSe Nanoparticles

Figure 12.9 shows a transmission electron micrograph (TEM) of a single Mn-doped
CdSe nanoparticle. The excellent crystallinity allows a resolution of the crystal-
lographic planes of the wurtzite lattice. From TEM, the crystal diameter can be
extracted and depending on the growth conditions, nanoparticle diameters between
2 and 5 nm have been achieved. In the right part of Fig. 12.9, photographs of a
nanoparticle solution under ambient conditions (center) and in the dark with unfo-
cused laser excitation at a wavelength of 365 nm (right) are shown. In that case, the
particle diameter was 4.3 nm and the color is caused by bandgap emission of the
nanoparticles. The intense red color indicates a remarkably high quantum yield at
room temperature and is again an indication of the excellent crystalline quality.

For a detailed optical characterization, a dilute colloidal suspension of the
nanocrystals has been spin coated onto a silicon wafer. The samples have been
mounted onto the cold finger of a closed cycle cryostat for temperature variation.
Optical excitation was performed using a picosecond laser pulse at λexc = 400 nm
and a repetition rate of 76 MHz. A low excitation density of <0.1 W/cm2 was chosen
in order to avoid sample degradation. The transient PL signal was recorded using
again a syncroscan streak camera providing an overall time resolution of ∼ 5 ps. In
all the experiments, a possible energy transfer from small to large nanocrystals was
tested by studying samples with different quantum dot concentrations and found to
be negligible in the highly diluted samples used here.

In Fig. 12.10, typical Streak camera images are depicted for CdSe nanoparticles
with a diameter of 5 nm and a Mn2+ concentration of 4.2 % (left) in comparison to
undoped CdSe nanoparticles with 4 nm in diameter (right). The experiments have
been performed at low temperatures (3.2 and 5 K, respectively). These data give an
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Fig. 12.10 Streak camera images of CdSe:Mn nanocrystals (diameter 5 nm, Mn concentration
4.2 %, left) and undoped CdSe reference nanocrystals (diameter 4 nm, right). The horizontal axis
represents the emission wavelength, the vertical one the time after ps excitation and the PL intensity
is color-coded

interesting first insight into the physics of the CdSe:Mn nanocrystals. Several features
are remarkable, which will be discussed in the following.

The first important fact seen in the Streak camera images is the quite long recombi-
nation decay time. In colloidal nanocrystals, the electron–hole exchange interaction
results in an energy splitting between bright (m j,X = ±1, spins of the electron and
the heavy hole are antiparallel) and dark (m j,X = ±2, spins of the electron and the
heavy hole are parallel) excitons up to several tens of meV. The optically forbidden
dark exciton states is the energetically lower one, which results in a recombination
lifetime on the order of a microsecond at low temperatures in CdSe nanocrystals
[61, 62]. Note that, although this long lifetime cannot be accessed by our experimen-
tal setup because of the limited time window of the Streak camera and the highly
repetitive laser system, it has been confirmed by other techniques in these samples
[63]. It is important to mention that in spite of the blue shift of the CdSe bandgap
due to quantum confinement the energy gap is still below the energy of the internal
4T1–6A1 transition of the Mn2+ ion and thus, non-radiative carrier losses to internal
Mn2+ states are completely suppressed. As will be discussed below, the resulting
long recombination lifetime has a quite fundamental impact on the dynamics of
optically generated magnetism in the CdSe:Mn nanocrystals.

The second remarkable feature is the fact that even directly after laser excitation
a pronounced energy shift is obtained between absorption (see red arrow) and PL
emission. This is found for both, the CdSe:Mn nanocrystals as well as the CdSe
reference samples and is therefore apparently not related to the magnetic doping of
the nanocrystals. Stokes shifts between absorption and emission are usually present
in this kind of nanocrystals and different explanations are discussed [64, 65]. On
the one hand, the fine structure splitting between (absorbing) bright exciton states
and (emitting) dark exciton states must result in an energy splitting between absorp-
tion and emission maximum. Note that, the optically generated electron–hole pairs
quite rapidly relax into the lowest state, which is the dark one. A mixture between
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Fig. 12.11 PL energy versus
time after ps excitation for
CdSe:Mn (left axis, red tri-
angles) and CdSe (right axis,
blue squares) nanocrystals.
The crystal diameter was 5
and 4 nm, respectively, and
the Mn concentration was
measured to be 4.2 % (colour
figure online)
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heavy and light hole states leads to a final oscillator strength even for dark exci-
tons. On the other hand, a significant coupling of the excitons to acoustic phonons
is expected, also resulting in an energy shift between absorption (accompanied by
phonon generation) and emission (accompanied by phonon emission). Moreover,
large nanocrystals within an ensemble are expected to absorb UV light stronger than
smaller ones as the excitation probability is expected to be proportional to the volume
of the nanocrystals. Thus, the PL emission of larger particles is enhanced leading to
a Stokes shift between emission and absorption maximum.

Third and most important, there is a pronounced shift of the PL maximum to lower
energies with time (indicated by the dotted line) for the CdSe:Mn nanocrystals, which
seems to be strongly suppressed for the CdSe reference sample. A similar transient
energy shift was found for epitaxially grown, self-organized CdSe/ZnMnSe quantum
dots and attributed to the formation of an EMP, i.e., the ferromagnetic alignment of
the Mn2+ ion spins in the exchange field of the optically generated exciton [57].
In the CdSe:Mn nanocrystals studied here, this energy shift amounts to ∼100 meV
within the first 1.8 ns, which is almost one order of magnitude larger than observed
for their epitaxially grown counterparts [55, 57].

Figure 12.11 compares the transient PL energy shift of the CdSe:Mn nanocrystals
and the undoped reference samples. In case of the undoped reference, an initial energy
shift within the first 100 ps of about 15–20 meV is obtained. This is attributed to
energy relaxation of photo-generated charge carriers to lower states, probably within
the energy levels of the excitonic fine structure. The PL energy of the Mn-doped
CdSe nanocrystals shows a much stronger transient shift of ∼100 meV during the
first 2 ns and its dynamics cannot be described by a single time constant. The initial
energy shift of about 50–60 meV occurs on a time scale which is comparable to
typical EMP formation times reported in the literature. Apparently, saturation is not
yet achieved even after 2 ns, a time scale usually not accessible in epitaxially grown
self-assembled quantum dots due to their much shorter recombination lifetime [57].
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Fig. 12.12 Scenario of optically generated EMP formation dynamics in a nanocrystal

12.3.2 Exciton Magnetic Polaron Formation in Mn-Doped CdSe
Nanoparticles

12.3.2.1 Theoretical Background

EMPs have a quite long history in the literature. Observed already in the 1960s in bulk
Eu-chalcogenide semiconductors [66], EMPs were found in multiple magnetically
doped chalcogenides starting from bulk semiconductors and quantum wells to even
quantum dots. The localization of carriers plays a major role in EMP formation: an
exciton bound to a donor or an acceptor is strongly localized and able to polarize the
spins of the magnetic ions within their wavefunction via sp–d exchange interaction.
Free excitons may also polarize the spins of the magnetic ions, leading to a self-
localization. However, such free exciton magnetic polarons are much less stable in
bulk semiconductors. The situation changes in quantum dots where the complete
3Dcarrier confinement results in a quite stable formation of free EMPs [67].

The main scenario occurring during EMP formation is schematically shown in
Fig. 12.12. In case of low manganese concentrations (<1 %), the Mn2+ ion spins
are disordered. The net magnetization is zero and the system can be described as a
paramagnet.1 At time t = 0, the laser pulse generates an electron–hole pair (exciton),
which is able to polarize the magnetic environment due to sp–d exchange interaction
within a typical time constant of τEMP This spin ordering reduces the energy of
the whole system which is experimentally evident, e.g., by a transient red shift of
the characteristic PL signal [57]. However, this only holds if the EMP formation
time τEMP is shorter than the recombination lifetime τrec of the photo-generated
carriers. After recombination of the excess carrier, the Mn2+ ion spins will relax into
equilibrium, e.g., via spin–lattice relaxation.

Theoretically, the energy gain of the exciton during Mn2+ spin alignment can be
described as follows. Considering the magnetization M (B, T) of the paramagnetic

1 For higher Mn2+ concentrations, antiferromagnetic interactions between neighboring Mn2+ spins
have to be considered.
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Mn2+ system given by

M(B, T ) = gMnμBxeff N0S · B5/2

(
5gMnμB B

2kBTeff

)
(12.1)

with the Lande g-factor of the Mn, gMn = 2, the Bohr magneton μB, the Boltzmann
constant kB, the number of cations per unit cell N0 and the spin of the Mn2+ ions,
S = 5/2. Teff = Tbath + T0 is an effective temperature, which is enhanced due
to antiferromagnetic coupling between Mn2+ spins by T0 as compared to the bath
temperature Tbath [31, 68] and xeff < x represents an effective concentration of the
Mn2+ ions contributing to the paramagnetic properties. B5/2 is the Brillouin function
for spin = 5/2 particles. The magnetic field B = Bext + BEMP has two important
contributions: first, an externally applied field Bext and second, the exchange field
BEMP generated by the exciton. According to Kavokin et al. [67], the latter can be
described for the bright exciton by

BEMP = N0(α − β)

2gMnμB
· 1

N0Vexc
(12.2)

Here, N0α > 0 (N0β < 0) represent the exchange constants of the conduction band
(valence band) and Vexc is the exciton volume.

The resulting energy gain �EEMP after EMP formation in case of Bext = 0 and
τEMP � τrec is then simply given by

�EEMP(T ) = M ·Vexc · BEMP = 1

2
N0(α−β)xeff S · B5/2

(
5gMnμB BEMP

2kBTeff

)
(12.3)

It is obvious that the temperature stability of the EMP mainly depends on the ratio
μB BEMP/kBTeff , and therefore a large exchange field will enforce EMP stability at
elevated temperatures. According to Eq. (12.2), a large exchange field can be achieved
by reducing the volume of the exciton.

12.3.2.2 Experimental Results I: EMP Dynamics at Elevated Temperatures

According to theory, a strong influence of the EMP formation on temperature is
expected. The left part of Fig. 12.13 compares transient PL spectra for various tem-
peratures and two characteristic times: immediately after laser excitation (t = 0) and
after t ≈ 13 ns.

The data exhibit a quite remarkable behavior; whereas for t = 0, the peak energy
systematically decreases with increasing temperature—as expected from the tem-
perature dependent band gap shrinkage in a semiconductor—the opposite behav-
ior is found for the peak energy at t ≈ 13 ns. Here, an increase in temperature
results in an increase of the PL energy. These findings are summarized in the right
part of Fig. 12.13. At low temperature, the energy shift between the PL signal at
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Fig. 12.14 Room temperature PL spectra of the Mn2+-doped CdSe nanocrystals at t = 0 and t ≈
13 ns (left) compared to the transient PL spectra recorded for the undoped CdSe reference sample
(right) [55]

t = 0 and t ≈ 13 ns amounts to more than 130 meV, indicating a significant energy
gain of the exciton during its lifetime. With increasing temperature, this energy
difference decreases but even at room temperature a transient energy shift on the
order of 15 meV is extracted experimentally [55].

For comparison, the room temperature PL spectra at t = 0 and at t ≈ 13 ns are
plotted for both, the CdSe:Mn nanocrystals and the undoped CdSe reference sample
(see Fig. 12.14). While the transient energy shift is quite obvious for the magnetically
doped nanocrystals, it is completely absent in the undoped CdSe reference sample.
This again indicates the magnetic origin of the transient PL energy shift in CdSe:Mn.

To get a more fundamental insight into the mechanism of optically induced magne-
tization, the energy shift within the first nanosecond after laser excitation is depicted
versus the inverse temperature in Fig. 12.15.
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Fig. 12.15 PL energy
shift of the Mn2+-doped
CdSe nanocrystals between
t = 0 and t = 1 ns versus
inverse temperature. The dot-
ted, dashed and solid lines
correspond to model calcula-
tions as outlined in the text
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It is remarkable that the energy shift is virtually independent on temperature in the
low temperature regime up to about 10 … 20 K. This indicates magnetic saturation,
i.e., the optically generated electron–hole pair completely aligns the magnetic ion
spin system in the quantum dot. This is fundamentally different as compared to what
was observed up to now in epitaxially grown diluted magnetic semiconductors where
the carrier exchange field was not sufficiently large to completely align the Mn2+
spins [41, 43]. Note that, for the given manganese concentration of 4.2 % a strong
antiferromagnetic coupling between neighboring Mn2+ pairs is expected. Large mag-
netic fields are required for breaking the antiferromagnetic coupled Mn2+ spins [31].
The observation of low temperature magnetic saturation due to the exchange field of
the optically generated charge carrier spins thus indicates that the magnitude of the
exchange field is sufficient for breaking antiferromagnetic coupled manganese spins
[55].

We now calculated the expected exchange field and the resulting exciton magnetic
polaron energy using Eqs. (12.1)–(12.3). The bulk literature data are used for N0α =
+0.23 eV and for N0β = −1.31 eV [69] and the exciton volume was calculated to be
about 23.2 nm3 according to the geometrical size of the nanoparticles. As magnetic
saturation is achieved in the low temperature limit, we neglect antiferromagnetic
coupling between neighboring Mn2+ spins, and thus assume xeff = x = 0.042, S =
5/2 and Teff = Tbath. The calculated value of BEMP is included in Eq. (12.3) and the
resulting excitonic magnetic polaron energy is compared to the experimental result.

In Fig. 12.15, three different scenarios are compared. The solid line represents the
model calculations just considering the p–d exchange interaction, i.e., the interaction
between the holes and the Mn2+ ion spins as it was proposed by Kavokin et al. [67].
The main experimental tendency is well reproduced although the theoretical curve
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is below the experimental data for the whole temperature range. Note that, no free
parameters are used for the calculations. Taken into account the impact of the electron
on the exciton magnetic polaron formation, one can distinguish two different cases:
EMP related to the dark and to the bright exciton, respectively. In CdSe nanocrystals,
the dark exciton state is considered to be the energetically lowest one. In that case, the
spins of the electron and the hole are parallel and in Eq. (12.2), N0(α−β) has to be
replaced by N0(α +β). The resulting EMP energy is included in Fig. 12.15 as dotted
line and apparently, the deviation from the experimental data is increased. In case of
the bright exciton magnetic polaron, Eq. (12.2) holds and the antiparallel orientation
of the electron and the hole spin results in an enhanced EMP energy with respect to
the dark exciton magnetic polaron. As can be seen in Fig. 12.15 by the dashed line,
the agreement between experiment and theory is improved. This might be indicative
for a reversal of bright and dark exciton energy states in CdSe:Mn quantum dots due
to EMP formation.

Two important remarks have to be added here. First, independent on the detailed
model, the exchange field significantly exceeds 10 T. It is therefore the highest value
ever reported in the literature [41, 57, 67]. Thus, our data confirm at least qualitatively
the theoretical prediction of an enhancement of the exchange field due to quantum
confinement [55]. Second, the transient energy shift (see e.g. Fig. 12.11) cannot be
described by a single time constant. For that reason, evaluating the energy shift after
1 ns can only be a rough estimate for the EMP energy according to Eq. (12.3). In
fact, the transient energy shift proceeds in time even after 1 ns, suggesting a more
complex dynamics of EMP formation in the CdSe:Mn nanocrystals.

12.3.2.3 Experimental Results II: Two-Step EMP Formation Process

In Fig. 12.16, the PL energy is plotted versus time for the CdSe:Mn nanocrystals at
a temperature of 3.2 K. The data point at t ≈ 13 ns is obtained by evaluating the
transient PL spectra at t < 0, i.e., approximately 13 ns after the preceding laser
pulse. The value at t → ∞ corresponds to the stationary PL energy and is extracted
from time-integrated PL experiments.

The transient energy shift has to be described by at least three different time con-
stants. The origin of the fastest one with τ1 = 10 ps is not completely understood
but probably related to an energy transfer between fine structure levels of the exciton
states in the quantum dots. An initial fast transient energy shift is also observed for
the non-magnetic reference sample (see Fig. 12.11). Most prominent is the transient
energy shift described by τMP, which we relate to the initial step of the EMP forma-
tion, i.e., the alignment of the Mn2+ ion spins in the exchange field of the optically
generated charge carriers.

Remarkably, the transient energy shift does not reach saturation even after 13 ns,
indicating that equilibrium is not yet achieved. This is seen by comparing the time-
resolved data to the PL energy measured in CW experiments (see Fig. 12.16). Such
a behavior is not observed for the undoped CdSe reference and should thus also be
of magnetic origin. The corresponding time constant τslow is much longer than the
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Fig. 12.16 PL energy shift
of the Mn2+-doped CdSe
nanocrystals versus time. The
value at t → ∞ is extracted
from the time-integrated PL
experiments. The red line
is a three-exponential fit
with τ1 = 10 ps, τMP =
570 ps and τslow = 20 ns.
After Ref. [55] (colour figure
online)

MP

slow

2.05

2.00

1.95

1.90

Time (ns)

E
ne

rg
y

(e
V

)

0           0.5           1.0         1.5           13     

typical exciton lifetime for direct bandgap diluted magnetic semiconductor quantum
wells or quantum dots grown by epitaxy and can therefore only be accessed in our
colloidal quantum dots because of their long recombination lifetime (∼100 ns at
cryogenic temperatures, ∼30 ns at room temperature).

A possible interpretation can be given if one considers the anisotropy of the hole
effective mass. After EMP formation, i.e., the initial alignment of the Mn2+ ion spins
in the exchange field of the optically generated electron–hole pair, a directional reori-
entation of the complete spin complex may occur, thus gaining further energy. The
anisotropy might be dominated by either the hexagonal crystal field asymmetry of
the wurtzite lattice or by the crystal shape anisotropy. The time constant, which
we attribute to the reorientation of the EMP complex, is comparable to time con-
stants expected for directional EMP reorientation in CdMnTe epilayers in an applied
external field [70], which supports our interpretation.

The scenario of the EMP formation dynamics in the colloidal Mn2+:CdSe quan-
tum dots is summarized schematically in Fig. 12.17. In the absence of any optical
or electrical carrier injection, the time-averaged magnetization of the Mn2+ spin
system is zero, having only small magnetization fluctuations around zero [71–74].
Because of the low excitation conditions, the laser pulse now generates at maxi-
mum one single electron–hole pair per quantum dot resulting in the formation of a
magnetically ordered spin complex, the EMP, with a characteristic time τMP. The
orientation of the EMP is expected to statistically vary from quantum dot to quantum
dot within the ensemble because of both the random orientation of the magnetization
of the paramagnetic Mn2+ system at the moment of optical excitation and the fact
that non-resonant, linearly polarized laser excitation was used in the experiment.
Thus, no net magnetization of the quantum dot ensemble can be expected. The hole
anisotropy in the nanocrystal should result in an EMP anisotropy energy, similar to
what was observed for digital DMS quantum wells [75]. Therefore, the whole spin
complex reorients, minimizing its energy on a typical time scale of τSLOW ∼ few tens
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Fig. 12.17 Scenario of EMP formation in colloidal Mn2+-doped CdSe nanocrystals after pulsed
laser excitation [77]

of nanoseconds. Subsequently, the electron–hole pair recombines with τRAD, leaving
a non-equilibrium, partially ordered Mn2+ spin system behind. Finally, thermaliza-
tion to the completely disordered Mn2+ spin state occurs via spin–lattice relaxation
on a time scale of τMn, SLR ∼ 0.1 µs [76]. As the repetition rate of our laser sys-
tem is 76 MHz, i.e., the time between two subsequent pulses is about 13.15 ns, the
nanocrystals can in principle be excited again before the Mn2+ spin system returned
to thermal equilibrium. We avoid this kind of spin accumulation by low excitation
conditions with an estimated time of about 100µs between subsequent excitation
events of each quantum dot.

12.4 Conclusion

In conclusion, the strength of optical spectroscopy for analyzing magnetically doped
semiconductor nanoparticles is demonstrated. Our results manifest the challenges in
achieving a magnetic semiconductor based on ZnO nanoparticles. Although doping
the nanoparticles with chromium is shown to result in an incorporation of Cr3+ ions
in a tetrahedral site, annealing triggers the formation of a ZnCr2O4 spinel phase.
Thus, the optical properties is dominated by the ZnO wurztite phase while the ferro-
magnetism observed even up to room temperature is most likely caused by aligned
excess spins close to the surface of the antiferromagnetic spinel phase. No ‘giant’
magneto-optical response is therefore found. ZnO doped with Co2+ appeared to be
more promising as photoluminescence data indicate the incorporation of Co2+ in
the tetrahedral Zn2+ sites of the ZnO nanocrystal. As a very successful route toward
room temperature magnetism in semiconductors, CdSe:Mn2+ nanocrystals in the
strong quantum confinement regime are investigated. Optically induced magneti-
zation is found up to saturation at cryogenic temperatures as a consequence of the
enhanced sp–d exchange interaction. Most importantly, photo-magnetic signatures
are observed up to room temperature. The time-resolved experiments indicate a two-
step exciton magnetic polaron formation process—an initial spin alignment in the
carrier exchange field is followed by a directional reorientation of the whole spin
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complex on a time scale of tens of nanoseconds. These results are quite promising
with respect to spintronic device applications operating under ambient conditions.
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Chapter 13
Gas Sensors Based on Well-Defined
Nanostructured Thin Films

A. Nedic and F. E. Kruis

Abstract The ability to prepare nanoparticles having well-defined size and narrow
size distribution is an important advantage for optimising and understanding
nanoparticulate gas sensors. It allows to monitor the size effect of SnO2 particles
as well as that of the addition of the noble metal particles on sensing behaviour. The
synthesis of monodisperse SnOx, Pd and Ag nanoparticles and the development
the thin films deposition technology as well as suitable microchip platforms are
described. Sensing results of SnOx :M mixed nanoparticle layers are presented,
especially the effects of operating temperature, particle size, type of noble metal
additive and electrode distance are investigated. Sensor to sensor reproducibility as
well as long-term stability is investigated. Finally, pure Pd nanoparticle layers are
demonstrated to show concentration-specific H2 sensing at room temperature.

13.1 Introduction

The increasing demand of clean and safe environments in industrial and domestic
ambients necessitates the development of fast, sensitive and selective gas sensors.
The first semiconductor gas phenomenon was observed by Seiyama in 1962 [1],
since then there is a widespread interest in the area of solid state gas sensors.
Inorganic and especially semiconducting oxide nanostructures are the most
promising materials for solid state gas sensor applications in terms of sensitivity and
selectivity. Semiconductor oxide sensors are based on the change in conductivity
when exposed to the gas at elevated temperatures. This change in conductivity is
due to interaction between chemically bonded surface oxygen species and reducing
or oxidising gases [2–4]. Among all the different semiconducting oxide materials,
SnO2 was one of the first, and still is the most extensively used material in gas
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sensing research fields. Well-known advantages of gas sensors consisting of this
material are their high sensitivity, rapid response and recovery times and espe-
cially low cost in comparison to others [5]. Till date, different synthesis methods
e.g. (sputtering, laser ablation, sol–gel) have been introduced to produce SnO2 in the
form of thick or thin films and nanostructures [6–8]. Particularly, in nanostructure
forms SnO2 is drawing special attention due to a variety of effects due to quantum
confinement of charge carriers and the larger surface to volume ratio. In case of
nanoparticles, the percentage of atoms on the surface increases with decreasing par-
ticle size due to its inverse proportionality to the grain radius. The large surface area
allows to detect changes caused by chemisorption more easily, which is a predominant
gas sensing mechanism [9]. Marked drawbacks of SnO2 sensors are drift in sensor
response and low selectivity due to high cross-sensitivities to varieties of reducing or
oxidising gases. Drift in sensor response is due to ageing effects of the SnO2 sensing
layers [10]. These mentioned drawbacks can be overcome by modifying structural
and chemical properties of the sensing layers or by doping and mixing additives
[11–13]. In the present study, aerosol technology is utilised to prepare SnO2 nanopar-
ticle layers for sensing application. The SnO2 nanoparticles prepared by this method
are reported to have high stability against grain growth [14], especially due to an
in-flight preannealing step. Therefore, it is possible to overcome the problem related
to drift in the response signal. Aerosol technology allows to homogeneously add cat-
alytic nanoparticles during synthesis of SnO2. Noble metals e.g. Au, Pd and Ag are
well-known catalytic materials, which are often used for enhancing gas sensing prop-
erties [15–18]. The ability to prepare nanoparticles having well-defined size and nar-
row size distribution is an additional important advantage of our synthesis technique.
Therefore, it provides us with the possibility to monitor the size effect of SnO2 parti-
cles as well as that of the addition of the noble metal particles on sensing behaviour.

13.2 Experimental Details

A gas phase synthesis technique by means of the aerosol route was used in the present
work to synthesise SnOx and SnOx :M (with M=metallic: Pd, Ag) mixed nanoparticle
layers. A schematic diagram of the used synthesis setup is shown in Fig. 13.1. In this
method SnO powder as host material is evaporated inside a tube furnace in presence
of a carrier gas flow (N2). The obtained polydisperse aerosol formed by nucleation,
condensation and subsequent coagulation (agglomeration) pass through a neutral-
izer (Kr85—radioactive β source) for achieving the Boltzmann charge distribution.
These most singly charged agglomerates are lead into a differential mobility ana-
lyzer (DMA) to perform the desired size selection in order to obtain monodisperse
particles. The DMA separates the size of the agglomerates based on their electrical
mobility diameter corresponding to a particular voltage. These particles pass through
a subsequent sintering furnace which is kept at temperature Ts = 873 K. During
sintering, 10 vol% oxygen is also introduced inside the hottest zone of sintering
furnace, simultaneously. This so-called in-flight annealing leads to the formation of
monocrystalline and spherical nanoparticles, whereas the additional oxidation step
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Fig. 13.1 Schematic of the synthesis setup for the fabrication of monodisperse mixed SnOx :Pd
(SnOx :Ag) nanoparticle based gas sensors. It can be divided in four main sections: 1 synthesis of
monodispersed SnOx nanoparticles, 2 synthesis of monodisperse metallic nanoparticles, 3 SMPS for
measuring size distributions and concentrations of SnOx and Pd (Ag) particles before 4 deposition
by means of LPI / ESP

controls the chemical composition and stoichiometry of the obtained oxide particles.
Auger electron spectroscopy (AES) measurements on SnOx layers prepared by this
method reveal a stoichiometry of x = 1.8 [19]. The metallic nanoparticles are syn-
thesised in a similar way, by using tube furnace and DMA but without applying the
in-flight annealing step.

For online monitoring of size distribution and concentration of both, SnOx

and Pd (Ag), a scanning mobility particle sizer (SMPS) was utilised. The SMPS
measures the mobility-based particle size and consists of a bipolar charger (Kr85),
a Nano-DMA (model 3085, TSI) and a condensation particle counter with lower
detection limit of 4 nm (CPC, model 3775, TSI). To produce sensors made of SnOx :M,
two aerosols containing monosized SnOx and M nanoparticles are homogeneously
mixed in desired concentration and directly deposited onto Si substrates equipped
with gold electrodes by use of low pressure impaction (LPI) technique [20]. The
electrode structures are bonded to a DIL-24 chip carrier through gold bond wires.
The thickness of the deposited films on Si substrate was between 500 nm and 1 µm as
confirmed by stylus profilometer (Ambios XP200) measurements. For transmission
electron microscopy (TEM) (Philips CM12 twin microscope) and high resolution
transmission electron microscopy (HRTEM) (Philips Tecnai F20 supertwin micro-
scope) studies, the particles have been deposited on carbon coated Cu grids using an
electrostatic precipitation route (ESP) [21, 22]. The mobility diameter (Dm) for
SnOx nanoparticles was chosen to be 10–20 nm and for Pd or Ag in a range of
5–15 nm with concentrations from 0–5 % based on the number concentration.
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Fig. 13.2 Schematic diagram of the dilution and sensor response measuring system

The setup used for the dilution of the target gases and the corresponding sensing
measurements on the manufactured gas sensors is shown in Fig. 13.2. It is a fully
automated assembly consisting of a system of mass flow controllers, magnetic valves
and a Keithley 487 picoammeter with internal voltage source attached via IEEE bus
to a computer. The software was compiled in visual basic which allows a complete
adjustment for different gas environments in one step. Seven different gas concen-
trations in a range of 10 ppb to 104 ppm can be set, with specified times (cleaning
time duration with synthetic air, process time duration with target gas in a specific
concentration) and number of repetitions.

Gases used in this work are as follows: Ethanol, CO, CO2, propane, butane, SO2
and H2. Before the sensing measurements, all samples are annealed for 2 h at 673 K
in dry synthetic air and afterwards cooled down to room temperature in order to
obtain stable and well-reproducible resistance values independent of previous inves-
tigation states. Basically, this annealing step must be performed to cause an initial
activation of the SnOx particles. A further investigation concerning the influence of
the electrode distance to the sensitivity of the sensor was also done. The sensors with
seven “nano-gap” electrodes of all different gap sizes (S: 10, 3, 1µm, 300, 100, 60
and 30 nm) were fabricated on Si substrate by means of electron beam-lithography
(EBL) and photolithography techniques. At first 200 nm thermal oxide is grown on Si
substrate, and then the fine gap lines with thickness of 50 nm (5 nm Cr/45 nm Au) and
width of 1µm were deposited by EBL. Afterwards the Au bond pads and the Au wire
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Fig. 13.3 Schematic drawing of nano-gap sensor processed at the NanoFabrication Center from
the University of Minnesota

interconnects as well as the Pt thermistor are manufactured by a photolithography
process. The dimensions of the thermistor were set to a width of 10 µm, a thickness
of 45 nm and a total length from pad to pad of L = 0.424 cm. A magnified view of the
microsensor can be found in Fig. 13.3. An augmented inset on the right side gives a
detailed description of the electrode assembly with seven face to face electrode pairs
and gap sizes varying from 10 µm (left) down to 30 nm (right). Films of about 1 mm2

and 500 nm—1 µm thickness are deposited on top of the gap electrodes by means
of LPI.

For reliable data extraction from these measurements it is necessary to have a
deposition method in which we are able to deposit the films every time nearly on
the same point and to have a control over the generated film thickness. It is known
from the literature that the sensing mechanism depends on the film thickness [23]. In
order to produce reliable and first of all comparable data it is indispensable to ensure
the ability of reproducible sensors in thickness and spot profile. Because of the used
synthesis method it is very easy to control the film thickness by permanent online
monitoring of the particle concentration entering the deposition chamber. The depo-
sition time for one monolayer can be calculated, as the particles are monodisperse
(geometric standard deviation, σg ≤ 1.10) and their diameter is known. Thereby,
the deposition spot thickness can be determined. The challenge to overcome the
exact positioning problem has been solved through the design of a new LPI in which
a vacuum compatible miniature X–Y–Z positioning table with piezoelectric inertial
drive (model MX35, Mechonics) was integrated. The travel range is up to 10 mm in
any three directions with a resolution ∼100 nm and a maximum speed of 0.7 mm/s.
The table can be controlled from outside via handheld controller (model CN30,
Mechonics) or by the serial interface by computer. To ensure deposition on sensor at
exact spot, a laser diode (λ = 635 nm, Popt,max = 3.6 mW) is placed centred above
the orifice inlet (dor = 0.5 mm). The housing of the LPI consists of acrylic glass that
provides visibility of deposition spot from outside.
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Fig. 13.4 Calibration charac-
teristic of the used DMA for
an aerosol to sheath flow rate
ratio of 1:10. The DMA pro-
vides narrow size distributions
with a geometric standard
deviation σg of ≤ 1.06 as
measured with a SMPS sys-
tem (model 3080, TSI)

13.3 Results and Discussion

13.3.1 Differential Mobility Analyser (DMA) Measurements

Before starting the particle synthesis, a homemade DMA was calibrated with dif-
ferent flow conditions and voltages. Calibration of a DMA was carried out with the
aerosol and sheath gas flows of 1.6 and 16 slm, respectively. Size distributions of
nanoparticles passing through on applying different voltages in the range of 100 V–
9 kV are measured by means of SMPS. The selected equivalent mobility diameters
by DMA on applying different voltages are shown in Fig. 13.4.

13.3.2 Sintering Behaviour of Generated SnOx Nanoparticles

To optimise synthesis parameters for the generation of compacted nanoparticle sizes
of 10, 15 and 20 nm, sintering was performed of SnOx agglomerates produced by
tube furnace. Figure 13.5 shows the sintering behaviour of SnOx agglomerates of
initially selected sizes of 30, 20 and 10 nm. On sintering, equivalent mobility diam-
eter decreases for all the three sizes as shown in Fig. 13.5a. Sintering above 610 ◦C,
reevaporation of particles was observed, leading to formation of much smaller par-
ticles, as shown in Fig. 13.5b.

Therefore, the optimum sintering temperature was found around 600 ◦C, which
is a good compromise between obtaining crystalline particles and avoiding reevapo-
ration of particles. Optimized synthesis parameters for getting 10, 15 and 20 nm size
particles are mentioned in Table 13.1.
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Fig. 13.5 Sintering characteristics of in-flight annealed SnOx nanoparticles with primary diam-
eters of 30, 20 and 15 nm by concurrent oxygen addition inside the tube furnace, over a range
of 100–850 ◦C (a) and a small section of temperature region in which the particles start to
reevaporate (b)

Table 13.1 Summary of optimised synthesis parameters for three different aerosol flow rates

Desired particle size (nm) Preset flow rate
1 slm 1.6 slm 2 slm
UDMA [V] TS [◦C] UDMA [V] TS [◦C] UDMA [V] TS [◦C]

10 1250 570 1350 580 1500 580
15 3000 580 4000 595 4200 600
20 5000 590 7300 605 7500 610

13.3.3 Synthesis of Monodispersed SnOx, Pd
and Ag Nanoparticles

By introducing sintering at optimised temperatures, well-defined monosized nanopar-
ticles are prepared. Figure 13.6a, b demonstrates the size distributions of size-
selected particles before and after sintering at sintering temperature (TS)600 ◦C.
The size distributions become narrower after the sintering step, as clear from
diagrams shown in Fig. 13.6a, b. This can be explained by means of doubly
charged particles which are more compacted than the singly charged ones. The
doubly charged particles are larger than the singly charged ones (second peak
appearing at 32 nm on the left and at 44 nm at the right) but they exhibit the
same electrical mobility so they were also selected by the DMA. The larger the
selected particles are, the higher the fraction of doubly charged particles. During
the sintering step, the total concentration decreases by at least 50 % due to ther-
mophoretic losses at the tube walls. The TEM images in Fig. 13.6c, d show the
as-deposited SnOx particles of diameter 15 (Fig. 13.6c) and 20 nm (Fig. 13.6d),
respectively. It is important to mention, that the in-flight sintering at high tem-
peratures 650 ◦C stabilises the SnOx against grain growth during post-deposition
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Fig. 13.6 The size distributions of SnOx nanoparticles with mean diameter of 15 nm a and 20 nm
b synthesised by in-flight sintering and oxidation, as measured online by using SMPS prior to
deposition. The geometric standard deviation is ≤1.10 for both the cases. This was also confirmed
by TEM images of 15 nm c and 20 nm d size nanoparticle samples. The corresponding diffraction
patterns and a HRTEM image of a 20 nm SnOx particle are shown as insets

annealing, resulting in thermal long-term stability [14]. The concentration generated
via this process remains nearly stable over a period of minimum 24 h.

As mentioned before, for the synthesis of Pd and Ag nanoparticles sintering and
oxidation steps are not performed. Pd nanoparticles of sizes of about 5 nm are spher-
ical and highly monosized (σg ≤ 1.05) as clear from TEM image in Fig. 13.7. How-
ever, to prepare larger (>5 nm), quasispherical metallic particles, a further sintering
step at temperatures of around 700 ◦C would be required.

13.3.4 Low Pressure Impaction (LPI)

Before the film deposition, the working behaviour of the designed LPI is examined.
The optimum distance from nozzle outlet to substrate must be found in order to gener-
ate Gaussian-shaped profiles of desired thickness. Figure 13.8a shows the simulated
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Fig. 13.7 TEM image of 5 nm
Pd particles as synthesised by
the evaporation method at
1450 ◦C

contours of the velocity magnitude profile for an orifice with diameter (dor ) of 0.5 mm
and two different nozzle to substrate distances.

Set table distances shown in Fig. 13.8a correspond to the maximum (left: DS =
11.3 mm) and to the minimum (right: DS = 1.3 mm) distance range that can be
managed by the piezo-driven positioning table. The simulations are done with help
of the computational fluid dynamics software Fluent 6.2 based on a 2D axisymmetric
model. The input data implies information about the exact geometry dimensions, the
properties of used inert gas (N2), pressure conditions inside (10 mbar) and outside
(1013 mbar) of the LPI and for calculations of particle stream trajectories (shown in
Fig. 13.8c) the appropriate characteristics of the material used (here: SnO2). Thereby,
the local particle drag force is modelled, considering a Stokes–Cunningham model
with variable local slip correction factor and Brownian diffusion. The particles are
assumed as highly diluted, having no influence on the gas stream and do not interact
with each other. Pressure inside the LPI was measured with a pressure gauge while
a rotary pump is connected to the LPI. Fluent calculates the corresponding flow
through the nozzle based on the existent pressure conditions. Dependent on dor and
thereby on the flow rate entering the LPI, a mach disc appears at certain distances
(here at 3.2 mm) which slowdown the particle stream, leading to a widening of the
deposited spot due to turbulences occurred at the mach disc. The appearing mach
disc can be clearly seen below the red region (Fig. 13.8a). At that place, the velocity
magnitudes are dragged to small velocities (∼50 m/s) indicating a drag in particle
velocity. Figure 13.8b shows simulation results for the expected deposition spot at
certain orifice to substrate distances. 98 % of the particles impact on the substrate even
at maximum distance, but the spot (>7 mm2) appears covering nearly the complete
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Fig. 13.8 a Contours of simulated gas velocity magnitudes (m/s) arising inside the LPI for the
case of maximum or minimum nozzle to substrate distances. b Simulated, standardised deposition
spot profiles based on the calculations of sampled particle trace trajectories for a constant stream
of N = 3000 particles of 20 nm at different distances with accordingly expected spot-size radius.
c Shape of N = 10 particle trajectory stream lines (assuming of only N = 10 particles for better
illustration purposes) with belonging velocity scale on the left, for the four distances depicted
in (b). Simulations are done by D. Kiesler

sensor substrate. Interestingly, at distance 6.3 mm the mach disc appears strongly,
so that the midpoint of the substrate is not penetrated by particles, which results
in a ring-shaped deposition spot (demonstrated in the inset of Fig. 13.8b). For our
case, the best working distance (DS) is 1.3 mm in which mach disc formation is not
observed, and the particles reach velocities of more than 500 m/s shortly above the
substrate. The impaction takes place at very high velocities and leads to spot sizes
smaller than 1.5 mm. The nozzle with dor of 0.5 mm permits a maximum flow rate
of 1.88 slm which is matching the synthesis setup.

13.3.5 Gas Sensor Preparation

The sensors in the present work have been prepared by directly depositing the
as-prepared monosized SnOx , SnOx :Pd, SnOx :Ag or pure Pd nanoparticles in
the gas phase using the LPI and the nano-gap sensor arrangement mentioned in
Sect. 13.2. A typical DIL-24 chip carrier with deposited SnOx (20 nm): Pd (5 nm,
3 %) mixed nanoparticle layer is shown in Fig. 13.9a. Low magnification SEM image
showing the deposited layer and the pipe wiring of the seven distinct electrode
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Fig. 13.9 a DIL-24 chip
carrier with mixed SnOx :Pd
nanoparticle layer, b low
magnification SEM image
of the deposited spot, c high
magnification SEM image
revealing the extreme layer
porosity, and d corresponding
STEM image showing the
SnOx and Pd nanoparticles
(Pd particles are pointed to by
the arrows). Reprinted with
permission from [39]

distances (Fig. 13.9b). At a higher magnification, the porous structure of the
deposited layer becomes evident (Fig. 13.9c). The corresponding STEM image
clearly shows the SnOx particles a small amount of Pd particles (3 %) dispersed over
the layer (Fig. 13.9d). The high layer porosity leads to effective diffusion of gaseous
species, resulting in enhanced interaction assisting a complete adsorption/desorption
[4, 24, 25] process, as observed in the interaction of the samples for nearly all exam-
ined gases. Further advantage of porous layers, is the lesser influence of the electrode
contact properties on the sensor resistance [26].

One goal in the sensor preparation is the control of film thickness. By permanent
online monitoring of the particle concentration (UCPC, model 3025, TSI), entering
into the deposition chamber the reached thickness of the deposited layer could be
estimated and the deposition process could be stopped when the desired height was
reached. To prove the accuracy of the applied method, multiple samples with 500 nm
estimated thickness are prepared on Si substrates under identical conditions. The
effective thickness deposited was measured subsequently by means of profilometer.
In profilometer, a stylus moves over the deposited area during the thickness mea-
surements, which may cause scratch in our samples. In order to avoid this damage, a
100 nm thick Al film was evaporated on top of complete Si substrate and afterwards
the measurements are done. To be sure that the evaporated thickness (100 nm) of
Al is correct, an interdigital finger structure was also evaporated on a clean, blank
Si substrate and afterwards also measured by the profilometer. The thickness of the
fingers was found to be ∼97 nm and thereby diverges only by 3 %. A corresponding
3D scan of a sample prepared in such a way is shown in Fig. 13.10.

The peaks appearing on the left are coming from splinter inclusions underneath
the evaporated Al layer, because the Si substrates were cut afterwards to fit into the
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Fig. 13.10 3D profile obtained from sample with estimated thickness of 500 nm and post evaporated
100 nm aluminium layer, scanned by a profilometer

Fig. 13.11 Top view of two 3D profile scans performed on two different samples, prepared under
the same conditions. The estimated layer thickness was 500 nm, whereas the measured was found
to be ∼5 % smaller (∼480 nm). The dashed lines on the left represent the location belonging to the
cross-sectional areas shown on the right

substrate holder in the evaporation chamber. The top views for two different sensors
and their cross-sectional areas are given in Fig. 13.11. It was indeed observed that
the maximum peak of the Gaussian-shaped deposition spots lies in the considered
region. The heights were measured to be around 470–480 nm, which is a deviation
of about 5 %. A very good sample to sample reproducibility was found.
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Pure Pd sensors have been prepared in a different manner as explained before.
Whereas the SnOx sensors were deposited on preassembled Si substrates (furnished
with gold electrodes and bonded onto a chip carrier), the palladium sensors were
deposited onto blank glass substrates without any electrode pattern. Pd particles with
a geometric mean mobility diameter of 15 nm and a geometric standard deviation of
σg = 1.05, synthesised in the gas phase were deposited onto the glass substrate by
use of LPI. Two Al metallic finger contacts, acting as electrodes are post-precipitated
inside an evaporation chamber. H2 sensing measurements at room temperature and
additionally at moderate elevated temperatures were also carried out [27].

13.3.6 Sensing Results on SnOx:M Mixed Nanoparticle Layers

The common working principle of a semiconductor resistive gas sensor is very
simple. In presence of oxidising gas, electrons from the semiconductor conduction
band are removed through the reduction of molecular oxygen, which leads to a for-
mation of O− species at the surface at sufficiently high temperatures. The negative
charge trapped in these oxygen species causes an upward band bending which is
equivalent in forming an electron-depleted space charge region near the surface, and
hence leading to higher resistive films compared to the flat band situation. In the
presence of a reducing gas, it underlies a chemical reaction (oxidation) because of
the O− found at the surface. The conduction band will be refilled by the released
electrons whereby the resistance decreases. A broad variety of metal oxides show
sensitivity towards different oxidising and reducing gases by means of their changes
in electrical properties. SnO2 was known as n-type semiconductor. In presence of a
reducing gas, such as propane (C3H8), butane (C4H10) or CO, the conductance of
SnO2 sensors increases [28]. The sensitivity of a gas sensor is defined traditionally
as the ratio of measured resistance in air (Ra) to that in target gas (Rg) [29]. Thus, the
n-type response is commonly defined as Ra/ Rg . For the case of decreasing conduc-
tance in presence of reducing species, the sensor signal is defined as Rg/ Ra (p-type
response).

Figure 13.12a shows a typical behaviour of the fabricated SnOx :Pd nanoparticle
layers at 400 ◦C in 103 ppm propane and dry synthetic air for three consecutive
cycles. A reproducible base line stability and resistance saturation in the presence of
the sensing gas are evident, equivalent to complete adsorption/desorption ability of
the highly porous mixed layers.

That this is not applicable for every gas species can be seen in Fig. 13.12b. Neither
the resistance in air nor that in SO2 was reproducible. It seems to be equivalent for
both loops at 100 ppm, but second time measurement reveals different results. This
can be understood in terms of a poisoning of the layer in presence of SO2. After the
contamination with SO2, the films were also inoperative towards different reducible
hydrocarbons.

From the literature it is known that the sensing characteristics of SnO2 sensors
can be improved with different modifications of the sensing layer, such as decreasing



342 A. Nedic and F. E. Kruis

Fig. 13.12 a Sensor signal (sensitivity) from a SnOx :Pd mixed layer in presence of a reducing
gas (C3H8) and measured over three consecutive cycles at 400 ◦C. The sensor signal remains
unchanged in each repeated cycle meaning no sensor drift is evident. The time point at which the
gas and respectively the dry synthetic air were inserted, are indicated by the arrows. b Measured
layer resistance at three different SO2 concentrations

the particle size [30–33], sensitisation with various types of noble metal additives
acting as catalyst and accelerating the oxidation rate of the gas on the semiconductor
surface [17, 30, 34]. It is also known that the sensing of SnOx films can be improved
when working with higher operating temperatures [35]. In the present study, the films
fabricated were prepared of different SnOx particle sizes (10–20 nm), miscellaneous
noble metal nanoparticles as mixing additives (Pd, Ag / 5 nm) and operated at elevated
temperatures (300–400 ◦C) to study their effect on the sensor signal.

13.3.6.1 Effect of Operating Temperature

The sensor characteristics were measured on SnOx :Pd mixed samples [SnOx (20 nm):
Pd (5 nm, 5 %)] placed inside a tube furnace and exposed to various gas species in
different concentrations at varying temperatures. It is to be noted that all the mixed
sensors investigated in the present study were produced on the basis of experimental
results found in [17, 30]. Hence, the concentration of noble metal additives was
fixed to 3–5 %. If not explicit mentioned, the measurements were carried out on
layers deposited on substrates as shown in Fig. 13.3 and the chosen sensor element
was that with an electrode distance of D = 300 nm.

The measured sensitivities of such samples towards butane and propane show
clearly the increasing sensing behaviour with temperature rising (Fig. 13.13a, b). It
is observed that the temperature of maximum sensing increases with increase in gas
concentration. For temperatures ≤300 ◦C, the sensor was practically not reacting at
concentrations of 10 ppm and beneath. Heating up to temperatures ≥350 ◦C leads to a
strong enhancement in its responding behaviour. Clearly, the response to butane was
much higher compared to that in propane. Still at 350 ◦C, a reaction to 10 ppm butane
takes place, whereas no changes were measured towards propane even at higher
temperatures. First changes in sensor response towards propane were noticeable with
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Fig. 13.13 Variation in sensor signal as a function of concentration for three different temperatures
with target gas butane a and propane b. Sensitivity measured towards CO2 with concentrations
ranging from 10–103 ppm at 350 ◦C and 400 ◦C c, and the corresponding resistance response at
400 ◦C obtained for two consecutive cycles d

concentrations ≥100 ppm. Another interesting observation is the response towards
CO2 shown in Fig. 13.13c, d. CO2 is known to be a difficult gas to detect with sensors
made of semiconducting materials because of their ineffective response to the highly
oxidised CO2. In contrast, the sensor in this study shows obvious markedly and
quite interesting response behaviour. Indeed, the response was very small and the
signal measured noisy but a clear tendency is evident. For 10 ppm, the sensor exhibit
p-type behaviour whereas at 103 ppm n-type response appears. At a concentration
of 100 ppm nearly no reaction was evident. This dual response behaviour provides
a capability to discriminate among high and low traces of CO2. The dual response
behaviour will be discussed in more detail in Sect. 13.3.6.6.

13.3.6.2 Effect of Particle Size and Type of Noble Metal Additive

Reducing the SnOx particle size from 20 to 10 nm leads to a strong increase in the
sensor response as shown in Fig. 13.14a, b. The sensors existing of [SnOx (20 nm):
Pd (5 nm, 5 %)] and [SnOx (10 nm): Pd (5 nm, 5 %)] were investigated towards
butane and propane at operating temperatures about 350–400 ◦C. In general, it can
be seen that the sensitivities are enhanced through the size reduction even at reduced
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Fig. 13.14 Sensing characteristics obtained from SnOx :Pd mixed sensors in butane a and propane
b ambient at 350–400 ◦C. The SnOx particle size varies from 10–20 nm, whereas the Pd particle
size was fixed (5 nm, 5 %). The layer thickness is estimated to be 1 µm

temperatures. The sensor with SnOx (10 nm) for instance yields higher sensitivities
at 350 ◦C compared to that measured for SnOx (20 nm) at 400 ◦C in case of butane
as target gas, increasing the concentration from 10–103 ppm. Same trend could be
observed in propane ambient although an appreciable increase takes place at higher
gas concentrations. In case of 10 ppm of propane and an operating temperature of
400 ◦C, the sensitivity change of the sensor made of 10 nm particles compared to
that consisting of 20 nm sized particles is about 5 % (butane: 29 %). The sensors
in this study show a higher response towards butane among all gas concentrations,
compared to that measured for propane. Increasing the temperature from 350 up to
400 ◦C and a decrease in particle size from 20–10 nm leads to a maximum sensing
enhancement for butane and propane varying the concentration from 10–103 ppm.

The decrease in particle size offers a larger effective surface area, and hence a
higher generation rate of O− species at the surface. Consequently, the change in
resistance increases, leading to enhanced sensitivities. The sensors prepared show a
higher sensitivity towards butane with respect to that of propane.

The response and recovery times were also determined. The response time gives
the required period for a sensor to respond to the target gas. It is defined as the time
needed to reach 90 % (τ90) of the saturated signal for a given concentration. On the
other hand, the recovery time represents the time for the signal to fall below 10 % (τ10)

of the value measured without gas. One of the main requirements of a “good” sensor is
to respond quickly to any change in an environment and to recover immediately. The
found response and recovery times for the sensors above are given in Fig. 13.15a–d.
It can be seen that with the rise in temperature the response times in both the sizes
decreases. In case of 10 ppm butane, on reducing the size of nanoparticles from
20 to 10 nm, the response time reduces from 146 to 51 s. Similarly, for both sizes
response time is observed to reduce on increasing temperature. The response time
for 10 ppm butane decreases by 44 and 28 s in case of nanoparticles of sizes 10
and 20 nm, respectively. With identical operating temperature, on increasing the gas
concentration from 10–103 ppm, the difference between response time decreases for
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Fig. 13.15 Response and recovery times measured for sensors consisting of SnOx (20 nm) (dashed
lines) and SnOx (10 nm) (solid lines) particles at different operating temperatures in butane a, b
and propane c, d diluted ambient

20 and 10 nm size particles. An almost similar trend of reduction in the difference
between response times has been observed on increasing the operating temperature
for both the sizes with increasing gas concentration.

The recovery time of sensors decreases with the reduction in size of the nanopar-
ticles and with the increase in the operating temperature. The sensors made of 10
and 20 nm sized particles, recovery times reduce by 78 and 51 s, respectively, with
increase in temperature from 350–400 ◦C for 10 ppm butane. As the decrease in the
recovery time is more than the decrease in response time, therefore, the sensors show
better improvement in recovery time in comparison to response time. On utilising
propane as a target gas, similar behaviour in response time for both 20 and 10 nm size
particles has been observed as becomes clear from Fig. 13.15c. The only observed
difference between butane and propane is the time scale of the response time, which
is higher in case of propane. This pronounced difference is due higher sensitivity
of butane towards the sensor as mentioned in Fig. 13.14. For propane, sensing the
recovery time does not show any systematic trend. Only the difference in recov-
ery times for sensors of 10 and 20 nm sized particles increases with the increase
in propane concentration for both the operating temperatures 350 and 400 ◦C.
A small increase in recovery time is observed for 20 nm sized sensor, which is oper-
ating at temperature 350 ◦C, on increasing propane concentration from 10–103 ppm.
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Fig. 13.16 Sensing response signal as a function of propane concentration for SnOx samples mixed
with Pd and Ag nanoparticles, respectively, measured at 400 ◦C a. Belonging response (solid line)
and recovery (dashed line) times b

Similar sensor operating at 400 ◦C first shows a small increase in recovery time up
to 100 ppm propane concentration, after that relatively large increase in recovery
time is observed. For sensor made of 10 nm-sized particles recovery time follows
opposite trend when operated at 350 and 400 ◦C. Recovery time increases in case
of operating temperature of 350 ◦C, whereas decreases for 400 ◦C with the increase
in propane concentration. For the present study, sensor made of 10 nm size particles
operating at 400 ◦C is the optimum condition for sensing behaviour of 10 ppm tar-
get gas. Therefore, the sensing properties of the mentioned sensor towards butane
and propane are compared. The sensor shows faster response and recovery towards
butane in comparison to propane. The response and recovery times for butane are 51
and 54 s, respectively, whereas for propane these times are 156 and 186 s,respectively.
Interestingly, small difference is observed between response and recovery times for
both the gases, especially in case of butane which is about 3 s.

Different noble metal additives (Pd, Ag) in nanoparticle form were added to the
SnOx layers by homogeneous mixing in the synthesis route. The dependency of
the sensing performance affected by the type of noble metal additive was investi-
gated. Samples consisting of 20 nm SnOx particles with homogeneously dispersed
5 nm Pd or Ag particles and a layer thickness of 500 nm. The concentration of Pd or
Ag nanoparticles is about 5 % by number concentration. Figure 13.16a compares
the two different sensor signals obtained at an operating temperature of 400 ◦C
for propane concentrations in a range from 10–103 ppm. The obtained response
and recovery times are shown in Fig. 13.16b. It is important to note that the differ-
ence in sensitivities measured on sample SnOx (20 nm): Pd (5 nm/5 %) depicted in
Fig. 13.14 to the Pd dispersed sensor here can be explained due to the different layer
thicknesses.

In case of SnOx :Pd mixed nanoparticle sensor, the sensing response towards
propane at 400 ◦C is improved for all the concentrations compared to that of
SnOx :Ag mixed nanoparticle sensor. The improvement is increased with increasing
propane concentration. Clearly, the response times in both the cases are decreased
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Fig. 13.17 Sensor response
at 400 ◦C and a butane con-
centration of 103 ppm in dry
synthetic air measured over
a period of 1 year. The sen-
sors investigated are prepared
of SnOx nanoparticle lay-
ers homogeneously mixed
with Pd nanoparticles (5 nm,
5 %). The sizes of the SnOx
nanoparticles are 10 and 20 nm

with increase in propane concentration, whereby the response time for sensor
dispersed with Pd nanoparticles is decreased compared to that of the sensor dis-
persed with Ag nanoparticles. The recovery time for the sensor dispersed with Pd
nanoparticles is enhanced towards propane concentrations higher of about 30 ppm
compared to that of Ag dispersed particles. At concentrations <30 ppm, the recovery
time of the sensor dispersed with Ag nanoparticles decreases more than in case of
Pd dispersed sensor. In both the cases, the recovery time reaches a maximum for a
propane concentration of 100 ppm. The maximum recovery times are found to be
437 s in case of Ag and 376 s in case of Pd. In conclusion, for propane concentra-
tions <30 ppm better recovery times are achieved mixing the sensing layer with Ag
nanoparticles. With rise in propane concentration, Pd nanoparticles become more
effective.

13.3.6.3 Long-Term Stability

Repeatable and reproducible response is one of the most important requirements
for a gas sensor. The fabricated sensors in this study are stable over a long period
towards butane as shown in Fig. 13.17. The SnOx (10 nm): Pd (5 nm/ 5 %) sensor and
the SnOx (10 nm): Pd (5 nm/ 5 %) sensor shows a sensitivity drift of 3.5 % and 4.9 %,
respectively, over a period of 1 year. Every point represents a single measure made
under same environmental conditions.

First, the measuring cell was heated up to 400 ◦C and flooded with synthetic
air for 1 hour to obtain an initial resistance state of the film. After that, butane in
a concentration of 103 ppm was inserted till the resistance value no further shows
markedly changes. The ratio of both values provides the sensitivity outlined above.
In effect, the drift of the resistance is much higher because the measured resistance in
synthetic air was each time different and varies over a few tens to k� but the change
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Fig. 13.18 Sensor response of sample S2 to dilute butane a and propane b, respectively, measured
at 400 ◦C and different electrode gap sizes

in resistance differed apparently in the same manner so that at least the sensitivity
drift becomes marginal.

13.3.6.4 Influence of Electrode Distance on the Layer Sensitivity

As in semiconductor gas sensors the electrical resistance of the sensing layer between
the metallic electrodes is measured, it is interesting to observe what happens with
the layer resistance and thereby with the sensitivity of the sensor, when the gap size
between the electrodes is decreased down to a nanometer level. The effect of gap size
on sensing properties to dilute (10–103 ppm) butane and propane was investigated
at 400 ◦C. The sensor (denoted as S2) is made of a SnOx :Pd mixed nanoparticle
layer of 500 nm thickness [SnOx (20 nm): Pd (5 nm/ 5 %)]. A “nano-gap” effect has
been found as clearly shown in the measured sensor sensitivities towards butane and
propane as depicted in Fig. 13.18a, b.

Propane shows less sensitivity at concentrations below 100 ppm, therefore,
concentrations above 100 ppm are selected for investigation. In both the cases sensi-
tivity tends to increase with decreasing gap sizes. In case of 103 ppm of butane, the
sensitivity is increased from 1.7 to 13.7 in decreasing the electrode gap size from
3 µm to 60 nm. The sensitivity increases by almost 700 %. Even at a concentration
of 10 ppm of butane, the sensitivity is enhanced by almost 200 %. This shows that
increase in gas concentration leads to stronger enhancement in sensitivity for both
the cases. In case of propane, the maximum sensitivity is measured for the electrode
distance of 60 nm at 103 ppm. This sensitivity (1.87) is almost 12 % higher compared
to that measured in 1000 ppm of propane at the distance of 3 µm. As propane is less
reactive with the film, the enhancement in sensitivity is smaller compared to that in
butane, as expected. A reason for the increase in sensitivity could be the decreased
number of particles deposited inside the gap between the electrodes, which leads to
a decrease in the number of grain boundaries resulting in a decrease in measured
layer resistance. The sensor response can be divided into two different parts, one at
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Fig. 13.19 Sensitivities upon exposure to dilute propane of sensors S9 a and S10 b at 400 ◦C and
different electrode distances as a function of propane concentration

oxide–electrode interface (Si ) and the other at oxide–grain boundary (Sgb). As the
response at the grain boundary is more pronounced compared to the oxide–electrode
interface response, the Sgb/ Si ratio was found to be responsible for the gap effect [3].

13.3.6.5 Sensor to Sensor Reproducibility

The ability of producing almost equivalent sensing layers with sufficient accuracy
was shown before in Sect. 13.3.5, but what about the sensor response obtained from
sensors, manufactured under completely same conditions and parameters. To clar-
ify this question, two different sensors consisting of SnOx :Pd mixed layers [SnOx

(20 nm): Pd (5 nm/ 5 %)] and a thickness of 500 nm are prepared under same condi-
tions (denoted as S9 and S10). Sensing response measurements to dilute propane at
different electrode distances and 400 ◦C operating temperature are carried out. The
observed sensor signals are given in Figs. 13.19a, b. Both the sensors show that an
increase in propane concentration and decrease in electrode distance increases the
sensitivity. For the distances of 10 µm and 100 nm, the enhancement in sensitivity
remains almost constant, independent of the gas concentration.

However, a difference in sensitivity with increase of the propane concentration is
observed at the distance of 60 nm for both the sensors. A great difference is observed
in the measured sensitivity values on comparing the results for S9 and S10. For
instance, the sensor signal in case of S9 at a concentration of 2000 ppm of propane
and a distance of 60 nm is about 5.4, whereas in case of S10 sensitivity of 3.85 was
observed. Switching from distance 10µm to that of 60 nm at 500 ppm propane, an
increase in sensor response to about 82 % was observed in case of S9 while S10 shows
an increase of only 10 %. From this one can conclude that the control in depositing
the films is not enough to achieve sensors with identical sensitivity values under
equal conditions, but is sufficient to be able to recognise trends in sensor behaviour
when changing processing conditions, as shown in the preceding sections. A more
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reliable deposition process seems to be required when industrial grade sensors which
do not require individual calibration have to be produced.

13.3.6.6 Dual Conductance Response of SnOx:Pd Mixed Layers
Towards CO and Ethanol

The sensing behaviour of SnOx :Pd mixed nanoparticle layers towards different CO
and ethanol ambient (10 ppb–103 ppm) in dry synthetic air and temperatures ranging
from 250–400 ◦C has been examined in detail. In the mixed layers, the Pd nanoparticle
size (Dm = 5–15nm) and number concentration (0–3 %) have been varied keeping
the SnOx nanoparticle size constant at Dm = 20nm. The variation in sensor signal,
as a function of operating temperature dilute in different CO concentrations (10 ppb–
103 ppm) for three different composed samples is shown in Fig. 13.20a–c. Sample
SP0 consists only of monodispersed SnOx nanoparticles, whereas in samples SP5 and
SP15, Pd particles in a concentration of 3 % and sizes of 5 nm and 15 nm, respectively,
were homogeneously mixed with the SnOx (20 nm) nanoparticles before deposition.
Clearly, SP5 exhibits enhanced sensitivity as compared to SP15 due to its reduced Pd
nanoparticle size. It is observed that the temperature of maximum sensing decreases,
increasing the CO concentration for both the samples with added Pd nanoparticles.
For 10 ppb CO, maximum sensitivity is obtained at 623K, whereas for 103 ppm a
maximum is obtained at 523K. Nevertheless, the temperature of maximum sensitivity
is always smaller in the mixed nanoparticle samples as compared to the sample
without Pd (SP0), at all concentrations. Further, a decrease in the sensitivity of the
Pd loaded samples can be observed, with increasing CO concentrations. In case of
SP5, the sensor response decreases from 6.5 to 3 with increase in CO concentration
from 10 ppb up to 103 ppm. At low CO concentrations, the reaction rate is controlled
by CO adsorption, whereas at higher concentrations it is controlled by dissociative
oxygen adsorption, which is significantly detained by the CO adsorption, leading to
lower reactions at high CO concentrations.

Figure 13.20d shows a comparison of the lowest detected CO concentration
reported in the literature and the belonging sensitivities, with those found in this
study. A lowering of the detectable concentration towards CO as well as a sub-
stantial increase in sensitivity is observed in sample SP5. Figure 13.20e shows the
measured response of sample SP5 at 623K in 1 ppm ethanol/CO and synthetic air
for four consecutive cycles. Whereas in CO the normalised conductance (Ra/Rg)

decreases (p-type response), in ethanol it increases (n-type response). It was expected
that in both the cases n-type response should appear, both gas species being reducing
ones. Interestingly, a dual inductance response could be observed. At temperatures
≥573K Pd oxidation is possible in oxygen [37]. Pd particles ≤10 nm show incom-
plete oxidation with interface oxide, required for the ion transport from the particle
boundary along the metal–oxide interface. As the samples in this study were initially
annealed in synthetic air, the presence of surface or interface PdO could be possi-
ble. Therefore, detailed XPS studies have been carried out on samples SP0, SP15
directly after pretreatment in synthetic air, followed by CO or ethanol (100 ppm)
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Fig. 13.20 Variation in the sensor signal as a function of temperature and CO concentration in
dry air for SnOx nanoparticle sample a SP0 and SnOx :Pd mixed nanoparticle samples b SP5 and
c SP15. d Comparison of the lowest detected CO concentrations (in dry synthetic air) reported in
the literature and the corresponding sensor signal. e Variation of sensor signal for sample SP5 as a
function of exposure time in four cycles in 1 ppm of ethanol (dotted curve)/CO (solid curve) and
synthetic air (air) at 623K. Reprinted with permission from [39]

exposure at 623K for 30 min. In Fig. 13.21, the normalised Pd 3d core level spectra for
SP15, pretreated in synthetic air (Fig. 13.21a) and after exposure to CO (Fig. 13.21b)
are shown. The sample pretreated in synthetic air reveals mainly PdO (336.6eV,
dashed line) and in a small contribution of Pd (335.4eV, solid line). Upon exposure
to CO, only a Pd contribution is observed. The interfacial/surface PdO formed upon
exposure to synthetic air is continuously consumed and reformed upon CO exposure
(Mars van Krevelen mechanism). In situ time resolved infrared reflection absorp-
tion spectroscopy measurements on SP15 reveal a shift in the Fermi level towards
the valence band edge upon CO exposure (i), whereas an opposite directed shift
is observed upon exposure to ethanol (ii). These shifts correspond to an increase
(i) and decrease (ii) in work function [38] resulting in an increase or rather decrease
in surface resistance accordingly to the p-type response in CO and n-type response
in ethanol. More details can be found elsewhere [39, 40].
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Fig. 13.21 Normalised Pd 3d
core level spectra of sample
SP15, pretreated in a synthetic
air and after exposure to b CO
(100 ppm in synthetic air). The
vertical solid lines correspond
to the binding energy positions
for metallic Pd and the dotted
lines to that of PdO. Reprinted
with permission from [39]

13.3.7 Pure Pd-Nanoparticle Layers for Concentration
Specific H2 Sensing at Room Temperature

Monosized, quasispherical and monocrystalline Pd nanoparticles with geometric
mean diameter of 15 nm and a geometric standard deviation of σg = 1.05 (obtained
from TEM results) were synthesises and deposited on glass substrates with a thick-
ness of about 100 nm by means of LPI. The sensing response of such a Pd layer
towards hydrogen has been studied as a function of H2 concentration and operating
temperature. Two types of sensing response are observed as shown in Fig. 13.22a, b.
In Fig. 13.22a, insertion of hydrogen in a concentration of 5 % leads to a sharply
increase in layer resistance followed by an abruptly decrease and subsequently
saturation, whereas in Fig. 13.22b the normally in gas sensing observed saturated
response with increase in resistance appears for a hydrogen concentration of 0.5 %.
Both the sensing behaviours are stable and reproducible over several hydrogen
incorporation cycles at room temperature. Figure 13.22c, d shows the different steps
in both types of behaviour. The resistance increase between the points a and b is
due to an electronic effect (EE) and the resistance decrease in between points b and
c is due to a geometric effect (GE) caused by lattice expansion when the hydride
is formed. The absence of GE for H2 concentrations of 0.5 % leads to the saturated
response behaviour. Adsorption of hydrogen on the Pd surface leads to a dissociation
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Fig. 13.22 Sensing response of Pd nanoparticle layers at 5 % of hydrogen concentration (a and c)
and 0.5 % (b and d), respectively, both measured at room temperature. The solid lines represent
the H2 “on”, whereas the dashed lines represent the H2 “off” state. Sensitivity is defined as the
percentage change in resistance [(R f – Ri ) x 100/Ri ] in which i = a and f = b for EE and
i = b and f = c for GE, as depicted in c and d, respectively. Reprinted with permission from
M. Khanuja, S. Kala, B.R. Mehta and F.E. Kruis, Concentration-specific hydrogen sensing behaviour
in monosized Pd nanoparticle layers, Nanotechnology 20 (2009), p. 015502 (7pp.), Copyright
[2009], Institute of Physics Publishing Ltd

of molecular to atomic hydrogen followed by incorporation of the atomic hydrogen
at the Pd surface [41]. This very fast effect requires smallest traces of H at the Pd
surface. A decrease in electron mobility leads to a resistance increase, which is equiv-
alent to the pronounced EE. Incorporating of higher H concentrations leads to the
formation of PdH, leading to an increase in lattice constant of Pd by about 6 % [41].
As the thermally activated hopping across the interparticle barrier is the dominant
electron transport mechanism [42], the PdH formation decreases this barrier due to
the interparticular gap reduction and therefore leads to a decrease in resistance. This
effect is understood as GE. The EE will occur first and GE will follow if enough H
was offered. If GE is present it will always succeed the EE.
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Fig. 13.23 Sensing response at a room temperature and b 80 ◦C for H2 concentrations ranging
from 5–0.25 %. Solid and dotted lines show the H2 “on” and “off” states, respectively. Reprinted
with permission from M. Khanuja, S. Kala, B.R. Mehta and F.E. Kruis, Concentration-specific
hydrogen sensing behaviour in monosized Pd nanoparticle layers, Nanotechnology 20 (2009),
p. 015502 (7pp.), Copyright [2009], Institute of Physics Publishing Ltd

The sensing behaviour measured at different H2 concentrations operated at tem-
peratures of 20 [(room temperature) (Fig. 13.23a)] and 80 ◦C (Fig. 13.23b) are shown
in Fig. 13.23.

At 20 ◦C and H2 concentration ≥ 2.5 %, pulsed response is observed, whereas for
concentration ≤2 % saturated response can be found. At 80 ◦C the pulsed response
vanishes completely. At all H2 concentrations (0.25–5 %) saturated response is
observed. By this, it is evident that H2 concentrations ≤2 % are insufficient to cause
dimensional nanoparticle changes required for GE. The sensitivity and response time
due to GE is found to be larger in comparison to EE at all H2 concentrations. A more
detailed report can be found in [27].
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Chapter 14
III/V Nanowires for Electronic
and Optoelectronic Applications

Christoph Gutsche, Ingo Regolin, Andrey Lysov, Kai Blekker,
Quoc-Thai Do, Werner Prost and Franz-Josef Tegude

Abstract III/V semiconductor nanowires are grown by the vapour–liquid solid
growth mode from Au seed particles in an industrial type metal–organic vapour
phase epitaxial apparatus. For electronic applications InAs nanowires with very high
electron were developed on InAs (111), InAs (100), and GaAs (111) substrates. The
wires were deposited on insulating host substrate for metal–insulator–semiconductor
FET fabrication. Their excellent DC and RF performance are presented. For optoelec-
tronic applications the focus is on selective n- and p-type doping. GaAs nanowires
with an axial p–n junction are presented. Pronounced electroluminescence at room
temperature reveals the quality of the fabricated device. Moreover, spatially resolved
photocurrent microscopy shows that optical generation of carriers took place only in
the vicinity of the p–n junction. A solar conversion efficiency of 9 % was obtained.
In summary, III/V semiconductor nanowires are emerged to high performance and
versatile nanoscaled building blocks for both electronic and optoelectronic applica-
tions.

14.1 Introduction

Nanoparticles give access to the high volume exploitation of the nanoscale.
They offer a wide variety of materials with a precise size control at very low
cost. One powerful application of nanoparticles is their use for the fabrication of
nanoscaled structures and devices. A very promising example is growth of crystalline
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semiconductor needles based on nanoparticle seeds defining the diameter of the nee-
dle in the nm range. These structures are widely named nanowires.

Nanowires are extremely fast epitaxially growing nanostructures with an almost
perfect crystal structure (cf. Sect. 14.2). Their diameter range is starting at a few
nanometers and may go up to some micrometer; their length can easily extend from
tens up to hundreds of microns. The growing surface of nanowires, the diameter of the
nanowire is that small that even a very large lattice mismatch to the growth substrate
can be accommodated within the first atomic layers of the growing nanowire [1].
Therefore, new material combinations with huge lattice mismatch becomes feasible
and open up new applications. This aspect is very important for the use of III/V
semiconductors which are uniquely suited for:

(1) high carrier mobility electronic devices
(2) efficient transformation, both from electrical current-to-light and vice versa.

Based on the nanowire approach, the high carrier mobility semiconductor InAs
can be grown or deposited on any substrate including Silicon. A field-effect transistor
using an InAs nanowire as a channel hold the promise to overcome some of the most
stringent limitations due to the more than ten-fold higher carrier mobility compared
to Silicon CMOS (cf. Sect. 14.3).

The light/current conversion efficiency and the high material consumption of
expensive materials are the limiting factors for room lighting and solar cell
applications. Nanowires with an extreme surface-to-volume ratio are very promising
candidates to provide high electrical/optical output power with reasonable conver-
sion efficiency but at record low material consumption and weight. In Chap. 3, the
doping of nanowires is presented as a difficult but absolutely necessary prerequisite
for light-to-current conversion. In addition spatially resolved photoluminescence and
electroluminescence data give detailed insights in high power, low volume conver-
sion of current, and light.

14.2 Growth of III/V Nanowires

The growth of nanowires started back in the 1950s based on metallic particle seeded
mercury [2] and moved forward to epitaxial semiconductor silicon needles in the
1960s. Thereby, Wagner and Ellis [3] initiated the vapour–liquid–solid (VLS) growth
mode and the corresponding model was substantially pushed forward by Givargisov
[4] in 1975. The device oriented growth of III/V semiconductor nanowires in a
commercial metal–organic vapour-phase epitaxy apparatus (MOVPE) was started
by Hiruma and coworkers in the 1990s [5]. The current nanowire research was
stimulated by the results from Liebers group around 2000 [6]. Since then basically,
all types of modern III/V growth apparatus like molecular beam epitaxy [7], chemical
beam epitaxy [8], and MOVPE [5] have been adopted for nanowire growth. Besides
the VLS mechanism used here, there are other methods like the vapour–solid–solid,
the oxide-assisted, as well as the selective area growth.

http://dx.doi.org/10.1007/978-3-642-28546-2_3
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14.2.1 Vapour–Liquid–Solid Growth

The initial element for the VLS mechanism for nanowire growth is a metallic seed
nanoparticle. This work is restricted to the widely used gold (Au) seeds. The Au
nanoparticle can be fabricated by various means such as:

(1) aerosol deposition of monodisperse nanoparticles,
(2) deposition of a thin Au-film with subsequent annealing,
(3) deposition of colloidal Au nanoparticles,
(4) lithography such as electron beam lithography, stamp lithography, and various

kinds of templates.

The choice of the method shall be made according to the application in mind.
The more control and flexibility about size, density, and position are needed, the
higher are the efforts; i.e., electron beam lithography gives the ultimate control and
flexibility at the highest effort level while the annealing of a thin Au-film results
in dense, but polydisperse Au nanoparticles basically without any size and position
control but lowest efforts and costs. Within the range of detection limits no impact of
the various methods was found on the crystalline quality or the purity of the nanowire
material.

Prior to growth the Au seed nanoparticle has been deposited on a crystalline sub-
strate that defines the crystal of the nanowire. In Fig. 14.1, the principles of GaAs
nanowire growth are depicted. A (111)B oriented GaAs substrate is selected for
orthogonal grown free standing GaAs wires because the nanowires favor to grow
in (111)B direction. Prior to growth the Au seed particle on the GaAs substrate is
annealed TA ∼= 600–650 ◦C at in order to achieve an Au/Ga alloy due to solid diffu-
sion from Ga atoms from the substrate into the seed particle. Next the temperature is
ramped down to the growth temperature of about T = TG ≈ 400 ◦C down to 450 ◦C.
At temperatures below 491 ◦C, the solvable amount of Ga in the seed particle is lim-
ited as depicted in the simplified phase diagram of Fig. 14.1b. Ga-adatoms reaching
the Au-seed will result in a supersaturation such that Ga will fall out into the solid
phase. This effect results in the growth of the nanowire underneath the Au-seed.

Ga adatoms hitting the substrate surface in the vincinity of the Au-seed within the
surface diffusion length may reach the Au-seed, too. This way a much higher growth
rate can be obtained in comparison to standard layer growth conditions. The model in
Fig. 14.1 describes the route of the Ga-adatoms. The path of the arsenic is subject of
current discussion. An excess availability of As at the growing interface is assumed
that, however, does not diffuse through the Au-seed particle but gets incorporated
via diffusion along the liquid–solid interface underneath the seed droplet. Givargizov
[4] described the growth process by the following four main steps (cf Fig. 14.1a):
mass transport in the gas phase (1), chemical reaction at the interface (2), diffusion
in the liquid phase (3), and incorporation in the solid crystal (4). Today’s models
[9, 10] consider also the absorption on the whole sample surface (5), as well diffusion
processes along the facets towards the nanowire top (6). The possibility of additional
layer growth on the side facets (7) as well as on the substrate surface (8) is also
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Fig. 14.1 Principal description of Vapour–Liquid–Solid growth of a GaAs nanowire based on a
Au seed nanoparticle. a surface adhesion and mobility of Ga-adatoms for GaAs nanowire growth,
and b simplified Au–Ga phase diagram

included. The tapered nanowire foot and the typical neck regions are formed during
temperature reduction. During cool down, the solubility in the Au particle decreases,
resulting in shrinking of the droplet size and therefore a smaller foot and/or nanowire
diameter.

The creation of axial heterojunctions in III/V nanowires can be realized gener-
ally in two different ways, changing the group III or group V element. The change
of the group III element, which is definitely stored in the Au droplet, prevents the
creation of atomically abrupt heterojunctions. A group V change in general leads to
sharp junctions, demonstrated by published results on GaAs/GaP [11], as well as on
InAs/InP [12] heterojunctions. Besides, axial material changes it is also possible to
create radial (core–shell) nanowire heterojunctions, with the defined combination of
both, VLS and conventional growth [13]. After successful nanowire growth in the
VLS mode, the conditions have to be switched to conventional growth, enabling the
formation of defined shells around the pre-grown nanowire structures. It should be
kept into account that the growth on different facets with their different orientations
can lead to inhomogeneous growth results. In addition, the lattice mismatch can be
neglected no more due to the enlarged interface area compared to axial heterojunc-
tions.

The controlled doping of nanowires is a substantial challenge. Up to now it is
not clear how dopants are incorporated into the nanowire structure during VLS
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growth. Depending on the dopant species the atoms could be incorporated through the
seed particle, via diffusion through the nanowire sidewalls or along the liquid–solid
interface underneath the seed particle. In addition, the determination of the doping
concentration is a difficult task. Conventional methods like van der Pauw Hall can-
not be transferred to nanowire structures. Up to now there are only few publications
describing controlled doping of different III/V nanowires [14–16]. Moreover, an
apparent n- or p-conduction may also be generated by unintended core–shell struc-
tures, whereas the conductivity is only provided by grown shell.

Growth experiments for this work were carried out on (111)B GaAs or (001) InAs
substrates at a total pressure of 50 mbar in a MOVPE apparatus (AIX200 RF) with a
fully non-gaseous source configuration [17]. The total gas flow of 3.4 l/min was pro-
vided by N2 as the main carrier gas, while H2 was used for the precursors. Trimethyl
gallium (TMGa), Trimethyl indium (TMIn), and tertiary butyl arsine (TBAs) are
used as precursors. The investigated doping sources for p-type doping are diethyl
zinc (DEZn), or carbon tetra bromide (CBr4), and for n-type tetraethyl tin (TESn)
or ditertiarybutyl silane (DitBuSi).

14.2.2 InAs

InAs is a low band gap material (0.35 eV) with a high mobility for electrons. Because
of the low band gap, the intrinsic carrier concentration of InAs is nearly nine orders of
magnitude higher compared to GaAs for example, leading to a much lower electrical
resistance [18]. Furthermore, the Fermi level at the InAs surface is pinned in the
conductance band leading to an accumulation of electrons at the surface, enabling a
high conductivity in the smallest wires. Therefore, InAs is a very promising candidate
for low voltage, low power, and high speed electronic devices (cf. Sect. 14.3).

Prior to growth, commercial colloidal Au nanoparticles are deposited on the InAs
(001) substrate as seed particles. The Au nanoparticles are monodisperse with a
small size distribution. In our experiments, nanoparticles of 30–100 nm diameter
were used. The InAs surface is hydrophobic which substantially reduces their adhe-
sion. Therefore, no wafer spinning but a hot plate was used in order to dry the surface.
Unfortunately, the hot plate process results in a more inhomogeneous distribution of
nanoparticles compared to the spinning. After loading into the low pressure MOVPE
system, the samples were annealed at 620 ◦C in order to form Au–In composite
nanoparticles. The annealing was carried out under TBAs flow to prevent InAs sub-
strate surface decomposition. After annealing, the temperature was ramped down to
a growth temperature of 480 ◦C ≤ Tg ≤ 400 ◦C. TMIn was used as group III precur-
sor and TBAs for group V at a constant V/III ratio of six. The nanowire diameter is
equal to the monodisperse nanoparticle size which may be selected in a wide range.
Sometimes, seed particles may partially merge with each other during the annealing
step giving rise for higher diameter seeds and nanowires. In the following, the VLS
growth mode in a low pressure MOVPE is described in more detail as a common
example of InAs nanowires growth.
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At a growth temperature of 480 ◦C, the decomposition of TMIn is still quite effec-
tive and results in an additional conventional epitaxial layer growth on the substrate
and on the side walls resulting in tapered nanowires. If the growth temperature is
reduced to 400 ◦C the tapering effect is suppressed. VLS growth is generally pre-
ferred in (111)B directions such that a (111)B oriented substrate is needed for per-
pendicular growth. As an exception on InAs (001) substrate both perpendicular and
a tilted growth is observed. The maximum growth rate of 1.3 µm/min is achieved at
TG = 420 ◦C. At the typical growth temperature for devices (TG = 400 ◦C) the rate is
reduced to 0.8 µm/min which is still about 40 times higher than in conventional layer
growth without any degradation of the crystal. The carrier mobility in unintention-
ally doped n-type InAs nanowires exceeds 10,000 cm2/Vs [19]. Under the presented
conditions the growth under DiTBuSi supply as a possible n-type dopant has shown
no impact on transport data.

The crystalline quality of the InAs nanowires is investigated by transmission scan-
ning electron microscopy [20]. A bright-field image of an individual InAs nanowire
and its corresponding electron diffraction pattern and HRTEM micrograph are shown
in Fig. 14.2a–c, representing tens of these observed (001) oriented InAs nanowires.
The identified (1-10) zone axis and these sharp diffraction spots indicate the
cubic zinc blende structure of the NWs and their high crystalline nature, respec-
tively. By checking the image contrast, diffraction patterns, and HRTEM micro-
graphs of different parts of the entire nanowire, it is confirmed that the nanowire
is stacking-faults-free and (111)-twinning-free. The highly defect-free state of the
InAs NWs is of particular importance for exploiting fabrication of nanosized elec-
tronic devices. More detailed investigations on InAs nanowire growth can be found
elsewhere [21, 22].

14.2.3 GaAs

14.2.3.1 p-Type Doping

A sufficiently high doping of nanowires at the relatively low growth temperatures
(∼400 ◦C) turns out to be a difficult task. In this chapter, we will report on controlled
p-type doping of GaAs nanowires using DEZn as precursor. In all experiments,
the initial growth starts with a nominally undoped nanowire stump at 450 ◦C for
better nucleation process. The DEZn dopant to TMGa (II/III ratio) was varied in the
range 0.0008 ≤ II/III ≤ 0.008 while the V/III ratio was kept constant at 2.5. Since
the nanowires were grown untapered, we can exclude the formation of an additive
shell around the VLS grown nanowire. Using a transport model which includes
a space charge depletion region at the wire surface, the carrier concentration of
doped GaAs:Zn wires could be determined in a wide conductivity range. As growth
seeds both, monodisperse and polydisperse Au nanoparticles were deposited prior
to growth. Monodisperse nanoparticles with a diameter of 150 nm were taken from a
colloidal solution. Polydisperse nanoparticles were produced by annealing of a thin
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Fig. 14.2 InAs nanowire grown on an InAs (001) substrate: a A low magnification bright-field TEM
micrograph of a perpendicular grown nanowire, b high resolution image at the InAs/Au interface,
c electron diffraction pattern [20]

evaporated Au layer of nominally 2.5 nm thickness. The anneal step was carried out
at 600 ◦C for 10 min under group V overpressure and results in nanoparticles with
diameters from 30 nm to some 100 nm. First, an undoped nanowire stump is grown
for 3 min at a growth temperature of 450 ◦C. Next, the growth temperature is reduced
to 400 ◦C which suppresses the conventional layer growth on the side facets [23]
leading to a very high aspect ratio up to gr,V L S/gr,V S > 1,000 for the upper DEZn
doped part of the wire.

Figure 14.3a–d shows scanning electron microscopy micrographs of GaAs
nanowires. The wire given in (a) is grown from a colloidal Au seed nanoparticle
with 150 nm diameter and is non-intentionally doped. This sample is used as a ref-
erence. Nanowires grown from polydisperse seed particles, formed by annealing of
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Fig. 14.3 Scanning electron micrographs of GaAs nanowires grown on GaAs (111)B substrate at
400 ◦C with an initial stump grown at 450 ◦C a from colloidal Au nanoparticles with 75 nm radius
and b grown with a II/III ratio of 0.002 from polydisperse seed particles formed by annealing of a
2.5 nm Au layer [24]. c, d The impact of increased DEZn supply on nanowire morphology [25]

a 2.5 nm thick Au layer, are depicted in Fig. 14.3b. This approach provides a wide
range of wire diameters. In the first series of experiments we studied the effect of
DEZn flow on the properties of the nanowire. We observed good structural properties
up to a II/III ratio of 0.004 while at higher II/III ratio wire kinking (Fig. 14.3c) and at
even higher (II/III = 0.067) a seed splitting was observed (Fig. 14.3d) [24, 25]. The
number of structural defects increased with wire radius and II/III ratio, respectively.
However, below a II/III ratio of 0.004, nanowires up to 350 nm show no kinking
effects, and are therefore best suited for further investigations. Most of the wires
grown at II/III = 0.008 show kinking effects, enabling an only limited analysis.

For electrical measurements, the nanowires were scratched off the growth sub-
strate and transferred to a carrier. The carrier consists of a semi-insulating GaAs
substrate which was covered with 300 nm silicon nitride (SiNx ) for improved iso-
lation. The ohmic contacts were formed by evaporation of Pt (5 nm)/Ti (10 nm)/Pt
(10 nm)/Au (400 nm). All patterning was done with electron beam lithography, evapo-
ration, and liftoff. If no DEZn is supplied during growth, the current is in the pA range.
The I–V characteristic of a GaAs nanowire grown with DEZn at II/III = 0.004 is per-
fectly ohmic, exhibiting a high current of 400 µA at 1 V applied bias (d = 150 nm).
A possible side wall diffusion effect attributed to DEZn in the gas phase was studied
using nominally undoped wires which were exposed to DEZn under TBAs overpres-
sure at TDiff = 400 or 500 ◦C for 20 min. At these temperatures, no increase of the
wire conductivity could be observed. Therefore, we conclude that the incorporation
of the doping atoms happens via the Au seed particle or via the seed/wire interface.
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length versus the wire radius for II/III = 0.004, the fitted trend line and additionally modeled data
for different acceptor concentrations (dashed lines). b carrier concentration as function of the II/III
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The electrical conductivity of p-GaAs:Zn nanowires and thus the carrier concen-
tration of a large number of nanowires with various radii ( 20 nm < r0 < 150 nm )
were analyzed. We used transmission line structures with three, four, or five contacts
and different contact spacing’s along the wires, leading into a statistical evaluation.
Exemplary the corresponding experimental wire resistances for a II/III ratio of 0.004,
normalized to a contact spacing of L = 1 µm are depicted in Fig. 14.4a. By fit-
ting the data to our model to about 80 single nanowires for each samples grown
under different Zn supplies, we were empirically able to demonstrate a linear
dependence between carrier concentration and II/III ratio in p-GaAs:Zn nanowires
(Fig. 14.4b) [24].

The use of DEZn implies a p-type conductivity of the wire with a higher source
efficiency compared to standard layer growth. To verify the type of doping and the
transport model accuracy, metal–insulator field-effect transistor (MISFET) devices
were fabricated [26] (see also Sect. 14.3). Figure 14.5 shows the transfer characteristic
of a GaAs nanowire MISFET grown with a II/III ratio of 0.004. The transfer char-
acteristic exhibits typical p-channel behaviour as the channel conductance increases
with negative gate bias. This experiment proves the p-type doping effect of DEZn.
Based on the analysis of the drain current ID and the transconductance gm of the
MISFET, the transport data of a DEZn doped nanowire are estimated as follows:
μ = 90 cm2/Vs at a hole concentration of 1.7 × 1019 cm−3. This is in excellent
agreement with the values evaluated from the transport model [24].

Although DEZn was injected into the reactor chamber simultaneously with TMGa,
we noticed a delayed Zn incorporation. Compared to the TMGa the DEZn partial
pressure is very low. Therefore, we suggest that the saturation of the Au particle
with Zn proceeds slowly. The resistance and carrier concentration along the wire are
depicted in Fig. 14.6 for two single nanowires grown at II/III ratios of 0.0008 and
0.002, respectively. It is evident that it takes a few microns wire length till constant
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values are reached. For the lowest used DEZn supply these variations extend along
the whole wire.

A possible explanation for the doping gradient is the absence of super saturation
of Zn in an Au/Zn alloy. Hence, there is no maximum amount of Zn within the Au
seed particle. With growth time the amount of Zn will increase and proportional to
the amount of Zn there will be fixed ratio transferred into the growing nanowire.
Therefore, the amount of p-type doping is assumed to follow the amount of Zn
dissolved in the seed particle. The upper limit is reached if the same amount of
Zn collected in the seed particle from the gas phase is transferred into the growing
nanowire.
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Fig. 14.7 SEM micrographs of 150 nm diameter GaAs nanowires grown on GaAs (111)B sub-
strates: a from colloidal nanoparticles under TESn supply (IV/III = 0.08), b from colloidal nanopar-
ticles with under DitBuSi supply (IV/III = 0.52), and c like a but polydisperse seed particles formed
by annealing of a 2.5 nm Au layer. [27]

14.2.3.2 n-Type Doping

Next, we report on the analogous experiments for n-type doping using two different
precursors. n-type GaAs nanowires were synthesized using the same setup and meth-
ods as already described in Sect. 14.2.3.1. This time TESn (0.02 ≤ IV/III ≤ 0.16)
or DitBuSi (IV/III ≤ 0.52) was supplied during growth. The SEM micrographs of
the corresponding nanowires are given in Fig. 14.7. Au seed particles with 150 nm
diameter were used for (a) and (b), while the sample in (c) was grown from poly-
disperse seed particles stemming from a metallic Au layer. Wires in (a, c) are grown
under TESn supply of (IV/III = 0.08) while the wire in (b) under supply of DitBuSi
(IV/III = 0.52), respectively.

All of the nanowires adopted the crystal orientation of the growth substrate and
are upstanding in (111)B direction. Furthermore, in contrast to p-type doping with
DEZn (see Sect. 14.2.3.1), no wire kinking or other structural defects, even at higher
TESn supply up to IV/III = 0.16, were observable. We assume from the lower doping
density that there is much less Sn or Si in the Au seed particle compared to Zn. This
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might be caused by a lower source efficiency of DitBuSi and DESn compared to
DEZn. On the other hand, the solubility of Sn and Si in the Au particle is much lower
than for Zn at the selected growth parameters. The phase diagrams [28] of Au–Sn,
Au–Si, and Au–Zn confirm that there is no eutectic point for Au–Zn alloy at 400 ◦C
such that the amount of Zn in the Au seed can follow the II/III ratio. In case of Au–Sn
and Au–Si there is a given maximum of dopant in the seed possibly reducing both,
the doping effect and the kinking probability, respectively.

Representative I–V characteristics for nanowires grown without dopant supply,
with supply of DitBuSi (IV/III = 0.52), and with supply of TESn (IV/III = 0.08)
were carried out. The ohmic contacts were formed by evaporation of Ge (5 nm)/Ni
(10 nm) /Ge (25 nm) /Au (400 nm). To improve the contact properties a rapid thermal
annealing was carried out for 30 or 300 s at 320 ◦C. The non-intentionally doped
(nid) GaAs nanowires show a current of a few pA at 1 V applied bias, corresponding
to a resistance in the G� range. Adding DitBuSi to the gas phase during growth
has no effect on the conductivity of nanowires, even at relatively high IV/III ratios.
The growth temperature of 400 ◦C might be too low for a sufficient cracking of
the DitBuSi precursor [29]. In addition, in (111) oriented GaAs growth Si is an
amphoteric impurity [30]. First principle calculations claim that this also holds for
nanowires [31]. With TESn at IV/III = 0.08 the current is about six orders of
magnitude higher than for the nid sample, giving evidence of the doping effect. The
corresponding I–V characteristic is not perfectly ohmic, which indicates a remaining
contact barrier. However, annealing at temperatures higher than 320 ◦C leads to an
increased out diffusion of Ga into the Au contact layer. This effect is also reported
for bulk material [32], but gets crucial in the nanoscale.

In order to determine the carrier concentration of the Sn-doped GaAs nanowires,
we adopted the model used for p-GaAs. We conclude that the doping density ND

varies in the range of 7 × 1017 cm−3 ≤ ND ≤ 2 × 1018 cm−3 [27]. The spreading
is attributed to a doping inhomogeneity similar to GaAs:Zn [24]. TESn enables
heavily n-type doped GaAs nanowires in a relatively small process window while
no doping effect could be found for ditertiarybutylsilane. TESn implies a n-type
conductivity of the GaAs nanowires. We again fabricated multichannel MISFET
devices with the field assisted self-assembly (FASA) approach [33, 34], to verify the
type of doping. By plotting the drain current ID versus gate-source voltage VGS the
n-channel behaviour was proven [27]. To our knowledge this experiment is the first
successfully n-doped GaAs nanowire grown by VLS in an MOVPE apparatus. An
additive proof will be provided by measuring the electroluminescence of axial p–n
junctions in single GaAs nanowires (Sect. 14.4.2).

14.2.3.3 Axial p–n Junctions Formed by MOVPE Using DEZn
and TESn in GaAs Nanowires

This chapter describes the combination of the previously discussed p-type doping
with DEZn and n-type doping with TESn to realize axial GaAs nanowire p–n junc-
tions. The impact of dopant supply was investigated both on structural properties and
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Fig. 14.8 TEM micrographs of pn-doped GaAs nanowire: a low magnification morphology and
HRTEM lattice images near the nanowire tip (n-doped), two selected regions as outlined by dotted
frames, showing the zinc blende type cubic structure and stacking fault segments, and b low mag-
nification morphology and HRTEM lattice image near the bottom of the nanowire (p-doped) and
its corresponding Fourier transform images, revealing the growth direction of 〈111〉 [25]

carrier density (see Sect. 14.4.1). Growth experiments were carried out as described
before using polydisperse nanoparticles formed from a nominally 2.5 nm thin
Au-layer during the annealing step prior to all growth runs. The doped nanowire
growth was performed at 400 ◦C with a V/III ratio of 2.5. A total growth time of
about 50 min was chosen to realize structures up to 20 µm in length. After 25 min,
the dopant precursor supply was switched from DEZn (II/III = 0.004) to TESn
(IV/III = 0.08).

For transmission electron microscopy the nanowires were peeled off the substrate
and dispersed in isopropanol. A drop of suspension containing nanowires was cast
on a Cu-grid coated with a thin film of carbon. The nanowire suspension was also
dropped onto special prepared carrier substrates and some nanowires contacted via
E-beam lithography to enable I–V measurements.

TEM studies were performed to investigate the influence of DEZn and TESn
precursors on the crystal structure of pn-doped GaAs nanowires with a (111)B growth
direction. Micrographs of the morphology and HRTEM lattices images are presented
in Fig. 14.8. Careful examinations of the structure along the whole length of the wires
indicate that no structural transition, which could depend either on the nanowire
length or on the dopant precursors, is observed. We suppose that the formation
enthalpy in GaAs nanowires is dominated by the group III precursor and not by the
doping species for the investigated II/III and IV/III ratios. The presence of the doping
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species in the growth seed was below the detection limit of the energy dispersive x-ray
spectroscopy (1.5 atomic percentage) and thus could not be quantified.

14.3 InAs Nanowire MISFET

The transistor is probably the most important invention of the twentieth century. This
three-terminal device provides high-speed switching and very high frequency signal
amplification at very low power consumption. Especially, the field-effect transistor is
today’s ultimate answer to the needs of both digital and analog data/signal processing.
Current research is focusing on (i) reducing the features size (Moore’s rule), and
(ii) to address specific needs such as speed, gain, power, or efficiency, often using III/V
semiconductor heterostructures. Semiconductor nanowires [35, 36, 40] may be used
as the channel of a field-effect transistor device. In contrast to carbon nanotubes [37]
the charge polarity can be selected and a metallic phase that may inhibit the channel
depletion is avoided. The nanowire approach provides large material diversity and
enables a fully surrounding gate contact. The high degree of freedom from lattice
mismatch constrains offers a wide range of substrate/nanowire combinations such
as III/V on Si [38]. The surrounding gate arrangement gives optimum charge control
and results routinely in ultra-high transconductance devices [26]. In this chapter the
electronic properties of InAs nanowire Metal–Insulator–Semiconductor Field-Effect
Transistor (MISFETs) are discussed.

14.3.1 Nanowire FET Design

Nanowire transistors are formed as core–shell structures consisting of the nanowire
channel core and the surrounding gate metal isolated by a dielectric shell. This
surrounding gate geometry allows for an optimum field-effect control of the channel
carriers and provides the most important advantage of the nanowire FET design which
is also of key importance of for other “beyond CMOS devices” like tunnel FETs. In
this sense, the vertical all-around-gate version is the ultimate approach (Fig. 14.9b),
but it requires ultra-high resolution lithography and a highly sophisticated three-
dimensional contact technology. The obtained performance [26, 39] is impressive
and underlines the improved charge control. The transistors in Fig. 14.9a may be
produced on any substrate without any ultra-high resolution lithography using self-
assembly technologies and will be discussed thoroughly in this chapter.

Important to note is that these nanowire core–shell structures are not that seriously
restricted by the lattice match requirements, allowing for materials combination best
suited for FET function, like high conduction band offsets and Schottky barriers.
In this context, the surface and interface properties of the channel material have to
be considered. Besides properties like density of states, mobility, carrier type and
concentration, the surface properties, mainly the Fermi level position, are important:
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Fig. 14.9 Concepts of nanowire transistors [40]. a Omega shaped gate MISFET b vertical all-
around-gate MISFET

it determines the type, accumulation or depletion, of the device. Further, it determines
the quality of the source and drain ohmic contacts, which are especially important
for a downscaled device with small contact areas. For low power and simultaneously
high speed FETs, materials with low effective mass like InAs and InSb, are especially
well suited.

The drain current of any type of field-effect transistor is controlled by a poten-
tial applied to the gate-channel capacitance. The strategy towards ultimate device
performance is threefold:

(1) reducing the gate length and scaling other device parameters properly,
(2) restricting the capacitive gate control to mobile carriers in the channel, and
(3) selecting a channel material offering excellent mobile carrier transport proper-

ties.

The ultra-short gate length (strategy 1) is a general need for high integration
and high speed device development. The nanowire approach gives easy access to
a nanometer scale channel depth, basically the nanowire diameter. Moreover, the
drain-induced barrier lowering is reduced by a surrounding gate that relaxes scaling
needs in terms of oxide and nanowire thickness as compared to the gate length [8].

To restrict the capacitive charge control to mobile carriers in the channel (strategy
2) is the major motivation for the nanowire approach. The nanowire channel is
coaxially surrounded by the gate and any escape into a substrate as in the case of
epitaxial grown layered devices is inhibited. On the other hand, strategy (2) also gives
rise to the main challenges of III/V nanowire design. The gate metallization should
be confined at the intrinsic gate-channel capacitance in order to avoid a parasitic
capacitance having in mind that the intrinsic gate capacitance is about 1 fF or less.

III/V semiconductors offer a huge number of materials with excellent transport
properties (strategy 3). Moreover, according to the specific application the optimum
material may be selected; i.e., the low band gap InAs with very high mobility is
very well suited for high speed but low voltage applications while other materials
may address other applications. However, this material has to fulfil the require-
ments of the other strategies too, which reduces the number of promising candidates
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substantially; i.e., the GaAs surface and its interface to a gate dielectric exhibits
a high density of parasitic surface and interface states. The high surface potential
results in a deep space charge region which may fully deplete the nanowire channel.
Due to the limited n-type doping capability of GaAs in general and GaAs nanowires
in particular only thick GaAs nanowires exhibit conductivity in the non-gated area.
Therefore, despite the huge number of reports on GaAs nanowires ([41] and ref-
erences therein) there are very few reports on FET [42]. In contrast to GaAs the
Fermi level at the InAs surface is pinned within the conduction band. This enhances
the nanowire conductivity down to very low diameters and simplifies ohmic con-
tact formation substantially. In addition, InAs offers a shallow n-type background
doping which is high enough for FET operation and does not require intentional dop-
ing. Therefore, InAs is today the preferential III/V semiconductor nanowire channel
material. A few reports are provided for alternatives like GaN [43], InGaAs [44] or
InSb [35]. Beyond III/V materials Si [36] is the major nanowire channel material
and among the II/VI semiconductors many reports are available for ZnO nanowire
FET [45].

14.3.2 Device Performance

High performance nanowire FET devices are designed as a MISFET. InAs has a low
band gap with a carrier accumulation at the surface such that an insulting thin film as
a gate dielectric is indispensable. The deposition of high k-materials on sophisticated
nanowires like InAs or in the presence of Au-contacts requires deposition techniques
offering relatively low substrate temperatures such as room temperature electron–
cyclotron resonance plasma enhanced chemical vapour deposition (ECR-CVD) [46],
atomic layer deposition (ALD) [38], or even molecular beam epitaxy [47].

Here, the performance of omega shaped InAs nanowire MISFET (Fig. 14.10a)
is presented. The InAs nanowires were deposited on an insulating substrate. Ti/Au
ohmic contacts were formed by liftoff and the contacts were annealed at 300 ◦C for
30 s. The contacted nanowires were covered by SiNx gate dielectric with various
thicknesses investigated (20–90 nm). Finally, a Ti/Au gate metal was evaporated
forming an omega-shaped gate partly wrapped around the InAs wire (Fig. 14.10a).
Figure 14.10b shows a typical room temperature DC output characteristics ID −VDS

with a SiNx dielectric layer thicknesses hSiNx = 30 nm. The devices show good
pinch-off behaviour. The threshold voltage is VT = −0.25 V and shifts to positive
values with decreasing silicon nitride thickness. At high gate bias (VGS = 1.9 V) a
maximum drain current of 130 µA is measured corresponding to a current density in
the wire of 6.6 × 106A/cm2. The measured maximum transconductance of the FET
is gm = 97.5 µS (cf. Fig. 14.11a) [26].

For FET devices the normalized drain current I ∗
D = ID/Wg and transconductance

g∗
m = gm/Wg are important figures of merit, where wg is the channel width. In the

case of a cylindrical channel the normalization may be obtained by replacing the
channel width by the channel diameter which is fixed here to d = 50 nm: I ∗

D = ID/d
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Fig. 14.10 Omega-shaped single n-InAs nanowire field-effect transistor, dNW = 50 nm, hSiNx =
30 nm. a SEM micrograph, b I–V characteristics [26]
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Fig. 14.11 Transconductance of single n-InAs nanowire field-effect transistor with SiNx gate
dielectrics. a transconductance versus gate bias, b max transconductance normalized to the nanowire
diameter versus the gate dielectric thickness [26]

and g∗
m = gm/d. The single n-InAs nanowire channel FET provides a high output

current I ∗
D = 3 mA/mm and a very high transconductance of g∗

m ≥ 2S/mm if the
gate dielectric thickness is less than hSiNx = 30 nm and the gate length is LG = 2 µm
or less given (cf. Fig. 14.11b). The measured maximum transconductance of about
2 S/mm [26] is among the highest ever reported for any semiconductor nanowire
FET.

The high performance obtained is attributed to the excellent transport properties
of the InAs NW channel. Long-channel MOSFET equations may be used to model
the device characteristics and to extract the carrier mobility of the channel which is
not easily measured by other means [19]. The transconductance gm of a long channel
MOSFET in saturation is given as gm = 2k(VGS − VT ) with the scaling factor 2k,
the applied gate bias VGS, and the threshold voltage VT . Experimentally, the scaling
factor 2k may be taken from the slope of the transfer characteristic gm−VGS according
to Fig. 14.11b. For this purpose, a batch of nanowire MISFET were fabricated with
a gate length varied from 1 to 5µm and with various thickness of the gate dielectric
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(20–90 nm). Following the long-channel MOSFET equations, the scaling factor is
given as 2k = μ · CG · L−2

G where CG is the gate capacitance, μ the low field
mobility, and LG is the gate length, respectively. The capacitance of a cylindrical
shaped gate-channel configuration is determined as

CG = 2π · ε0εr LG

ln
(
α + 2h

d

) , (14.1)

where ε0 is the vacuum permittivity and εr = 7.5 is the dielectric constant of the SiNx

gate isolation. In case of a coaxial gate all-around structure the correction factor is
α = 1. Here, the SiNx dielectric and the gate metal is only partly surrounding
the nanowire and the effective gate capacitance is reduced. An evaluation using an
electrostatic field simulation results to α = 1.55. So the transconductance of the InAs
nanowire channel FET can be modelled in dependence of the geometrical device
parameters and the results can be fitted to experimental data using the low-field
mobility as the only fitting parameter. Figure. 14.11 shows both experimental and
modelled data of the transconductance versus the dielectric thickness for different
gate lengths. The best agreement to the average measured data is obtained if a low
field mobility of μ = 13, 000 cm2/Vs is assumed. This result confirms the ultra-high
mobility available in InAs nanowires.

Figure 14.11b also shows that there is a substantial scattering of experimental data
attributed to variations in the fabrication process. In addition, the InAs nanowires
grown both in (100) and (111)B direction are randomly used for device fabrica-
tion and there might be a contribution from crystal orientation dependent transport
properties.

The major challenges toward a reliable RF characterization of nanowire tran-
sistors, regardless of the material system, are the dominant parasitic capacitances
and the small signal power. In addition, on-wafer RF scattering parameter measure-
ments with a coplanar waveguide pattern with characteristic impedance of 50 �

provide currently the best measurement conditions but result in severe incompatibil-
ities. The nanowire FET device impedance is much too high and its output power is
still too low to feed the 50� waveguide resulting in huge reflections and ultra-low
signal levels. Therefore, high frequency measurements of nanowire FETs are barely
reported [43, 48, 49].

With use of the generic open and short structures the parasitics of InAs nanowire
transistors could be deembedded from the measurements resulting in corrected
S-parameters exhibiting typical field-effect transistor behavior. The maximum sta-
ble gain (MSG) of the investigated NW-FET is shown in Fig. 14.12a. A MSG higher
than 30 dB at low frequency and a maximum oscillation frequency of 15 GHz are
obtained. However, these data are still preliminary due to the high parasitic capac-
itances of the contact pattern. The InAs nanowire MISFET characterized does not
reflect the performance limits of InAs nanowire MISFETs due to the large gate length
of 1.4 µm. The cutoff frequency is expected to increase with decreasing gate length
as a result of lower gate capacitance and higher transconductance, but in this case
parasitics are increasingly dominating [49].
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Fig. 14.12 Extracted RF parameters of a single self-aligned InAs nanowire MISFET with 1.4 µm
gate length: a maximum stable gain MSG, b transconductance gm versus frequency with a good
agreement with the DC in a wide frequency range. [49]

It is well-known that the III/V interface to dielectric materials suffers from a high
density of low-mobile surface states which result in a degraded sub threshold swing
and in a hysteresis of the I–V characteristics. The SiNx gate dielectric enables the
highest gain [26] but it suffers from severe hysteresis effect in the I–V characteris-
tics. Therefore, a study on its impact on the high frequency performance is impor-
tant. The measured DC transconductance of a single InAs nanowire FET with SiNx

dielectric is compared to the small signal parameter transconductance deduced from a
de-embedded from measured RF parameters in the frequency range from 0.1 to
50 GHz. Figure 14.12b shows that the small signal parameter gm is constant up to
at least 50 GHz and that the same transconductance is available at DC and at RF.
However, a low frequency hysteresis of nanowire transistors transfer characteristics
cannot be accepted for future circuit fabrication. There are a number of different
dielectrics developed for high-k application in CMOS or III/V-MIS technology
adopted for nanowire MISFET such as HfOx , AlOx /HfOx , and MgO. Al2O3
deposited by atomic layer deposition gate dielectrics exhibiting almost no variation
regardless of the drain bias selected [50].

14.4 Properties of GaAs Nanowire p–n Junction

14.4.1 Electrical Properties

Axial GaAs nanowires p–n junctions were grown in the VLS mode using DEZn
and TESn as dopant precursors. For electrical measurements ohmic contacts have
to be patterned on the p–n nanowire (inset Fig. 14.13). The use of multiple contacts
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Fig. 14.13 Typical I–V characteristics of single pn-GaAs nanowire in the linear, as well as in the
semi logarithmic scale. The inset shows a single pn-GaAs nanowire transferred to a carrier substrate
and connected to six contacts via E-beam lithography (scale bar is five micron). [25]

enables both the characterisation of the whole p–n junction and also the investigation
of the individually doped wire parts. While Pt/Ti/Pt/Au metallization was used for
the p-doped part of the wire, typical Ge/Ni/Ge/Au annealed contacts were used for
the n-GaAs wire.

Figure 14.13 shows the I–V characteristics of a single pn-GaAs nanowire struc-
ture both in the linear as well as in the semi logarithmic scale. The I–V characteristic
clearly shows p–n diode behavior with excellent blocking in reverse direction in the
low pA-regime and demonstrates current blocking up to at least 10 V. The forward
current is about 6 orders of magnitude higher and reaches the µA range with an
ideality factor of about 2 at low current levels. The diffusion voltage VD = 1.4 V
corresponds to the band gap of the GaAs material. Electroluminescence measure-
ments show intense light emission at around 870 nm (refer to Sect. 14.4.2). Up to
now no data on the abruptness of the p–n junction are available. However, a graded
doping junction is expected due to the exchange of dopants in the Au-seed during
growth. To our knowledge this is the first axial GaAs p–n diode realized in a single
GaAs nanowire and in summary, diode I–V performance clearly exceeds previously
published data of axial pn-InP nanowire diodes [16, 51].

14.4.2 Optoelectronic Properties

Micro photoluminescence was applied to investigate axial doping distribution and
the sharpness of the fabricated junction in GaAs nanowire p–n diodes. Photolumines-
cence spectra (Fig. 14.14) were taken from 150 nm thick GaAs nanowire pn-diode,
which was excited at different locations by a focused laser beam of 1 µm diameter
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Fig. 14.14 a Micro photoluminescence spectra taken at different positions along the p–n junction
of a GaAs nanowire. Positions on the nanowire are denoted by numbers in the (b). b Peak energy
along the nanowire length. The SEM image of the investigated nanowire is shown in the inset [52]

and a wavelength of λ = 532 nm. The spectra were taken at the temperature of 9 K
under optical excitation density of 8 · 104 W · cm−2. The positions corresponding
to the spectra are indicated by numbers on the inset in Fig. 14.14b. Four regions
can be recognized on the plot of the peak energy along the nanowire length. At
the non-intentional doped nanowire stump (Position 4) an exciton peak at 1.519 eV
is observed (spectrum 4 in the Fig. 14.14a). As the laser spot moves further to the
p-doped nanowire part the main peak shifts to the range 1.47–1.49 eV (Fig. 14.14b
and spectrum 3 in the Fig. 14.14a). This peak is attributed to the recombination of
electrons with holes via acceptor band, characteristic for the p-doped GaAs nanowires
[52]. In the n-doped area close to the nanowire tip the position of the PL-peak was
determined to be in the range between 1.48–1.58 eV. The position of the peak is
explained by the Burstein-Moss shift observed in heavily doped n-GaAs nanowires.
With a further increase of carrier concentration towards the nanowire tip, a band
filling with electrons is taking place, which manifests itself in the Fermi-level shift
and consequently in the shift of PL-peak to the higher energies.

In the area between n- and p-doped nanowire parts PL-peak position between 1.38
and 1.48 eV is observed (Fig. 14.14b as well as spectrum 2 in the Fig. 14.14a). We
attribute these lines to the compensated region located in the area of the p–n junction.
Due to the memory effect of the growth seed some zn is still present in gold after
switching of the doping precursors from DEZn to TESn, yielding a region where both
doping species are present. Such lines are illustrated in Fig. 14.15d. The emission is
believed to come from the tunnelling-assisted transitions between spatially separated
degenerate donator and acceptor states, so that emission lines with the energy much
lower than the band gap may appear [53].

To investigate electroluminescent properties of single nanowire p–n diodes, the
contacted nanowire samples (inset on the Fig. 14.13) were glued to the chip-carrier
and wire bonded. The single nanowire p–n junction with a diameter of 200 nm and a
diode like IV characteristic (Fig. 14.13) was excited by a constant current in forward
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Fig. 14.15 a, b Electroluminescence spectra taken at the single p–n junction of a GaAs nanowire
for different excitation levels at 10 and 300 K respectively. Band gap of GaAs at corresponding
temperatures is indicated in the Figures. c Optical microscope image collected by CCD camera of
a nanowire p–n diode at 300 K under forward bias of 3 V. Electrical contacts to the nanowire are
plotted with dashed lines. d Model of a band structure for a diode with a compensated region biased
in forward direction. Tunnelling assisted radiative transition in compensated region is indicated by
an arrow. The figures a, b, d are adopted from [52] and c from [55]

direction while emissions spectra were measured. Figure 14.15a shows electrolumi-
nescent spectra from a single p–n junction nanowire taken at 10 K under different
excitation currents. At low currents the emission peak has a maximum at 1.32 eV
(Fig. 14.15a). For higher injection current the peak shifts to 1.4 eV and its intensity
increases until an injection current of 1.85 µA. The observed emission peak energy
corresponds to that observed in the compensated region via photoluminescence in
pn-GaAs nanowires, which is described above. For that reason we attribute the peak
to the tunnelling assisted transition between donor and acceptor band, taking place
in the compensated region of the p–n junction (Fig. 14.15d).

This assumption of radiative tunnelling is supported by the shift of the emission
peak to higher energies with an increasing excitation current. This shift is expected
for tunnelling assisted transitions and is explained by shift of the quasi-Fermi levels
with respect to each other [54]. The slope of the band structure at the junction flattens
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at higher bias voltages causing a reduction of tunnelling probability and a decrease of
the tunnelling emission. For this reason tunnelling assisted emission peak diminishes
for high injection levels and becomes dominated at 4.5 µA by band-edge emission,
appearing at 1.51 eV for 10 K.

Scattering of free carriers by phonons increases at higher temperatures. This low-
ers the tunnelling probability and makes it more difficult to distinguish between two
emission mechanisms. At room temperature, broad band–band emission dominates
the whole spectrum even for low injection currents (Fig. 14.15b).

The population of states above the quasi-Fermi level increases with temperature
and explains broadening of the emission peak at the high energy side while the
low-energy tail stays saturated.

For the spatially resolved investigation of the electroluminescence optical micro-
scope image of a forward biased nanowire p–n diode was made at 300 K (Fig. 14.15c).
The image was taken by CCD camera in the imaging mode collecting all light in
a range of 350–1,050 nm. To highlight the position of the contacted nanowire the
sample was illuminated by scattered light from the side. In the Fig. 14.15c, strong
electroluminescence in the middle of the contacted nanowire-diode at the expected
position of the p–n junction is observed. This proves, that light emission originates
from electroluminescence at the p–n junction and not from recombination at contacts.

Spatially resolved photocurrent spectroscopy was used to investigate the mech-
anism of carrier-photo generation in nanowire p–n diodes. I(V) characteristics of
nanowire pn-diodes were measured, while nanowires were locally illuminated by
focused CW laser (λ = 532 nm) at different positions (Fig. 14.16b). The laser light
was focused by a 50x objective lens yielding a spot of diameter ∼1 µm. Short circuit
current and photocurrent are maximal when the diode is illuminated at the position
of the p–n junction (position 5 in the Fig. 14.16a). Photocurrent was observed neither
in the vicinity of contacts nor in the p- and n-diode parts.

Current voltage measurements under homogeneous AM 1.5 G illumination were
done to determine the solar conversion efficiency of a fabricated photodiode
(Fig. 14.17a). A short circuit current of ISC = 88 pA and an open circuit voltage
of VOC = 0.56 V were obtained yielding a fill factor of F F = 69 %. The power con-
version efficiency of the nanowire photovoltaic device under AM 1.5 G illumination
was estimated with the formula:

η = VOC · ISC · F F

Pin
= 0.09.

The input power Pin was calculated from the product of the illumination power
density with the active projected absorption area of the nanowire device.

Power dependent photocurrent measurements made under monochromatic homo-
geneous laser illumination (λ = 532 nm) demonstrate linear scaling of photocurrent
with illumination intensity (Fig. 14.17b). This is in conformity with the relationship
ISC = A · q · (Le + Lh) · G, where A is an area of the p–n junction and G is a
generation rate.
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Fig. 14.16 a Schematic of a measurement setup for photocurrent microscopy. The lower inset shows
a SEM micrograph of the investigated nanowire-diode. b I(V) characteristics of the GaAs nanowire
pn-diode illuminated by focused laser spot at different positions. Upper inset shows photocurrent
as a function of a laser spot position. The corresponding positions are denoted by numbers on the
SEM image in Fig. 14.15a [55]

Fig. 14.17 a Dark and AM 1.5 G illuminated I–V characteristics of nanowire pn-diode. b I–V
characteristics of the nanowire pn-diode measured under monochromatic homogeneous laser illu-
mination (λ = 532 nm) with various illumination powers [55]

To improve the sharpness of nanowire p–n junctions arrayed nanowire elec-
troluminescent structures were fabricated: a p–n junction was formed between
p-doped non-tapered GaAs nanowires grown on n-doped (111)B GaAs substrate
as shown in the schematic in Fig. 14.18a. Contacted arrays contained approximately
50 nanowires. Durimide technology was adopted to form an isolator separating the
substrate from the top-contact. Using oxygen plasma the durimide was etched down
until the nanowire top became free. A SEM image of the fabricated structure is pre-
sented in the Fig. 14.18a. The fabricated pn-structure possessed a typical diode-like
IV characteristic with quite high forward currents of about 2 mA at 2 V, and had an
ideality factor of 1.5 in the low voltage range at room temperature (Fig. 14.18b).
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Fig. 14.18 a Schematics and an SEM micrograph of the fabricated arrayed nanowire LED. b I(V)
characteristics of arrayed nanowire LED in semi-logarithmic (left axis) and linear (right axis) plot.
c Electroluminescence spectra of the arrayed nanowire LED taken at 5 K. d Electroluminescence
spectra of the arrayed nanowire LED taken at 300 K [52]

Figure 14.18c, d presents the electroluminescent spectra of the fabricated pn-
diode. Arrayed nanowire electroluminescent structures demonstrate at 5 K strong
electroluminescence peak at 1.488 eV, which is attributed to the electron-acceptor
band recombination in the p-doped GaAs wires. Besides the main peak two shoulder
peaks at 1.45 and 1.52 eV are present. We attribute the peak at 1.45 eV to tunnelling
assisted photon emission, observed in abrupt GaAs p–n junctions at this energy. The
peak at the 1.52 eV corresponds to the GaAs band gap at 5 K and originates from the
band–band recombination at the junction. At room temperature one main peak was
observed at 1.427 eV, only. This line energy corresponds to the band-gap of GaAs
at room temperature and is therefore attributed to the band-edge emission due to
thermal injection. Since the peak was very broad the other both lines could not be
distinguished.
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14.5 Conclusion

In the recent decade, III/V semiconductor nanowires have emerged to a degree of
maturity making them suitable for both electronic and optoelectronic applications.
Their flexibility in use of basically any substrate makes them especially useful for the
combination with existing technologies like Silicon CMOS. Moreover, since high
current density p–n junctions are now available after a careful elaboration of novel
doping schemes, high performance optoelectronic application like light emitting
devices on various substrates is perhaps the most promising candidate for the first
commercialisation of nanowire devices. On a somewhat longer route the nanowires
hold the promise to bring huge innovations to the photovoltaic business. This holds
for the efficient collection of light but also for the high power/weight ratio for
solar conversion. High current density axial p–n junctions for high yield conver-
sion are demonstrated and coaxial structures with possibly waveguiding character
are in vision for very high efficiency future solar cells.
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Chapter 15
Metal Oxide Thin-Film Transistors
from Nanoparticles and Solutions

Claudia Busch, Simon Bubel, Ralf Theissmann
and Roland Schmechel

Abstract This article compares several non-vacuum-based low-temperature depo-
sition techniques of semiconducting oxides for thin-film transistor applications.
After an introduction into basic thin-film transistor theory it summarizes in short
the development in the field of semiconducting oxides. Three different deposition
techniques are considered in more detail: (1) a direct deposition of semiconducting
oxide nanoparticles from a carrier gas stream, on the example of SnOx and In2O3,
(2) a wet-deposition of nanodispersions of ZnO, and (3) a deposition of liquid precur-
sors with subsequent transformation into the semiconducting oxide, on the example
of ZnO. The advantages and disadvantages of the several methods are discussed
critically also with respect to results from the literature.

15.1 Introduction

When in 1983 Ebisawa et al. [1] reported about a field effect device based on poly-
acetylene, it was probably of pure academic interest. Few years later, in 1986 Tsumura
et al. [2] presented a field effect transistor with polythiophene as semiconducting
layer. Although the performance of the device was low, compared to its inorganic
counterparts, there was a clear transistor characteristic. The fact that the active layer
was made of a polymer, which in principle could be processed from solutions, opened
the vision of fully printed transistors or even more—completely printed circuits as,
for example, formulated by Gilleo in 1992 [3]. The first fully printed transistor was
presented by Garnier et al. [4] in 1994. The advantages for printed electronics have
been seen mainly in a low-cost market, where an acceptable performance has to be
achieved at an extreme low prize level. RFID-tags [5] and smart packaging are quite
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often considered as an example. And also large-area electronics, where simple elec-
tronic circuits have to be processed on large substrates, like for active-matrix flat panel
displays, would benefit from such a printed electronic technology. Photovoltaics are
another example, where simple electronic structures have to be processed on large
areas. Despite of a large number of newly developed semiconducting polymers in the
upcoming years, the effective mobility, as a key parameter remained below 1 cm2/Vs
(see review by Facchetti [6] or Scherf [7]), which is too low for most electronic appli-
cations. In organic materials, an effective mobility above 1 cm2/Vs up to 60 cm2/Vs
has been observed only in a few ultra-pure single crystals (reviewed by Gershenson
et al. [8]), such as rubrene or pentacene, for example.

However, the idea of printable electronic devices, such as transistors, is still fas-
cinating and motivated researches to reconsider, how far inorganic semiconductors
could also be printed. Indeed, the charge carrier mobility in inorganic amorphous thin
films reaches or even exceeds that in organic crystals, giving reason to the hope that
higher mobilities could be obtained in printed thin films of inorganic semiconductors.

In fact, the attempt to replace the conventional silicon single crystal technology
for transistors by thin-film technologies, in order to allow for a transistor process-
ing on larger and cheaper substrates, started already in the middle of the 1970s. At
that time, amorphous silicon thin-film transistors were produced by physical vapor
deposition [9] or chemical vapor deposition [10] utilizing silane as precursor. Still,
the active matrix flat panel display technology is mainly based on amorphous silicon
thin-film transistors [11]. The charge carrier mobility in hydrogen-terminated amor-
phous silicon (a-Si:H) films reaches 1 cm2/Vs and can be increased by post annealing
and recrystallization up to 100 cm2/Vs, which becomes a kind of benchmark for all
competing technologies. Despite some success, the amorphous silicon technology
has essential drawbacks: (1) it is still a vacuum- / vapor-based process and (2) the
process temperature is above 250 ◦C up to 400 ◦C, which excludes low-cost poly-
mer substrates. Therefore, there is still an increasing interest in printable inorganic
semiconductors.

In order to make an inorganic material printable, it requires transferring it into a
liquid form. There are mainly two strategies: (1) one produces nanoparticles of the
desired material and transfers them into a nanodispersion with an adequate solvent
or (2) one uses a liquid precursor and transforms the material subsequently to the
deposition into the desired material. Both strategies will be considered here. However,
first the basic working principle of a thin-film transistor will be summarized in
Sect. 15.2 and 15.3.1 basic electronic properties of semiconducting metal oxides will
be reviewed shortly, before thin-film transistors made from nanoparticles deposited
directly from a carrier gas stream (in Sect. 15.3.2), and from a dispersion (Sect.
15.3.3) are discussed. Finally, the deposition from solutions or liquid precursors will
be presented in Sect. 15.3.4.
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Fig. 15.1 Basic device struc-
ture of a thin-film transistor in
top gate configuration

15.2 Operation Principle of Thin-Film Transistors

Thin-film transistors (TFTs) are field effect devices. The basic principle has already
been patented in 1926 by Lilienfeld [12], but could not be realized due to technolog-
ical deficiencies at that time. The first practical device was presented by Weimer in
1962 [13] utilizing CdS as semiconductor.

The basic device structure is sketched in Fig. 15.1. A semiconducting thin-film is
connected by two metal electrodes, called source and drain, forming Ohmic contacts.
A gate electrode is separated to the thin-film by a thin dielectric layer. A potential
difference between gate electrode and semiconducting thin-film leads to charge car-
rier accumulation or depletion within the semiconducting layer, which allows for
control over the sheet conductance of the semiconducting thin-film. Most TFTs are
operating in an accumulation mode, which means the semiconducting thin-film has
primarily a low conductivity, which can be increased by charge carrier accumula-
tion. But in principle, also a depletion mode is possible, when the semiconducting
thin-film already has a sufficient charge carrier concentration. In contrast to other
transistor concepts, no p–n junctions are required, which makes TFTs quite simple.
On the other hand, the charge transport takes place within the accumulation layer,
which is usually only a few nanometers thick. This turns the morphology on the inter-
face between gate dielectric and semiconducting thin-film into a crucial parameter.
Further, the dielectric layer not only has to be thin in order to get a strong field effect,
but it also has to be electrically leak-proofed.

The electric characteristics of a TFT are determined by the field effect and, there-
fore, can be described by the Shockley equation [14] in a first approach. The Shockley
equation is obtained under the gradual channel approximation, which assumes that
the electric field in the channel is dominated by the gate field. The expected output
characteristic is presented in Fig. 15.2. As long as the drain-source voltage VD is
smaller than the gate-source voltage VG (VD <VG) it holds:

ID = WC

L
μ

(
VDVG − 1

2
V 2

D

)
, (15.1)

with ID: drain current, W: channel width, L: channel length, C: gate capacitance per
unit area, and µ: charge carrier mobility. For small VD , the drain current is a linear
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Fig. 15.2 Ideal output char-
acteristic of a TFT according
to the Shockley equations

function of VD as well as VG . For larger VD the quadratic term becomes dominant
leading to a nonlinear region. If VD exceeds VG (VD >VG) the drain current becomes
independent from VD . Then the TFT operates in the saturation region, where the
saturation current is:

ID = WC

2L
μV 2

G . (15.2)

Note, in principle the transistor would operate in an ambipolar mode in this region,
where one type of charge carriers is injected from the source and the opposite type
of charge carriers from the drain [15]. Under this condition, saturation is suppressed
by the injection of charge carriers from the drain electrode. But usually, injection of
the opposite type of charge carriers is hindered due to a high injection barrier on the
drain. The occurrence of saturation is then a good indication that the channel is really
pinched-off. If there are regions, which cannot be controlled by the field effect, for
example, if the film is too thick, saturation will not occur.

Of course, the model expressed by Eqs. (15.1) and (15.2) is the most simple
approach. There is a long list of reasons, why a real device will behave differently.
Some important points will be discussed in the following. Equations (15.1) and (15.2)
are based on the assumption that the concentration of mobile charge carriers in the
channel is directly proportional to the applied gate voltage VG . But VG >0 does not
necessarily mean that there are mobile carriers available in the channel. There might
be trap states that have to be filled up before mobile charge carriers are present in the
channel. On the other hand, even for VG = 0 there might be charge carriers present
already, due to doping or band bending on the interface. All this effects can be taken
into account roughly, when VG in Eqs. (15.1) and (15.2) is replaced by a corrected
or effective V ′

G :
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V ′
G = VG − Vth, (15.3)

where Vth describes a threshold voltage. Utilizing this simple approach, the threshold
voltage can be used in order to estimate the trap concentration or doping concentration
in the transistor channel. If a positive threshold voltage has to be exceeded in order to
open the transistor, the accumulated charge on the dielectric gate capacitor remains
trapped as long as VG < Vth: This yields an estimate for the trap density nt

nt = Vth
C

e0
, (15.4)

with e0: the elementary charge. In contrast, if the threshold voltage is negative,
meaning a gate voltage is required in order to deplete the channel, Eq. (15.4) is an
estimate for the concentration of free charge carriers, which would be a measure
for the doping concentration. But a straightforward interpretation of the threshold
voltage is dangerous. There might be other reasons for a non-zero threshold voltage.
For example, if the source contact is not Ohmic but of Schottky-type, the threshold
voltage reflects properties of the Schottky barrier and not of trap states.

The threshold voltage concept is useful for a first interpretation of experimental
data, but it remains very rough. It ignores that the charge carriers have a thermal
distribution in energy. If there are trap states, there remains a specific probability that
charge carriers become excited into transport states, even if the gate voltage is below
the threshold. Therefore, a real transistor will never switch on the threshold voltage
as steep as predicted by Eqs. (15.1) and (15.2) at least at finite temperature. For that
reason, the threshold voltage is obtained by an approximation of Eqs. (15.1) or (15.2)
to the real measured I–V characteristics at voltages well above Vth. Vth is then derived
from the fit parameter or a simple extrapolation of the model to small gate voltages.
Vth is therefore rather a softly defined quantity than a hard measurable one. The range
below the threshold voltage, which is not more described by Eqs. (15.1) or (15.2)
is called subthreshold region. In this region, the drain current is determined by the
thermal excitation of trapped charge carriers as a function of the gate voltage. In
order to characterize this region, a subthreshold swing is defined:

S = dVG

d (log ID)
, (15.5)

which is a measure of how strong the gate voltage has to increase in order to increase
the drain current by one decade. The subthreshold swing can be related to a trap den-
sity. Under the assumption that the trap density would be distributed homogenously
in energy one obtains [16]:

nt =
[

e0S log e

kB T
− 1

]
C

e0
(15.6)

The other basic assumption in Eqs. (15.1) or (15.2) is that the charge carrier
mobility μ would be a constant of the material. But in reality, especially in defect
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containing thin films, the mobility will be a function (1) of the charge carrier con-
centration, due to partially trap filling, and (2) of the electric field strength, due to
barrier lowering of localized shallow trap states. Therefore, Eqs. (15.1) and (15.2)
can only be a rough estimate. In principle, one can use the I–V characteristics of
a TFT in combination with Eqs. (15.1) or (15.2) in order to determine the charge
carrier mobility. But again, the result depends on how the mobility was determined.
The most common approaches will be discussed here.

In the linear region, the drain current can be described by:

ID = WC

L
μVD (VG − Vth) . (15.7)

If the drain voltage is low and the gate voltage high, the charge carriers are distributed
almost homogenously within the channel. Therefore, the drain current will be mainly
a drift current, while diffusion can be neglected. The charge carrier mobility can then
be determined from the drain conductance:

gD = ∂ ID

∂VD

∣∣∣∣
VG=const

by (15.8)

μeff = L

WC (VG − Vth)
gD (15.9)

A mobility determined by this way is called effective mobility. It is indeed quite a
good measure for the charge carrier mobility in the channel. But it will be a function of
the gate voltage VG , because the mobility depends on the charge carrier concentration.
However, the model goes out of its range, if VG is close to Vth, because one leaves
the linear region and the model becomes quite inaccurate close to Vth as discussed
before.

Alternatively, the mobility can be estimated from the transconductance:

gm = ∂ ID

∂VG

∣∣∣∣
VD=const

by (15.10)

μF E = L

WCVD
gm (15.11)

A mobility determined in this way is called field effect mobility. But the method
is critical, because one derives the mobility from the change of drain current by a
change of gate voltage, while it is known that the mobility itself depends on the gate
voltage. This quantity has more a technical meaning, because it is proportional to
the transconductance, a key parameter for amplifying elements.
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A third method can be applied to the saturation region, where it holds:

ID = WC

2L
μ (VG − Vth)

2 (15.12)

From the slope of a plot of (ID)1/2 against (VG − Vth) the saturation mobility μsat
can be determined. Again this value will differ from the values obtained before.
But the interpretation is difficult, because in the saturation regime the charge car-
rier concentration is very inhomogeneous within the channel leading to diffusion
processes, which has been ignored here. Again the importance of this quantity has
more technical reasons, because it is directly related to the saturation current.

Unfortunately, in the literature the terminology for the different mobilities is not
as uniform as presented here. The term field effect mobility is often used in order
to describe the fact that the mobility was derived from a field effect device, but not
necessarily according to Eq. (15.11). Whatever transport parameter is obtained from
the I–V characteristic of a TFT, one has to keep in mind that this parameter reflexes
the special condition on the semiconductor-dielectric interface and might not be a
good representative for bulk properties. For a more comprehensive discussion of TFT
models it will be referred to a recent review by Kalb et al. [17].

15.3 TFTs with Semiconducting Metal Oxides

15.3.1 General Remarks

In the early state of TFT development there have been attempts to build up field
effect transistors with ZnO [18], SnO2, and In2O3 [19, 20] as active material. But
the transistor performance expressed by the transconductance remained below the
expectations, derived from the Hall mobility. While in the following decades semi-
conducting oxides became important for gas sensing (see review by Eranna et al.
[21]), there was a long incubation period for semiconducting oxides in the TFT
technology, which ended with the beginning of the 2000s.

Semiconducting oxides are usually n-type materials, where the bottom of the
conduction band is formed by electronic states of the metal cations, while the valence
band is built-up from the oxygen states. There are only few reports about p-type
oxides, while the detailed mechanism of p-doping and p-conduction is still under
controversial discussion [22]. In contrast, electron mobilities of several 100 cm2/Vs
can be found in single crystals [23, 24], indicating interesting electronic properties.
But many metal oxides have a high concentration of intrinsic defects, acting as
electron donor. These are often oxygen vacancies, metal interstitials, or hydrogen
impurities (a detailed study for ZnO is given by Janotti et al. [25]). In some oxides
this becomes even more pronounced, if the stoichiometry between oxygen and the
metal is not fixed, like in SnOx . Therefore, the control over the doping concentration
is indeed a challenge for many semiconducting oxides.
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Nevertheless, there are several reasons, why a large potential is seen in oxide
semiconductors [26]. (1) Many of them are widegap semiconductors, allowing for
transparent electronics. This is of great importance not only for display technologies,
but also for other optoelectronic applications. (2) Many metal oxides are inexpensive
and abundantly available, which makes them attractive for low-cost electronics appli-
cations. (3) Many of them are nontoxic, which is a prerequisite for mass markets.
(4) As an oxide, one would expect less sensitivity against ambient conditions, which
should allow for simple processing. But this point turned out to be untrue. Humidity
and reducing atmospheres have a negative effect on the durability [27]. There are
special concepts required in order to stabilize oxides against ambient conditions.
(5) Hosono et al. proposed a concept for transparent conducting or semiconducting
amorphous materials in 1996 [28]. His argumentation is based on the fundamental
electronic structure. The chemical bonds in conventional semiconductors, such as Si,
GaN, or GaAs are based on highly anisotropic p-orbitals or sp3-hybrid orbitals. This
makes these materials very sensitive against structural defects and therefore requires
the preparation of crystalline, or at least, polycrystalline films in order to keep the
density of electronic defects sufficiently low. Hosono et al. instead proposed heavy
metal oxides, where the metal cations have the electron configuration (n−1)d10ns0.
The bottom of the conduction band is then formed by the isotropic s-orbitals of
the metal cation. Therefore, the transport properties in the conduction band become
insensitive against local disorder. Based on this concept, multi-cation oxides such as
In–Ga–Zn–O were developed and the “age” of amorphous oxides semiconductors
(AOS) was founded [29].

Most of the semiconducting oxides are formed by sputter processes, which leads
to amorphous or polycrystalline layers. There are reports about ZnO TFTs [30–33],
SnO2 TFTs [34, 35], In2O3 TFTs [36], as well as TFTs with amorphous multi-cation
oxides [37, 38], where effective mobilities up to 80 cm2/Vs have been obtained.

An interesting approach, in order to realize inorganic semiconducting thin films
by low-temperature processing, is to utilize nanoparticles. The basic idea is to sepa-
rate the material synthesis, which might require higher temperatures from the film-
forming process.

15.3.2 TFTs with Nanoparticles from a Carrier Gas Stream

First, an attempt to deposit the nanoparticles directly from a carrier gas stream,
without any solvents, will be considered. In order to deposit semiconducting particles
directly from a gas stream, the deposition system shown in Fig. 15.3 is used. The target
material is evaporated in a furnace where a nitrogen flow goes through. To exclude
oxidation of the target material, it is important to start the nitrogen flow before the
furnace is switched on. The vapor of the material is carried out of the furnace and
condenses into nanoparticles. Oxygen is added to this flow to oxidize the aerosol
particles in-flight and a second furnace is used for sintering to achieve spherical
particles. Now, it is possible to deposit the particles of polydisperse size distribution
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Fig. 15.3 Deposition system for nanoparticles from the gas phase

directly by leading the flow into an impactor, where the substrate is positioned (upper
path in Fig. 15.3). A critical nozzle within the impactor causes an acceleration of the
particle stream in the vacuum, before the particles impinge on the substrate.

In order to get a monodisperse size distribution of particles, anticipating a more
homogeneous deposition, a differential mobility analyzer (DMA) is used. The size
selection is realized by the following principle: charged particles getting accelerated
in an electric field within the DMA. Perpendicular to the electric field a homogenous
gas stream (sheath gas) is inserted, which deflects the particles from their original
path depending on their size. This allows for a size selection of the particles and
a monodisperse particle size distribution can be achieved. In order to charge the
particles, a radioactive source (Kr85) is used. After size selection, the particles are
deposited on the substrate. A disadvantage of size selection is the high loss in particle
concentration (more than 90 % waste are possible). However, the removal of large
agglomerates leads to a more homogeneous deposition and consequently a better
TFT performance.

Nevertheless, the particle deposition remains a critical process. As can be seen
in Fig. 15.4a, the deposition area (red circle) is inhomogeneous and difficult to align
to the electrode structure. Reproducible deposition conditions are hard to realize.
Therefore, the interpretation of device characteristics has to be done only qualita-
tively, keeping in mind that geometric quantities, such as film thickness or active
channel width are not well-defined. Further, the particle layers are very porous as
can be seen in Fig. 15.4b and c. Without size selection (Fig. 15.4b) large agglomer-
ates are deposited, forming rough layers. With size selection (Fig. 15.4c) the layers
are smoother, but still of fuzzy morphology.

For the bottom gate TFTs highly n-doped silicon substrates of 15 × 15 mm
size and with thermally grown silicon dioxide of thickness 200 nm (±10 nm) are
used. The highly doped silicon serves as the gate electrode. On top of the insulator
16 interdigitated gold electrodes of 30 nm thickness provide the source and drain
contacts, 10 nm of ITO serves as adhesive layer between Au and SiO2. The channel
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Fig. 15.4 a Silicon substrate with nanoparticles deposited directly from a carrier gas stream; red
circles indicating the deposition area b In2O3 nanoparticles, deposited without size selection by a
DMA; c In2O3 nanoparticle layer, deposited with size selection (mean particle size 16 nm)

width is 10 mm for all structures, while the channel length is available in the steps
2.5, 5, 10, and 20µm. Beside these prestructured substrates there are also unstruc-
tured substrates available, in order to deposit source and drain electrode structures by
physical vapor deposition through a shadow mask subsequently to the particle depo-
sition (Fig. 15.4a). Prestructured as well as unstructured substrates were provided by
Fraunhofer Institute Dresden.

The first devices are built with SnOx (1<x<2) as semiconducting layer. The
deposition system for SnOx has been modified slightly as shown in Fig. 15.3. In
contrast to Fig. 15.3 size selection is made before the sintering furnace, leading
to a smaller particle size. About 10 vol.% of oxygen is injected at the middle of
the second furnace. The evaporation temperature is in the range of 735 ◦C and the
sintering temperature is 650 ◦C. The nitrogen flow is 2 L/min. The transistor is pre-
pared in top contact configuration. Thus, subsequently to the particle deposition Ag
source and drain electrodes are made by evaporating Ag through a shadow mask
within a vacuum chamber. In Fig. 15.5a an output characteristic is shown. It is easy
to see that the layer is very conductive and the device shows no field effect. Also,
no accumulation of charge carriers can be seen. The reason for that is an under
stoichiometric composition of the material. It has been shown by Ramamoorthy et
al. that by this deposition method, in-flight oxidation, only SnOx (1<x<2) can be
received [39] which is conductive because of its intrinsic n-doping by the excess
Sn-atoms. However, it has been shown before that stoichiometric SnO2 can be
obtained, if the in-flight sintering step is replaced by a post-oxidation step of the
deposited film at 300 ◦C [39]. Performing such a post-oxidation step, the intrinsic
conductivity of the film is drastically reduced by the formation of SnO2. In those
layers the drain current can be controlled by the gate voltage [40] as presented in
Fig. 15.5b. But the output characteristic shows no saturation and does not follow
the basic TFT characteristic. The almost linear dependency within the semi-log plot
indicates an exponential rising drain current. This might be an indication for tunnel
processes within the current path. It is worth to mention that similar output charac-
teristics have been observed before by other authors [20] on SnO2 layers grown by
vapor-phase reactions.
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Fig. 15.5 Output characteristic obtained from a TFT with a SnOx (1<x<2) and b with SnO2.
Note, b is in semilogarithmic presentation [40]

Fig. 15.6 Output characteristics of two identically produced TFTs with In2O3 nanoparticles,
deposited directly from the carrier gas stream, indicting the low reproducibility due to uncertainties
in the deposition process

With nanoparticulate indiumoxide films, better results are achieved because In2O3
can be easily generated by the oxidation of indium nanoparticles and, in contrast to
SnOx , it has a well-defined stoichiometry. In order to deposit In2O3 on the substrate
the same flow rates for nitrogen and oxygen are used as for the SnOx deposition. The
evaporation temperature is changed to 910 ◦C and the sintering temperature to 600 ◦C.
In Fig. 15.6a, b two output characteristics of TFTs with polydisperse indiumoxide
nanoparticles are shown. Both samples are prepared the same way and have the same
transistor dimensions, but the output characteristics are significantly different. One
can see that the currents are only in the range of nanoamperes, leading to a low on/off
ratio of the devices. The sample in a) is more conductive; there is no off state even
for VG = −60 V and no saturation regime. In contrast, the characteristic given in
b) shows saturation and the transistor almost exhibits an off state for VG = 0V
yielding a better control of the channel.

Thus, it has been shown that semiconducting nanoparticles can be deposited
directly from a carrier gas stream onto a transistor structure and can be electrically
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analyzed subsequently. Clear field effect behavior could be proven. But it turns out
that the layer morphology is hard to reproduce, leading to strong variations in the
device parameters. Further, the very porous structure lowers the field effect, because
only a few of the particles are in contact to the gate dielectric. Thus, the direct depo-
sition of particles for transistor application has no technological advantages, while
for a pure academic model system the deposition process is not reproducible enough.

15.3.3 TFTs with Nanoparticles from Dispersion

Nanoparticles can also be deposited from liquid dispersions. This is done by spin
coating or inkjet printing, often followed by a post-treatment. The use of dispersions
allows for a better control of the particle–particle interaction and in an optimal case,
much denser films. Therefore, the deposition of nanoparticles for transistor applica-
tions from dispersions has been done by many other researches before. One of the
first reports about a TFT made from nanodispersions was given from Ridley et al.
in 1999 [41]. They used CdSe nanoparticles dispersed in pyridine and obtained mobil-
ities around 1 cm2/Vs if the films were post annealed at 350 ◦C. ZnO nanoparticle-
based TFTs were presented by Volkman et al. [42] obtaining effective mobilities
around 0.1 cm2/Vs after a post-annealing step. Higher effective mobilities without
annealing of up to 0.9 cm2/Vs have been obtained by Talapin et al. [43] with TFTs-
based on PbSe nanoparticles. Like CdSe, PbSe might also not be the right material
for a mass market due to toxicity. But this work clearly shows that the charge carrier
mobility in nanoparticle films deposited at room temperature can exceed the mobility
of charge carriers in aSi:H, processed at high temperatures. Further, in this work it
was shown nicely, how the transport properties can be tuned from insulating over
n-type semiconducting to p-type semiconducting, just by varying the additives fill-
ing the space between the particles. This emphasizes the crucial role of additives in
dispersions.

In general, most dispersions need additives in order to prevent agglomeration
of particles due to van-der-Waals interaction. Therefore, additives help to control
the particle density in a film. For example, Fig. 15.7 compares two ZnO nanopar-
ticle layers deposited by spin coating from a 2-methoxyethanol:ZnO dispersion, in
case a) (upper figure) without further additives and in case b) (lower figure) with
polyvinylpyrrolidone (PVP) as additive. One clearly sees that PVP allows for much
denser and thinner films.

If no post-treatment is performed, the stabilizer remains in the film after deposi-
tion, affecting the electric properties. Usually, stabilizers are insulators and positive
effects to the charge transport properties are not to expect [45]. But this is not nec-
essarily the case, as will be shown here in the example of PVP.

Figure 15.8 summarizes several electric TFT parameters, measured in ambient air
and in N2 (glove box) for different PVP concentrations. For TFTs without PVP, there
is a large difference between the behavior in ambient air and in glove box atmosphere.
For example, the threshold voltage in ambient air (Fig. 15.8d) is about −10 V,
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Fig. 15.7 ZnO nanoparticle
film, deposited from a disper-
sion a without and b with PVP
as stabilizer [44]

indicating a slight doping, but becomes about −275 V in glove box atmosphere,
which indicates a large concentration of free charge carriers. Only a small amount
of PVP is required in order to suppress this large threshold voltage and with increas-
ing PVP content the difference in all these parameters between ambient air and N2
becomes less pronounced. Obviously, the PVP makes the device performance inde-
pendent from the surrounding atmosphere. Another interesting aspect is the increase
of charge carrier mobility at low PVP content (Fig. 15.8a). Only for higher PVP con-
tent the mobility breaks down due to the isolating character of PVP. For device oper-
ation the threshold shift (Fig. 15.8b) is also a very important quantity. The threshold
shift is the difference of threshold voltage between forward and backward sweep.
Thus, it is a measure for the hysteresis in the device characteristics. Hysteresis is
caused by carrier storage, often due to electrochemical reactions on surfaces. With
higher PVP content the threshold shift vanishes, indicating well-reproducible char-
acteristics without any storage phenomena.

This raises the question, why PVP has all this positive effects? An essential hint
can be found by the work of Zhang et al. [46]. They used PVP in order to direct
the crystal growth of ZnO from solutions. It turns out that PVP links selective to the
ZnO surface, namely on the Zn-terminated (0001) surface and suppresses the crystal
growth there. The adsorption process is described by a coordinated bond between
the terminating metal cations of ZnO and O/N atoms from the pyrrolidone group.
The unterminated (0001) surface is positively charged and acts most probably as
a donor state, because the electron-accepting oxygen is missing due to the broken
symmetry on the surface. These surface states are responsible for a high intrinsic con-
ductivity, at least under inert N2 atmosphere. This causes the large negative threshold
voltage. PVP attaches on this surface and removes or compensates this donor state
and reduces the threshold voltage to zero or shifts it even into the positive range.
The increase of mobility for low PVP concentration is probably due to denser and
smoother layer morphology. Since PVP attaches preferred on the (0001) surface, the
other surfaces remain mainly uncovered. This allows for direct particle–particle con-
tact, as long as the PVP content is not too high. A similar effect of PVP was reported
by Königer et al. [47]. They found an improved conductivity of ITO nanoparticle
films, if PVP was added up 40 vol.%. A second effect of PVP probably comes from its
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Fig. 15.8 Several ZnO-TFT parameters as function of the PVP content in the dispersion measured
in ambient air and in N2 (glove box); a saturation mobility, b threshold shift—the difference of
threshold voltage between forward and backward sweep, c on/off ratio, d threshold voltage [44]

“water-bounding” property [48], acting as a getter and thus keeping water from the
ZnO surface, making it more stable against humidity in ambient air.

Despite the positive effect of some additives, the particle–particle contact remains
weak and hinders the charge transport. The obtained mobility in such systems usu-
ally does not exceed 1 cm2/Vs, if no post-annealing is performed. In order to reduce
the number of particle boundaries along the transport path, anisotropic shapes, espe-
cially nanowires have been considered. This concept is, however, mainly restricted
to ZnO, which grows easily anisotropic along its polar axis. While along a single
ZnO nanowire high mobilities from 12 cm2/Vs up to 928 cm2/Vs have been reported
[49–53], in printed or spin-coated films of nanowire conglomerates the mobility
remains relatively low in the order of a few cm2/Vs [54, 55].

A fundamental problem in all TFTs-based on nano-object films is an inherent
roughness between semiconducting film and gate dielectric. The charge carrier con-
centration in an accumulation channel decreases almost exponentially with distance
to the dielectric interface. For a lateral transport along the interface, a roughness on
the interface therefore corresponds to a strong modulation in the electric potential
landscape. Okamura et al. [56] addressed this problem and have shown that small
changes in the interface roughness have large effects on the effective charge carrier
mobility.
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In order to overcome the fundamental problem of interface roughness an alter-
native transistor concept has been presented. Dasgupta et al. [57, 58] replaced the
conventional dielectric by an electrolyte. The electrolyte acts as gate electrode, while
an extreme thin electrochemical double layer of a few nanometer is self-assembled
on the interface to the semiconductor. Since the electrolyte is able to fill out all
accessible pores, the gate electrodes adapt automatically to the complex surface of
the nanoparticle films. In this way, a huge field effect can be obtained and effective
charge carrier mobilities of almost 25 cm2/Vs in In2O3:Sn (ITO) nanoparticle films
have been reported. The principle of electrochemical gating is not new and has been
used in a-Si:H TFTs [59], in polymer-based TFTs [60] or in order to control charge
transport in carbon nanowires [61]. The main drawback of electrochemical gating is
a relative low response time of the electrolyte, typically in the range of seconds to
milliseconds, which limits the operation frequency of the transistor.

15.3.4 TFTs from Solutions (Liquid Precursors)

The intrinsic limitation of nanoparticle films is their granular structure. While the high
amount of specific surface is important for gas-sensing applications [62], it becomes
critical for TFT applications. First, because typically a TFT should mainly operate
independent from its ambient conditions and second, the granular structure causes
an interface roughness, which makes the coupling to an external electric field—
necessary for a field effect device–more difficult. The concept of electrochemical
gating can overcome this conflict; however, it is restricted to electrolytes, which
usually have a low response time.

If one keeps conventional dielectrics, the semiconducting film has to be as smooth
as possible, at least on the interface to the dielectric layer. Another approach to
realize such smooth and printable semiconducting films is to start with a liquid
precursor or a solution, containing all required ions and to transform it into the desired
semiconductor. The challenge is not only to find adequate solutions or precursors
for the different semiconductors, but also to allow for a transformation at acceptable
temperatures. One example for such a system is an aqueous solution of zinc acetate
([Zn(CH3COO)2·2H2O]) which can be transformed into ZnO by annealing usually
around 200 ◦C [63–66]. Also zinc nitride is known as a precursor, but requires higher
temperatures for decomposition [67]. Additionally, similar systems are known for
other metal oxides [68] and multi-cation amorphous oxides [69–72].

Meyers et al. [73] suggested an ammonia complex Zn(OH)x (NH3)
(2−x)+
y , which

can be deposited by spin coating and gets transformed to ZnO by annealing. In order
to get this complex they dissolve zinc nitrate in a caustic soda solution and zinc
hydroxide (s) and sodium nitrate (aq) originates.

Zn(NO3)2·6H2O + 2NaOH ⇒ Zn(OH)2 + 2Na(NO3)

In the following, Na+ and NO−
3 have to be removed in many cleaning steps. Sub-

sequently the complex Zn(OH)x (NH3)
(2−x)+
y is gained by adding aqueous ammonia.
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Now, this solution can be processed by spin coating or printing and the water and
ammonia will evaporate during annealing, forming a layer of ZnO. The disadvantage
in this approach is the need for many cleaning steps to remove the ions, especially
Na+, which was introduced by adding NaOH. Na+ is known to be extremely critical
in transistor application, because it has a high diffusivity, and therefore incorporates
easily in SiO2 and other dielectric materials causing electric instabilities.

A more simple way to achieve the same complex can be gained by dissolving
zinc oxide hydrate, ZnO·x H2O (Sigma-Aldrich, 97 % purity) in aqueous ammonia
(Sigma-Aldrich,≥99.99 % purity, 28 % in H2O) [74]. The idea is that the incorporated
crystal water destabilizes the crystal and enhances its solubility. This yields the same
aqueous ammonia complex without any intermediate steps leading to a simple one-
step process. To produce layers of ZnO, in a first step the zinc oxide hydrate is
dissolved under continuous stirring at 40 ◦C in an oil bath until a clear solution is
obtained. For the devices shown, the molarity was in the range of 0.05–0.06 M/L.
Then, test substrates Si/SiO2 are impregnated with the solution by spin coating after
filtering through a 700 nm glass filter. In order to transform the complex, annealing
temperatures of only 125 ◦C are sufficient which offers the opportunity to work with
flexible substrates. A cross-section of the layer was prepared utilizing a focused
ion beam (FIB). Figure 15.9a presents a scanning transmission electron microscope
(STEM) picture of this cross- section as well as an energy dispersive X-ray analysis
(EDX) along the indicated line. The Zn signal in the EDX-spectra exhibits a strong
localized Zn peak on the cross-over of the Si and Al signal, which is a proof for
the presence of Zn, most probably from ZnO. The Al signal results from the top
source/drain electrodes, while the Pt signal on the right side originates from Pt,
which was deposited as a cover layer for the FIB preparation. From this measurement
also the surprisingly low layer thickness of only a few nanometers can be seen.
A more elaborated transmission electron microscope (TEM) analysis yields a mean
layer thickness of approximately 7 nms(Fig. 15.9b). Also the homogeneity of the
amorphous layer can be seen in this TE-micrograph, indicating a very homogeneous,
smooth, and dense layer. There is no indication for a crystalline structure within this
layer. An X-ray diffraction analysis (XRD) confirms the missing crystallinity. Such
an amorphous ZnO layer deposited on a quartz substrate shows a transmission of
almost 100 % in the visible range of light as can be seen in Fig. 15.9c and permits
the fabrication of fully transparent devices. The absorption edge at around 400 nm
corresponds to the fundamental absorption of ZnO. This is a clear proof for the
presence of ZnO.

In order to analyze the electronic properties of the layer a test structure is used.
Highly doped silicon serves as gate and thermally grown SiO2 as insulator with a
thickness of 200 nm. The transistors are built in bottom gate top contact layout and
with the use of aluminum as top electrode material because of its work function of
4.28 eV fitting very well to the conduction band of the ZnO (4.3 eV) which makes us
expect an Ohmic contact between intrinsic n-semiconducting layer and source and
drain electrodes, obtained by thermal evaporation of aluminum through a shadow
mask. All devices shown have the same channel length of L = 100 µm and channel
width of W = 7.4 mm.
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Fig. 15.9 a EDX linescan along the device cross-section to verify the composition of the layer
b transmission electron microscope image of the device cross-section, c optical transmission spec-
trum of the ZnO layer on quartz [74]

Fig. 15.10 Output and transfer characteristics, measured under nitrogen and yellow light. Field
effect mobility of this device is 0.22 cm2/Vs and the threshold voltage is 47 V

Figure 15.10 shows an output and transfer characteristic of a device prepared as
described above. The annealing temperature used was 200 ◦C and the characteristics
were measured under nitrogen atmosphere and yellow light, which are used as stan-
dard conditions for all electric measurements. One can see that there is an Ohmic
behavior in the linear regime and clear field effect behavior. Almost no hysteresis
indicates good layer properties. A clear saturation can also be seen and characteristic
electrical properties specified by threshold voltage and mobility can be determined.
In case of the device shown in Fig. 15.10 the threshold voltage is 47 V and the field
effect mobility is 0.22 cm2/Vs.

As mentioned above, 125 ◦C annealing temperature is sufficient to transform
the ammonia complex into a layer of ZnO. To find the optimum temperature for
a high mobility, transistor devices are prepared with different annealing tempera-
tures varying between 125 and 500 ◦C. Depending on the annealing temperature one
can see nearly no trend for the threshold voltage (Fig. 15.11a), but for the mobility.
Figure 15.11b shows that there is an optimum for samples annealed at 300–350 ◦C.
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Fig. 15.11 Threshold voltage a and mobility b as function of the annealing temperature. Inset:
ZnO crystal growth after annealing at 500 ◦C [74]

The decrease in mobility for higher temperatures can be caused by a decrease of
semiconductor–insulator interface quality, caused by the beginning of a crystalliza-
tion process in the layer, see inset in Fig. 15.11b, where a TEmicrograph is shown of a
sample that was annealed at 500 ◦C. Compared to the micrograph shown in Fig. 15.9b
the ZnO seems to be much more inhomogeneous and a pronounced crystallization
has taken place.

So far, the samples were annealed under ambient atmosphere and owing to the
change in moisture in the ambient atmosphere, a more defined annealing atmosphere
is needed to increase the reproducibility of the TFTs. As defined atmospheres, nitro-
gen, synthetic air, and 5 % of forming gas (5 % H2 in N2) are used. In order to find
the maximum of possible mobility in different annealing atmospheres, the annealing
temperature for the samples is kept at 300 ◦C. The highest mobilities are achieved
for samples that are annealed under forming gas atmosphere; this can be expected
because hydrogen can be found, e.g., in antibonding configurations, acting as shallow
donor [75].

Mobilities up to 1.2 cm2/Vs are possible, but regarding all devices produced, there
is a statistical variation between samples prepared the same way also. To stabilize
the process further, ambient air exposure of the samples has to be avoided after elec-
trode evaporation as can be seen from Fig. 15.12, where two output characteristics
are shown. Both samples were annealed together for 45 min at 125 ◦C under ambi-
ent atmosphere. The sample in Fig. 15.12a was not exposed to air after electrode
evaporation; the other sample was exposed to synthetic air for 30 minutes. It can be
seen that the layer in Fig. 15.12a is very conductive; a resistance of 23.4 k� can be
calculated from the I–V characteristics with zero volts at the gate. No saturation can
be seen. This is probably due to a high concentration of free charge carriers in the
channel preventing a pinch-off. In contrast to that, the sample that was exposed to
synthetic air (Fig. 15.12b) shows clear transistor behavior with a visible off state for
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Fig. 15.12 Output characteristics of ZnO-TFTs a the device was kept in N2 (glove box) atmosphere
after electrode deposition; b the device was kept in synthetic air for 30 min after electrode deposition

VG = 0V and a clear linear and saturation regime. The characteristic parameters for
this device are a threshold voltage of 14.2 V and a mobility of 0.05 cm2/Vs.

The decrease in conductance from metallic to semiconducting behavior is assigned
to adsorbates on the ZnO layer surface, saturating dangling bonds. These adsor-
bates are removed inside the vacuum of the evaporation chamber and brought back
to the sample that has been exposed to synthetic air. In addition, the formation of
O-

2 adsorbates on the ZnO surface is likely to form a surfacial depletion layer empha-
sizing the effect on the conductivity, e.g., as shown for ZnO nanowires [76, 77].
Caused by the small thickness of the solution deposited layers, the surface, and
therewith adsorbates have a high influence on the channel performance. By chang-
ing the time the sample is exposed to synthetic air, it seems to be possible to optimize
the layer properties and therewith the threshold voltage can be decreased.

15.4 Summary

Three different methods to build semiconducting layers for TFTs in a nanoscale
range have been reviewed. (1) A direct deposition of gas carried nanoparticles has
the advantage that no chemical additives are required. With respect to chemical
purity, this method would have the highest potential. However, the crucial point is
the morphology of the particle layer and the exact positioning of the deposition
area. The last point might be overcome by more sophisticated deposition techniques,
while the more porous or fuzzy morphology of the layers is an inherent problem,
resulting from strong van-der-Waals interaction between the particles. Only particles
with extremely high kinetic energy can overcome this problem.
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(2) A deposition from dispersion allows for more control over the particle–particle
interaction. More smooth and dense layers are possible in this way. Such dispersions
might be spin coated or dip coated for large area deposition or printed for a more
localized deposition. However, in order to control the particle–particle interaction
suitable solvents and additives are usually required, but they are additional sources
for chemical impurities in the thin-film. Additives improve the layer morphology, but
might hinder the electronic transport, because most additives are electric insulators.
There is a small process window, where some additives improve the morphology,
compensate unwanted electronic states, and therefore enhance the overall electronic
transport properties. This was presented for PVP here.

(3) The preparation of semiconducting oxide layers from solution or liquid precur-
sors. This method overcomes the problem of the granular structure of the layer leading
to an interface roughness, which is inherent if nanoparticles are used. However, some
precursors or solutions are a source for additional impurities again. Small ions with
high diffusion coefficient, such as Na+, are extremely critical. These mobile ions are
the origin for electric instabilities of the whole device. Using a low-temperature sim-
ple one-step process, an ammonia complex Zn(OH)x (NH3)

(2−x)+
y could be prepared.

It decomposes to ZnO at around 125 ◦C or higher, while the chemical by-products
are in gas phase and evaporate easily, which ensures high purity. This method allows
for building up an amorphous, transparent, and surprisingly thin layer of ZnO. Those
layers show a high performance in TFT devices with mobilities up to 1.2 cm2/Vs
(300 ◦C annealing). This process also offers the opportunity to work on flexible sub-
strates, because only an annealing temperature of 125 ◦C is necessary to transform
the complex into ZnO. Fully transparent devices can be built because of the excel-
lent transparency of the films. If reproducibility can be upgraded this offers a great
potential for electrical applications such as RFID tags, etc.

15.5 Conclusion

It has been shown that semiconducting oxide layers can be realized at temperatures
well below the requirements for a common a-Si:H technology but keeping effec-
tive charge carrier mobilities at least in the same order of magnitude and maybe even
better. In combination with the high transparency of such layers a clear advantage can
be seen in metal oxide processes compared to conventional a-Si:H technology. The
approach to use amorphous instead of polycrystalline layers seems to have further
advantages, because critical surfaces are suppressed. Nevertheless, more elevated
temperatures allow for more control over the chemical decomposition and leads
to higher device performance. In order to combine the requirement of higher tem-
peratures for the chemical decomposition and the low-temperature requirement for
low-cost substrates, methods of local energy insertions are required. Laser annealing
or rapid thermal annealing might be a way to overcome this contradiction.
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M. Kosec, Thin Solid Films 518, 5134 (2010)
65. B.S. Ong, Ch. Li, Y. Li, Y. Wu, R. Loutfy, J. Am. Chem. Soc 129, 2750 (2007)
66. H.-C. Cheng, C.-F. Chen, C.-Y. Tsay, Appl. Phys. Lett. 90, 012113 (2007)
67. B.J. Norris, J. Anderson, J.F. Wager, D.A. Keszler, J. Phys. D: Appl. Phys. 36, L105 (2003)
68. D.-H. Lee, Y.-J. Chang, G.S. Herman, C.-H. Chang, Adv. Mater. 19, 843 (2007)
69. Y.W., X.W. Sun, G.K.L. Goh, H.V. Demir, H.Y. Yu. IEEE Trans. Electron Devices 58, 480

(2011)
70. G.H. Kim, H.S. Shin, B.D. Ahn, K.H. Kim, W.J. Park, H.J. Kim, J. Electrochem. Soc. 156,

H7 (2009)
71. J.H. Lim, J.H. Shim, J.H. Choi, J. Joo, K. Park, H. Jeon, M. R. Moon, D. Jung, H. Kim,

H. J. Lee, Appl. Phys. Lett. 95, 012108, (2009)
72. Y. Wang, S.W. Liu, X.W. Sun, J.L. Zhao, G.K.L. Goh, Q.V. Vu, H.Y. Yu, J. Sol-Gel Sci,

Technol. 55, 322 (2010)
73. S.T. Meyers, J.T. Anderson, C.M. Hung, J. Thompson, J.F. Wager, D.A. Keszler, J. Am. Chem.

Soc. 130, 17603–17609 (2008)



15 Metal Oxide Thin-Film Transistors from Nanoparticles and Solutions 409

74. R. Theissmann, S. Bubel, M. Sanlialp, C. Busch, G. Schierning, R. Schmechel, High perfor-
mance low temperature solution-processed zinc oxide thin-film transistor, Thin Solid Films
519(16), 5623–5628 (2011)

75. M.D. McCluskey, S.J. Jokela, K.K. Zhuravlev, P.J. Simpson, K.G. Lynn, Appl. Phys. Lett.
81(20), 3807–3809, (2002)

76. Z. Fan, D. Wang, P.-C. Chang, W.-Y. Tseng, J.G. Lu, Appl. Phys. Lett. 85, 5923 (2004)
77. Q.H. Li, Y.X. Liang, Q. Wan, T.H. Wang, Appl. Phys. Lett. 85, 6389 (2004)



Index

A
Ab initio, 78, 90, 91, 95, 278
Admittance, 235
Aerosol, 330, 334, 335
Agglomerate, 63, 109, 163, 168
Agglomeration, 127, 139, 140, 146, 150–153,

155–157
Alloy nanoparticles, 111, 114
Alumina, 49
Amorphous oxides semiconductors, 394
Amorphous silicon, 388
Anatase, 53, 62, 141, 152–154, 156
Angular momentum conservation, 220
Anisotropy energy density, 297
Anisorophy of the hole effective mass, 322
Annealing temperature, 103, 107, 403
Antiferromagnet, 308
Arrhenius diagram, 13, 14
Asphericity, 171
Atomic layer deposition, 50
Atomic resonance absorption

spectrometry, 8, 13
Au-Ge pair particles, 111
Auger electron spectroscopy, 36, 331
Averaging effect, 189, 193, 196
Axial GaAs nanowire p–n-junctions, 368
Axial heterojunctions, 360

B
Bain transformation, 81
Ballistic mean free path, 232
Band bending, 390
Bandgap, 199, 210, 214
Bandgap emission, 314
Bimetallic nanoclusters/nanoparticles, 110
Bimolecular reactions, 9, 11

Binary clusters, 85
Bipolar chargers, 102
Bipolar injection, 227
Blocking temperature, 274
Brick-layer-model, 233
Bright exciton, 216, 321
Brillouin scattering, 212
Brownian coagulation, 100
Bubbler, 60
Built in voltage, 201
Bulk diffusion, 165
Butane, 332, 341
Butterfly structure, 188, 189

C
Cantera, 26
Capacitance, 268
Carbon tetra bromide (CBr4), 361
Carrier concentration, 365
Carrier confinement, 317
Carrier density, 233
Carrier injection, 212
Carriers, 357, 370
Catalysts, 5, 48, 355
CdSe, 304
Ceramics, 49
Ceramics, catalysts, fuel cells, photovoltaic

devices, 49
CFD codes, 28
CFD simulation, 30
Characteristic length scales, 232
Charge carrier mobility, 388
Charge double-layer, 153, 154
Charge Transfer Multiplet Program

(CTM4XAS), 285
Chemical composition, 67

A. Lorke et al. (eds.), Nanoparticles from the Gas Phase, NanoScience and Technology,
DOI: 10.1007/978-3-642-28546-2, � Springer-Verlag Berlin Heidelberg 2012

411



C (cont.)
Chemical contrast, 290
Chemical kinetics mechanisms, 4
Chemical order, 283
Chemical potential, 164
Chemical vapor deposition, 49
Chemical vapor synthesis, 49
Chemistry modeling, 23
Cluster, 146, 150, 151, 155
Co, 355
Coagulation, 51
Coalesce, 61
Coalescence, 148, 163, 166, 168, 169, 174
Coalescence time, 165, 169
Coarsening, 180
Cobalt doped zinc oxide, 64
Co-discharging, 111
Coercive field, 284
Coercivity, 132
Coffee ring, 264
Cohesion, 162
Cohesive powders, 236
Coincidence site lattice index, 173, 174,

176, 177
Collective magnetic properties, 273
Collective properties, 274
Combustion synthesis
Common neighbor analysis, 83, 146, 147
Compaction, 236, 237
Compactification, 163, 180
Compensated region, 377, 378
Complex oxide material, 67
Composite oxides, 37
Composite particles, 37
Computer simulations, 167, 173
Concave, 169
Conductance, 235
Conductivity, 236, 266
Configurations, 167
Confinement energies, 216
Conjugate-gradient method, 147
Constant phase element, 257
Contact resistances, 197, 242, 244
Convex, 169
Cooling rate, 61
Coordination number at the surface, 297
CoPt, 124
Core conductivity, 235
Core resistance, 241
Core-shell, 360
Corona dischargers, 103
Co-sparking, 114
Creeping compaction, 268
Critical temperature, 144
Cross sensitivities, 330

Crystallinity, 53
Crystallographic orientation, 171, 173, 180
Crystalline quality of, 362
Crystal structure of pn-doped

GaAs nanowires, 369
Cuboctahedron, 77, 81, 88, 95, 150, 155
Curie temperature, 145
Current assisted compaction, 248
Current assisted powder compaction, 246
Current density, 372
CVSSIN, 59, 61

D
Dangling bond, 405
Dark exciton, 216, 321
Dark excitons, 219
Debroglie wavelength, 232
Debye frequency, 167
Debye length, 232
Degussa P25, 5
Degree of agglomeration, 61–63
Denitriding, 132
Density functional theory, 140, 141, 152
Depletion length, 232
Deposition efficiency, 116, 118
Deposition techniques, 101
Diamagnetic shift, 211
Dielectric, 152
Dielectric response, 233
Dielectric spectroscopy, 235
Diethyl zinc (DEZn), 361
Differential mobility

analyzer (DMA), 395
Dihedral angle, 172, 180
Dimer configuration, 292
Dipolar coupling, 297
Dipole interaction, 143
Direct band gap, 222
Discharging of particles, 107
Dislocations, 149
Dispersion, 388, 398
Dispersion number, 51
Dispersions, 238
Ditertiarybutyl silane (DitbBuSi), 361
Donor bound exciton emission, 307
Doping concentration, 391
Doping contrast
Doping gradient, 366
Doping of nanowires, 362
Doping transitions, 188, 197
Drain-source voltage, 389
Driving force, 164
Drude-type conductivity, 232
Dual conductance response, 350

412 Index



Dumbbell configuration, 172
Dynamic light scattering, 238
Dynamic properties, 273

E
Easy axis, 290
EDX, 278
Effect of particle size, 343
Effective carrier concentration, 195, 197
Effective mobility, 392
Electric modulus, 235
Electrical properties, 231
Electrochemical gating, 401
Electrode, 395
Electrode distance, 239, 329
Electroluminescence, 212, 224, 227, 379
Electroluminescent spectra, 381
Electron affinity, 188
Electron energy loss spectroscopy, 133
Electron-hole pair, 320
Electronic effect (EE), 352
Electrostatic deposition efficiency, 117
Electrostatic precipitation, 116
Electrostatic repulsion, 153
Elementary excitations, 95
Element-specific hysteresis loops, 273
Element-specific magnetic

moments, 285
Emission, 376–379, 381
Energy barrier, 157
Energy-dispersive X-ray

spectroscopy (EDX), 277
Equivalence ratio /, 35, 41
Equivalent circuits, 234
Ethanol, 226, 254
Evaporation, 334, 337
Evaporation rate, 67
Extended X-ray absorption fine structure

(EXAFS), 66, 70, 275, 278
Exchange field, 313, 321
Exchange interaction, 315, 317
Exciton, 211, 315
Exciton binding energy, 215
Exciton magnetic polaron, 313, 316
Exciton trapping, 211

F
Face-centered-cubic, 124
Faraday cups, 16
Fe(CO)5, 9, 10, 19
Fe-Pt-Cu, 136
FePt, 124
Ferroelectric transition, 152, 153

Ferrofluids, 41, 48
Ferromagnetic alignment, 316
Ferromagnetic ordering, 85
Ferromagnetic resonance (FMR), 273, 294
Ferromagnetism, 304, 313
Field cooling, 308
Field effect mobility, 392
Field effect transistor, 387
Film formation, 101, 103, 105, 107, 109, 111,

113, 115, 117, 119
Flame radicals, 29
Flame reactor, 4, 5, 13
Flame-based synthesis, 3, 5
Flame-synthesized particles, 5, 32
Flash evaporator, 52
Flat-flame reactor, 18, 19
Flexible substrates, 402
Focused ion beam, 402
Fractal dimension, 164
Free charge carriers, 262
Free energy, 95
Frustration, 293
FTIR, 66
Fuel cells, 49
Fumed silica, 49
Functional applications, 99
Functional nanoparticles, 5

G
GaAs nanowire pn junction, 375
GaAs nanowires, 362
GaAs/GaP heterostructure nanowire, 185
GaN, 304
Gas phase synthesis technique, 330
Gas sensors, 49, 245
Gate-source voltage, 389
Generalized gradient

approximation (GGA), 78
Geometry factors, 245
G-factor, 297
Gilbert damping parameter, 297
Gold (Au) seeds, 359
Grain boundary, 171, 172, 178, 180, 235
Grain boundary diffusion, 163
Grain boundary energy, 175
Grain boundary pinning, 172, 179, 180
Green body, 162
Growth of III/V nanowires, 358
Growth rates, 191

H
Hard agglomerate, 162, 180
H-atom recombination cycle, 28

Index 413



H (cont.)
Hard direction, 290
Height above burne, 14, 35
Hematite, 285
Heterojunctions, 191
Heusler alloys, 81, 95
High-temperature plasma, 102
High-temperature superconductors, 37
Homogeneous nucleation, 104
Hot spot, 61
Hot-wall reactor, 60, 267
Humidity sensors, 265
Hybrid simulation technique, 173
Hydrogen plasma, 277
Hysteresis, 399
Hysteresis loop, 291

I
Icosahedral, 125
Icosahedron, 80, 81, 83–85, 88, 91, 95, 150
III/V nanowire, 359, 361, 363, 365, 367, 369,

371, 373, 375, 377, 379, 381, 383, 385
Impact ionization, 228
Impactor, 395
Impedance, 242, 243
Impedance spectroscopy, 235
In2O3, 397
InAs nanowire field effect

transistors, 370, 373
InAs nanowires, 362
InAs/InP radial nanowire

heterostructure, 185
Incipient ferroelectric, 152
Incorporation of the doping atoms, 364
Indirect bandgap, 222
Indium tin oxide, 178
Individual nanoparticles, 287
Individual properties, 274
Induction furnace, 60
In-flight annealing, 4, 125, 330, 331
Influence, 337, 339
Information technology, 64
Inkjet printing, 398
Ink-jet printing, 238, 264, 398
Interdigital structures, 264
Interdigitated, 395
Interfacial free energy, 172, 180
Interparticle transport, 234
Inter-particle collisions, 127
Intra-atomic dipole term, 282
Intraparticle transport, 234
Intrinsic magnetism, 273
Inverse spinel, 285
Internal resistance, 197

Ion implantation, 194
Iron, 150, 151
Iron clusters, 9, 11
Iron nitrides, 135
Iron oxide, 17, 19
Iron pentacarbonyl, 9, 45
Iron precursor, 39
Iron silicates, 39
Iron-oxide, 40
I-V characteristics, 404
I-V characteristics of a single pn-GaAs

nanowire, 376

J
Jahn-Teller, 77, 81, 93

K
Kelvin probe force

microscopy (KPFM), 186
Kinetic Monte Carlo simulation, 167
Kirchhoff’s law, 242
Koch-Friedlander equation, 164, 168
Kurdjumow-Sachs transformation, 81

L
L10 phase, 124
Landauer-Büttiker approach, 232
Landau-Lifshitz-Gilbert equation, 294
Laser ablation, 102
Laser duty cycle, 56
Laser flash, 49
Laser flash Evaporation, 51, 64
Laser pulse repetition frequency, 54
Laser reactors, 6
Laser-induced fluorescence, 3, 17
Laser-induced incandescence, 3
Lateral, 192, 200
Lattice imperfections, 128
Lattice mismatch, 358
Lattice model, 247
Layer sensitivity, 348
Light emitting diode, 224
Light extinction, 9, 22
Light-to-current conversion, 358
Log-normal size distribution, 52
Long term stability, 329
Low pressure impaction (LPI), 116

M
Mackay transformation, 77, 81, 82, 93
Maghemite, 285

414 Index



Magic number clusters, 80, 82
Magnetic anisotropy, 283
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Optically induced magnetization, 319, 323
Orbital magnetic moment, 283, 284
Order/disorder transformation, 125
Orientation time, 175
Orientational mismatch, 173

Index 415



O (cont.)
Oscillator strength, 221
Output characteristics, 372
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Photo-generated charge carriers, 316
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TFT, 389
Thermal evaporation, 102
Thermoelectric applications, 233
Thermometry, 17
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Trap states, 390
Trial wavefunctions, 79
Trimer, 293
Trimethyl gallium (TMGa), 361
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