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Introduction

In Zelenogradsk, a cozy resort on the coast of the Baltic Sea near Kaliningrad
(Russia) city, the 2nd International Conference, “Atmosphere, Ionosphere, Safety”
(AIS-2010) took place from June 21 until June 27, 2010. The conference was
organized by the State Russian University of I. Kant Institute, Semenov Chemical
Physics Institute of the Russian Academy of Sciences and the Pushkov Institute of
Terrestrial Magnetism and Radio-waves Propagation of the Russian Academy of
Sciences. Financial support was provided by the Russian Fund of Basic Researches,
the Presidium of the Russian Academy of Sciences, and the European Office
of Aerospace Research & Development (EOARD). Scientists who participated
in the conference work were from Russia, Belarus, Ukraine, the United States,
Germany, Great Britain, the Netherlands, Belgium, Switzerland, and Japan. During
the conference, 12 plenary and more than 60 section reports were delivered, and
about 30 posters were presented.

The analysis of reactions in the “atmosphere–ionosphere” system, taking into
account the influence of natural and anthropogenic processes, was the central
question presented for discussion by the conference participants. Basic attention was
given to studying the reasons and cases of the various geophysical and atmospheric
phenomena, an estimation of their influence on the biosphere of the Earth and its
technological systems, and to development of monitoring systems and decrease in
risk of the negative influence of natural processes on mankind’s ability to live. These
problems are of interest for a wide range of experts working in various areas of
science and technology.

The ionosphere of the Earth is subject to powerful natural influences. Its lower
part is disturbed by earthquakes, volcanic eruptions, typhoons, and thunderstorms.
From above it is influenced by a set of processes essential for geomagnetic storms.
As a result of these processes, such influencing factors as powerful atmospheric
disturbances, electric currents, electromagnetic disturbances in various spectral
ranges, plasma and optical disturbances, accelerated particles, raised levels of
radioactivity, and changed ionic and molecular composition are formed. Moreover,
the microwave radiation of highly excited ionosphere particles, accompanying
increases of solar activity and occurrences of magnetic storms, has a negative
influence on the biosphere of the Earth.

ix



x Introduction

Knowledge of the influencing factors of nature allows us to use them as
catastrophic process indicators and to create corresponding monitoring systems on
this basis. Thus, there is a requirement to undertake additional research, which
necessity is defined by the considerable strengthening of people’s ability to live
in an ionosphere, leading to the occurrence of new risks. Such are connected with
the active development of manned and unmanned orbital systems, and aviation
(including the middle atmosphere height), using new kinds of communication.

The Conference’s work was carried out in the following directions.

Elementary Processes in the Upper Atmosphere
and Ionosphere

During this section, the possibilities of laser control by one of the major atmospheric
processes, that is, the dissociative recombination reaction of slow electrons and
molecular ions of oxygen, which under certain conditions can be accelerated (or
slowed down) by two to three orders of magnitude under the influence of an external
field, have been analyzed.

Features of the nonequilibrium microwave radiation spectrum of the upper
atmosphere disturbed by electron beams thrown out of the ionosphere during solar
activity were discussed.

A report devoted to consideration of the mechanisms of collision and radiating
quenching of Rydberg atoms and molecules populating the F-, T-, and D-layers of
the upper atmosphere under the influence of these electrons was heard.

The analysis of basic elementary processes proceeding in the lower atmosphere
(electron collision ionization of molecule bombardment, electron dissociative at-
tachment, etc.) considered taking into account the influence of atmospheric electric-
ity, and prebreakdown fields.

Explanation of the nature of luminescent layers in the stratosphere (“elfs”
and “sprites”) during thunderstorm activity that were observed from the satellites
“Tatyana-1” and “Tatyana-2”, moving at a height of about 850 km, was discussed.

A method of electron wave functions of the system “Rydberg atom C a neutral
particle of the environment” was presented. Mechanisms and methods of collision
and radiating quenching of the Rydberg atoms process calculations in the upper
atmosphere were considered.

Ionosphere Dynamics and Atmosphere–Ionosphere Coupling

The subjects of these reports concerned actual problems of experimental and
theoretical research on the ionosphere and the upper atmosphere. Discussion
included existing theoretical models of the upper atmosphere and the ionosphere
for application possibilities, in particular, the UAM (upper atmosphere model) for
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interpretation of the results of experimental research, and also the direction of
perfection of theoretical approaches. Much attention was given to a discussion of
electrodynamic mechanisms of local ionosphere precursors of earthquake formation
and the concept of “global electric circuit.”

Also, the results of joint research of MSTU (Russia) and GRCG (Germany)
on the analysis of wind satellite measurements in the high-altitude thermosphere
with the application of a theoretical model of the upper atmosphere (UAM) were
presented. Analysis has shown, in both satellite observations and theoretical calcu-
lations, that the basic influence on the morphology and dynamics of thermosphere
circulation in high latitudes is the impact of the solar wind.

A discussion of results of planetary distribution of the total electron content
(TEC) in the atmosphere studied during geomagnetic disturbances and after their
termination was presented. It appears that for an explanation of the observable
ionosphere dynamics during such periods it is necessary to involve ionospheric
physicists in a new class of planetary wave processes, – Poincare’s waves.

A new mechanism of a phase delay of satellite signals during the periods of
strong geomagnetic disturbances that is caused by the cascade of re-radiations at the
Rydberg states of atoms and molecules in the decimeter range, excited by streams
of ionosphere electrons, was discussed.

Considerable space in this section’s work was given to discussion of the-
oretical models of different ionosphere areas: the three-dimensional model of
“a polar wind,” realized with the help of the supercomputer Kant RSU. Also,
a one-dimensional model of the ionosphere taking into account a complex set
of the photochemical processes developing in the D-area of the ionosphere was
considered.

Modeling description of the process of internal gravitational wave propagation
from the troposphere to the upper atmosphere was presented. Such research is
important to understand the physical mechanisms of the influence of the lower
atmosphere on the upper atmosphere and the ionosphere. The results obtained show
the possibility of fast (within several minutes) penetration of such waves to the
heights of the thermosphere and the influence of this process on upper atmosphere
dynamics.

A model of tropical hurricanes, allowing defining the important physical
characteristics—the time of the origin and duration of the hurricane, and also
its speed of movement—was described. The knowledge of such parameters will
allow investigating the influence of large-scale meteorological processes on the
dynamics of the upper atmosphere and the ionosphere.

Results of modeling research on the mechanisms of the ionosphere precursors
of earthquakes executed within the limits of the theoretical model GSM TIP were
discussed. The most effective mechanisms of influence of local disturbances over
the earthquake epicenter on parameters of the ionosphere plasmas have been consid-
ered, and the conclusion is drawn that the most probable reasons for the occurrence
of ionosphere precursors are the disturbance of electric field vertical components
and the propagation of short-period internal gravitational waves generated over the
epicenter.



xii Introduction

The problem of the excited particles, or “hot oxygen” formation, observed in the
upper atmosphere was discussed. The results of modeling calculations give us the
basis to understand that the schemes of description of the photochemical processes
with participation of the excited particles do not now allow us to satisfactorily
explain the results of experiments.

Characteristics of longitudinal variations of the ionosphere at the middle lati-
tudes, obtained by observations of the satellite Interkosmos-19, were presented and
discussed.

The Lomonosov MSU, Moscow, has presented results of optical and UV
radiation observations, and also of streams of high-energy electrons obtained by
the satellite “University Tatyana-2.” The preliminary analysis has shown high
correlation of UV and optical radiation in pulsations with duration of about 1 ms.
It has been thus established that a correlation between the streams of high-energy
electrons and UV or optical radiations is absent. It is noticed also that splashes in
radiations are marked over cloudy sites of the Earth surface.

Although concentrations of aerosol particles in the atmosphere of the Earth are
insignificant, it is however impossible to consider their influence on atmospheric
conditions as negligibly small. It is enough to recollect the dramatic consequences of
the “Eyjafjallajokull” volcanic eruption to Iceland and the smoke blanketing of the
air of Central Russia and Siberia by summer fires. All these dramatic consequences
grow from the influence of aerosol particles on the conditions of the air environment.
There are no doubts that struggle against aerosol particles is one of the central
foci of safe maintenance of the existence of all lives on Earth. Meanwhile, data on
aerosol particles, the mechanisms of their occurrence, and their interaction with the
environment and living organisms have remained unreliable until the present time.

Mechanisms of particle charging were discussed. This problem is important for
safety maintenance during emergencies of atomic power stations and other nuclear
power objects. The majority of radioactive aerosols are charged. The charged
aerosols are also important in aerosol technology because motion of these particles
can be controlled by means of external electromagnetic fields. The properties of
carbon particles formed in the combustion process in airplane engines were also
considered.

Electrochemical and Electromagnetic Phenomena
in the Atmosphere Including Long-Lived and Plasma Objects

This section of the 2-nd International Symposium (AIS-2010) included Ball Light-
ning (ISBL-151) and the 4th International Symposium on Unconventional Plasmas
(ISUP-4).

Work on these subjects that appeared during the past 2 years was reviewed. It
has been noted that the practice of carrying out joint conferences on plasmoids,
plasma structures, ball lightning, and unusual kinds of plasmas appears successful.
Within the 2 years that have passed since the previous conference, intensive research
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on plasmoid physics plasma structures and BL was conducted, and experiments on
realization of long-living plasma formations were made.

An activity shift was outlined in BL research to studying of lightning with an
internal source of energy possessing a core and a cover and bearing noncompensated
electrical charges.

The method of electric discharge in a closed volume in a polymeric tube with
a small aperture has generated “fiery” spheres of some millimeters in diameter
on exit from an aperture from this tube. It has appeared that the duration of their
luminescence was of the order of 10 ms. As source material, metallic particles and
some basalt were used.

Artificial BL, obtained by an explosion of nanostructured porous silicon that
was impregnated by a solid oxidizer, potassium nitrate, was discussed. Luminescent
spheres from 10 to 80 cm in diameter with a lifetime of about 1 s have been realized.

The influence of new kinds of plasma on the surface of combustible liquids was
considered. Results of experiments on the influence of pulse and corona discharges
on water (covered with a benzene layer), on kerosene, and also on alcohol and
kerosene (covered with a layer of an aluminum powder) were presented.

Results of ongoing research of the Gatchina discharge with formation of large
(up to 10 cm in diameter) luminescent objects over a volume with water were
reported.

Results of research on the structure and evolution of stretched vortical plasmoids
at the microwave discharge fed by the pulse and high-frequency generator were
presented. It is revealed that the important role in formation of the stretched vortical
plasmoid is played by a vibrational-translation relaxation of the excited molecules.
Dusty plasmoids have been considered also. They are generated by means of
the erosion plasma generator in which an aluminum powder is inserted into the
discharge channel and the high-frequency Tesla generator is applied. It has thus
appeared that typical lengths of created plasmoids range from 10 to 100 cm, and
their characteristic time of life is about 1 s.

Results of research on erosive discharge characteristics change researches have
been presented. To study the conditions of continuous existence of formed plas-
moids and control of their spatial localization, research on generation of high-
frequency discharges is carried out in gas streams. Thus were observed plasmoids in
air streams at the exit from a spiral waveguide, and also at the exit from an aperture
in a quartz tube located on its axis or in a lateral wall.

On the basis of experimental results on the influence of electric discharge plasma
on various materials (including silicon oxide), the model of the following natural
object formation is considered. It can be called BL. At the strike of the linear
lightning into the earth (or a melting object of inorganic nature), an area of the melt
is formed. At that point, plasma interaction reactions of thermal decomposition of
hydrocarbon components, of soil, dust, and organic components and of drops of
water to C and H2 take place. In the field of heating, chemical reactions of oxide
reduction to metals and metalloids occur, and pure powder particles (aluminum
or silicon) and molecules CO2 and H2O appear. (This process is similar to the
formation of powders at electric explosions of wires, or the precipitation of metal
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powders on a basis of oxides). The area appears to be unipolarly charged at the
expense of the charge transferred to it from the linear lightning. So, an object in
which the core consists of metal particles and gases, and a cover of fused oxide, is
formed. The oxide layer decelerates metal particle oxidation by oxygen arriving
from the outside. Inside the cavity there is a slow burning (metal or metalloid
particles react with CO2 and H2O). Subsequently, an ejection of this object from
the earth into air under the influence of gas pressure in the fulgurite areas takes
place. Despite its possible large weight, it does not fall because of the Coulomb
repulsion from the charged surface of the Earth. Internal reactions caused the object
to be heated. The pressure inside the object rises, cracks in the cover appear, and it
later scatters under the action of the Coulomb repulsion of charges.

It was shown that, within the limits of the already existing BL electrodynamic
model, the energy density of an element of the energy core increases with down-
sizing of an element. The assumption of the existence of a “composite” object as a
system of the tiny objects collected inside the general cover of a dielectric material
allows us to explain cases of BL exit from sockets and their passage through small
apertures and through intact glass.

Results of observation of radiowave interference in a waveguide of rectangular
section were reported. Ceramic plates were located in Fibonacci chain order (quasi-
periodic system) or the Cantor series (fractal system). From that it was studied what
occurs at infringement of the order of the plate placement, shifting their parts for
1/3, 3/4, or 1/16 of the wavelength, respectively. In some cases, clicks of the electric
breakdown in air were discovered in the waveguide; they lead to the occurrence of
plasma structures.

A report that vorticity degree growth increases the stability of the atmospheric
vortex lifetime was heard. For correct account of their formation mechanism,
knowledge of the contribution to the formation process of the nonequilibrium self-
consistent vortices structures of the storm cloud charged subsystems and research
of their dynamics is necessary. Experimental data concerning high-altitude profiles
of electric field specified the presence of strong electric fluctuations in storm clouds
with characteristic sizes of 10–500 m. Electric field fluctuations on scales of L � 10–
500 m (where L is the difference of the heights of two atmospheric layers), and also
the presence of coherent electric structures, were discovered.

Combustion and Pollution: Environmental Impact

In the reports presented for this section, results of computation and experimental
research directed toward the perfection of working processes in burner devices
and internal combustion engines to provide maximum fuel economy and to lower
the production of harmful substances (soot, NO, etc.) were discussed. Methods
of burning and flame acceleration modeling in encumbered space and in pipes,
methods of maintenance of fast transition of burning to detonation, and also methods
of decreasing harmful substances at the burning of gas and liquid fuel, including safe
recycling in an exhaust, were discussed.
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Information Systems of Environmental Monitoring
and Accident Prevention

In these reports, the following problems were considered: microdipole electromag-
netic radiations (of slow-down character) induced by pulse X-ray or gamma sources;
detection of the narrow directed pulse source of gamma quanta of high energy and
the destructive influence of gamma radiation on electronic equipment; corrections
of ionospheric delays at registration of the pulse signal, passing the ionosphere; and
interrelation of errors of determination of coordinates and registration of arrival time
in the range-difference method of a passive location.

It is shown that microdipole radiation, which spectrum is a pulse noise sending,
lies in the field of low frequencies. The spectrum-correlation method is proposed for
detection of the pulse sources of gamma quanta with time accumulation, allowing
to allocate authentically the accepted radiation at a signal-to-noise ratio greater
than two.

Rydberg radiation in the upper troposphere induced by the pulse sources of
gamma quanta with energy of 1–3 MeV has been considered. It is shown that at
pulse emission of 1022 gamma quanta radiation is reliably registered at distances of
some hundreds of kilometers.

The question of the registration of electromagnetic radiation on board a space
vehicle induced by the pulse sources of gamma quanta with duration of 10–100 ns
and energy 1 MB was also considered.

On the basis of the presented reports, the Editorial board has prepared the
following reviews for this book on important and interesting areas of atmosphere
and ionosphere physics.

In Chap. 1 is discussed the contribution of excited atoms to the ionization
processes under conditions of low-temperature plasma that may be regarded as
a background for transformation of light excitation energy into electrical energy.
Relevance of the dynamics chaos regime to the phenomenon of a diffusion auto-
ionization within Rydberg quasi-molecular complexes is demonstrated, taking as
an example collisions between Rydberg and normal alkali atoms. The presented
data show the theoretical models of chemoionization processes, exploring “dipole-
resonant mechanism” to be in satisfactory agreement with the experiment.

In Chap. 2 is presented a review of the theoretical status of the elementary
atomic and molecular processes driven by strong monochromatic laser fields. The
discussion is focused on near-threshold processes involving Rydberg intermediate
states, which play an important role in the Earth’s upper atmosphere. The possibility
of the stationary formalism of radiative scattering matrix, based on a renormalized
Lippmann–Schwinger equation, is demonstrated. This approach provides a unified
description of all near-threshold processes, where the transition amplitudes are
represented by the radiative scattering matrix elements corresponding to all possible
reaction channels. These processes include predissociation, associative ionization,
exchange, and other reactions that cannot be described by the standard time-
dependent models.

http://dx.doi.org/10.1007/978-94-007-2914-8_1
http://dx.doi.org/10.1007/978-94-007-2914-8_2


xvi Introduction

Chapter 3 is devoted to a number of chemical and photochemical processes in the
atmosphere that are responsible for the formation of the tiniest (nanometric) aerosol
particles which then increase to larger sizes by condensation and coagulation.
Charging of aerosol particles is also of importance for the particle growth processes.
Chapter 3 considers all the aforementioned aerosol processes, taking into account
that the particle size is less or comparable to the mean free path of molecules in
the carrier gas; that is, the molecular transport goes in either the free molecule
or the transition regime. The chapter outlines an approach that permits strong
simplifications in considering the aerosol processes in the transition regime. This
approach forms a common basis for treating molecule, charge, and energy transport
toward small aerosol particles.

In Chap. 4 are shown a few examples of the interpretation of experimental results
in the upper atmosphere and ionosphere obtained by using the model of the upper at-
mosphere (UAM). In particular, the influence of the interplanetary magnetic field on
the upper atmosphere and ionosphere during geomagnetic disturbances, as well as
the problem of the “lithosphere–ionosphere connection,” are examined. Numerical
experiments allow a statistical description of the GPS TEC measurements, which
are regarded as precursors of earthquakes. Ionospheric precursors to earthquakes
calculated from the model showed satisfactory agreement between the UAM and
the observations of GPS TEC. Guidelines are given for the detection of ionospheric
precursors of earthquakes.

Chapter 5 is devoted to the theory analysis of the discharge phenomena called
elves and sprites in the stratosphere and mesosphere initiated by tropospheric storm
processes. At a quantitative level the process of redistribution of charges in an
atmosphere at altitudes up to 150 km during the charging and discharging of a
storm cloud is investigated. An important role of the small electric conductivity
of the stratosphere and mesosphere is shown. At lightning discharge of a storm
cloud, the area of the overcritical field appears under the ionosphere in which the
avalanche ionization arises (elf). The account of the small electric conductivity of
the atmosphere between the troposphere and the ionosphere has allowed explaining
the long duration of discharge processes developing under the ionosphere, basically
in the residual electrostatic polarization field.

Chapter 6 presents an experimental work that in essence is a continuation of
a well-known work on microwave plasmoid physics carried out by the Nobel
prize winner P.L. Kapitsa. The chapter is devoted to high-frequency (HF) plasmoid
creation in low-temperature plasma, in swirl flows, which is of interest from the
aspect of ball lightning (BL) physics and the creation of artificial ball lightning.

Vladimir L. Bychkov
Gennady V. Golubkov

Anatoly I. Nikitin
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http://dx.doi.org/10.1007/978-94-007-2914-8_3
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Chapter 1
Ionization of Excited Atoms in Thermal
Collisions

N.N. Bezuglov, Gennady V. Golubkov, and A.N. Klyucharev

Abstract This book is devoted to the modern theory and experimental inves-
tigations of the associative ionization (AI) reaction. The means of their further
development are analyzed. Numerous applications in plasma chemistry, aeronomy,
chemical physics of the upper atmosphere, and astrophysics have contributed to
conducting this study. The threshold behavior of cross sections of the endothermic
reaction AI is considered, and it is shown that the dependence of above-threshold
energy E is a strictly linear in the quantum case, which differs substantially from
the law E3/2, resulting in a semiclassical theory. This result has a simple physical
explanation because the matrix elements of scattering operator resulting from the
tunneling effect are finite at E D 0. Comparison with the semiclassical theory
has been made. A substantiation of the described possibility of elementary AI
reaction dynamics in the diffusion approach is given. A detailed consideration of the
applicability conditions of the “quantum chaos” theory for the spectrum of highly
excited Rydberg molecules is carried out. A review of experimental studies of AI
reaction under different conditions covering vapor cells, single effusive beams, two
crossing beams, and cold matters (very briefly) is presented. The importance of
accounting for specific distribution functions of atoms over a relative (colliding)
velocity in AI rate constant evaluations is discussed, and a proper explanation of
noticeable variations in experimental data is provided. Different types of colliding
atomic/molecular pairs consisting of low-lying excited states (normal, metastable,
and resonance) in inert and alkali gases are considered, and the corresponding
futures of AI cross sections are analyzed. Experimental data on AI and Penning
ionization processes involving the Rydberg states of hydrogen and alkali atoms

N.N. Bezuglov • A.N. Klyucharev
Physical Department, St. Petersburg State University, St. Petersburg, Russia
e-mail: nikolay.bezuglov@gmail.com; anklyuch@gmail.com
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2 N.N. Bezuglov et al.

are considered on the basis of a number of theoretical models. The relevance of
diffusion motion of the optical electron through the Rydberg energy states toward
the continuum resulting from appearance of the dynamics chaos regime in its
evolution is demonstrated.

Keywords Metastable and Rydberg atoms • Ionization in slow atom collision •
Intermediate Rydberg complex • Dynamics chaos

1.1 Introduction

Chemical ionization processes in the thermal and subthermal collisions of heavy
particles with participation of the excited atoms are characterized by appreciable
values of the reaction rate constants (Klyucharev and Vujnovic 1990; Klyucharev
1993). The universe at the initial stage of its existence was composed mainly of
atoms, molecules, and positive and negative ions, containing HD˙, LIH˙, hydro-
gen, deuterium, helium, and lithium in their variety and different combinations.
The results of recent spectroscopic observations of cosmic objects in the infrared
range have shown the presence of anomalies, which appear in the disappearance
of lines emitted by the hydrogen-like Rydberg atoms (RA) with values of the
effective quantum number neff of the order of 10 (Gnedin et al. 2009). To this range,
neff corresponds to the maximum on dependences of the RA chemical ionization
processes k(neff) rate constants, i.e.:

X�� .neff/C Y )

8

<̂

:̂

XYC C e�;
X C YC C e�;
XC C Y C e�:

(1.1)

When the concentration of neutral atoms is cA � 1017 cm�3 and the rate constant is
k � 10�9 cm3 c�1, the effective lifetime of RA is about � eff 10�8 s (note that for
hydrogen RA with neff D 10, the table value gives � eff D 10�6 s).

The concept of low-temperature plasma physics includes sections of elementary
processes and their applications. Interest in development in this direction, which first
had appeared in the early twentieth century, not only has not declined but is con-
stantly increasing. Now we can speak about the new field of “chemistry of plasma
physics,” which is a junction of atomic and molecular collisions and chemistry of
elementary gas-phase reactions leading to chemical transformations, including ion-
ization and chemical ionization (Smirnov 1981). Studying the physics of ionization
processes involving heavy particles, we have to consider the fundamental statements
of atomic collision physics, which makes it possible to detect new phenomena and
laws. One is the discovery of the new phenomenon of low-temperature plasma gas
medium formation at its irradiation by light with wavelengths corresponding to
resonant optical transitions in the atom (photoresonance plasma). Such plasma at
the initial stage of its formation cannot be described within the traditional scheme
of the gas discharge.
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It is known that a direct analogy exists between the processes occurring in
space and in laboratory facilities. For example, laboratory studies of laser-hydrogen
plasma have shown that the features of the processes taking place in it are similar to
the processes occurring in the atmosphere of cooling-type stars of the “white dwarf”
class.

Recombination leading to filling of the Rydberg states, and being the main
mechanism of the ionization-recombination processes with participation of the
molecular ions, is sufficiently popular in the astrophysical literature. An example is
low-temperature layers enriched by helium of those white dwarfs’ atmosphere and
the solar photosphere. At the same time, there remain many unresolved questions
relating to the processes of a gas and a dust in the atmosphere of the satellite
structures of the giant planet Jupiter: Io rich with sodium, where undoubtedly can
take place the ionization processes involving excited sodium atoms, similar to those
occurring in the laboratory photoresonance plasma in alkali metals vapors in Earth
conditions (Klyucharev et al. 2007).

Recent results on the stochastic dynamics in the processes of chemical ionization
(Klyucharev et al. 2010) in frames of the resonant collision model (Smirnov
and Mihajlov 1971a) indicate the possibility of shifting the primary selective
excitation of the RA over a group of excited states, and thereby of control of the
elementary processes. The latter is of great interest, because it allows us to identify
the relationship between determinism and stochasticity in atomic physics. Below
we restrict ourselves to the effective principal quantum numbers neff � 25, which
provide the maximum effect of chemical ionization.

1.2 Collision of Atoms in the Thermal and Subthermal
Energy Ranges Leading to Ionization

Depending on the state of particle-collision partners in the entrance and exit
channels of reactions, the total set of ionization processes in collisions of atoms and
molecules can be divided into the processes of collision ionization and chemical
ionization. This is a conditional division, which is determined by the potential
energy of the excitation and kinetic energy of relative motion of colliding particles.
The range of kinetic energies of the atoms of interest to the physics of collision
processes lies in the interval 10�9 to 103 K, which extends from a “Bose–Einstein
condensate” to high-current arc plasma. Remember that the energy of 8.617 � 10�5

eV corresponds to the temperature of 1 K, which agrees approximately with the
temperature of liquid helium. Each interval of temperatures of the gas medium has
its own set of preferred processes leading to the ionization; in this case, following
the division of the collision energy Ecol of relative motion: the thermal (10�1 to
1 eV), subthermal (10�3 to 10�1 eV), and cold (less than 10�3 eV), i.e., collisions
in the experiments on laser cooling of atoms.

In the literature, the chemical ionization process is called the reaction in which
the transition to a state of the ionization continuum is the result of the internal
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energy (excitation energy) of the colliding particles, and the energy of relative
motion plays a minor role in energy balance. In other words, the energy of relative
motion of atoms on the characteristic values of the inelastic transition distances
in these reactions is much smaller than the ionization potential of the individual
atoms partners. In connection with the development of new physical and technical
trends in modern physics, such as the physics of active laser media, the interaction
of radiation with matter is laser synthesis of chemical substances. Interest in these
processes emerging in the past 60 years is markedly increased. However, available
literature on the processes of ionization in slow atom–atom collisions in general
relates to the reactions involving metastable atoms. The use of tunable dye lasers
makes possible to implement a resonant optical excitation of atoms in the vast
majority of elements, which markedly stimulated the experimental study of such
processes. In this case, from energy considerations it follows that the ionization
processes in slow symmetrical collisions are possible only if the pair collisions
of resonantly excited atoms take place. At the same time two possibilities can
be realized: (1) the doubled excitation energy is greater than the atom ionization
potential, and (2) this energy is lower than that potential. The first case (1)
takes place, for example, at the ionization of hydrogen and inert gases, halogens,
nitrogen, and oxygen. The second one (2) is the ionization of alkali atoms of rare
earth elements, uranium, most of the metal atoms, the ionization in collisions of
metastable atoms of heavy inert gases with hydrogen.

As a result of the ionization process, in slow symmetrical and asymmetrical
atom–atom collisions can be formed the following molecular and atomic ions:

Symmetrical collision X.X�/C X� ! XC
2 C e�

Asymmetrical collision X.X�/C Y� ! XYC C e� (1.2)

Symmetrical collision X
�
X��C X� ! XC C X C e�

Asymmetrical collision X
�
X��C X� ! XC C X C e� (1.3)

or a pair of positive and negative ions

Symmetrical collision X
�
X��C X� ! XC C X�

Asymmetrical collision X
�
X��C Y� ! XC C Y� (1.4)

We do not consider here the processes of dissociative ionization and the
ionization accompanied by a rearrangement of the particles, which can occur in
atom–molecule collisions. Reactions (1.2, 1.3, and 1.4) differ by the process mech-
anisms. Reaction (1.2) is called associative ionization (AI). Note that reaction (1.3)
in the cases where one partner is a metastable atom Y* with the excitation energy
exceeding the ionization potential of atom X is called the Penning ionization (PI).
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The foregoing classification of the ionization processes in thermal collisions of
atoms indicates only some of the possible reaction channels and in this sense is
relative. For example, in the case of collisions of two highly excited atoms with the
comparable ionization potential, six channels of reactions that lead to the formation
of only atomic ions are theoretically possible:

X� �e�
1

�C Y� �e�
2

� )

!
(

X� �e�
1 e�

2

�C YC

Y� �e�
1 e�

2

�C XC .1:5/

!
(

XC C Y
�
e�
2

�C e�
1

X
�
e�
1

�C YC C e�
2

.1:6/

!
(

XC C Y
�
e�
1

�C e�
2

X
�
e�
2

�C YC C e�
1

.1:7/

In reactions (1.5, 1.6, and 1.7), the indices 1 and 2 refer to the optical electrons of
atoms X and Y, respectively.

Quantitative conclusions about the effectiveness of chemical ionization with
participation of emitting atoms in a broad range of binding energy of the optical
electron by the end of the 1990s were possible primarily for alkali metal atoms
(Klyucharev and Vujnovic 1990).

1.3 Basic Principles of the Theory

This section discusses the theory of collision ionization, which is characterized by
a variety of methods and approaches developed during the past 20–30 years. We
have skipped over those which by now have become generally accepted and widely
used to describe various physical phenomena in atomic and molecular collisions and
low-temperature plasmas and laser devices in the upper atmosphere and ionosphere,
aeronomy, and astrophysics. However, many questions are yet to receive their final
consideration.

1.3.1 Semiclassical Approach

If the excitation energy of the atom is greater than the ionization potential of the
particle Y, then the Penning AI process proceeds. Then, for all the finite interatomic
distances the quasi-molecule is found in the autoionizing states, decaying with the
emission of an electron, and the formation of the molecular ion, if its existence is
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Fig. 1.1 Potential curves for
the molecular ion U2(R) and
the quasi-molecular system
U1(R). The value E
corresponds to the total
energy of the system. The
excitation energy of the atom
Y* is greater than the
ionization potential of the
atom X

possible. A diagram of the electron excited quasi-molecule XY* potential curves
and the ground state molecular ion XYC, qualitatively illustrating a separation
possibility of the processes

X� C Y !
(

XYC C e�

XC C Y C e�
associative ionization .AI/ .1:8/

n�type Penning AI reaction .PI/ .1:9/

(when the adiabatic approximation takes place), is shown in Fig. 1.1. An implemen-
tation of the Franck–Condon principle in the conservation of the nuclei energy is
illustrated in this figure by presentation of the ordinate differences of points 1, 2
and 3, 4, respectively: U1.R/� U2.R/ D U3.R/�U4.R/. When point 3 lies above
the dissociation ion XYC limit, the PI channel is preferred. If an autoionization
decay from the U1(R) term for the interatomic distances R>R(1) takes place, the
PI-type reaction with formation of the atomic ion and one electron happens (reaction
(1.3)). Autoionization decay of R<R(1) leads to the formation of the molecular ion
in the stable vibrational excited state. In the same approximation, the energy of
electrons releazed in the reaction channels at the interatomic distance R is equal to
the U1(R) � U2(R) difference. From analysis of the electron energy distribution in
the reactions (1.2 and 1.3), we can judge not only about the relative efficiency of the
molecular and atomic ion processes as the branching factor of the reaction, but also
about the behavior of potential curves of the electronically excited molecules. The
limiting value of the atoms (temperature) average energy, where the basic transition
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Fig. 1.2 Potential curves for the molecular ion XYC and the quasi-molecular XY*. The excitation
energy of the atom Y* is smaller than the ionization potential of the atom X

preconditions do not violate, can be estimated from the ratio of the de Broglie
wavelength of the atom and the characteristic atomic size, a0. All this has led to the
development of Penning electron spectroscopy as a new direction of experimental
research.

If the excitation energy X* is smaller than the Y ionization potential, than there
are two possibilities: reaction (1.8) and (1.9) (in the diabatic representation). The
first case takes place when the potential curves of the quasi-molecule Uˇ and the
molecular ion Ui do not overlap (Fig. 1.2). In this case, the transition occurs because
of the nonadiabatic coupling of the electron and nuclear motions in a wide range of
interatomic distances�R, when they approach, and the potential curves of Rydberg
states of the quasi-molecule X**Y are the Coulomb condensation. The second case
corresponds to the situation when, in the vicinity of the point Rc, the potential
curve XY*, and the dissociative term (diabatic picture) intersects a set of curves
of the Rydberg and ion Ui terms (Fig. 1.3). When going to the region of interatomic
distances R<Rc, the term XY* becomes autoionization. Consequently, the reaction
of the AI here is essentially a multichannel process, as occurs with the participation
continuums of the Rydberg, dissociative, and ionized states (see Figs. 1.2, 1.3). As
a result of the direct relationship of the Rydberg XY**, the dissociative X* C Y,
the intermediate valence X*Y, and the ionic XCY� configurations, under the atom
collisions are possible not only autoionization, but inelastic transitions, that can be
accompanied with the increase (or decrease) of the initial atom excitation energies.

Analysis of the discrete level interaction with the states of the continuum and
the infinite sequence of the Coulomb levels was carried out (Demkov and Komarov
1966). Strictly speaking, the problem of multiple transitions (associated with the
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Fig. 1.3 The same as for Fig. 1.2 with a quasi-crossing of the potential curves in the point Rc

Coulomb refinement levels) is solved in the special model case, then the set of
Rydberg terms is replaced by a system of the parallel lines, and the diabatic
dissociative term is also linearized. In the framework of the Demkov–Osherov
contour integral method (Demkov and Osherov 1968), the problem is reduced to
multiplying the probabilities to stay on the dissociative term at each point of pseudo-
crossing (followed by a summation of the exponents of all these points). This
approach is reasonable if the ionization and the transitions to highly excited states
are determined by the behavior of the system near the avoided crossing Rc in the
small neighborhood LR, which is the parameter of the problem. Upon reaching the
point, R D Rc of the bound state disappears, merging with a continuous spectrum.
The ionization cross section in this approximation is equal to �R2c .

In the 1970s, the majority of model theoretical studies of the AI process were
performed without a set of avoided crossings that occur right up to the potential
curve of the quasi-molecule across the border of the molecular ion continuum.
Attempts to take them into account in the framework of the traditional approaches
based on individual review of each pseudo-crossing for highly excited states
were not successful. In this regard, we developed a method that implements the
“diffusion-based approach to the collision ionization of excited atoms” (Devdariani
et al. 1988). We are talking about the diffusion over the quasi-molecule state
energies in a single act of the collision: the main collision parameter is the binding
energy of the excited electron. During the “diffusion,” the initial single quasi-
molecule term is transformed into a “burning” type of conic section at large
distances (R ! 1) with decrease in R (Fig. 1.4).
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U(R )

0 Rc

X*+X

ΔΣ

R

X 2
+

Fig. 1.4 Illustration of the quasi-crossing of covalent and ionic potential curves under the frame
of the “diffusion” model

1.3.2 General Equations of the Scattering Theory

In presenting the formal scattering theory of atoms X C Y* with a transition to
the final e� C XYC state of the system, it is convenient to use a method of the
multichannel quantum defect (MQD) (Golubkov and Ivanov 2001), which gives the
most complete and consistent description of the resonant scattering and the reactions
leading to the redistribution of particles. For simplicity, we exclude the valent X*Y*

and ionic XCY� configurations and represent the full Hamiltonian of the system
under consideration in the form .„ D me D e D 1/

H D H0 C V; H0 D �1
2

�r � 1

r
C Hq; (1.10)

where � 1
2
�r is the operator of the kinetic energy of a weakly bonding electron, r

is its coordinate read from the XYC ion center of mass, and Hq is the molecular
ion Hamiltonian dependent on the coordinate set fXg of the internal electrons (here,
q D fv, Ng is the set of vibrational v and rotational N quantum numbers of the XYC
ion). Note that the bound and autoionizing Rydberg states of the system belong to
the configuration XY** and differ only in sign (and magnitude) of the total energy
E of the system, which can be conveniently measured from the ground state of the
molecular ion.
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The unperturbed Hamiltonian H0 for Rydberg channels is chosen in such a way
that all interactions in the dissociative X C Y configurations are exactly taken into
account, but in the scattering e� C XYC channel only the Coulomb part V c D � 1

r

is contained. Thus, in the total Hamiltonian (Eq. 1.10), the operator V D Vnc C VCI

includes a non-Coulomb interaction of the electron with the ionic core Vnc and
interaction VCI responsible for the corresponding nonadiabatic transitions between
e� C XYC and X* C Y configurations.

A formal solution of the AI problem (or of the inverse process of the dissociative
recombination) is reduced to define the collision T�operator (related to the
S�matrix by the relationship S D 1 � 2iT), which satisfies the system of the
rearranged integral Lippman–Schwinger equations (Golubkov and Ivanov 2001):

T D t C t.G � G0/T; (1.11)

t D V C VG0t; (1.12)

where G D .E � H0/
�1 is the Green’s operator with the interaction V turned

off, and G0 is weakly dependent on the total energy E operator. We denote the
basic wave functions of the unperturbed Hamiltonian H0 by jqi for the e� C XYC
configuration and jˇi for the dissociative X C Y* configuration. The corresponding
matrix elements hqj T jˇi are the amplitudes of the transitions ˛,ˇ transitions
that are symmetrical under permutation of the indices.

The Green’s G�operator in Eq. 1.11 is represented by the contribution of
noninteracting e� C XYC and X* C Y configurations and has the following form:

G.E/ D
X

i

jiiG.c/ .E � Ei/ hi j C 1

�

X

ˇ

Z jˇi hˇj
E � Eˇ C i�

dEˇ: (1.13)

Here Ei and jii are the excitation energies and corresponding wave functions of
the XYC ion, and G(c) is the Green function describing the electron motion in a
Coloumb field. In the representation of spherical harmonics, it has the form

G.c/.r; r0I "/ D
X

lm

Y �
lm

� r
r

�
G
.c/

l .r; r
0I "/Ylm

�
r0

r 0

�

;

where Ylm
� r
r

�
is the spherical function. It is important for further consideration that

the radial function G.c/
l .r; r 0I "/ can be separated into terms with weak and strong

energy dependences (Demkov and Komarov 1966):

G
.c/
l

�
r; r 0I "� D cot�� ."/ j'"l .r/i

˝
'"l
�
r 0�ˇˇC gl

�
r; r 0I "� : (1.14)

The first term in Eq. 1.14 reproduces the position of the Coulomb levels �."/ D
.�2"/�1=2 at " < 0 and is expressed through the regular at-zero Coulomb wave
functions '"l .r/ normalized in accordance with
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h'"l .r/ j'"0l .r/i D �ı
�
" � "0� :

After excluding the smoothed real part from (1.13):

G0.E/ D
X

i;lm

jiiY �
lm

� r
r

�
gl
�
r; r 0IE � Ei

�
Ylm

�
r0

r 0

�

hi j

C 1

�

X

ˇ

P

Z jˇi hˇj
E �Eˇ dEˇ

(P means the principal value of the integral), we can write the following equation
for the collision T–operator:

T D t C t

8
<

:

X

q

jqi hqj cot
h
�
��2"q

��1=2 i � i
X

ˇ

jˇi hˇj
9
=

;
T: (1.15)

Here "q D E�Eq is the electron energy in the q-channel of motion, Eq is the energy
of its vibrational and rotational excitation. For open channels

�
"q > 0

�
, the function

cot Œ�
��2"q

��1=2
� D �i .

Because of the linearity and the separable structure of the nucleus (which follows
from the unique properties of the Coulomb Green function), the integral equation
(1.15) reduces to a system of linear algebraic equations for the elements of T–
matrix, in which the dissociative channels are taken into account along with the
scattering channels, at the same time consistently ignoring the strong nonadiabatic
coupling of the electronic and nuclear motions, which forms a heterogeneous
continuum of intermediate Rydberg states interacting with the decaying dissociative
terms (Golubkov et al. 1996a). These important properties follow from the formal
scattering theory, and automatically provide a unitary S–matrix on an arbitrary basis,
accounting for the movement of channels, which ensures the controlled precision of
carried calculations.

1.3.3 Basic Wave Functions and Elements of Reaction
t Matrix

Basic wave functions jqi in the Rydberg configuration (taking into account the
vibrational and rotational motion of nuclei) are

jqi D jJMlN vi D '"vl .r/'i .x/�
J
v .R/ˆ

JM
lN

�
Or OR
�
: (1.16)
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Here 'i is the electron wave function of the XYC ion, and �Jv .R/ is the
vibrational wavefunction. The total angular function of the system ˆJMlN .Or OR/ is
defined in the representation with total angular momentum J and its projection M,
angular momentum N of the rotational notion of the nuclei, and in the case LS-
coupling for 	 configuration of XYC has the form (Golubkov and Ivanov 2001)

ˆJMlN

�
Or OR
�

D
X

m

Ylm .Or/ YN;M�n
� OR
�
.lNmM � n jJM /

( Or , and OR are spherical coordinates of the electron and nucleus, and .lNmM �
n jJM / are the vector summation coefficients, J D l C N). The jqi functions are
determined in the laboratory frame of reference, where the direction of the z-axis
coincides with the electron wave vector.

In the dissociative configuration the electrons are fast enough, so their motion
is quantized in the field of the fixed nuclei and is described in the adiabatic
approximation. For calculation of the configuration interaction matrix elements it is
necessary to expand the channel wave functions (Eq. 1.16) into the adiabatic basis,
that is, to pass into the coordinate system associated with the molecule, in which the
absolute value of the projection of electronic angular momentumƒ on the molecular
axis is fixed. States of a diatomic molecule in this basis are classified according to
the values of J (the angular momentum of an electron l is not preserved in general).
The total wave function in the adiabatic approximation is a superposition of the
channel basis functions:

jJM
ƒvi D
X

l

aJƒl
 jJMlƒvi : (1.17)

Here 
 is the quantum number given by the largest coefficient of the expansion
(1.17) characterizing the effective electron angular momentum of the Rydberg con-
figuration with l mixing taken into account. The wave functions of the dissociative
ˇ configuration are determined quite similarly.

To calculate the elements tJ
lN v;l 0N 0v0 and tJ

lN v;l 0ˇƒ in the system of Eqs. 1.11 and
1.12 and responsible for the rovibronic and configuration nonadiabatic transitions,
it is convenient to introduce the auxiliary Nt operator, i.e.:

Nt D V C 1

�

X

q

P

Z

V
jqi hqj

E �Eq � "
Nt d"

It describes the interaction of the electron with the ion core in an isolated Rydberg
e� C XYC configuration. Electron parts of matrix elements of the Nt–operator in
the mixed basis (1.17), depending on R by definition, are diagonal with respect to
subscripts 
 and ƒ, and are expressed via the diabatic quantum defects N�
ƒ as

NtJ
ƒ;
0ƒ0.R/ D � tan� N�
ƒ.R/ı

0ıƒƒ0 : (1.18)
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So long as the adiabatic basis jJMlƒvi and channel basis (1.16) are connected
by the unitary transformation (Golubkov et al. 1997)

jJMlƒvi D
X

N

U Jl
Nƒ jJMlN vi (1.19)

for NtJlN v;l 0N 0v0 elements we have

NtJlN v;l 0N 0v0 D �
X


ƒ

aJƒl
 U
J l
Nƒ � ˝�Jv

ˇ
ˇ tan��
ƒ.R/

ˇ
ˇ�Jv0

˛
aJƒ
l 0 U

Jl 0

ƒN 0 ; (1.20)

where UJl
Nƒ is the Fano’s rotation submatrix. Therefore, taking the pattern of

Rydberg terms and the information about the adiabatic wave functions (1.17) as
a basis, one can define by Eq. 1.20 a complete set of the Nt matrix elements.

According to Eqs. 1.12 and 1.18, the reaction matrix t satisfies the operator
equation

t D Nt C Nt 1
�

X

ˇ

P

Z jˇƒi hˇƒj
E � Eˇ

t dEˇ:

From this equation with regard to the smallness of the configuration coupling,
we can obtain the following expressions for the matrix elements:

tJlN v;l 0N 0v0 D NtJlN v;l 0N 0v0

C 1

�

X

ˇ

P

Z
V CI
lN v;ˇƒV

CI
ˇƒ;l 0N 0v0

E �Eˇ dEˇ; (1.21)

tJlN v;ˇƒ D V CI
lN v;ˇƒ

C 1

�

X

l 0N 0v0

P

Z NtJ
lN v;l 0N 0v0V

CI
l 0N 0v0;ˇƒ

E �Eˇ dEˇ

C 1

�

X

ˇ0¤ˇ;ƒ0

P

Z
V J
lN v;ˇ0ƒ0V

CI
ˇ0ƒ0 ;ˇƒ

E �Eˇ dEˇ; (1.22)

tJˇƒ;ˇ0ƒ0 D V CI
ˇƒ;ˇ0ƒ0 : (1.23)

The value of the CI is defined by specific peculiarities of the quasimolecule
electron structure. The examples of well-known e� C XYC systems show that it is

really small, i.e., the values
ˇ
ˇ
ˇV CI
lN v;ˇƒ

ˇ
ˇ
ˇ
2

are small in comparison with unity. Elements

tJ
lN v;l 0N 0v0 in (1.21) are presented in the form of two terms, where the first one

is caused by the interaction with the ion core and the second by the mixing of
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Rydberg series with the dissociative continuum. The coupling between Rydberg and
dissociative channels (1.22) is determined analogously. The direct coupling among
dissociative channels dominates the inelastic transitions. The diagonal elements
tJˇƒ;ˇ0ƒ0 related to the elastic scattering in the dissociative channels have second-

order smallness with respect to the configuration coupling VCI and are absent here.

1.3.4 Matrix Elements of Configuration Coupling

The explicit form of these elements depends significantly on the relative part played
by the XYC ion rotation and spin–orbit interaction. So long as the role of nucleus
rotation is characterized by the distance between the nearest rotation levels, there are
two limiting cases only. The first one (Hund’s case a) takes place when the energy
of the spin–axis interaction is large in comparison with this distance. The second
one (Hund’s case b) corresponds to their reverse relation. This case takes place for
light molecular ions only, which are the most interesting for us. Taking into account
the connection between the q-channel (Eq. 1.16) and the adiabatic (Eq. 1.19) basis
of states, we put the elements of configuration coupling into the form of two terms

V CI
lN v;ˇƒ D

X

ƒ0

UJl
Nƒ0V

CI
lƒ0v;ˇƒ

D UJl
Nƒ0V

rad
lƒv;ˇƒ C

X

ƒ0

UJl
Nƒ0V

cor
lƒv;ˇƒ: (1.24)

The first term describes a nonadiabatic coupling of the intermediate Rydberg
complex with the dissociative continuum by means of nuclear radial motion. In the
case of weak dependence of the radial part of the CI on the internuclear distance

R, the Frank–Condon representation V rad
lƒv;ˇƒ D V rad

lƒ .Re/
˝
�Jv
ˇ
ˇ �Jˇƒ

E
for the matrix

elements is equitable, where �Jˇƒ is the nuclear wave function of the dissociative

channel. The electron part of the matrix elements V rad
lƒ complies with the rigorous

selection rules:

�ƒ D 0: (1.25)

The second term in Eq. 1.25 is caused by the nonadiabatic coupling of electron
motion with the internuclear axis rotation (Coriolis coupling) and can be written as
(Golubkov et al. 1997)

V cor
lƒ0�;ˇƒ D �Q

J
v;ˇƒ

2Mc

X




aJƒ
0

l


n
�Jƒ�

D
J
ƒ0 jL�j J
ƒ

E
ıƒ0;ƒ�1

C �JƒC
D
J
ƒ0 jLCj J
ƒ

E
ıƒ0;ƒC1

o
; (1.26)
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where Mc is the reduced mass of the quasi-molecule XY**,

�Jƒ˙ D Œ.J �ƒ/ .J ˙ƒC 1/�1
=2 ; L˙ D L� ˙ iL�:

The quantityQJ
v; ˇƒ is defined as the radial part of the nuclear matrix element and

equal to

QJ
v;ˇƒ D

D
�Jv

ˇ
ˇ
ˇ
ˇ
1

R2

ˇ
ˇ
ˇ
ˇ �

J
ˇƒ

E
:

The projections L˙ of the electron angular momentum operator L are defined
in the molecular frame system and affect the wave functions of the dissociative
channels Jˇƒ at construction by the common quantum chemical rules. From
Eq. 1.26 it implies that unlike Eq. 1.25 the selection rule for Coriolis communication
is defined as

�ƒ D ˙1: (1.27)

For homoatomic quasi-molecules X��
2 the selection rules (1.25) and (1.27) are

provided by the condition: g $ g; u $ u. Note also that the part of the Coriolis
coupling proportional to � ˝

L2
˛

ƒ
ıƒƒ0 is included in the definition of the first term in

Eq. 1.24 because the selection rules for this interaction are the same as in Eq. 1.25.
Thus, the formal construction of solutions of the AI problem is completed.

Nevertheless, to visualize the physical picture of phenomena is appropriate to turn
to the energy spectrum of the intermediate Rydberg quasi-molecule states and, for
clarity, to analyze the structure of its adiabatic terms.

1.3.5 Rydberg States of the XY** Quasi-Molecule

From the integral equation (1.15) in the operator form, it follows that the eigenvalue
spectrum of the Rydberg energy of the intermediate complex XY** is determined
by the poles of the collision T matrix, which satisfy the matrix equation

t

8
<

:

X

l;v;N

jJ lvN i hJ lvN j cot

"
�

p
2 .Ev �EN � E/

#

�i
X

ˇ

jJˇi hJˇj
9
=

;
D 1;

(1.28)

where Ev and EN are the energies of vibrational and rotational motions. Matrix rank
for the given value of J equals the total number of channels taken into account
in e� C XYC and X* C Y configurations. Solutions of the transcendental equation
(1.28) represent a complicated set of complex spectral energy values, the imaginary
parts of which depend on the sign and the magnitude of the total energy E of the
system.
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In the continuum (E> 0) there are all the states of the intermediate Rydberg
complex XY** associated with the scattering channels, which are divided into the
open and closed (resonant states). Recall that in open channels E > Ev C EN the
function

cot

"
�

p
2 .Ev �EN � E/

#

) �i:

When the total energy of the system is E< 0, Eq. 1.28 describes the rovibronic
spectrum of the bound predissociative Rydberg states of the molecule XY** mixed
with a dissociative continuum. Depending on the values of the principal quantum
number n of the molecule, the energy spectrum can be roughly divided into three
main areas. They are determined by the type of the communication between the
electronic and nuclear motions and define a hierarchy of the characteristic times: the
electronic Te � n3, the vibrational Tv � 1/! and the rotational TN � 1/B (here ! and
B are the vibrational quantum frequency and the rotational constant of the XYC ion).

Under the condition Te � Tv � TN for the low-lying electronically excited
states, the adiabatic Born–Oppenheimer approximation is true when the electron
motion is quantized in the fixed molecular ion, and the projection on the axis ƒ is a
good quantum number. When n increases, and Te � Tv, the adiabatic coupling break
takes place with the vibrational motion first and then, if TN � Te, with rotating, or
at large values of Bn3 � 1, the picture is reversed, i.e., significantly nonadiabatic,
when the electron becomes a slow subsystem and the ion core is fast. In this case
the states are classified by ranges of the data values of the vibrational v and the
rotational N quantum numbers.

Under the condition !n3 � 1, the transition to the adiabatic terms of the
intermediate complex XY** is the subject to the semiclassical approximation by
reexpansion of the wave functions jlvN i over the adiabatic j
vƒi basis (1.17),
following by the summing over all possible quantum numbers v and N (Golubkov
and Ivanov 2001). As a result, for each dissociative ˇƒ–term we can obtain from
Eq. 1.28 the following simple transcendental equation:

�
tan .��.R// � Nt
ƒ;
ƒ.R/

	 �
E � Uˇƒ.R/

	 D V 2

ƒ;ˇƒ.R/ (1.29)

where v(R) is defined as

�.R/ D 1p
2ŒUi.R/�E�

;

Ui.R/ and Uˇƒ.R/ are the potential curves of the molecular ion XYC, and the
dissociative term Nt
ƒ;
ƒ.R/ is the matrix element (1.18). Equation 1.29 reproduces
completely the physical situation, which we discussed earlier (in the introduction to
this section). Indeed, the zero values of the first square brackets for different values
of 
 and ƒ correspond to the set of the Rydberg series with the diabatic potential
curves:
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NU ��
n
ƒ.R/ D Ui.R/ � 1

2
�
n � N�
ƒ.R/

	2 :

At n ! 1 they are close to the ion Ui.R/ term. Zero values of the second square
brackets define a set of the dissociative Uˇƒ.R/ terms, which intersect the ion
term at the pole E D Ui.R/, in the points Rc .ˇƒ/ determined by the condition
Uˇƒ .Rc/ D Ui .Rc/. Accounting for the interaction between them leads to a
characteristic pattern of the adiabatic terms where the transition of each pseudo-
crossing point is accompanied by the increase of adiabatic quantum defect �
ƒ.R/
by 1. To determine its explicit form is sufficient to replace in the second square
brackets in Eq. 1.29 the total energy in the adiabatic Rydberg U ��

n
ƒ.R/ potential
using Eq. 1.18 and the expression of �.R/ D n � �
ƒ.R/. Then, far from the
intersection point it is easy to obtain the �
ƒ.R/ ' N�
ƒ.R/C�
ƒ.R/ expression,
where

�
ƒ.R/ ' 1

�
arctan

"

�

 
V 2

ƒ;ˇƒ.R/

Uˇƒ.R/

!#

:

When the value E > Ui.R/, the magnitude of tan��.R/ ! i and the solution
of Eq. 1.29 becomes

E � Uˇƒ.R/ � N�ˇƒ.R/ D � i
2
�ˇƒ.R/;

where the energy shift and the autoionization width are equal:

N�ˇƒ.R/ D 1

2
sin
�
2� N�
ƒ.R/

	
;

�ˇƒ.R/ D 2V 2

ƒ;ˇƒ.R/cos2� N�
ƒ.R/:

Note: the autoionization width �ˇƒ.R/ arises here by the jump at the transition
Rc .ˇƒ/ point, which is typical for the Coulomb problem (Golubkov and Ivanov
2001).

We considered the approximate approach, which can be described as “quasi-
adiabatic,” if the potential curves appear. Nevertheless, it is very useful, because
it allows without much difficulty demonstrating its effectiveness in addressing a
number of nonstationary problems of quantum mechanics (Demkov and Golubkov
2003). The disadvantage of the approach is that the ionization channel is open only
when the R < Rc region. In fact, as is shown next, the ionization process strictly
arises in the case of E 	 Ui.R/C ! =2 .

The next principal drawback is that the heterogeneity of the ionization continuum
associated with the existence of closed channels of motion, which is the result
of the strong nonadiabatic coupling of the electronic and nuclear motions in the
intermediate Rydberg XY** complex, has disappeared in this approach.
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1.4 Theory of AI reaction

1.4.1 Near-Threshold AI Reactions of Atoms

We demonstrate the foregoing theory by the example of the behavior of the
endothermic AI reaction of atoms near its threshold. In presenting the general
theory, we have omitted a consideration of the subtle effects associated with the
manifestation of the resonance structure of the valence (non-Rydberg) and the ionic
configurations, which are particularly important when they are situated near the
threshold of the spectrum. Although the described formal scattering theory allows us
to analyze these special cases, we focus here on the simpler situation where during a
motion along the dissociative term Uˇƒ.R/ only the nearest closed vibronic channel
(main series) in the Rydberg states is populated, leaving aside the peculiarities of the
nonadiabatic rotational coupling. A semiclassical theory of the endothermic reaction
near the threshold E D Eˇ for AI was considered by Cohen (1976), Devdariani
(1979), and Smirnov (1981). The total cross section can be represented as follows:

	AI.E/ D 2�

Mc

X

ˇ

gˇ

E C Eˇ

X

v;j

.2j C 1/


ˇ
ˇ
ˇT

.j /

ˇ;v .E/
ˇ
ˇ
ˇ
2
�

(1.30)

where gˇ is the statistical weight of the dissociative state, Mc is the reduced mass of
the colliding atoms, X and Y, j is their angular momentum, and Eˇ is the threshold
energy of AI for the reaction in the center of mass system for ˇ channel (summation
over v is carried out over all open channels). For the case of the quasi-classical
motion neglecting the j and l momentum coupling, the situation j ¤ 0 differs from
j D 0 by the shift of the electronic terms through the value j 2 =2McR

2. If for
j ¤ 0 the distortion of their form in the R range, responsible for transitions, can

be neglected, then the probability hjT .j /ˇ;v .E/j
2i does not depend on the momentum

j (this averaging corresponds to the conditions realized in the experiment). The
corresponding criterion may be formulated as

"v jRc .ˇ/ �RejR�1
e � !

whereRc .ˇ/ is the crossing point of ionic and valence terms in the vicinity of which
the Frank–Condon transitions occurs, and Re is the equilibrium internuclear distance
in the XYC ion. When summing over j one must take into account also that the
transition to the XY C.v/ state is possible only if "v > Bj

2, where B D 1 =2McR
2

is the rotational constant of the XYC ion.
Under these conditions the averaged Rydberg resonances of the square modulus

of the amplitudes are equal to (Golubkov and Ivanov 1988):


ˇ
ˇ
ˇT

.j /

ˇ;v .E/
ˇ
ˇ
ˇ
2
�

D

8

<̂

:̂

NV 2
ˇv0 ; v0 < v � 1;

NV 2
ˇv�1

�

1C �i .v/ NV 2ˇv

�.v/ NV 2ˇv�1



; v0 D v � 1:
(1.31)
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The quantities �i.v/ and �.v/ D �i.v/ C �ˇ.v/ are the rate of ionization and the
total decay determined by the t expressions, �i.v/ D t2vv�1, and �ˇ.v/ D NV 2

ˇv.

The matrix element NVˇv is equal to NVˇv D ˝
�ˇ
ˇ
ˇVˇv.R/ j�vi D Vˇ .Re/ ˛ˇv,

where ˛ˇv D ˝
�ˇ
ˇ
ˇ �vi (the index v0 refers to the Rydberg channels open with

the vibrational quantum number v0 � v � 1). Substituting Eq. 1.31 in the general
expression (Eq. 1.30) and summing over j for the partial cross sections, one has

	
.ˇ/
AI .E/ D gˇ

4�2R2eV
2
ˇ

E C Eˇ

�
v�1X

v0D0

�

˛2ˇv0"v0 C ˛2ˇv0C1
�i .v0 C 1/

�.v0 C 1/
."v0ıv0;v�1 C ! .1 � ıv0;v�1//



:

(1.32)

Here "v D E � Ev is the electron energy in the v-th motion channel, and ıv;v0

is the Kronecker symbol. Note that all the parameters in Eq. 1.32 are the adiabatic
system parameters that can be calculated in the framework of the existing theoretical
methods or reconstructed from the absorption spectra.

Near the threshold, the total cross section of the AI reaction is a linear function
of the energy (E < !):

	AI.E/ D �E; (1.33)

where the quantity � is equal to

� D 4�2R2e

X

ˇ

gˇV
2
ˇ

E C Eˇ

�

˛2ˇ0 C ˛2ˇ1
�i.1/

�.1/



That is, the threshold behavior in the quantum case is absolutely different from the
law E3/2, resulting in the semiclassical theory (Smirnov 1981; Devdariani 1979).
This result has a simple explanation, because the transition matrix elements in the
presence of the Coulomb field do not vanish at E D 0. Therefore, in the region
0<E<¨ the cross section is proportional to the phase space angular momentum�
	 � j 2max

�
, corresponding to the given value of the E energy, i.e., linearly with

energy. Moreover, if Eq. 1.32 is to exclude the communication with the Rydberg
states (putting �1 D 0) and to ignore the tunneling effects and calculate the Franck–
Condon factors using the Landau–Zener approximation for their estimation, then

˛2ˇ�.E/ D !M
1=2
c

�.2"0/1=2F .c/
ˇ

;
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where "0 D E�E.c/
ˇ (hereE.c/

ˇ and F .c/
ˇ are the energy and the absolute value of the

difference of forces at the crossing point of the ionic and dissociative terms). Then
the formula (Eq. 1.32) may be rewritten as

	
.ˇ/

AI D 2�2R2eV
2
ˇ .2Mc/

1=2

F
.c/
ˇ

�
E CEˇ

�

v�1X

v0D0

�!

v0
�1=2 �

E � v0!
�
:

Replacing the summation over v0 by the integration, it is easy to obtain the known
semiclassical result (Smirnov 1981):

	
.ˇ/

AI D 4�R2e�ˇ.2Mc/
1=2 "01=2

3F
.c/

ˇ

�
E C Eˇ

� ;
�
�ˇ D 2V 2

ˇ

�
(1.34)

(the effective reaction threshold is equal to E 0̌ D Eˇ C E
.c/
ˇ ).

At the threshold of the new open channel E D Ev, the cross section (Eq. 1.32)
shows a bend, the magnitude of which is characterized by the change in the cross-
section derivative d	AI=dE in this point. The overall AI cross section behaves as

	
.ˇ/
AI D f .E/

E C Eˇ
;

where f .E/ is increasing monotonically as a result of the successive opening of the
new channels of the Rydberg XY** complex autoionization decay. From Eq. 1.32 it
is also implied that when

˛2ˇv .�i =� / �
v�1X

v0

˛2ˇv0 ;

a virtual population mechanism of the intermediate Rydberg states is dominant. The
formulae (1.31) and (1.32) refer to the case when the energy spread • of the atomic
beam exceeds the maximum interval Ev�1 < E < Ev between the Rydberg levels
of the closed channels, i.e., ı > 1

ı
�3v . For the opposite case near the appearance

threshold of each newly opened up channel, generally speaking, a fine structure has
to be seen in the AI spectrum, namely in that part of it where ı � 1

ı
�3v .

At •! 0 for the small Rydberg level widths
�
�� � 1

ı
�3
�
, the AI cross section

can be written as (Golubkov and Ivanov 1988)

	
.ˇ/

AI D 4�2R2eV
2
ˇ

�
E C Eˇ

�

v�1X

v0D0

h
˛2ˇv0"v0 C ˛2ˇv0C1�v0C1

i
; (1.35)
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�v0C1 D �i .v0 C 1/

� .v0 C 1/

2

4! .1 � ıv0;v�1/C ıv0;v�1
1X

v�Nv

1

�3
�

�
1

2�2
C "v

�
3

5

N� D min f�g ; � 	 .2!/�1=2

(� .x/ is the step function), which indicates that along with breaks for the threshold
values E D Ev should be observed a “small” step (at the energiesE� D Ev�1ı2�3 )
associated with the individual contribution of the individual Rydberg resonances. In
particular, the discrete structure cross section should be clearly observed for weakly
exothermic processes that do not require an initial kinetic energy to overcome the
reaction threshold. In this case, the calculation should be carried out by the general
formulas of the quantum scattering theory, without resorting to the pre-averaged
probability of the process (Eq. 1.31). If ı� 1/v3, the step is naturally smoothed out,
and for ı � 1

ı
�3 it completely disappears. In this case, formula (1.35) transforms

in Eq. 1.32.
According to Eq. 1.35, the general formula for the rate constant kAI.T / of the

endothermic reaction AI at temperatures T �! can be written as

kAI .T / D AS.T /T 1=2 exp
�� NEˇ=T

�
; (1.36)

where

A D 8�2R2e

�
2

�Mc

�1=2

; NEˇ D min
˚
Eˇ
�
;

S.T / D
X

ˇ0

gˇ0V 2
ˇ0

 

˛2ˇ00 C ˛2ˇ01

�i

�T

1X

�>N�

exp .�N"�=T /
�3

!

:

Here N"� is the position of the Rydberg resonance, measured from the threshold of
the reaction (the sum is taken over the configurations ˇ0 in S.T / having a common
threshold NEˇ of reaction). At low temperatures T � 1

ı N�3 (where N� 
 .2!/�1=2 ),
Rydberg resonances can greatly affect the temperature dependence of the quantities
S.T / in Eq. 1.36. If T � NEˇ, it occurs in the region with the exponentially small
kAI.T /. The exception is the reaction with a low energy threshold

� NEˇ � !
�
. At

higher temperatures (T � 1
ıN� 3 ), the value S.T / becomes a constant (i.e., S 


˛2ˇ0 C ˛2ˇ1�i =� ) and the presence of the Rydberg resonances only affects its value.
At T 	 !, for the evaluation of AI rate constant it is convenient to make use of the
linear approximation of the cross section (Eq. 1.33), inserting � D 	AI .!/ =!. In
this case the AI rate constant can be represented as follows:

kAI .T / D A

 

1C 2T

NEˇ

!

T 1=2 exp
�� NEˇ=T

�
; (1.37)
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where

A D
�

8

�Mc

�1=2

� NEˇ:

To illustrate the foregoing theory we consider the reaction

N
�
2D
�C O

�
3P
� ! NOC �X1†C�C e�;

� NEˇ D 0:38 eV
�

(1.38)

The dependence of the total cross section for this reaction on the energy of the
colliding particles was measured by Ringer and Gentry (1979), where it was shown
that the process is most effective when the nitrogen atom is in the metastable
2D–state and the oxygen atom is in the ground 3P–state. The valent term positions
of the molecule NO were taken from Lee (1977), where it is shown that the ion term
Ui intersects with the diabatic terms of three valence configurations A02†C;B2…,
and B02� near the equilibrium position. The state B02� interacts with the Rydberg
ndı2�

�
X1†C�–series. The configuration A02†C (correlating with the ground

N
�
4S
�

and O
�
3P
�

states) interacts with the p	2†C �X1†C�–series. It is populated
by the Landau–Zener transition from the term I1†C (the intersection occurs at
the distance Rc 
 3, which lies outside the main transition region). The state B2…
interacts with the p�2…

�
X1†C� series. We have not considered the configuration

L2… because of the smallness of the corresponding coupling constants (Golubkov
and Ivanov 2001).

The general rule is when the atoms N
�
2D
�

and O
�
3P
�

approach and produce the
nine valence states with the spin of 1/2, which spin weight is equal to 1/3. These
states include three (two 2†C and one 2†�) nondegenerate and six (respectively,
three 2…, two 2�, and one 2ˆ) doubly degenerate states, the statistical weight of
which is defined as gˇ D sˇ =45 , where sˇ is the degeneracy. The configuration
interaction �ˇ� characterizes the splitting of the Rydberg and the valence disso-
ciative terms and is related to the value Vˇ by the relationship�ˇ� D ��1=2 Vˇ . The
characteristics of the dissociative terms

Fˇ D
ˇ
ˇ
ˇ
ˇ
dUˇ

dR

ˇ
ˇ
ˇ
ˇ
R
.ˇ/
c

; "ˇ D �
Uˇ � Ui

�

Re

the potential splitting values, and the corresponding statistical weights of these
configurations are taken from Golubkov and Ivanov (2001).

The calculation results performed using the formula (1.35), taking into account
the three vibrational states (v D 0, 1, and 2) of the ion NOC, are shown in Fig. 1.5.
When calculating the total cross section corresponding to the partial cross section
for the term A02†C, the term was multiplied by the probability of transition from the
I1†C term, which is given by the Landau–Zener model with the VIA0 D 6�10�3, the
difference in the strength FIA0 D 1:22 � 10�1, and the energyE.c/

IA D 2:1 � 10�2 at
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Fig. 1.5 The near-threshold
AI cross-section behavior of
the N.2D/ C O.3P/ !
NOC C e� reaction. The
circles show the dependence
of the experimental cross
section on the collision
energy (Ringer and Gentry
1979), the broken curve gives
the theoretical results
obtained in (Nielsen and
Dahler 1979), and the full
curve presents the result
obtained from (1.35)

the intersection point of the terms (Lee 1977). A comparison with the experiment of
Ringer and Gentry (1979) shows that satisfactory agreement is observed only near
the threshold (at E � 0.2 eV). It should be noted that the data used in the calculation
are not accurate enough, but the possibilities of experiments to measure the absolute
reaction cross sections for associative ionization are limited (for example, the
reaction systematic error is estimated as 35% (Ringer and Gentry 1979)). However,
the experiment detects the “fine” structure of the cross section resulting from the
contribution of the Rydberg states. The first step is near the reaction threshold;
it corresponds to the contribution of the autoionizing states with n D 7 and v D 1.
In addition, the linear approximation of the cross section near the threshold is fair
here in the broad range of temperatures from 4,500 to 7,500 Kı with accuracy
up to 15%. In particular, at the temperature T D 4,500 Kı formula (1.37) gives
kAI 
 3:6 � 10�13cm3=s. Obtained at the same temperature dependence is in good
agreement with the experiment.

Thus, the theory of MQD allows you to set the near-threshold dependence of the
cross sections and reaction rate constants of associative ionization of atoms with the
quantum effects and the contribution of the Rydberg states of the intermediate auto-
decay complex XY** for endothermic (weakly exothermic) processes. In this case,
the threshold behavior of cross sections of the endothermic reaction strictly follows
the linear law 	AI � E, in contrast to the predictions of the semiclassical theory
(Nielsen and Dahler 1979). It also demonstrates the emergence of some important
features of the “thin” sections of the structure (steps from the contribution of the
Rydberg resonances) and the conditions of their manifestation in the temperature
dependences of the rate constants.



24 N.N. Bezuglov et al.

1.4.2 Potential Curves of the Rydberg and Dissociative
Configurations

Calculation of the matrix elements and Franck–Condon factors ˛ˇv included in the
near-threshold AI reaction theory for the case when the threshold energy Eˇ�!,
and the excitation energy E* of the X* and Y atoms lies in infinity below the
ionization limit requires information about the adiabatic potential curve behavior of
the Rydberg U ��

n
ƒ.R/ and the dissociative states at interatomic distances (from the

equilibrium position Re to the points of crossings R.ˇ/c ). Under these conditions, the
integral theory of MQD (Golubkov and Ivanov 2001) allows us to obtain sufficiently
reliable results for the direct AI process and the reverse reaction of dissociative
recombination.

Modern quantum chemical methods for calculating of the adiabatic potential
curves are well developed and widely used in the determination of the dissociation
X* C Y and ionic XYC terms (Golubkov et al. 2002, 2003; Adamson et al. 2009).
To construct the potential curves of the Rydberg states XY**, they are of little use
because this does not take into account the influence of states of the continuum.
Nevertheless, this problem can be solved by the method of matching, as proposed
by Golubkov et al. (2010). The problem solving here is possible because the
quantum chemical calculations for small- and medium-sized atomic distances R � n
reproduce well the shape of the potential curves but have no control over the
accuracy of their position on the energy scale. At the same time at large distances,
R 	 n, the Rydberg terms are calculated simply in the framework of the MQD with
the use of the finite radius pseudo-potential (Golubkov et al. 2010). Reliability of
the results of this procedure is controlled by the precision used in the theory of
scattering characteristics of slow electrons by the perturbing particle.

With increasing of the kinetic energy Ek of colliding X* and Y particles, the
theory should include more dissociative intermediate and final vibrational (and
rotational) motion channels. However, as clearly demonstrated in Fig. 1.5, the AI
cross section starting with Ek > s! (where s 	 3) is quite adequately described
by the semiclassical theory (Nielsen and Dahler 1979), which essentially simplifies
the situation. The overall picture (without regard to the dissociative continuum) is
fundamentally changing with increase of the excitation energy E*. Starting with the
values of n 	 10 the adiabatic potential curves of the intermediate complex XY**

(along with the increase in the total number of motion channels) in a wide range of
distances�R � n have the pseudo-crossings of Rydberg states with different values
of n and l with orbitally degenerate states (for 3 � l � n � 1), which split off from
the Coulomb interaction because of the X atom (Golubkov et al. 2010).

Under these conditions, the overall pattern of pseudo-crossings essentially
depends on the principal quantum number n and displays complicated “stochastic”
behavior. Then the operator t in Eq. 1.28 becomes a function of the total energy E,
which must be determined from the integral equation (1.12), giving the specificity
pattern of terms for each discrete value of n. Additionally, there is a calculation
problem of the matrix elements, determining the nonadiabatic coupling with the
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Fig. 1.6 Diabatic potential curves of the molecule XY for the case of IX < IY. Terms U .1/

ˇ .R/

and U .2/

ˇ .R/ are responsible for the exothermic and endothermic AI reaction, respectively

vibrational motion, as it is necessary to account a broad range of the interatomic
coordinates, which is a separate independent task. The problem becomes even more
complicated when the bound states of the intermediate valence (non-Rydberg) X*Y
and ionic XCY� configurations are included in the general scheme (Eqs. 1.13, 1.15,
1.21, 1.22, 1.23).

1.4.3 Stochastic Regime of AI Reaction Diffusion Approach

Provided at IX < IY, the heat of the AI reaction depends on the initial excitation
energy E* of the X* atom. Indeed, when at a distance ofR ! 1 the energy position
E� CDe.XCY/ > IXY is located over the ionization threshold of the XY molecule,
the AI reaction is exothermic (here IXY and De(X C Y) are the ionization potential
and the dissociation energy of the XY molecule, respectively). In the opposite case,
the endothermic process with a reaction threshold ofEˇ D IXY �De .X C Y/�E�
takes place. Moreover, subject to

E D Ek C E� CDe .X C Y/ > IXY CDe
�
XC C Y

�
(1.39)

(E, and De(XC C Y) are the total and dissociation energies of the XYC ion), when
the total energy of the system exceeds the threshold for dissociation of the XC C Y
ion channel, the exothermic reaction of the AI reaction should be suppressed
markedly. The presence of exact equality (Fig. 1.6)

De .X C Y/C IX D IXY CDe
�
XC C Y

�
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(IX is the ionization potential of the X atom) permits us to rewrite Eq. 1.39 as Ek C
E� > IX. Assuming that the difference IX �E� D 1

2n2
is the energy of the Rydberg

electron, we finally get that it arises when Ek > 1
ı
2n2 . Consequently, for a given

initial kinetic energy of Ek the suppression of the AI reaction will occur when the
principal quantum numbers

n > n� D 1p
2Ek

: (1.40)

From the law of conservation of the total energy conservation expressed in the
form of

Ek C E� CDe .X C Y/ � IXY D "e CEvN

("e and EvN are the released electron energy and the energy of the XYC ion
rovibrational excitation), it follows that because of the strong nonadiabatic coupling
of electronic and nuclear motions in the intermediate complex XY** (which is
responsible for the inhomogeneity of the ionization continuum spectrum), the
formation of the ion XYC can be accompanied by vibrational and rotational
excitation with the EvN � E� energy. It is also expected, by Eqs. 1.15, 1.21, and
1.22, for the electron energy " � ! the final rotational quantum number N can be
large enough (N � 1) that it leads to a strong twisting of the XYC ion. It takes place
as the result of the ionization continuum inhomogeneity through the nonadiabatic
coupling between auto-decaying (ionization and predissociative) states of the closed
channels. The latter can be a kind of manifestation of the AI dynamics, because
statistically it is more advantageous (exothermic process).

This point means that in the general scheme must be included a large number
of the vibrational v and the rotational N quantum ones. Therefore, the resulting
spectrum of highly excited quasi-molecular states will contain a large number of
interacting Rydberg series, and as a consequence, the dependence of the levels of
the principal quantum numbers n for each series will be significantly irregular.
The procedure for determining the quantum defect levels and their distribution
on the relevant series in the general case is not unique. Moreover, starting with
certain values, the classification levels of highly excited states of the system
generally becomes impossible, i.e., comes to the stochastic regime (Casati et al.
1985; Lombardi et al. 1988; Gutzwiller 1990; Lombardi and Seligman 1993).
A special technique is required because the solution of such a multichannel problem
is extremely difficult. Expansion coefficients of the total wave function for this
series for large values of n and N behave almost unpredictably, as is typical for
multichannel-quantum systems (Golubkov and Ivanov 2001). It is also known that in
regions of the strong nonadiabatic coupling (when the levels belonging to different
series of energy are close) there is repulsion of the levels of the degenerate states
by the interaction between them. Giving all these circumstances, it is advisable,
in general, to refuse a classification of the interacting highly excited states and
go to a random walk over the Rydberg levels in the transitions between them.
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This is a strong justification for the utilization of the “diffusion model” in describing
the stochastic dynamics exothermic AI process (Devdariani et al. 1988). Below
we discuss the question about the stochastization of the molecular Rydberg states
spectrum in more detail.

In the “diffusion model,” it is believed that for the endothermic process under
the passage of the image point of each pseudo-crossing of the dissociative ˇ�state
potential curveUˇ.R/ and intermediate RydbergU ��

n
ƒ.R/ states of the XY�� quasi-
molecule (mixed by the nonadiabatic coupling of electronic and nuclear motions),
a change in the electron energy ı" is small compared to the energy change for
the entire act of collision, Eˇ. As a result, the act of the collisions leading to
ionization is regarded as the diffusion of the initial excitation energy " of the
intermediate complex states. As a result of its semiclassical motion nature, the
Rydberg electron collision process can be described in terms of the probability
density population states W ."; t/ with the energy " at time t, which is known to
be associated with R.

The quantity of the density W ."; t/ satisfies the following equation (Devdariani
et al. 1988):

@W ."; t /

@t
D �@j ."; t /

@"
(1.41)

where j ."; t/ D �D ."; t/ .@W."; t/ =@" / is the excitation flow in the point " at the
time t, andD ."; t/ is the diffusion coefficient in the energy space, equal to

D ."; t/ D 1

2

Z

p
�
""0; t

� �
"0 � "� 2d"0 Š ı"2

2ıt
: (1.42)

Here p .""0; t/ is the transition probability per unit time between the states with
energies " and "0, ı"2 is the characteristic energy change in ıt time transition.
Equation 1.41 is solved together with the initial condition

W ."; t ! �1/ ! ı ." � "o/

and the boundary condition W
�
" D Uˇ.R/; t

� D 0 corresponding to the single
ionization probability. Analysis of the Eq. 1.41 solution shows that the initial delta
distribution at the time of convergence to the distances at which the ionization
exists broadens. For example, for thermal collisions of alkali atoms and n � 10
such a broadening is equal to �" 
 3:6 � 7:3 � 10�3 (Devdariani et al. 1988).
The ionization probability as a function of the parameter "o increases to a maximum
value when this parameter is of the order of�" in the vicinity of "o � Uˇ .Rc/. The
ionization rate constant decay with further rise of n is associated with the decrease
of the ionization probability at small ", that in this model takes into account the
appropriate modification of the boundary conditions at " D Uˇ.R/. It is true if this
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value is the bound energy of one excited atom or the summed bound energies of both
excited atoms. In this model, the value of the ionization is mainly determined by the
parameter "o only, and this does not depend on whether it is the binding energy of
one excited atom or the total binding energy of two excited atoms.

Concluding this section, we discuss the issue that is associated with the behavior
of the considered quantum system for the case of the weak exothermic (or
endothermic) AI process, when the bound electron energy E* of the atom X* and
the electron energy " satisfy the conditions E� CDe .X C Y/ � IXY, and " � !,
a number of the final rotational states of the formed XYC ion, is still large enough
to take advantage of the diffusion model.

On the other hand, the dynamics of the AI for this situation can be studied in the
framework of the MQD, and from the direct comparison of the results it can directly
define the range of applicability of the diffusion model. It is of undoubted interest
because the final settlement of this model is much simpler. Thus, it is desirable to
reformulate the model so as to include the random motion over the states of the
closed channels in an ionization continuum.

1.4.4 Stochastic Approach to the Highly Excited Intermediate
Rydberg Complex

The term stochastization in the theory of complex systems is usually used in cases
in which time is an argument of a function of random variable that determines
the efficiency of process or phenomenon efficiency. The problem of the oscillator
strengths of transitions to high molecular Rydberg states is also related to one
of the fundamental problems of modern physics—“quantum chaos” (Cutzwiller
1990; Bellissard 1991; Knauf and Sinai 1997; Stockmann 1999). As is known, the
hydrogen atom in an external magnetic field displays level fluctuations similar to
those in complex atomic nuclei (Hasegawa 1988). Randomization of the energy
spectrum can also be caused by interactions with buffer gas atoms (Golubkov et al.
2010).

We now discuss the possible causes of the spectrum randomization of the isolated
highly excited Rydberg molecules, focusing on the conclusions of Lombardi and
Seligman (1993), arising from a semiclassical consideration. According to the
general theory the total wave function of the Rydberg molecule is represented as
(Golubkov and Ivanov 2001)

ˇ
ˇ‰q

˛ D G� jqi: (1.43)

Here jqi is the basic wave function of Rydberg configuration, G is Green’s operator
defined in Eq. 1.13, and £ is the level-shift operator. It meets the equation similar
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to Eq. 1.11 without a free t term. Therefore, the total wave function (Eq. 1.43) has
the form:

ˇ
ˇ‰q

˛ D
X

i

jiiG.c/ .E �Ei/ hi j � jqi

C 1

�

X

ˇ

Z jˇi hˇj � jqi
E � Eˇ C i�

dEˇ: (1.44)

Hence, it is the superposition of a complete set of noninteracting basis states in a
coordinate wide range of the selected electrons. In the case of diatomic molecule
wave functions, jqi and jii are given by Eq. 1.16, which are valid for arbitrary
quantum numbers l and N.

A transition to the “chaotic” description of the orbitally degenerated and split
by nonadiabatic rotation coupling of highly excited levels of diatomic Rydberg
molecules was carried out by Lombardi and Seligman (1993). This approach does
not account for coupling with vibrational and dissociative channels. The authors of
this paper suggested that for the large quantum numbers l and N of Rydberg states
the angular momenta J, l, and N are fixed, so they retained only one term in the
expansion (Eq. 1.44) with fixed l and N. They applied MQD theory (Golubkov and
Ivanov 2001) for determining the positions of the molecular energy levels. Essen-
tially, this approximation eliminates the kinematic relationship between the weakly
bound electron motion and molecule rotations for given total angular momentum J.
Use of such “truncated” Rydberg molecular wave functions for determining the
respective dipole matrix elements (or time-dependent autocorrelation functions of
dipole moments) on the basis of a correctly calculated energy spectrum can indeed
reveal a random behavior.

This approximation is justified, once only one matrix element hi j � jqi is large,
with other ones being ignored. For large principal quantum numbers n such
situations are rare. In most cases (especially in the case of strong nonadiabatic
coupling), these matrix elements are generally comparable (Balashov et al. 1984). In
this case, the repulsion of two closely spaced Rydberg levels belonging to different
rotational series is determined substantially by the nonadiabatic interaction, which
may be comparable to the distance between these levels. As in the case “d” by
Gund, the energy difference between the ionization thresholds of these series under
the condition N � ! =2B is of the order of the oscillation frequency ! (B is the
rotational constant of the molecular ion), where there is no reason to exclude the
vibrational degrees of freedom from general consideration. Moreover, most highly
excited Rydberg molecular states considered by Lombardi and Seligman (1993) are
the autoionization states (see Fig. 1.6). The dynamics of electron behavior for these
states is described in terms of the scattering theory, where the energy eigenvalues
and corresponding wave functions are complex (Golubkov and Ivanov 2001).

The problem becomes even more confused if the valent (non-Rydberg), ionic,
and dissociative configurations being essential components of the electronic struc-
ture of the excited molecules and having a significant effect on the resulting
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spectrum picture are included in the consideration. For example, in the presence
of predissociative valent configurations their level widths could exceed significantly
the distance between the Rydberg levels (Golubkov and Ivanov 1990). Giving all
these circumstances, the approach developed by Lombardi and Seligman (1993)
should be regarded as a model, although not without its appeal.

The science of “quantum chaos,” having been actively developed during the past
20 years, is still fairly young. As we can see, it is still far from completeness for
investigating molecular systems. As in the stationary formulation of the problem
random effects are absent, and the quantum mechanics of excited molecules is in
itself a complex and self-discipline, chaotic solutions can occur in exotic situations
using the approximate approaches only. The ranges of applicability of these ap-
proximations are not always obvious, although sometimes they can lead to positive
results. This limitation is especially true of the Coulomb problem, where a striking
example of this kind is the coincidence of the results of the numerical calculations of
the dipole elements (Picart and Edmonds 1979), and of analytical ones (Golubkov
et al. 1996b), obtained in the semiclassical approximation, respectively.

1.5 Chemo-Ionization Involving Atoms in Low-Lying
Excited States

Let us now discuss the experimental facts accumulated over the past two decades
that are an illustration of the theory just presented and put it ahead of fundamentally
new problems. Therefore it is natural that we begin with a presentation of the results
obtained for the AI and PI reactions involving atoms in low-lying excited states.

1.5.1 Metastable Atoms

1.5.1.1 Pair Collisions of Metastable Atoms of Inert Gases

Shock radiation kinetics of plasma taking into account the electron–atom and photo
processes does not overlap all possible types of the charged particle balance in the
plasma. For example, the ionization processes involving He(23S) atoms can proceed
through the following channels:

He
�
23S

�C He
�
23S

� ! HeC C He C e� PI (1.45)

! He2
C C e� AI (1.46)

He
�
23S

� � He
�
21S

� ! HeC C He C e� PI (1.47)

! He2
C C e� AI (1.48)
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Fig. 1.7 Branching ratio
� D 	AI/(	AI C 	PI) as a
function of the particle energy

where electrons produced in the channel (Eq. 1.45) have the energy 14.6–15.6 eV,
and the spectrum is shifted to higher energies in the channel of Eq. 1.46. The total
excitation energy of heavy particles in low-temperature plasma is much greater than
the kinetic energy of free electrons. Therefore, PI and AI channels (Eqs. 1.45, 1.46,
1.47, 1.48), called chemo-ionization, play an important role in low-temperature
plasma, and especially in cryogenic plasma and plasma without current. The
possibility of the simultaneous existence of these two channels takes place because
the total energy (kinetic C potential) conservation of the heavy particles before and
after the collision is required (Fig. 1.7).

The PI and AI cross sections involving the metastable helium atoms were
calculated by Neynaber et al. (1978). The resulting 	AI C 	PI total cross sec-
tion of the reaction He(23S) C He(23S) in the energy range E D 0.01–0.13 eV
within an experimental error (˙30%) coincides with the results of the beam
experiments (Garrison et al. 1973). However, the value of the branching factor
� D 	AI =.	AI C 	PI/ D .4:6˙ 0:6/ � 10�2 obtained in by Bellissard (1991) at the
collision energy E D 0.033 eV essentially differed from the calculated data (Müller
et al. 1991; Devdariani et al. 1983) (see Fig. 1.7). The foregoing is clearly illustrated
in Table 1.1.

For inert gases, a part of the spectrum regarding the reasonably fast electrons is
associated with the AI process, but for the slower electrons it mainly results from
the PI process. The spectra of plasma electron spectroscopy is averaged over the
Maxwellian distribution of particles (Fig. 1.8) at T D 300 K.

The concentration of the metastable atoms in the active phase of the discharge
is of the order of 1011 cm�3 here, but the electron energy resolution is 0.2 eV.
The origin of the energy is located at the maximum of the electron energy
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Table 1.1 Total chemoionization cross sections 	 t D 	AI C 	PI and branching ratios of the
reactions � D 	AI =.	AI C 	PI/ for the He(23S) � He(23S) and He(23S) � He(21S) collisions as
functions of kinetic energy E

References E, 10�3 eV 	 t (10�16 cm2) �

He(23S) C He(23S)
Müller et al. (1991) theory 1 318 0.09

33 106 0.032
60 92 0.023

Müller et al. (1991) experiment 1.6 –– 0.07 ˙ 0.03
61 –– 0.03 ˙ 0.03

Garrison et al. (1973) experiment 33 112 ˙ 30 0.046 ˙ 0.006
Garrison et al. (1973) experiment 33 135 ˙ 23 0.07 ˙ 0.04
Kolokolov and Kudryavtsev (1989) theory 33 0.07 ˙ 0.03

He(23S) C He(21S)
Müller et al. (1991) experiment 1.6 859 ˙ 255 0.14 ˙ 0.03

61 193 ˙ 92 0.08 ˙ 0.03
Devdariani et al. (1983) theory 33 0.16 ˙ 0.06

f fFig. 1.8 Electron energy
distribution function under
the afterglow discharge
conditions (Adapted from
Bezuglov et al. 1994)

distribution function. The electronic spectra correspond to two channels of the
chemo-ionization: (1) He(23S) C He(23S) and (2) He(23S) C He(23S). The shaded
region (in Fig. 1.8) corresponds to the process of AI. A quantitative interpretation
of the spectrum allows us to draw the following conclusions. The share of AI
in the ionization of symmetrical collisions of 23S atoms is 7% ˙ 4%. For the
asymmetrical 23S � 21S transition involving the formation of molecular ions in
high vibrational excited states, it is 16% ˙ 6%. If the concentration of metastable
atoms considerably exceeds the plasma electron concentration, which is realized
with the fast decrease of the electron temperature Te in the afterglow plasma with
nonequilibrium recombination, increase of degree of ionization is observed after the
discharge current disappears.

A comparative analysis of theoretical and experimental spectra of plasma
electron spectroscopy allows us to estimate the dissociation energies of the
quasi-molecules He(23S) C He(23S) and He(23S) C He(21S), which are equal to
0.9 ˙ 0.2 eV and 0.6 ˙ 0.2 eV, respectively. The calculation of the rate constants of
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the polarization capture demonstrated an increase in the values of the rate constants
for the colliding pairs He(23S) � He(21S) and He(21S) � He(21S) comparable with
He(23S) � He(23S), which was confirmed in the experiment (see Table 1.1). It
follows that the measured and calculated value of the rate constants of reactions
(1.45, 1.46, 1.47, 1.48) should depend significantly on the relative populations of
the metastable states in the entrance channel of reaction.

The main component in the decaying plasma is the triplet metastable He(23S)
atoms as a result of an effective quenching of the singlet metastable He(21S) atoms
by an electron impact at the time of the order of 10�4s. The singlet metastable states
play the main role in the active phase of the discharge and the early afterglow of
plasma. The He2C ions are formed here in the upper vibrational states. The time of
the arrival at the ion collector in the beam experiments is of the order of 5 � 10�6s;
therefore, the vibrationally excited molecular ions with shorter lifetimes should not
register.

In addition, destruction channels of the upper vibrationally excited states of the
molecular ions leading to their dissociation in plasma usually occur. Therefore,
we should expect a decrease of the value ” obtained by the mass spectrometric
diagnostics of the helium plasma if the helium pressure increases. It is possible
that this is connected with one of the reasons for the difference of the value ” with
the results obtained in plasma experiments. The ionization constants measured in
the decaying plasma by plasma electron spectroscopy for binary metastable atom
collisions of helium, neon, argon, krypton, and xenon atoms at T D 300 K are 1.0–
1.5�10�9 cm3 s�1 (Kolokolov and Kudryavtsev 1989).

Constants measured for reactions involving two atoms Ne(3P2) are three times
smaller. According to the same data, the values ” lie in the range 0.05–0.10, close to
similar values for helium and the value of ” for the asymmetrical Ar C Kr process.
In the latter case, the constant value is 3.1 ˙ 0.6�10�9 cm3 s�1 (Kolokolov and
Kudryavtsev 1989).

As a result, we distinguish the following two important implications for low-
temperature plasma physics. First, the ionization rate constant for the pair collisions
of metastable atoms of the inert gases at room temperature, where the dominant
channel is the formation of the atomic ions, is of the order of 10�9 cm3 s�1.
Second, at the energy E< 0.1 eV, the coefficient ” increases with decrease in energy.
Consequently, the relative yield of the molecular ions in the cryogenic plasma is
markedly increased.

1.5.1.2 Interactions Between Metastable and Normal Atoms
(Asymmetrical Collisions)

Investigations of chemo-ionization in thermal PI collisions with He(23S) and H(12S)
(or deuterium) atoms

He
�
23S

�C H
�
12S

� ! He C HC C e� (1.49)
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Table 1.2 Total quenching constants of the metastable states of the inert
gas atoms by unexcited alkali atoms and zinc atoms (Klyucharev and
Vujnovic 1990)

k,�10�10 cm3 s�1

Collision partners Theorya T D 300 K Experiment

He(23S) Zn 9.2 5.1 ˙ 1.5
Na 8.1 7.7 ˙ 1.5
K 9.0 12.0 ˙ 2.4 T D 350 K
Rb 9.1 4.5 ˙ 0.9
Cs 9.7 4.4 ˙ 1.6 T D 450 K

He(21S) Cs – 15 ˙ 6
Ne(3P0) – 31 ˙ 9 T D 450 K
Ne(3P2) – 30 ˙ 9
aEstimates are obtained in the framework of the polarization model (all
the values of the quenching constants with the exception of the neon atom
can include the components of ionization)

were carried out by Merz et al. (1994) by high-resolution electron spectroscopy,
aimed at increasing of the types of collision partners: hydrogen and deuterium, and
the metastable atoms of heavy inert gases.

The rate constant of the dissociative recombination reaction

Kˇ

�
T f

i ; Te
� D

�
8

�T 3e

�1=2 1Z

0

	ˇ
�
T f

i ; "
�

exp .�" =Te /d" (1.50)

as a inverse process of the AI reaction has been studied earlier in the framework
of the MQD theory (Hasegawa 1988), where the rate constants of the dissociative
recombination of H2

C, HDC, and D2
C were calculated and a two-temperature

dependence of the rate constant of the dissociative recombination was proposed.
Here T f

i is the rotation molecular temperature, Te is the temperature of electrons, "
is the electron energy, and 	ˇ is the cross section of the reaction.

Note that according to the reported data (Hasegawa 1988; Balashov et al. 1984)
the rates of the dissociative recombination for the asymmetrical molecular ions were
correlated with the relevant sections of their formation in the reaction (Eq. 1.49).

Data obtained from the total quenching constants of metastable states, which
were measured in the afterglow of a pulsed discharge for the reaction PI, involving
the rare gas metastable atoms and the normal atoms Zn, Na, K, Rb, and Cs, are
presented in Table 1.2. By definition, these results correspond to the upper boundary
values of the process constants. As can be seen from the table, in accordance with the
rule of conservation of total spin angular momentum of the system, the constant kPI

for the He(23S1) C Cs(62S1/2) pair is greater than for the He(21S0) C Cs(62S1/2) pair.
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There are also papers that demonstrate conservation of total electron spin for the
optically oriented metastable helium atoms in the reaction He (23S1) C A, where A
are the atoms of Cd, Ca, Zn, Sr, Ba, Mg, Pb, Yb, and Eu (for instance, Klyucharev
(1993)).

The optical orientation of metastable helium atoms can be used to study the PI
reactions with unexcited molecules M:

He
�
23S1

�C M ! He
�
11S0

�C MC C e� (1.51)

It is found that the value of polarization of the electrons in experiments on ionization
of CO, CO2, and N2O molecules by the optically oriented 21S0 helium atoms is
close to the initial polarization of metastable atoms (Klyucharev 1993). The effect
of polarization transfer (with conservation of the total electron spin) was also noted
in the case of collisions of metastable helium atoms in the 23S1 states with the
nitrogen molecules (Klyucharev 1993). There are also papers that demonstrate the
conservation of total electron spin for the optically oriented metastable helium atoms
in the reaction He(23S1) C A, where A are the atoms of Cd, Ca, Zn, Sr, Ba, Mg, Pb,
Yb, and Eu (Klyucharev and Bezuglov 1983).

The efficiency of the atomic and molecular processes involving rare gas
metastable atoms is different for the singlet and triplet states, and at a collision
velocity ¤>> 105 cm s�1 their ratio asymptotically tends to 1 (Klyucharev and
Vujnovic 1990). The molecular ions in the reactions involving the atoms Ne(3P2)
and the molecules N2, CO, and CO2 are more than 90% of the product yield, and an
isotope effect plays a significant role here (Klyucharev 1993). A drop in the values
of the PI reaction rate constants in the thermal collisions of the metastable inert
atoms with CO, CO2, H2, O2, N2, and nitrogen-containing molecules is common
for all these pairs with a energy decrease in the range 0.03–0.1 eV. The rate
constants are of the order of 10�10 to 10�9 cm3 s�1 (E 
 0.03 eV), which indicates
that intermediate quasi-molecule weakly bound states with a potential depth less
than 0.03 eV are formed during the reaction.

Note that, in general, the total electron spin S of the interacting particles must
not be conserved, as it takes place in the case of the excitation transfer from the
resonant excited xenon atom 3P1 to the CO molecule. The case of LS coupling is an
exception to the rule only when the spin of the system is a “good” quantum number.
This relationship breaks down if the atomic weight of the interacting particles is
increasing. If the reaction occurs at the internuclear distances where a relativistic
interaction is of the order of (or greater than) the electrostatic one, the projection
of the total electron angular momentum on the internuclear axis � is the motion
integral. At the same time, the width of the quasi-stationary term should decrease
with increase of a projected�, because the ionizing electron acquires a large orbital
momentum and interacts weakly with the ion core. The simultaneous use of the
results of the optical measurements and electron spectroscopy techniques allows us
to evaluate the efficiency of the forming of the excited charged particles in the PI
reaction.
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Table 1.3 Rate constants of
the excited ion formation in
the asymmetrical thermal
collisions of zinc subgroup
atoms with metastable helium
atoms

Collision partners Ion state k,�10–11 cm3 s�1

He(21S1) C Zn(41S0) 3d9 4s22D5/2 8 ˙ 2
3d9 4s22D3/2 2.0 ˙ 5

He(21S1) C Zn(41S0) 3d9 4s22D5/2 30 ˙ 6
3d9 4s2

2D3/2 16 ˙ 6
He(21S1) C Zn*(43P2) 6s2 S1/2 30 ˙ 7

5p2 P3/2 60 ˙ 15
5p2 P1/2 25 ˙ 5

He(23S1) C Cd(51 S0) 4d9 5s22D5/2 18 ˙ 6
4d9 5s22D3/2 12 ˙ 5

He(23S1) C Cd*(53P2) 5f2 F7/2 2 ˙ 1
5p2 P3/2 2.0 ˙ 0.7
6d2 D5/2 30 ˙ 8
6d2 D3/2 20 ˙ 6
4f2 F7/2 50 ˙ 10
4f2 F5/2 40 ˙ 10
7s2 S1/2 8 ˙ 2
6p2 P3/2 2.0 ˙ 5

He(23S1) C Hg*(63P2) 7p2 P1/2 30 ˙ 6

For example, we present the data on the formation of ions in the ground and
excited states in this reaction:

He
�
23S1

�C Cd
�
51S0

� ! He
�
11S0

�C CdC C e� (1.52)

which were obtained using the optical and the electron spectroscopy. Within their
error they give the following results. The 20% of the quenching collisions in the
optical spectroscopy and 30% in the electron spectroscopy lead to the formation of
excited cadmium ions, 2DJ.

Table 1.3 shows the rate constants of the ion excitation state by collisions of the
zinc subgroup atoms with the metastable helium atoms (Tolmachev 1982).

1.5.1.3 Pair Collisions of the Metastable Atoms

The lower triplet 3P2 and 3P0 metastable states of the zinc subgroup atoms (Zn,
Cd, Hg) can be occupied by the intercombination optical transitions from the
ground atom state. In this case, the following chemo-ionization scheme can be
implemented, which includes a set of processes:

Hg
�
61S0

�C h� ! Hg
�
63P1

�
(1.53)

Hg
�
63P1

�C N2 ! Hg
�
63P0

�C N2
� (1.54)
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Hg
�
63P1

�C Hg
�
63P1

� ! HgC
2 C e� (1.55)

Hg
�
63P1

�C Hg
�
63P0

� ! HgC
2 C e� (1.56)

Hg
�
63P0

�C Hg
�
63P0

� ! HgC
2 C e� (1.57)

Collisions of the second kind of the optically excited 63P1 hydrargyrum (helium)
atom and a molecule of nitrogen lead to the population of 63P0 metastable state
with a concentration three orders of magnitude greater than the population of the
emitting 63P1 level.

The rate constant of the process (Eq. 1.57), which is the main ionization
channel under the experimental conditions, equals k D (4.0 ˙ 0.8)�10�10 cm3 s�1

at T D 295 K. It agrees with the calculation result obtained in the framework of the
polarization capture theory and allows us to treat this process as a zero-threshold
one (Klyucharev 1993). For the case of the cadmium atom, the values of the chemo-
ionization constants obtained in the same way for the unit 53P0,1,2-state value are
equal to 4 � 10�12 cm3 s�1 at T D 575 K. The double excitation energy of the
63P0 state of the hydrargyrum (mercury) atom is 9.34 eV, which is higher than the
ionization potential of 10.43 eV of the normal atom, leading to the assumption of
the zero-threshold nature of the process and to an estimate of the molecular ion
dissociation energy equal to DeC �HgC

2

� 	 1 eV.
Change of the electrokinetic parameters of the gas discharge plasma and the

formation of the current-free plasma in the hydrargyrum vapor in the resonance
radiation are associated, for example, with the reaction (Eq. 1.57) of chemo-
ionization (Fig. 1.9). The resulting free electrons may participate in the balance
of the level populations of the laser to mercury vapor.

Discussion of the literature data on the constants of chemoionization in thermal
collisions with metastable atoms shows that the rate constants of zero-threshold
reactions may be as high as 10�6 to 10�10 cm3 s�1.

1.6 Ionization in Collisions Between Atoms in the Resonant
Excited States

The sequence of related collisional processes leading to the effective ionization of
the medium can be realized when atoms are excited into a resonant state. Let us
consider the main types of the symmetrical collisions for this case, which include
(1) the chemoionization process in pair collisions of the excited atoms,

A� C A� !
(

AC
2 C e ; .1:58/

AC C A C e�I .1:59/
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Fig. 1.9 Upper and lower ranges of values for the stress field of the discharge in nitrogen without
(curves 10, 20) and with the addition of (curves 1, 2) a small admixture of mercury atoms

(2) the two-step ionization processes with the transfer of excitation energy,

A� C A� ! A�� C A; (1.60)

and transition processes in the ionization continuum by the AI and PI, as well as the
formation of the ion pair

A�� C A !

8

<̂

:̂

AC
2 C e ; .1:61/

AC C A C e I .1:62/

AC C A�: .1:63/

At the same time there is a wide range of conditions in which the collisional
processes involving atoms in the emitting states can give a significant contribution
to the ionization. Thus, an ensemble of the excited states formed in an absorbing
medium, irradiated by light, in general, is a potential source of the processes
leading to the ionization. For example, if the external light field is “weak” (for the
field strength E< 106 V cm�1), and multiphoton excitation and ionization do not
occur, the population of excited alkali metal atoms resulting from absorption can be
induced by collisions.

Considering the ionization of the absorbing medium in the single-component
weak light fields with photon energy less than the ionization potential of the
atom, there are two primary ionization mechanisms: the photo-ionization of the
excited states and ionization in thermal collisions of atoms. Reactions of this
type occur in experimental facilities and in various plasma chemical devices in
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which there are excited atoms and photons, although the fundamental difference
between multiphoton ionization of the collision step process takes place when the
characteristic lifetimes of the excited atom absorption and scattering are separated
in time. Moreover, in the case of “weak” light fields, nonlinearity in the external
radiation intensity process of the ionization by the collision of two pairs of excited
particles, for example, the resonant excited alkali metal atoms, is possible.

1.6.1 Binary Collisions of Alkali Atoms

The first series of quantitative measurements of the constants AI of alkali metal
atoms was carried out using the optical excitation of the medium in the regime of
a radiation transport, which allows obtaining a uniformly excited medium volume
of 100 cm3 to be relatively easy (Bezuglov et al. 1994). The photo-ionization of
excited atoms can be used as a diagnostic method in studies of chemo-ionization
processes. Recently, a method for measuring the ionization rate constants of the
optically excited atoms has been developed that can be used for measurement of
photo-ionization currents in relatively simple form. However, for atoms with a low
vapor pressure, for example, rare earth elements, such studies are hard to conduct
because it is difficult to obtain the vapor of these elements in the volume of the
reaction (Klyucharev 1993). However, this difficulty can be eliminated by using
optical excitation of the atomic beam.

Previously it was thought that the role of collisions inside the beam is negligible.
However, as calculations show, the real atomic beam average relative velocity is
reduced by approximately three times compared to the gas-filled cell at the same
temperature (Bezuglov et al. 1987).

For a qualitative analysis of the mechanism of AI atoms, it is necessary to know
the parameters of the terms of the molecular ions and quasi-molecules involved
in the entrance and exit channels of the reaction. For ions of alkali atoms, the
dissociation energy DC

e exceeds the dissociation energy of the molecules; therefore,
it is realized otherwise in the molecule and hydrogen molecular ions.

The AI processes from the first excited levels of the alkali metal atoms are so
specific that they should be, apparently, in a separate class of endothermic ion–
molecule reactions. These conditions are associated with dipole transitions from the
atom ground states and can be efficiently populated by the optical excitation, which
opens wide possibilities of experimental investigations of AI in binary collisions
of the resonantly excited atoms. The first quantitative results were obtained under
the optical excitation of a vapor-filled cell in the mode of the resonance radiation
transfer, which is formed by the equilibrium Maxwell distribution of energies of the
excited atoms at a controlled temperature T (Devdariani et al. 1978).

In the next stage, the temperature dependence of the photo-ionization rate
constants of the reaction, occurring in collisions of resonantly excited atoms, is
found. It is determined by the activation energy and the AI cross section as a function
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Fig. 1.10 Dependence of the molecular ion current on the square of the resonance level concen-
tration

of energy. Figure 1.10 shows the dependence of the IAI ion current from the cell
with cesium vapor on the square of the concentration of excited atoms produced
in the optical excitation resonant states, in the mode of the resonance radiation
transfer. The measurements were made when the cesium vapor pressure was 10�3 to
10�2 mmHg at T D 425 K. We see that the dependence IAI D f (N2(62P)) is linear in
the entire range of the vapor pressure. Similar associations were observed for other
alkali atoms (Rb, Na, K). The temperature dependence of the chemo-ionization rate
constants shows that this process has a threshold with the corresponding value of
the activation energy�E.

A model representation of the unsplit covalent potential curve is valid for the
quasi-molecule states formed from the atoms in the 2S state. In fact, 24 of the
intermediate quasi-molecule states correlated at R ! 1 with two n2P excited alkali
atom states are involved in the reactions (1.58) and (1.59). The model used assumes
that the resulting values describe one effective potential curve instead of the beam
real terms.

There are few theoretical studies of AI processes involving the resonantly excited
heavy alkali atoms in the literature. The expression for the constant k(T) of the
endothermic process for cesium and rubidium atoms, with taking into account the
twist effect, was obtained by Klyucharev and Vujnovic (1990) (Table 1.4).

Devdariani (1979), based on the experiment to pair collisions of atoms 2Cs(62P)
and 2Rb(52P), and using the semiclassical approximation to the Maxwellian atomic
velocity distribution in the thermal energy range, described the constant process of
Eq. 1.58 by the expression

ki .T / D �VcR
2
c�.T / exp .�U0 .Rc/ =T / (1.64)
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Table 1.4 Rate constants and activation energy �U in binary collisions
of resonantly excited alkali atoms

Collision partners �U, eV k,�cm3 s�1

2Cs(62P) 0.33 ˙ 0.04 (2 ˙ 0.2)�10–13, T D 425 K
2Rb(52P) 0.20 ˙ 0.03 (3.2 ˙ 0.4)�10–13, T D 470 K
2K(42P) �0.1 (9 ˙ 2)�10–13, T D 500 K
2Na(32P) – (3.8 ˙ 0.4)�10–11, T D 580 K
2Li(22P) >0.5 10–15 � 10–16, Estimate

Table 1.5 Constants of the AI process in the binary collisions of the sodium atoms
in resonance states

Experiment Excited states T, K

k, 10�11, cm3 s�1

(Bezuglov et al. 1987,
1989)

Gas cell 32P1/2,3/2 Tg 580 3.8
Gas cell 32P1/2,3/2 Tg 650 1.1*

Gas cell 32P1/2,3/2 Tg 596 2.8
Single beam 32P3/2 Ts 580 0.03*

Crossing beams 32P3/2 Ts 575 3.4*

Laser cooling 32P3/2 Tcool 0.75 � 10�3 1.1

Note: Here Tg is the temperature in the gas cell, Ts is the temperature of the source
beams, and Tcool is the temperature of ultracold atoms in the laser trap. The asterisk
(*) indicates constant values that were obtained self-consistently by Bezuglov et al.
(1989) from the experimental data incorporating measurements in a vapor cell, a
single effusive beam, and two crossing beams

where

�.T / D .2��T /1
=2 � =E

Here U0 is the potential value corresponding to a point in terms of the avoided
crossing R D Rc, � is the value of the autoionization width at Rmax, Vc is the relative
velocity of the particles, � is the reduced mass, and T is the temperature expressed
in eV.

It became apparent that the accumulation of the experimental data on chemo-
ionization reveals differences between the results of the beam experiments and the
experiments carried out in a gas cell (plasma). The values are significantly higher
than the possible experimental errors (Table 1.5). The question arose about the
correctness of the published values of the rate constants (the “paradox of sodium”).
This situation has been analyzed by Bezuglov et al. (1989). It was shown that the
main reason for the scatter of the published experimental data is the peculiarities
of the distribution function of the excitation over atomic velocity F(¤) in different
experiments.

Calculations showed that F(¤) in the gas-cell plasma is significantly different
from the distribution function for a single beam. Intersecting beams with this respect
occupy an intermediate position. The function F(¤) at the same temperature of the
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beam source and the gas cell is enriched, in the latter case, by the fast particles
as compared to the single beam. The maximum ¢(E), along with the threshold
behavior of the cross sections at E 	 0.1 eV, was found by Wang et al. (1985). It
is consistent with the model (Devdariani 1979) where the maximum dependence
	(E) in the region 0.005 � E � 0.10 eV is comparable in magnitude with the cross
section at 0.3 eV. From this it follows that the process for sodium atoms AI (1.60)
is a multichannel one.

The cross section of Na
�
32P

� C Na
�
32P

� ! NaC
2 C �e� for the temperature

range 0.75 mK to 650 K was calculated in the semiclassical approximation by
Geltman (1988). This cross section of the order of magnitude coincided with the
measurement result at the point T D 0.75 mK (see, for instance, Huennekens and
Gallagher 1983). However, it was by two to three orders of magnitude greater than
the experimental values in the thermal collision energy range.

The energy dependence of the cross section was measured in an experiment with
two intersecting beams for 32P (Wang et al. 1987) and 32P3/2 (Kircz et al. 1982)
states of sodium. This dependence has a minimum at E D 0.15 eV in the range of
0.08–0.26 eV collision energy and increases with increasing energy.

A joint analysis of the experimental data obtained in the gas cell, single, and
crossing beams conducted by Bezuglov et al. (1987) reduces to determining the
dependence of reaction rate on the relative velocity (energy) of the colliding
particles, which is equivalent to obtaining the temperature dependence of the rate
constant. It turns out that this approach is helpful in the case of large values of the
reaction energy threshold �U, and at lower values of �U, where the exponential
factor e��U/KT is not dominating in the magnitude of the rate constant.

At the same time, simultaneous estimation of the autoionization width �(R)
carried out in the framework of the AI model with two resonantly excited alkali
metal atoms (Devdariani 1979) is possible in the field of R � Rc, where Rc is the
intersection point of the ion and the covalent potential curves.

Graphic solution of systems of nonlinear equations for the AI rate constants
in the cases of the gas cell Na(32P3/2,1/2), single effusion beam Na(32P3/2), and
two intersecting beams of Na(32P3/2) allowed estimation of the possible values of
the process parameters �U � 0.05 eV and � 	 8 � 1012 s�1 for two 32P3/2 sodium
atoms.

Kircz et al. (1982) found that the yield of the molecular ions during the excitation
of 32P3/2 atom Na states increased by 1.7 times at changing the light polarization
from perpendicular to parallel with respect to the beam direction. Blange et al.
(1997) showed that the contribution of the 32P1/2 state of sodium in the ionization
depends on the polarization of the exciting radiation, and the initial spin orientation
does not affect the yield of the molecular ions at the electron beam energy of
25 MeV. The differences of the results of experiments performed for the atomic
beam and the gas-filled cells (Huennekens and Gallagher 1983; De Iong and van
der Valk 1979) may be related to the polarization effects.

In the first case the polarization vector was perpendicular to the beam direction,
and in the second one the resulting polarization effect was insignificant. At the
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Fig. 1.11 Experimental energy spectrum of electrons with energy from 0 to 2.1 eV formed during
resonance excitation of sodium atoms

Fig. 1.12 Relative
populations of the vibrational
states of the molecular ion
Na2

C in the vicinity of the
first peak in Fig. 1.12,
obtained by electronic
high-resolution spectroscopy
(Blangé et al. 1997)

same time, the main contribution, which leads to a difference in the measured AI
constants in both cases, may be caused by the marked difference in the collision
energy threshold for the ionization (Klyucharev and Vujnovic 1990).

Electron spectroscopy methods enable receiving reliable information not only
about the different ionization processes, but also about the second kind of collisions
of excited atoms with electrons. Figures 1.11 and 1.12 show an overview spectrum
of the electrons, which can be registered for selective excitation of the 32P state of
the sodium atoms. The first maximum of the electron energy distribution close to
zero energy corresponds to the AI process. The maximum at E D 2.1 eV is caused
by the heating of slow electrons produced by the photo-ionization during collisions
of the second kind with excited 32P atoms. Along with the second kind of collisions
of Na� C e� ! Na C e�, we can observe the processes of the triple collisions
Na� C Na� C e� ! 2Na C e�; they correspond to the maximum of the electron
spectrum at E D 4.2 eV.
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The intermediate peaks are associated with the processes of the photo-ionization
and PINa

�
32P

�CNa� .n; l/ ! NaCCNaCe� with the participation of atoms in the
upper excited states populated by the excitation energy transfer (EET) processes.

At the same time, the position of the first electron peak �0.1 eV agrees well with
the idea that the autoionization decay of the quasi-molecular potential curve occurs
in the vicinity of the pseudo-crossing with the ion curve.

1.7 The Processes of a Double Excitation in the Binary
Collisions of Excited Atoms

The chain of interrelated collisional processes leading to ionization can be realized
when atoms are excited into the resonance states. One such example is the transfer of
energy primary excitation with the population of upper excited states, where almost
all the total internal energy is transferred to one of the partners (Eq. 1.60). For the
first time, researchers have encountered the phenomenon of EET in experiments
with activated crystals, where the process of the excitation transfer occurs as a result
of the electron–phonon interaction, which is called a cooperative luminescence
(Ovsiyankin and Feofilov 1968).

The AI channel opens in experiments with the resonantly excited states of
the alkali atoms, which is accompanied by the heating of primary electrons and
the formation of the photo-plasma in the working volume. Thus, in addition
to EET the population of the upper atomic states by fast electrons should be
taken into account. Concentration of excited atoms and ionization value during
saturation of a resonance transition are both determined by vapor pressure. Studies
conducted to date of electrical kinetic parameters of the plasma sodium show
that the electron heating from the second kind of collisions in the sodium vapor
under saturation of a resonance transition starts from the density of normal atoms
N0 D 2 � 1013cm�3.

Inelastic thermal energy collisions can be considered as the transitions between
the terms of a quasi-molecule, corresponding to the initial and final states of the
colliding atoms. The EET processes occur in localized areas, concentrated in the
vicinity of the fixed values of the interatomic distance (see curves A* C B* and
A C B** for R2 � R1 in Fig. 1.13).

The total rate constant of these processes in binary collisions of the resonant
excited sodium atoms is 7 � 10�11 cm3 s�1. In the case of thermal collisions between
two resonantly excited sodium atoms, the EET processes have virtually no effect
on the efficiency of the AI reaction. Because the EET takes place at internuclear
distances where the covalent terms correlated as R ! 1 with the 2Na(32P) states
are well known, calculation of the effective cross sections is possible in the theory
(Borodin and Komarov 1974).
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Fig. 1.13 Potential curves of
the XYC and XY** molecular
states. AI and energy
exchange process collisions

1.8 Chemo-Ionization Processes Involving Rydberg Atoms

We can distinguish two typical ranges of distances between the ion and the
perturbing atom considering the slow collision of the Rydberg atom A** (n) with the
unexcited atom B. First, we use a quasi-free representation of the Rydberg electron
when the atom B is in the classically allowed region of electron motion, taking
into account its scattering on atom B. Second, atom B is located in the classically
forbidden zone. Here you can see the process of the chemo-ionization with partners
AC and B (Fig. 1.14).

The charge–recharge and ion–molecule reactions

AC C B ! A C BC (1.65)

AC C BC ! ABC C e� (1.66)

should be also attributed here to the inelastic processes. In this connection, we
should mention two works in which a model of the ion core Rydberg atom A**

is used. In the first study (Zhdanov and Chibisov 1976), the interaction of the ion
core of the sodium atom with a dipole moment of the inert gas atom is considered as
the general mechanism leading to a change in the principal quantum number n of the
Rydberg sodium atom induced by their collisions. In the second paper (Devdariani
et al. 1978), the ionization process in the collision of the atom A** with the atom
B is accompanied by a transition of the valence electron of the atom B to the atom
A**, when the optical electron of the atom A becomes free, i.e., the exchange decay
of the quasi-molecule AB** takes place.
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Fig. 1.14 Qualitative
illustration of the Rydberg
atom–atom collision
according to E. Fermi

1.8.1 Symmetrical Collisions

The following data from review papers (Gnedin et al. 2009; Smirnov 1981) and
results in the chemo-ionization of Rydberg atoms of alkali metals obtained by
Nielsen and Dahler (1979) and by Huennekens and Gallagher (1983) will be used.
The effectiveness of the chemo-ionization in the thermal (E> 102 K) and the
subthermal (E< 102 K) ranges of the symmetrical Rydberg atom collisions was
investigated. The atom motion dynamics is not described classically in the case of
the ultracold collisions (E< 10�3 K). The rate constants of the chemoionization
in the thermal and subthermal regimes can be calculated in the semiclassical
approximation. In these papers, laser excitation of n2S and n2D Rydberg states of
the sodium atom is carried out with the help of two pulsed tunable lasers with the
repetition rate 50 kHz.

A signal corresponding to the AI channel is measured in most of the beam
experiments. At the same time, these theoretical calculations include information
about two possible AI and PI ionization channels. We should take into account,
comparing the experimental data and the theory, that the resulting signal in the cross-
beam conditions (cross-beam conditions, CB) and the calculated rate constant kAI
correspond to both the signal caused by particle collisions of different beams and
the particle collisions within one beam (single-beam conditions, SB). It is known
that the different values of relative velocities of the partner particles correspond
to CB and SB conditions (Klyucharev and Vujnovic 1990). The experimental data
obtained without regard to the latter circumstance can be considered as the upper
values of the CB constants:

ktot
AI D kCB

AI C kSB
AI : (1.67)

Attention was drawn to this fact only very recently. The comparison of the
experimental and theoretical data of the AI constants for intersecting beams, taking
into account the collision contribution of one beam (Eq. 1.67) for the excited 2S and
2D sodium atoms (Beterov et al. 2005), is represented in Fig. 1.15. The data of the
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Fig. 1.15 Experimental and theoretical AI rate constants of reaction Na*(neff, l) C Na under the
crossed atomic beam condition for T D 600 K and 8 � neff < 20: (a) k†, l D 0 case is denoted
by dots; (b) k†, l D 2 is shown by perfect squares; (c) open circles represent the kcb, l D 0 case;
(d) open squares indicate kcb, l D 2 case; full curves give the stochastic theory results

total constants kAI C kPI and branching factor � D 	AI =.	AI C 	PI/ calculations
for the chemoionization Na(n2P) C Na process as a function of neff are presented in
Fig. 1.16.

Comparison of the calculated and experimental data for AI and PI cross sections
in the collisions of resonantly excited Rb(52P3/2) atoms and atoms of rubidium
in the 2S and 2D Rydberg states was carried out by Barbier et al. (1987).
The calculation of the total autoionization width of the excited quasi-molecule
�(R) D�dir (R) C� rev(R) takes into account two possible ionization channels: a
“direct” one (with the detachment of an electron of the highly excited atom) and a
“reverse” one (with exchange of electrons of excited atoms). Table 1.6 shows the
values kPI and kAI at T D 450 K.
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Fig. 1.16 Theoretical results for the total chemo-ionization rate constants in hydrogen

Table 1.6 Values of the
coefficients of PI and AI
reactions at T D 450 K

kPI 10�10 kAI 10�10

States cm3�s�1 cm3�s�1

72S 0.5 0.6
52D 1.7 Negligible
62D 1.4
72D 1.2
82D 1.0
92D 0.9

A difference between the values kPI and kAI is defined by the difference of
contributions of the direct and the reverse processes to the total autoionization
width for n2S and n2D states of the excited atom. Qualitatively, this can be seen
in the experiments on the hydrogen chemoionization of the alkali atoms and the
calculations for the hydrogen atom (Fig. 1.16). A quantum mechanical model of
the chemoionization was considered by Duman and Shmatov (1980). The power
dependence nmax � T�½, where nmax is the value of the principal quantum number,
corresponds to the maximum of the rate constant.

1.8.2 Asymmetrical Collisions

The signals corresponding to the excitation states n2P of the sodium atoms present
as minor impurities at optical excitation of the potassium vapor, as reported by
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Fig. 1.17 Branch coefficients � for the chemo-ionization in Na*(neff, l D 1) C Na collisions; cb
and c denote the crossed beams and vapor cell, respectively. T D 800–900 ›

Table 1.7 Rate constants of
AI reaction with the
formation of homogeneous
and heterogeneous molecular
ions, T D 450 K

kAI 10�10 kAI 10�10

cm3�s�1 cm3�s�1

State Ion KRbC Ion RbC
2

62D 2.4 ˙ 0.6 1.6 ˙ 0.4
82S 2.4 ˙ 0.6 2.2 ˙ 0.7
72D 2.5 ˙ 1.0 2.3 ˙ 0.9

Klyucharev and Lazarenko (1980). As a result, it is possible to estimate the constant
value lower limit kmin> 10�10 cm3 s�1 for the asymmetrical chemo-ionization
processes. Thus, the values of the constants of the asymmetrical processes involving
Rydberg atoms in the thermal range of speeds can reach significant values. The
process of the ion HeNe C (Ne* C He) was studied by Harth et al. (1986). In this
case the measured value of the cross-section maximum at neff 
 10 was an order of
magnitude smaller than those for the symmetrical Ne* C Ne case.

A two-step excitation scheme via intermediate metastable states is used in this
work and in most of the others on studies of the inert gas Rydberg atoms. To do
this, the direct optical methods using a synchrotron and a laser (photon) excitation
have been actively used in recent years (Hu et al. 2000). Estimates show that the
ratio of the effective rate constants of the reaction Na* (n2P) C Na (Li) for the
principal quantum numbers 8 � n � 14 with the formation of homogeneous and
heterogeneous molecular ions should be smaller than unity. The experimental rate
constants of the AI reaction Rb(n,l) C K(4S) ! KRbC C e� are given by Djerad
et al. (1985). In Table 1.7 are presented the rate constant values for the 62D, 82S,
and 72D states, and a comparison with the reaction Rb(n,l) C Rb(52S).
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Fig. 1.18 Schematic illustration of potential curves quasi-crossing in the case of collisions of two
highly excited atoms (rubidium)

The temperature dependence of the total chemoionization rate constant kAI C kPI

and the branching for the factor � are calculated in the framework of the dipole
resonance model for the Li(n2P) C Na collision with the formation of (LiNa)C and
LiC ions in the case of the filled vapor cell (Ignatovic et al. 2008).

The theoretical works just cited on the calculation of the constants of the
chemo-ionization processes in varying degrees use the so-called dipole model of
the resonant mechanism proposed by Smirnov and Mihajlov (1971b) for inelastic
processes involving Rydberg atoms (see also Ianev and Mihajlov 1980).

1.8.3 Binary Collisions of Two Rydberg Atoms

The following process can proceed in collisions of two Rydberg atoms at thermal
and subthermal energies (Fig. 1.18).

! AC C A� C e�; (1.68)

A�� C A�� ! �
A2

C�� C e�; (1.69)

! AC C .A/�: (1.70)
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Fig. 1.19 Penning ionization
(PI) cross section in the pair
collisions of Rydberg
hydrogen atoms in the S, P,
D, and F states

Cross sections (Eqs. 1.68, 1.69, 1.70) for symmetrical collisions of two highly
excited atoms are calculated by the Monte Carlo method in McGeogh et al. (1988).
Experiments carried out in this work show that a good agreement between the
calculated and the experimental results is obtained at relative velocities of collisions
Vc 	¤e, where ¤e is the characteristic velocity of the Rydberg electron. The
calculated values at lower velocities of Vc are greater than the experimental ones.
Written in atomic units, the cross section of the molecular ions (Eq. 1.69) in the
temperature range 10–103 K is equal to

¢ .n; Vc/ D 0:703Vc
�0;65n3:35 (1.71)

The Penning ionization rate constants in the binary collisions of the Rydberg
hydrogen atoms, the alkali atoms, and the ions of strontium are calculated by
Bezuglov et al. (1995). The calculation is carried out using the model approach of
Katsuura-Smirnov (Galitskii et al. 1981) for the long-range dipole–dipole ionization
mechanism at large internuclear distances.

Autoionization widths of the intermediate quasi-molecular states are expressed
in terms of the photo-ionization cross section 	 f(nl) of the Rydberg atomic nl
levels and the line strengths of the transitions between them. These quantities
are calculated in the semiclassical approximation taking into account the quantum
character of the Rydberg electron motion in the approximation of the straight line
motion of particles (see Figs. 1.19 and 1.20).

Features of the ionization cross section of the strontium ion were calculated in the
framework of the dipole–dipole ionization mechanism caused by the nonmonotonic
dependence of photo-ionization cross sections of the singly charged strontium ions
on n. In this case the dipole–dipole approximation of the atom–atom interaction
is best for the subthermal collisions because the interaction time increases at large
internuclear distances.
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Fig. 1.20 Identical with Fig. 1.19 for the case of single-charged strontium ions

The ionization in collisions of two Rydberg alkali atoms in the n2P state was
studied by Bezuglov et al. (1997), taking into account the influence of the interaction
of close configurations n2P, n2S, and (n C 1)2S on the efficiency of the process:

A .nl/C A .nl/ ! �
A .n1l1/C AC�C e�: (1.72)

with the transitions to the nearest (over energy) level of the ion state, in the case
when the energy of nl ! n1l1 transition into the lower n1l1 state exceeds the bound
energy of the nl state of another atom (near-threshold ionization). High efficiency
of the reaction (1.72) at large interatomic distances takes place as a result of the
dipole–dipole interaction, which in this case is the most effective of all multi-
pole interactions. Results of the numerical calculation of the cross section of the
molecular ion formation process are shown in Fig. 1.21.

The cross section oscillates with respect to n within the principal quantum
numbers 7 < n < 26, which is associated with the oscillations depending on the
frequency of the intraatomic transitions. The weak components in the electronic
spectra of the reaction under certain conditions can become apparent, which
corresponds to the forbidden in the dipole–dipole approximation (�L D ˙1) optical
transitions ŒA .nP/C A .nP/� ! ŒA .nS/C A ..nC 1/ S/�, induced by the inter-
configuration interaction.
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Fig. 1.21 Cross section 	 (n)
of near-threshold ionization
in Rydberg atom–Rydberg
atom collisions

The constants of the atomic ion formation in the binary collisions of Rb(112P)
measured by Borodin et al. (1995) were compared with the results of the calculation
within the model approximations, which were used in two previous studies. The
measured value k D (1.5 ˙ 0.4)�10�8 cm3�s�1 within a factor of 2 coincided with
the calculated value.

Recently, interest in the processes has increased, such as PI reactions with
the participation of the Rydberg atoms, caused by the effects of the cold plasma
formation in the magneto-optical traps (Amthor et al. 2009).

1.9 Formation of Negative Ions in Thermal Collisions
with Rydberg Atoms

1.9.1 Symmetrical Collisions

Let us discuss the possibility of negative ions in thermal collisions of the excited
and normal atoms of one kind.

Figure 1.22 shows the scheme of the terms of the excited molecule X2
*, ground

state molecule X2, and the potential curve of the Coulomb ion pair XC C X�. We
assume that at large interatomic distances R the Coulomb interaction is the main.
The value of Rc, at which a pseudo-crossing of the covalent X2

* and the Coulomb
XCX� potential curves can be estimated from the approximate relationship�E 
 –
e2/Rc, where �E is the energy defect of the reaction. From this it follows that the
formation of the pair XC C X� can occur from the excited states of X*, for which
�E is of the order of kTa. In real cases, the effectiveness of such a reaction is
determined not only by the value of �E. Thus, it was shown that the preferential
population of the excited states with a zero-energy defect does not take place in the
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Fig. 1.22 Illustration of the mechanism of X** C X ! XC C X collision process

framework of the Landau-Zener transition mechanism as the result of the reverse
process of the ion–ion recombination. For the highly excited states, the crossing of
the covalent repulsive s term of the quasi-molecule and the Coulomb term of the
XC C X� does not occur. Then, the formation of the positive and negative ions
can take place through the transitions such as the Rosen-Zener at small internuclear
distances, or with a help of a third covalent term, which correlates with the lower
excited states at R ! 1. A formation of the negative ions in the system

Rb .nl/C Rb
�
52S

� ! RbC C Rb� (1.73)

is considered at the temperature Ta D 540 K by Barbier et al. (1986). The specificity
of the Rydberg atoms, which manifests itself in collisions with heavy particles, is
that the ionic cores and the valence electrons have different effects on the nature
of the collision. The ion core controls the diffusion of the Rydberg atoms in a gas.
Formation efficiency of the negative ions in collisions with heavy electronegative
particles is caused by the scattering of the outer electrons. The formation of the
negative ion Ca� in the thermal collisions with the neon Rydberg atoms in ns and
nd states, in the range of 8<neff< 14, was investigated by Reicherts et al. (1997).
The dependence of k(neff) has a maximum kmax 
 10�8 cm3�s�1 at the point of
neff D 11.5, which was not observed in this range for the pair Ne** C SF6. This
finding is in good agreement with the results of the model calculations of the calcium
atoms.
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1.9.2 Asymmetrical Collisions with Molecules

In this case we can speak about the internal degrees of freedom of the complex
with a large number of possible reaction channels, respectively, and the number of
possible resonances with an energy defect �E 
 0. A model of the energy transfer
of the molecular rotation to the Rydberg electron used to explain the experimental
data was suggested by Matsuzawa (1979). The experimental values of the ionization
cross sections in collisions with the polar and the quadrupole molecules at T 
 300
are of the order of 10�14 to 10�12 cm2. These cross sections are proportional to n�3

and the square of the dipole moment of the polar molecules and weakly dependent
on the quantum numbers n and l.

Because the frequencies of transitions in the atom can be of the order of energies
of the vibrational transitions in the molecule, one can observe the resonant character
of the energy transfer of the excited atom to the vibrations of the molecule

Na�.n/C CH4 ! Na� C .CH4/
� (1.74)

Collisions of the Rydberg atoms with the halogen molecules with the positive
electron affinity

PA C BC ! AC C BC� (1.75)

lead to negative ion formation. For example, the negative H� and He� ions appear
according to this scheme in the tandem (double) electrostatic charged-particle
accelerators using the same potential difference, when the ion AC changes its sign
in the result of the charge exchange.

The exothermic process cross sections of the ion pair formation depend on the
value of the vibrational excitation of the electronegative molecules. The influence
of the vibrational excitation has several reasons, such as a decrease in the energy
threshold of the reaction and the change in the vertical energy of the electron affinity.
Rise of vibrational excitation leads to a significant increase in the cross sections
and the corresponding rate constants. For example, the value of the rate constant is
approximately 10�7 cm3�s�1 in the case of halogen-containing molecules.

The yield of the negative ions in thermal collisions with Rydberg atoms is
determined by the efficiency of the attachment process. This concept is confirmed by
the theory and measurements of the rate constants of the Rydberg atom ionization
with principal quantum numbers n D 20–100 in collisions with halide molecules.
For example, the slow Rydberg atom–molecule collisions with the formation of
negative ions and free electron capture by the molecules are similar in effectiveness,
as it follows from the Fermi quasi-free electron representation. Therefore, the cross
section of the collision of highly excited atoms A** with the halogen molecules,
calculated in the impulse approximation, is determined by the cross section of the
free electron scattering at the energies of about 3.10 eV.
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Fig. 1.23 Rate constant of
impact ionization in
nonsymmetrical case:
Xn

** C SF6 ! XC C SF6
�,

Na(n2P), 12 � n � 40,
T D 500 ›

The reaction cross section A** C SF6 ! AC C SF6
� is inversely proportional to

the characteristic velocity of the electron in the excited orbit. When changing the
principal quantum number values from 23 to 106, the rate constant values of this
reaction lie in the range (4–4.5)�10�17 cm3�s�1 and are almost independent of n
(Beterov et al. 1987; Zollars et al. 1986) (Fig. 1.23).

Large values of the rate constants of the reaction are connected here with the
fact that the excited ion SF6

�* formed during reaction is a long-lived one with the
lifetime � > 10 s.

Another situation in collisions of the alkali atoms with the molecule of O2 is
realized for the intermediate values of the principal quantum number n. In this case,
the lifetime of the excited ion O2

�* is small, i.e., it is of the order of � 
 10 �9 s, and
effective electron auto-detachment in the absence of a stabilizing mechanism takes
place. The interaction with the ionic core of the Rydberg atom, which is especially
effective for small n, can be the stabilizing mechanism. Therefore, the rate constant
with the participation of the O2 molecule should decrease with the increase of n in
contrast to SF6. This change explains the small value of the constant (10�12 cm3�s�1)
and its decrease with increase of n.

1.10 Conclusion

Returning to the above diffusion approximation (1.41) and (1.42), we note the
following. For exothermic AI reactions at low relative kinetic energies of colliding
atoms, entry of the representation point to the spatial domain of the intermediate
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Rydberg complex XY** is accompanied by a transition to the highly excited
states with large angular momentum N. Their energy level positions are different
appreciably from the states close to the regular distribution.

Classical motion of nuclei along the random trajectories converged at pseudo-
crossing points of the potential curves of the Rydberg and dissociative configura-
tions should correspond to the dynamic “quantum chaos.” However, this scenario
is totally unsuitable, because representation of the potential curves lying near the
ionization continuum is not applicable. Therefore, the motion of the quantum system
takes place in time for the energy levels to be irregularly arranged because of the
strong nonadiabatic coupling of the electron and nuclear motions.

However, it should be borne in mind that the intermediate states with large
principal quantum numbers n make a small contribution to the dynamics of the AI
process. On the one hand, as was shown, there is a dynamic factor (1.40). On the
other, this region of the spectrum is passed fairly quickly, because the characteristic
energy transfer for a certain period of time is much greater than the distance between
closely spaced levels, including levels of the autoionizing states of the continuum,
despite the fact that in this region of motion resulting from the inclusion of direct
transitions in the ionization continuum, diffusion approximation is formally not
applicable, and the total contribution to the diffusion flow is small here (Golubkov
et al. 1979).

Our theoretical model is supplemented with an extended review of experimental
data on AI constants measured under a vapor cell, a single atomic beam, and
crossing-beam conditions. Various colliding pairs involving both low-lying and
highly excited (Rydberg) states are considered here, with discussion provided on the
corresponding features of the accompanying AI processes. A proper understanding
of the presented experimental findings within the framework of the theoretical treaty
developed here is important for our further activity.
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Chapter 2
Elementary Processes Involving Rydberg
Molecules in a Strong Laser Field

Gennady V. Golubkov

Abstract Possibilities of the quasi-classical, Born, and semiclassical approxima-
tions for the description of the processes of bremsstrahlung, multiphoton ionization,
and elastic and inelastic atomic collisions in the field of intensive laser radiation
are considered. Large energy of electrons is a general characteristic for the
specified processes in which ponderomotive interaction plays the important role.
For processes with participation of slow electrons, proceeding near an ionization
continuum border, the ponderomotive interaction has weak influence. Features of
processes with participation of slow electrons and molecular ions in a strong light
field, which proceed through a stage of intermediate Rydberg complex formation,
are discussed. The main feature of these complexes is connected with the presence
of the strong nonadiabatic connection of electronic and nuclear movement. For
description of its display in various elementary processes, the perturbation theory
is essentially inapplicable. The inverse problem in a possibility of restoration of the
spectroscopic parameters entering into the theory of multichannel quantum defect
is discussed.

Keywords Rydberg molecule • Elementary process • Strong laser field

2.1 Introduction

The elementary processes involving diatomic Rydberg molecules XY** can be
represented schematically as follows. First of all, they include the collisional
processes

e� CXY C
X C Y �

�

, XY �� ,
�
e� CXY C
X C Y � ; (2.1)
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of the elastic and inelastic scattering of slow electrons by molecular ions, the
dissociative recombination between electrons and molecular ions, and the associa-
tive ionization of atoms, as well as elastic and inelastic collisions between atoms
involving the dissociative states whose potential curves lie closely to the minimum
of the ion’s potential energy (Golubkov and Ivanov 2001). Another important group
comprises the processes

XY C h� ! XY �� ,
�
e� CXY C
X C Y � (2.2)

(photoionization and photodissociation) induced by the single- or multiphoton
absorption. The processes in question also include free–free radiative transitions,
such as the electron bremsstrahlung

e� CXY C ! XY �� ! XY C C e� C „� (2.3)

where� is the bremsstrahlung frequency.
Processes (2.1, 2.2, and 2.3) play a substantial role in gas discharge lasers,

low-temperature plasmas, and various atmospheric and astrophysical phenomena
(Stebbings and Danning 1983). The effects of external physical factors on their
dynamics are also of great interest. In particular, laser control of elementary atomic
and molecular processes is a fundamental problem in modern chemical physics. As
a tool for controlling these processes, the laser has a number of advantages over
classical light sources. First, a highly monochromatic laser beam can be used to
achieve the frequency selectivity required to obtain detailed information about a
quantum system, such as energy levels, their decay widths, and radiative lifetimes.
Second, varying the beam intensity and using a tunable laser, one can determine
these characteristics as functions of a laser field strength and frequency, respectively
(Ivanov and Golubkov 1991). Third, owing to the high intensities attainable, the
present-day laser technology provides tools for a direct control of gas-phase reaction
rate constants (Hirschfelder 1989).

2.2 Status of the Theory

Laser–atom interaction has been discussed in a vast literature (Delone et al. 1983;
Delone and Krainov 1978; Rapoport et al. 1978; Delone 1989; Lambropoulos
1976; Swain 1980; Rosenberg 1982; Mittleman 1982). The perturbation theory
generally describing the behavior of a molecular system interacting with an external
electromagnetic field is inapplicable when the field is strong. The concept of the
strong field is explained as follows. If the amplitude of the laser field strength f is
comparable with the atomic field strength fa ' 5:14 �109 V=cm (which corresponds
to beam intensities of �1017 W/cm2), then the multiphoton ionization rearranges
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the electronic structure of the molecule (Ivanov and Golubkov 1999). Accordingly,
a field is naturally referred to as strong if it is weak on an atomic scale but is strong
enough to mix the states of a Rydberg molecule XY** that are stationary (or quasi-
stationary) in the absence of an external field. If the mixing strengths are large, then
perturbative treatment is inapplicable (Rosenberg 1982).

To date, a variety of methods have been developed for modeling laser-induced
nonlinear resonances embedded in the continua (Geller and Popov 1981), inter-
ference between autoionizing states in strong laser fields (Gontier and Nrahin
1980; Zakrewski 1984; Bachau et al. 1986; Movsesyan and Fedorov 1989),
adiabatic stabilization of excited states of atoms in strong laser fields (Fedorov
and Movsesyan 1988; Fedorov 1987; Horbatsch 1981; Su et al. 1990; Dubrovskii
et al. 1991; Gavrila 1992; Peatross et al. 1992; Vos and Gavrila 1992), multiphoton
ionization (Hoogenraad et al. 1994; Ivanov et al. 1994, 1997a; Delone and Krainov
1995; Moiseyev and Cederbaum 1999; Fedorov 1999; Kundliya and Mohan 2001;
Theodosiou et al. 1979; Reiss 1987; Fedorov and Ivanov 1990), and other phenom-
ena (Connerade et al. 1982; Jetzke et al. 1987; Bucksbaum et al. 1992; Zavriev and
Bucksbaum 1993; Brumer and Shapiro 1993; Meyerhofer 1997; Akramine et al.
1999; Makhoute and Khalil 2008; Deb and Sinha 2009; Purohit and Mathur 2010;
Musa et al. 2010; Andryushin et al. 1982, 1985; Fedorov and Roshchupkin 1984;
Akulin and Karlov 1987; Delone and Fedorov 1989; Ivanov et al. 1996; Khalil et al.
1997; Deb et al. 2009; Itatani et al. 2004).

The main differences between the radiative collisions and collisions occurring
in the absence of the field should be highlighted. First of all, the external field
influences the asymptotic states of colliding particles, so instead of the usual
solutions taken in the form of the plane waves, it is necessary to involve the state
describing the motion of particles in the presence of the field. With this purpose, the
“dressed” (Cohen-Tannoudji and Reynaud 1977) or the quasi-energy (Zel’dovich
1973) states are used. In both cases, the total wave function is expanded into an
infinite series, each term of which corresponds to a particular photon number in
the field; that is, account is taken of the virtual absorptions and emissions that
are kinematically forbidden because of the momentum conservation. Thus, the
problem is reduced to calculating the transition probabilities between the dressed
asymptotic states. Moreover, some processes can be only field induced. Actually,
at the expense of photon emission in the effective area of the interaction, total
energy of the quantum system can decrease to the level corresponding to its
bound state, which in this case will be unstable because of an exchange of energy
with the field. Such states are referred to as laser-induced resonances. The best
understanding of the physics of radiative collisions has been achieved in the low-
frequency approximation, which decouples the projectile–field and projectile–target
interactions and thus greatly simplifies the analysis of the system’s behavior (Kelsey
and Rosenberg 1979; Rosenberg 1989).

The nonperturbative analysis of laser-assisted collisional processes was initiated
by Bunkin and Fedorov (1966), where the electron–atom bremsstrahlung stimulated
by the single-mode electromagnetic field was calculated. A similar treatment was
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developed by Krol and Watson (1973). In those studies, collisions were treated as the
instantaneous elastic scattering events, the spontaneous emission being neglected.

Because we are interested in the processes involving electrons, we must first dis-
cuss the free electron dressing effects. It is known, that in the strong electromagnetic
field with a frequency !f we can use the semiclassical approximation to describe
a motion of the nonrelativistic electron with the energy Ep and momentum p, in
which the corresponding wave function has the form („ D me D e D 1):

ˆp .r; t / D
mDC1X

mD�1
�m exp

��i �Ep �m!f
�
t C i .p �mk/ r

	
(2.4)

where k is the photon momentum. Expression (2.4) is a superposition of terms
corresponding to the number of virtual absorbed (or emitted) photons in the external
field. The properties of the expansion coefficients �m were discussed in references
(Nikishov and Ritus 1964; Brown and Ribble 1964; Leubner 1981; Reiss 1962,
1980).

When the target has an internal structure, the atomic system dressing effects
should be taken into account (Ehlotzky 1985). A consistent treatment of field-
dressed electron and target states is primarily based on two approaches. One of
these approaches uses perturbation series in the coupling between the laser field and
the atom–electron system (Francken et al. 1988). In the other, the laser–electron
interaction is described exactly while the target dressing is treated perturbatively
(Martin et al. 1989; Dimou and Faisal 1987a).

Theoretical studies of intense laser radiation effects on the scattering of slow
electrons by the ion targets were carried out (Francken et al. 1988; Martin et al.
1989; Dimou and Faisal 1987a; Giusti-Suzor and Zoller 1987; He et al. 1989;
Ivanov et al. 1988; Vartazaryan et al. 1989; Golubkov et al. 1993). In three studies
(Ivanov et al. 1988; Vartazaryan et al. 1989; Golubkov et al. 1993), the laser-induced
continuum–continuum coupling between free electron states was ignored. In terms
of the quasi-energy states, this approximation discards the contributions to Eq. 2.4
from the harmonics corresponding to changes in total photon number .�m D 0/,
which is justified if the following condition is realized:


 D f pe

!2f
� 1 (2.5)

(pe is the electron momentum). This result means that the oscillation amplitude of
the laser-driven electron is smaller than its wavelength. The condition in Eq. 2.5
implies that the electron can be treated as the free particle with well-defined
momentum and energy at an asymptotic region. If the target is an unstructured
particle, then the only channel at small 
 is the elastic scattering. Therefore, the
laser radiation can have a significant effect on the electron–target system under the
condition (2.5) only if the target has a internal structure. If the target is a positive
molecular ion, this structure causes by formation of a Rydberg complex XY**.
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Therefore, when 
 is small, the electromagnetic field influence on the processes
(2.1, 2.2, and 2.3) must appear at the complex formation stage only, where Rydberg
electron dynamics is multichannel. The problem was analyzed in the one-channel
approximation by Giusti-Suzor and Zoller (1987), and multichannel treatment was
developed subsequently (He et al. 1989; Ivanov et al. 1988, 1995, 1997b, c, 1999;
Vartazaryan et al. 1989; Golubkov et al. 1993; Golubkov and Ivanov 1993, 1994,
1997). Note that the time-independent theory reported in references (Ivanov et al.
1988, 1995, 1997b, c, 1999; Vartazaryan et al. 1989; Golubkov et al. 1993, 1999a, b;
Golubkov and Ivanov 1993, 1994. 1997) automatically takes into account the Stark
effect.

Another limitation of the time-independent theory discussed here is imposed by
requiring that

f!
�5=3
f � 1; (2.6)

which means negligible probabilities of the transitions between Coulomb contin-
uum states (Ivanov and Golubkov 1991). Under these conditions, the field effect
on the complex XY** is quantified in terms of the Rydberg resonance widths

� f
nq

� .f!
�5=3
f /

2
=n3q , where nq is the principal quantum number of the qth Rydberg

resonance series associated with a closed channel (index q subsumes the incident
angular momentum l, its projectionƒ on the molecular axis, and the set of the ion’s
internal quantum numbers). The resonance width � f

nq
should be compared with the

natural decay width �e
nq

� �=n3q , where the decay rate is � � 1, in line with the
concept of the existence of an intermediate complex. Accordingly, one criterion for
strong field effect on the intermediate state should be that

� <
�
f!

�5=3
f

�2 � 1: (2.7)

However, the external field can affect the complex XY** at much lower intensities
f if resonances of the different Rydberg series (for example, nq and n0

q0 ) overlap or
happen to lie closely to one another. In this case, the field interaction between the
resonance states

V f
nqn0

q0
�f!�5=3

f

.�
nqn

0
q0

�3=2
; (2.8)

must be comparable with their half-widths or the level separation �e
nqn0

q0
D

ˇ
ˇ
ˇEnq � En0

q0

ˇ
ˇ
ˇ (Golubkov et al. 1993); i.e.,
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(2.9)
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Note that the account of the strong field effect on the intermediate complex
differs substantially from the traditional time-dependent theory of the laser radiation
interaction with atoms and molecules (Delone and Krainov 1985, 1994, 2001),
because the formation time of the intermediate state cannot be well defined in the
quantum mechanical framework, and the coupling between closed channels and
continua must be taken into account in the analysis. These requirements motivated
the use of special methods for analyzing of the processes (1)–(3) in studies
performed in the 1990s. In particular, analysis of the elastic electron scattering by
the atomic hydrogen ions in the excimer laser field using numerical integration of
the strong coupling equations detected the fine resonance structure in the scattering
cross section (Dimou and Faisal 1987b). Analogous features were also demonstrated
by Collins and Csanak (1991). Behavior of the Rydberg electrons in laser fields was
considered in the theory of radiative collisions of slow electrons with atoms (Giusti-
Suzor and Zoller 1987) and molecular ions (Ivanov et al. 1988) and in studies of
the photodissociation and photoionization of diatomic molecules (He et al. 1989;
Vartazaryan et al. 1989). Laser-assisted collisions involving bremsstrahlung from
electrons were also analyzed in (Berson 1981; Krainov and Roshchupkin 1983;
Lisitsa and Savel’ev 1987; Balashov et al. 1984; Klinskikh and Rapoport 1987).

2.3 Multiphoton Processes

The problem of laser field effect on the near-threshold photoabsorption spectra in
the processes (1) is closely related to that of the multiphoton ionization of atoms
(Rapoport et al. 1978). Compared to atoms, molecules are more complex quantum
systems where the key role is played by nonadiabatic coupling between the elec-
tronic and nuclear degrees of freedom (Golubkov and Ivanov 2001). In particular,
the theory of near-threshold photoionization must not only describe vibrational
and rotational dynamics but also rigorously take into account a predissociation.
Characteristics of the molecular structure play an important role in bound–bound
and bound–free radiative transitions (Lisitsa and Savel’ev 1987), which makes the
well-developed theory of electron–atom and electron–ion bremsstrahlung (Bunkin
and Fedorov 1966; Berson 1981; Krainov and Roshchupkin 1983; Lisitsa and
Savel’ev 1987) inapplicable to Rydberg molecules.

Laser-assisted interaction of an electron with a target involves emission by
stimulated bremsstrahlung and the absorption of field photons. The problem of the
laser-assisted bremsstrahlung emission and absorption was originally analyzed in
the Born approximation (Bunkin and Fedorov 1966). The electron–field interaction
was taken into account accurately in this work, i.e., the electron wave functions
(4) were employed. The authors have found the transition probabilities as the
sum of the probabilities of absorption (emission) of a definite number of field
photons. To go beyond the Born approximation, a semiclassical impact-parameter
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method applicable to high-energy electrons was proposed by Lisitsa and Savel’ev
(1987). The scope of that study was limited by the condition (5). The theory
was extended to 
 � 1 and f � 1 by Klinskikh and Rapoport (1987), where
a general expression was obtained for the n-photon differential cross section. In
the alternative approach to the same problem used by Golovinskii (1988), the
semiclassical wavefunction was found for an electron scattered by the finite-
range potential in an electromagnetic field. Moreover, the resulting expression for
the potential scattering cross section allows transitions to the limit of the Born
approximation and the case of classical scattering.

It should be noted here that the phenomena described by the time-independent
theory of radiative collisions developed in several studies (Ivanov et al. 1988,
1995, 1997b, c, 1999; Vartazaryan et al. 1989; Golubkov et al. 1993, 1999a, b;
Golubkov and Ivanov 1993, 1994, 1997) occur in the near-threshold energy region
of Ep �! (! is the oscillation frequency of the molecular ion), where the Born
approximation and semiclassical description are strongly inapplicable. According
to (5), the electron quiver amplitude satisfies the relationship

af Š f

!2f
� �e � n2; (2.10)

where the electron wavelength �e is comparable with the dimensions of the Rydberg
XY** complex. Because of the multichannel Rydberg electron dynamics, electron
energy is not conserved during the complex formation stage. The ponderomotive
energy (cycle-averaged quiver energy) of the slow electron in a laser focal region

is �E D hf i2
.
4!2f (Collins and Csanak 1991). If the energy and momentum

of the incident electron are Ep � �E , pe � �p� hf iı!f , and the transit time
Lf =�p through a beam with size Lf is much longer than the laser pulse duration
�l, then the limitation on the field strength becomes

hf i � Lf !f =�l : (2.11)

The conditions depicted by Eqs. 2.6, 2.7, 2.8, 2.9, 2.10, and 2.11 allow
ignoring the ponderomotive interaction, which would be significant for relatively
fast electrons (Kibble 1966; Corkum et al. 1989, 1992; Reiss 1990; Salamin and
Faisal 1997; Salamin 1997). Indeed, as a result of the analytical properties of
the Coulomb wave functions, the corresponding ponderomotive contributions to
matrix elements, resulting from the electric field inhomogeneity across the laser
focal region, are independent of Ep and the scattering channel characteristics. The
resulting general shift of all energy levels in the “electron C molecular ion” system
can easily be eliminated by introducing a phase factor. For example, in the case of
a typical laboratory laser with !f � 10�1, Lf � 108, and �l � 107, it takes place
when the incident electron energy and the average field strength are Ep � 10�1,
and hf i � 1, respectively.
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2.4 Effects of Monochromatic Laser Radiation

Even though the basic mechanisms of the interaction between monochromatic
laser radiation and autodissociating intermediate states are known and can be
described by well-developed mathematical methods (e.g., see Geller and Popov
1981; Andryushin et al. 1982, 1985; Ivanov et al. 1995; Yakovlenko 1982;
Lambropoulos and Zoller 1981; Alber and Zoller 1983; L’Huillier et al. 1988), the
theory of the continuum–intermediate-state–continuum-type processes is far from
complete. As already mentioned, this problem is substantially different from those
generally solved in the theory of atom/molecule–field interaction. It also differs
from the problems solved in the theory of the radiative collisions (Dubov et al.
1982; Yakovlenko 1984), where the semiclassical approach has proved to be most
successful in the study of collisions between atoms in a radiation field. Quantum
mechanical analysis of the relative motion using conventional methods of the
theory of radiative collisions is a more complicated task, particularly when particle
structure is changed by reaction. In particular, the rotational and vibrational degrees
of freedom have been found to manifest themselves in the resonant multiphoton
ionization (RMPI) and the dissociation (RMPD) of diatomic molecules, when their
bound or autodissociating states are significantly populated at the intermediate stage
(before transition to a continuum state). These findings motivate a detailed study of
the laser-induced coupling of the bound or quasibound states between themselves
and to continuum states.

The quantum scattering formalism (including multichannel quantum defect
theory (Golubkov and Ivanov 2001)) is applicable because the molecule–field
interactions in e� C XY C and X C Y configurations are strong only at the XY ��
formation stage, when the laser-induced coupling Vf can be treated as comparable
to the electrostatic interaction Ve, which formally increases the number of channels
in the scattering problem. The spectrum of the resulting unperturbed Hamiltonian
consists of noninteracting states with quasi-energies defined as modulo !f ; this
provides a simple method for constructing a T-matrix and wave functions that can
be used to calculate RMPI and RMPD processes involving large groups of states
(including infinite Rydberg resonance series) while keeping precise track of the
coupling of the intermediate states to the continua and transitions between them.

When the process occurs via a single intermediate resonant state (as in k*-
photon absorption for k� < km, where km is the minimum number of !f photons
required for ionization), the photoelectron spectrum can be described by the Breit–
Wigner-type formula with resonance width corresponding to the .k� � km/-photon
transition from this state to the continuum (Letokhov 1987). In other words, the
single-resonance approximation can be applied to the simplest transition state that
is formed at an intermediate stage.

The next step in theory focused on systems where resonance conditions are
satisfied simultaneously for two intermediate states, such as those populated by
.k� � 1/ and k� photon absorption. Processes of this kind were examined by
analyzing equations for the intermediate-state population amplitudes when a cou-
pling field was rapidly switched on (Andryushin et al. 1982, 1985; Lambropoulos
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and Zoller 1981). This work required the use of a special procedure developed
to describe the continuum coupling because the widespread relaxation parameter
matrix method had proved to be inapplicable. Both RMPI and RMPD characteristics
revealed nonmonotonic variation in molecular dynamics with laser intensity (Joli-
card and Atabek 1992). This behavior is most clearly manifested in above-threshold
dissociation (ATD), which is significant at laser intensities I � 1013 W=cm2

(Jolicard and Atabek 1992; Giusti-Suzor et al. 1990; Zavriyev et al. 1990). The
process competing with ATD is the ordinary single-photon absorption, and their
relative rates depend on the molecule’s initial vibrational state and the laser intensity
and frequency. An increase in intensity to I � 1014 W=cm2 has a considerable
bond-softening effect because the molecular potential is distorted by the laser
field (Zavriyev et al. 1990; Yao and Chu 1992). Details of the intensity-dependent
dynamics underlying these phenomena were examined by Yang et al. (1991). Laser
effects on molecular ions were investigated by Zavriyev et al. (1993) and Aubanel
et al. (1993). It should also be noted that a bichromatic driving field (the fundamental
harmonic and a phase-shifted higher one of the same laser) provides a means for the
coherent control of dissociation (Charron et al. 1994; Abrashkevich et al. 1998),
in particular for the isotope separation (Atabek et al. 1994; Charron et al. 1995).
These experimental observations stimulated theoretical studies intended to explain
and predict the laser-driven phenomena. Let us discuss these matters in some detail.
Two essentially different approaches were developed to solve problems of this kind
(e.g., see Giusti-Suzor et al. 1995; Guo 1998).

In one of these, the stationary equations of the Floquet theory are used (Shirley
1965), which is valid to describe processes driven by dye lasers with typical pulse
durations of 10�10 to 10�9 s, when the field is switched on at t D 0 and applied
for a sufficiently long time. The approach is true if the laser pulse is sufficiently
long and the process dynamics does not vary from cycle to cycle (�l � �r, where
�r is a reaction time). The total wave function is represented as a superposition of
dressed states, and the system of coupled equations is solved numerically (Chu
1991; He et al. 1990; Bandrauk et al. 1993). For short laser pulses .�l < 10�12 s/,
the Schrödinger equation describing the time evolution of the emerging wave packet
is generally computed by using a Gaussian pulse shape. Finding of such solutions
is a formidable task. However, a number of assumptions can be made that greatly
simplify theoretical analysis, such as the one-dimensional approximation where
the internuclear vector is collinear to the laser polarization vector. The resulting
solution is only slightly different from those of the three-dimensional problem
(Charron et al. 1994).

2.5 The Role of Rotational Degrees of Freedom

One of the issues most widely discussed in the literature is the role of molecular
rotation (Ivanov et al. 1996, 1997b; Charron et al. 1994; Giusti-Suzor et al. 1995;
McCann and Bandrauk 1992; Banerjee et al. 1994; Sukharev and Krainov 1998),
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whose contribution to the laser-driven RMPI and RMPD processes is not evident
a priori. In most cases, a rotation can increase the reaction rate by adding new
open channels as a consequence of the laser-induced nonadiabatic coupling between
the electronic and rotational degrees of freedom, which occurs when electronically
excited molecules are produced at the intermediate stage of the process. In other
situations, rotation has an inhibiting effect on the reaction, e.g., when RMPI of
diatomic XY molecules involves laser-induced bound states situated on the X C Y
dissociative continuum background (Charron et al. 1994).

The vast majority of results in the RMPI theory based on the concept of field-
dressed states pertain to atomic systems. As already noted, molecules are much
more difficult to study. Generally, the intermediate molecular states are degenerate
(e.g., with respect to the projection M of total angular momentum J when J 	 1).
Furthermore, their upper levels usually predissociate; that is, the corresponding set
of dissociation continua is more diverse than atomic continua. Molecules have the
vibrational and rotational degrees of freedom, which complicate the laser-driven
dynamics of even the simplest diatomic systems; i.e., analyses of photoinduced
processes must take into account rovibronic states. The best developed model of
interaction between a monochromatic field and a molecule is that of the two-photon
ionization and dissociation (Chen et al. 1993), with a single intermediate state or a
few mutually interacting ones.

The field-induced coupling between resonances can be sufficiently strong that
the corresponding Rabi frequency becomes comparable with the rotational level
separations. Under such conditions, RMPI involves large groups of levels, that is,
the observed phenomenon has no analogue in atomic systems. It is obvious that the
positions and widths of these levels must manifest themselves in the photoelectron
spectra, each of which is a hybrid that is mixed with the other states. The radiative
scattering matrix method provides a very convenient formalism for analyzing the
combined effect of a weak probe field and a strong monochromatic one (Ivanov
et al. 1988, 1995, 1997b, c, 1999; Vartazaryan et al. 1989; Golubkov et al. 1993,
1999a, b; Golubkov and Ivanov 1993, 1994, 1997). In the ionization scheme, the
system is supposed to be excited to the intermediate (working) level by the probe (or
via off-resonant multiphoton processes induced by the strong field), and the strong
field drives a cascade of transitions between excited or high-lying excited states and
transitions to the continuum.

The rotational alignment of ions can be used to select energy-unresolved states
because the field-induced coupling strength between molecular states depends on
the projection M of total angular momentum on the laser polarization axis. As a
result, molecular ions with given M values can be produced by varying the frequency
and strength of the laser field.

When f � 10�4 � 10�3, the contribution from the groups of dressed states
gives rise to the strongly mixed “diatomic molecule C light field” hybrid states.
An analysis of the field-strength dependence of their widths has revealed a
nonmonotonic behavior (in particular, a decrease in width with increasing f ), which
suggests molecular stabilization in a certain interval of f.
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2.6 Predissociation

The next issue to be addressed is the role of the predissociativeXY �� states. It turns
out that they both open up the new dissociation channels, XY �� ! X� C Y , and
affect the characteristics of transitions to the ionization continuum. The contribution
of predissociation to the anomalous vibrational distribution of H2

C ions produced
by the photoionization of molecular hydrogen has been discussed (Hickman 1987;
Dixit et al. 1989; O’Halloran et al. 1987).

One low-temperature exothermic reaction of the particular importance is that of
dissociative recombination (DR) of O2

C ions, responsible for the rate of charge
loss processes in the upper atmosphere. The DR cross section can be increased by
several orders of magnitude by choosing suitable values of the laser parameters,
which makes the laser-assisted reaction feasible (Golubkov et al. 2002, 2003, 2011;
Adamson et al. 2009). The problem reduces to finding the optimal conditions for the
laser control of low-temperature DR and formulating recommendations for future
experiments.

Laser control efficiency depends on the incident electron energy, the field
strength and frequency, and the angle between the electron and laser beams. The
laser pulse duration here is much longer than the transition times between the
intermediate molecular states. For example, the predissociation times for high-
lying states of XY �� are of the order of 10�11 s. Note that the tunable lasers
widely used in various photo-induced processes are characterized by strengths of
� 1012�1014 W=cm2 and pulse repetition rates of�� � 10�3 s. The corresponding
saturation and rotational widths do not exceed 10�1 cm–1, and the Doppler broaden-
ing is routinely eliminated by splitting the laser beam (Letokhov 1987). Because the
energy dependence of the DR cross section cannot be measured to accuracy better
than �E� 10�3 eV, the spread in the pulse frequency !f is negligible and the
beam can be considered monochromatic.

The problem of quantitative description of DR reaction in the framework of
MQD theory directly stems from the following feature of MQD theory: it is highly
sensitive to the variation of quantum defects and configuration interactions as
functions of internuclear distance. The analysis of partial and total low-temperature
DR rate constant as a function of parameters of the theory was carried out by
Golubkov et al. (2000a). It was demonstrated that even an insignificant variation of
quantum defect may lead to the variation (of the of one to two orders of magnitude)
in the rate constant. The dependence of rate constant on the configuration interaction
is smoother. Because quantum chemistry is incapable of providing the necessary
accuracy, the further development of the theory is impossible without invoking
additional modern high-resolution experiments (for example, REMPI, REMPD).
Restoration of MQD theory parameters from the experimental data represents the
reverse problem, which is incorrect by definition (Golubkov et al. 2000b). It was
shown that it can be solved because (1) the direct and reverse problems both
are solved in the framework of universal unitary MQD theory; (2) intensities of
the photo-processes are analytical functions; (3) the solution is unique only if a
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sufficient amount of experimental data is available because this solution is obtained
as a result of optimization of a large number of experiments in different spectrum
regions; and (4) the reverse problem is reduced to analysis of the sets of simple
algebraic equations.

2.7 Conclusion

In conclusion, we discuss the effects associated with a field mixing of the Rydberg
resonances. The presence of an external field leads to the fact that the resonance
structure of the intermediate Rydberg complexes XY** may overlap some of the
resonances belonging to the different vibronic series of the quasi-energy spectrum,
which can occur at any ratio between the vibrational ! and field !f frequencies.
If the field widths are smaller compared with the natural ones, the Rydberg states
experience almost no exposure to laser radiation. The situation changes significantly
if a resonance level of a predissociative Rydberg series overlaps with the field-
induced resonant level. The composite resonant vibronic (hybrid) states will arise
in these conditions. The mechanisms of population and decay of these states during
the DR reaction must differ significantly from those discussed here. In this case,
new channels of the process will arise, when the effective lƒ-harmonics take place,
which occurs as the result of a weak configuration interaction with the dissociative
channels being in the field excluded from the process. Because the existence
conditions of the field-induced resonances of composite e�CXY C systems are very
critical to the positions of the unperturbed resonance levels, the rotational structure
of the intermediate Rydberg complexes should be included in consideration.

Let us demonstrate the main features of the resonance state field mixing on
an example of the DR reaction in the most important case, when the incident
electron energy E in a given .lƒ; v D 0;m D 0/ state is located below the ion
vibrational excitation threshold. We consider the situation when the “natural”
vibronic resonance of 1 .lƒ; v D 1;m D 0/ with the energy E1 overlaps with the
laser-induced resonance of 2 .l 0ƒ0; v D 1;m D ˙1/, whose energy is equal to E2,
and denote the continuum e� C XY C.m D 0/ and X C Y .m D ˙1/ states by
0 and ˇ, respectively. Then, the DR reaction, taken in the field absence .f D 0/

of the direct and resonant mechanisms and described by the Fano outline, obtains
additional features in energy dependence under a field mixing with the laser-induced
resonance 2. Indeed, neglecting the field-induced shift and broadening of the levels,
the transition probability can be written as (Golubkov and Ivanov 1993)
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(2.12)

Here W 0 is the probability of direct transition in the absent external field, "1.2/ D
E � E1.2/ are the values measured from the resonant level energies, �e

1.2/ are the
natural half-widths of these levels expressed in terms of partial ionization rate
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and predissociation, V f
12 is the field interaction, and �1 is the shift of level 1. In

these conditions, isolated laser-induced resonance is weak. However, according to
Eq. 2.12, it can greatly affect the line profile if that is close to the natural resonance.
In general, the contour form is described by a curve with two peaks.

An alternative situation arises if �1 � �e
1.2/ when the “anti-resonances” appear

instead of resonances. In accordance with the formula (2.12) for f D 0, only one
Fano “anti-resonance” is formed, which is described by the dependence
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of
the translational energy of the reaction products caused by a field mixing, when the
probability of resonant process is given by the expression
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where � i.ˇ/
1 is the autoionizing (i) or predissociative .ˇ/ half-widths of the states 1

and 2, respectively. The expression (Eq. 2.13) by analogy with (Eq. 2.12) provided
by
ˇ
ˇV f
12

ˇ
ˇ � �12,�e

1.2/ describes the energy dependence with the two symmetrically
situated maxima.

The product features of the process depend not only on the total angular
momentum J and its projection M: averaging over M should lead to a smoothing
of the observed relationships. However, if V f

12 =J 	�e
1.2/, the spectrum should

reproduce the individual resonances for each value M (Ivanov et al. 1995).
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Chapter 3
Nanoaerosols in the Atmosphere

A.A. Lushnikov

Abstract This chapter presents an overview of the modern state of the kinetics
of aerosol processes in the atmosphere. The first part focuses on the principles of
modeling the dynamics of nanoaerosols in the atmosphere. Attention is then given
to the kinetics of single aerosol particles whose size is less than or comparable to
the mean free path of gaseous molecules in the atmosphere (less than 0.1 �m).
The Introduction states a concept overview of the circle of atmospheric problems
related to the particles suspended in the atmospheric air (atmospheric aerosols).
The atmospheric aerosols are known to play an important role in the formation of
the climatic conditions on our planet. Although optically active aerosol particles are
relatively large, the processes of formation, growth, and behavior of smaller particles
(atmospheric nanoaerosols) attract the attention of many researchers because the
larger particles result from the smaller ones. The questions of where are these
particles from, how they grow, and what are the mechanisms of their losses are of
primary importance for modeling the aerosol states of the atmosphere at local and
global scales. The main body of this presentation popularizes an analytical approach
to the kinetics of a single aerosol particle in the transition regime (the particle size
is of the order of the molecular mean free path). I consider the condensational
growth of particles, diffusion charging of particles in the free molecule and transition
regimes, and heat exchange between the particle and the carrier gas. The version
of the flux-matching theory of Lushnikov and Kulmala serves as a basis for the
consideration of all the aforementioned processes whose efficiencies are found
analytically.
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3.1 Introduction

The term “aerosol” is quite familiar to everyone. Every day we see dust particles
suspended in air, fumes from cigarettes, releases from transport, smoke from
chimneys, etc. And almost nobody suspects that most aerosol particles are simply
invisible. Despite this fact, these particles whose sizes do not exceed a fraction of
a micrometer are of great importance for the formation of the present-day state
of the atmosphere. It is these particles that serve as the condensation centers for
the formation of cloud particles which cannot otherwise form at low water vapor
supersaturation in the atmosphere (Charlson and Heitzenberg 1995; Seinfeld and
Pandis 2006; Lohman and Feichter 2005; Friedlander 2000). Meanwhile, little is
known about the nature of atmospheric aerosol particles or about the processes
leading to their production in the atmosphere. The reasons for this are clear: the
particles are so small that we are not able to distinguish them in optical microscopes.
Electron microscopes are also powerless because the particles are unstable under the
incident electron beam. Still, some speculations about the properties of the aerosol
particles are admissible, and we can formulate some theories allowing us to come
to conclusions concerning the consequences of the interactions of aerosol particles
with our instruments and the environment.

The tiniest aerosol particles are produced by a number of specific mechanisms.
All include spontaneous nucleation as the first stage; that is, the particles are
assumed to form from vapors of sufficiently low volatile substances produced in the
atmosphere from anthropogenic or natural organic releases. After chains of chemical
and photochemical intraatmospheric processes, these releases convert to aerosol
particles, which then grow by condensing other low volatile substances that are not
able to form particles by nucleation (for example, if their vapor concentrations are
not sufficient for initiating the nucleation process).

A huge amount of literature is devoted to atmospheric nanoaerosols. For
extensive citations of the work of the past century, see the books of Seinfeld and
Pandis (2006) and of Friedlander (2000). The goal of this review is to direct the
attention of atmospheric scientists to some part of efforts that have remained beyond
the mainstream of current atmospheric studies.

3.1.1 Atmospheric Aerosol Processes

Although more than a century has passed since Aitken’s discovery of the secondary
background aerosols, interest in these did not diminish until the present time.
Recently, the dynamics of particle formation has again received considerable
attention. Papers reporting on the results of field measurements continue to appear in
connection with climatological and ecological needs (Boy and Kulmala 2002; Boy
et al. 2003; Castelman 1982; Kulmala et al. 2004; Lyubovtseva et al. 2005, 2010;
Stolzenburg et al. 2005; Yu and Turko 2001).
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Attempts at modeling this important and still enigmatic process also appeared
rather long ago. Here we avoid the long history of this problem and cite only the
last models that appeared in the twenty-first century (Stolzenburg et al. 2005; Yu
and Turko 2001; Anttila et al. 2004; Kerminen et al. 2004; Korhonen et al. 2003,
2004; Lehtinen and Kulmala 2003; Grini et al. 2005; Lushnikov et al. 2008, 2010;
Lushnikov 2010a, b). Earlier citations can be found in these works. All models
(without exception) started from the commonly accepted point of view that the
chemical reactions of trace gases are responsible for the formation of nonvolatile
precursors, which then give life to subnano- and nanoparticles in the atmosphere.
In their turn, these particles are considered as active participants of the atmospheric
chemical cycles leading to particle formation (see, e.g., Janson et al. 2001).

Many facts concerning the natural background aerosols have been well estab-
lished. The major features of the phenomenon can be summarized as follows:

• The smallest (nanometer) aerosol particles form by nucleation of low volatile
vapors resulting from intra-atmospheric chemical and photochemical transfor-
mations. The complete chemical cycles responsible for this very complicated
process are not yet fully known, and its output is therefore characterized by the
volume productivity I.t/ of the cycle: the number of molecules produced in a
unit volume at a time. The source productivity is likely a periodic function of
time (diurnal cycle).

• Very often observed size spectra reveal a multimodal (mostly trimodal) structure:
a peak at 10–25 nm (nucleation or highly dispersed mode) and two submicrom-
eter peaks at 25–100 nm and at 100–200 nm (Aitken and submicrometer modes)
(Kulmala et al. 2004 and citations therein).

• The spontaneous nucleation of low volatile vapors is believed to give rise to the
production of highly dispersed particles, whose number concentration is strongly
dependent on the vapor concentration level.

• Submicrometer particles are often suspected to result from aging smaller par-
ticles as a result of their growth by condensing the molecules of low volatile
substances. On some occasions the submicrometer particles can be transported
from somewhere else.

As is seen from this list, the theoretical modeling of the particle formation–
growth process is not a simple task: the point is that the process envelops a very
wide range of particle sizes: from nanometers to parts of micrometers (three decimal
orders) and masses (nine decimal orders). The respective kinetic processes proceed
in various regimes: from free molecular to continuous ones, and the characteristic
time scales are also stretched from minutes to hours and even weeks. These facts
require one to seek for some simplifications or to sacrifice a part of the picture. For
example, the most widespread of models in the past described the process in terms
of interacting particle modes, each of which was characterized by its size interval
and the number concentration. The time evolution of these values was described
by a set of differential equations. These equations included the sources, the sinks
of the particles, and the terms describing the aerosol processes. The quality of the
models depended on the number of modes taken into account and the way of their
introduction. The simplest results were obtained for a single-mode case.
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Another direction of modeling is the use of the moment method, which reduces
the full rather complicated set of equations describing the kinetics of particle
formation–growth to a finite set of ordinary differential equations for some integral
characteristics of the particle-size spectra (Friedlander 1983, 2000; Williams and
Loyalka 1991). Sometimes the moment methods allow for obtaining exact results
even in practically important cases. In particular, Friedlander (1983) established
that free-molecular condensational growth can be described by a set of only four
first-order differential equations. Lushnikov and Kulmala (1998a) reported on a
set of condensational coefficients affording the exact description of nucleation–
condensation kinetics in terms of a finite number of moments and applied these
results to the analysis of the condensational growth of dimers (Lushnikov and
Kulmala 1998b). Rigorous asymptotic analysis of the kinetics of nonbarrier nucle-
ation in the presence of a source of condensable vapor was given by Lushnikov
and Kulmala (2000) for algebraic dependencies of the condensation efficiencies on
particle size. Then, this approach was extended to the transition regime of particle
growth (Lushnikov and Kulmala 2001; Dal Maso et al. 2005).

Here we consider the development of the aerosol state of the atmosphere
assuming the following:

• At the initial moment of time, the source of a condensable vapor is switched on.
The productivity of the source (the number of particles produced per unit volume
at a given time) is I.t/ D I0i.t/, where I0 is the dimensionality carrier and the
dimensionless function i.t/ describes the time (t) dependence of the productivity.

• At t D 0 there exists a foreign aerosol with known size distribution, distributed
over particle masses g as N .g; 0/ D N0n .g; 0/ where N0 D P

N .g; 0/ is the
particle number concentration and the particle mass g is measured in the units of
the masses of condensable molecules.

The qualitative picture of the development of the situation appears as follows
(Fig. 3.1) (Friedlander 1983). At the initial period, concentration grows linearly with
time (for simplicity, we consider i D 1), then it begins to bend because part of the
vapor condenses onto foreign particles. At t D t� when the vapor concentration
reaches a sufficiently high level for the spontaneous nucleation process to start,
newly born particles appear and also begin to consume the vapor. The vapor
concentration thus passes a maximum, whose value is determined either by the
nucleation rate or the rate of vapor losses by condensation onto foreign particles.
The nucleation process stops at t D t�� when the vapor concentration level drops
lower than the critical value c� and results in the formation of a highly dispersed
mode. The number concentration of the latter depends on the characteristics of
foreign particles: their number concentration and some geometric characteristics
(more complex than simply average particle radius or average particle surface).

At the post-nucleation stage, evolution mainly continues owing to the growth of
foreign particles by simultaneous joining of the vapor molecules and the smaller
nanometric particles. The growing particles reach submicrometer sizes.

Although a huge number of papers considered the condensation process in the
transition regime (extensive citations are given by Lushnikov and Kulmala (2001),
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Fig. 3.1 Shown is the qualitative picture of the particle formation in the presence of a constant
in time source of low volatile vapors. At the initial period the concentration grows linearly with
time. At t D t� it begins to bend as the vapor concentration reaches a sufficiently high level for
the spontaneous nucleation process to start. Newly born particles appear and begin to consume the
vapor. The vapor concentration thus passes a maximum. The nucleation process stops at t D t��

where the vapor concentration level drops lower than the critical value c�. At the postnucleation
stage the evolution continues mainly owing to the growth of the particles by simultaneous joining
the vapor molecules and the smaller nanometric particles to larger submicrometer ones. The period
of intense particle formation t� < t < t�� is referred to as the nucleation burst

for example), the main difficulty of the route toward the final solution of this
problem has not been overcome. The point is that condensation efficiency is a rather
complicated function of particle size. Its exact form is not known, and instead the
interpolation formulas (see Seinfeld and Pandis 2006; Friedlander 2000; Williams
and Loyalka 1991 for a collection of such interpolations) are used in almost all
aerosol calculations. However, even the use of this semi-empirical approach does
not eliminate the necessity to introduce further approximations, based mainly on
the “isolated mode approximation,” where the particle-size distribution splits into
several narrow modes, each of which grows independently. The dynamics of the
nucleation modes is described within a lognormal theory (Lushnikov and Kulmala
2000, 2001).

Now it becomes more and more evident that the nucleation bursts in the
atmosphere can contribute substantially to cloud condensation nuclei production
and can thus affect the climate and the weather conditions on our planet (Charlson
and Heitzenberg 1995; Kulmala et al. 2004). Commonly accepted opinion connects
the nucleation bursts with an additional production of nonvolatile substances that
can then nucleate, producing new aerosol particles, or condense on newly born
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particles, foreign aerosols, or atmospheric ions. The production of nonvolatile
substances, in turn, demands some special conditions to be fulfilled imposed on the
emission rates of volatile organics from vegetation, the current chemical content of
the atmosphere, rates of stirring and exchange processes between lower and upper
atmospheric layers, and the presence of foreign aerosols (accumulation fraction,
first of all) serving as the condensational sinks for trace gases and the coagulation
sinks for the particles of nucleation mode, the interactions with air masses from
contaminated or clean regions (Boy and Kulmala 2002; Boy et al. 2003; Kulmala
et al. 2004; Kerminen et al. 2004; Dal Maso et al. 2005; Aalto et al. 2001; Arey et al.
1990; Juozaitis et al. 1996). Such a plethora of very diverse factors, most of which
have a stochastic nature, prevents direct attacks of this effect. A very large number of
field measurements of the nucleation bursts dynamics appeared during the past two
decades (see a review article Kulmala et al. 2004 and references Boy and Kulmala
2002; Boy et al. 2003; Lyubovtseva et al. 2010; Stolzenburg et al. 2005; Kerminen
et al. 2004; Arey et al. 1990; Juozaitis et al. 1996). The attempts at modeling this
important and still enigmatic process also appeared rather long ago. Here we avoid
the long history of this problem and cite only the models that appeared in the
twenty-first century (Stolzenburg et al. 2005; Anttila et al. 2004; Korhonen et al.
2003, 2004; Grini et al. 2005). The earlier citations can be found in these works. All
models (without exception) started from the commonly accepted point of view that
the chemical reactions of trace gases are responsible for the formation of nonvolatile
precursors, which then give the life to subnano- and nanoparticles in the atmosphere.
In their turn, these particles are considered as active participants of the atmospheric
chemical cycles leading to particle formation (Janson et al. 2001). Hence, any model
of nucleation bursts included (and includes) coupled chemical and aerosol blocks.
This coupling leads to strong nonlinearities whose appearance, on the other hand,
is not surprising. Indeed, all intra-atmospheric chemical processes are described by
a set of nonlinear equations, not all of which are, in addition, firmly established,
and there is no assurance that we know all the participants of the chemical cycles
leading to the production of low volatile gas constituents which then convert to the
tiniest aerosol particles.

3.1.2 Models of Aerosol Processes

Our main idea is to decouple the aerosol and chemical parts of the particle formation
process and to consider only the aerosol part of the problem. We thus introduce
the concentrations of nonvolatile substances responsible for particle growth and the
rate of embryo production as external parameters whose values can be found either
from measurements or calculated independently, once the input concentrations of
reactants and the pathways leading to the formation of these nonvolatile substances
are known. Next, introducing the embryo production rate allows us to avoid the
rather slippery problem of the mechanisms responsible for embryo formation.
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Because neither the pathways nor the mechanisms of production of condensable
trace gases and the embryos of the condensation phase are well established so far,
our semi-empirical approach is well approved. Moreover, if we risk starting from
the first principles, we need to introduce too many empirical (fitting) parameters.

Aerosol particles throughout the entire size range beginning with the smallest
ones (with sizes of the order 1 nm) and ending with sufficiently large particles
(submicrometer and micrometer size) are shaped by some well-established mecha-
nisms: condensation and coagulation. Little is known, however, about atmospheric
nucleation. This is the reason why this very important process together with
intramode coagulation is introduced here as an external source of the particles of
the smallest sizes. The final productivity of the source is introduced as a fitting
parameter whose value is controlled by two of these processes simultaneously and
thus is always lower than the productivity of the nucleation mechanism alone.
Next, coagulation produces particles distributed over a size interval, rather than the
monodisperse ones of a critical size (as in the case of nucleation alone). Productivity
should be introduced as a function of particle size and time, respectively. In
principle, the size dependence of the source can be found theoretically, but it is
better to refuse this idea and to introduce it as the product of a lognormal function
and the time-dependent total production rate.

Condensational growth depends on the concentrations of condensable vapors,
with the condensational efficiencies being known functions of the particle size.
The concentrations of condensable trace gases are introduced as known functions.
They can also be calculated, once all reactions responsible for conversion of
volatile trace gases to low volatile ones and respective reaction rates are known
(C stoichiometry of the reactions C initial concentrations of all participants and
many other unpleasant things). Of course, nothing like this is known, and there is
no chance to get all this information in the near future.

The losses of particles are caused mainly by preexisting submicrometer and
micrometer particles (Boy et al. 2003). There are also other types of losses:
deposition of particles onto leaves of trees, soil losses, scavenging by deposits, and
mists. Here the loss term is introduced as a sink of small particles on preexisting
submicrometer- and micrometer-sized aerosol particles.

Self-coagulation of particles with sizes exceeding 3 nm is entirely ignored in the
model. Many authors (e.g., Kulmala et al. 2004 and references therein) estimated
the characteristic times of the coagulation process and found them to exceed 105 s.
In what follows, we ignore this process. In contrast, the intermode coagulation (the
deposition of newly born particles onto preexisting aerosols) is of great importance
and should be taken into account.

The remainder of this chapter focuses on the interactions of a single aerosol
particle with surrounding carrier gas that can contain some condensible vapors
(condensation and evaporation), ions (particle charging processes), and the energy
exchange between the particle and the surrounding gas. The kinetics of all these
processes is very complex, because the particle sizes are comparable to the molec-
ular mean free path. In principle, in this situation one must solve the Boltzmann
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kinetic equation. Below I wish to popularize an approximate approach that allows
one to avoid the solution of the full Boltzmann equation and to consider the
aforementioned transport effects from a unified point of view. The final results are
analytical.

3.2 Flux-Matching Theories of Molecular Transport
in the Transition Regime

We introduce the reader to the ideology of the flux-matching theories by considering
the condensation of a nonvolatile vapor onto the surface of an aerosol particle. The
central idea of existing flux-matching procedures is a hybridization of the diffusion
and the free molecule approaches. The concentration profile of a condensing vapor
far away from the particle is described by the diffusion equation. This profile
coincides with the real one down to the distances of the order of the vapor
molecule mean free path. A limiting sphere is then introduced inside which the free
molecule kinetics governs the vapor transport. The concentration profile in the free
molecule zone is considered to be flat. The equality of the fluxes in both zones and
the continuity of the concentration profile at the surface of the limiting sphere define
the flux and the reactant concentration at the particle surface. The third parameter,
the radius of the limiting sphere, cannot be found from such a consideration.

We apply a more sophisticated scheme (Lushnikov and Kulmala 2004a). We also
introduce a limiting sphere outside of which the density profile of condensing vapor
can be described by the diffusion equation. But inside the limiting sphere we solve
the collisionless Boltzmann equation subject to a given boundary condition at the
particle surface (incomplete sticking in our case) and put an additional condition:
the concentration at the surface of the limiting sphere coincides with that found
from the solution of the diffusion equation. Even in the absence of any potential
created by the particle, the vapor profile in the free molecule zone depends on the
radial coordinate, because the particle surface adsorbs all incoming molecules. We
thus gain the possibility to call for the continuity of the first derivatives of the profile
on both sides of the limiting sphere. This additional condition defines the radius of
the limiting sphere.

3.2.1 Flux Matching for Mass and Charge Transport

The steady-state ion flux J.a/ onto a particle of radius a can always be written as

J.a/ D ˛.a/n1; (3.1)
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i.e., the flux is proportional to the ion density n1 far away from the particle. The
proportionality coefficient ˛.a/ is known as the charging efficiency. The problem is
to find ˛.a/. Nothing, however, prevents us from generalizing Eq. 3.1 as follows:

J.a;R; nR/ D ˛.a;R/nR; (3.2)

where nR is the ion concentration at a distance R from the particle center. It is
important to emphasize that nR is (still) an arbitrary value introduced as a boundary
condition at the distance R (also arbitrary) to a kinetic equation which is necessary
to solve for defining ˛ .a;R/. The flux defined by Eq. 3.1 is, thus,

J.a/ D J .a;1; n1/ and ˛.a/ D ˛ .a;1/ : (3.3)

The value of ˛ .a;R/ does not depend on nR because of the linearity of the
problem.

Let us assume for a moment that we know the exact ion concentration profile
nexact.r/ corresponding to the flux J.a/ from infinity (see Eq. 3.1). Then, using
Eq. 3.2 we can express J.a/ in terms of nexact as follows:

J.a/ D J .a;R; nexact.R// D ˛ .a;R/ nexact.R/: (3.4)

Now let us choose R sufficiently large for the diffusion approximation to
reproduce the exact ion concentration profile

nexact.R/ D n.J.a//.R/; (3.5)

with n.J /.r/ being the steady-state ion concentration profile corresponding to a
given total ion flux J. The steady-state density of the ion flux j.r/ is the sum of
two terms

j.r/ D �D dn.J /.r/

dr
� B

dU.r/

dr
n.J /.r/; (3.6)

where D is the ion diffusivity,U.r/ is a potential (here the ion–particle interaction),
and B is the ion mobility. According to the Einstein relationship, kTB D D. On
the other hand, ion flux density is expressed in terms of total ion flux as follows:
j.r/ D �J=4�r2, with J > 0. Equation 3.6 can be now rewritten as

e�ˇU.r/ d

dr

�
n.J /.r/eˇU.r/

� D J

4�Dr2
;

where ˇ D 1=kT . The solution to this equation is

n.J /.r/ D e�ˇU.r/
0

@n1 � J

4�D

1Z

r

eˇU.r
0/ dr

0

r 02

1

A : (3.7)
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Substituting Eqs. 3.5 and 3.7 into Eq. 3.4 gives the equation J.a/ D
˛.a;R/n.J /.R/, or

J.a/ D ˛.a;R/e�ˇU.R/
0

@n1 � J.a/

4�D

1Z

R

eˇU.r
0/ dr

0

r 02

1

A : (3.8)

We can solve this equation with respect to J.a/ and find ˛.a/:

˛.a/ D ˛ .a;R/ e�ˇU.R/

1C ˛.a;R/e�ˇU.R/

4�D

1R

R

eˇU.r 0/ dr 0

r 02

: (3.9)

Equation 3.9 is exact. We, however, know neither ˛.a;R/ nor R. It is pertinent
to notice here that if we have some grounds to neglect unity on the right-hand side
of Eq. 3.10; then, ˛.a/ depends only on the separation distance R:

˛.a/ D 4�D
1R

R

eˇU.r 0/ dr 0

r 02

: (3.10)

There is no way to find ˛.a;R/ exactly. We thus call upon two approximations:

• We approximate ˛.a;R/ by its free molecule expression

˛.a;R/ 
 ˛fm.a;R/ (3.11)

• We define R from the condition

drnfm.r/jrDR D drn
.J.a//.r/jrDR; (3.12)

where nfm.r/ is the ion concentration profile found in the free molecule regime for
a < r < R. The distance R separates the zones of free molecule and continuous
regimes.

3.2.2 Flux-Matching for Enthalpy Transport

Let us consider a spherical particle of radius a heated to temperature T� suspended
in the carrier gas with temperature T1 < T�. In what follows we operate with the
mean energy per a particle q and the flux of this energy Q rather than with the
temperature and temperature flux. The reasons for this are explained later, when we
define these values in terms of the distribution function.
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The steady-state heat flux Q(a) from the particle of radius a can always be
written as

Q.a/ D �.a/ .T� � T1/ : (3.13)

The heat flux is directed outward from the particle. The proportionality coeffi-
cient �.a/ is referred to as the heat transfer efficiency of the particle. Our goal is to
find �.a/.

We also introduce the generalized efficiency �.a;R/ defined as follows:

Q .a;R; TR/ D � .a;R/ .T� � TR/ ; (3.14)

where qR is the temperature at a distance (yet arbitrary) R from the particle center.
Let us assume for a moment that we know the exact temperature profile T exact.r/

corresponding to the heat flux Q. Then, using Eq. 3.14 we can express Q(a) in terms
of Texact as follows:

Q.a/ D � .a;R/ .T� � Texact.R// : (3.15)

Now let us choose R sufficiently large for the macroscopic approximation (the
thermoconductivity equation) to reproduce the exact temperature profile:

T exact
R D TQ.R/ D T1 C Q= .4�ƒR/ ; (3.16)

with qQ.r/ being the steady-state q-profile corresponding to a given total heat flux
Q and ƒ being the thermoconductivity of the carrier gas. Combining this with
Eq. 3.15 gives

Q.a/ D � .a;R/

�

T� � T1 � Q.a/
4�ƒR

�

: (3.17)

We can solve this equation with respect to Q.a/, use Eq. 3.14, and find �.a/:

�.a/ D � .a;R/

1C �.a;R/

4�ƒR

: (3.18)

There is not a chance to find � .a;R/ exactly. We again call upon two approxi-
mations:

• We approximate � .a;R/ by its free molecule expression:

� .a;R/ 
 �fm .a;R/ : (3.19)

• We define R from the condition

drnf m.r/jrDR D drn
Q.r/jrDR; (3.20)
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where nfm.r/ is the gas density profile found in the free molecule zone a < r < R.
The distance R separates the zones of free molecule and continuous regimes, and

nQ.r/ D T1n1
T .r/

in the continuous zone. The latter equality expresses the constancy of pressure in
the continuous zone.

3.2.3 Kinetic Equation

The description of ion transport in the free molecule regime to a spherical particle
requires the solution of the steady-state collisionless Boltzmann kinetic equation for
ion distribution f .r; v/:

vi
@f

@xi
� 1

m

@U

@xi
� @f
@vi

D 0: (3.21)

Here f .r; v/ is the ion distribution over coordinates r and velocities v, m is
the ion mass, and U .r/ is the potential of an external field. The convention on
summation over repeating indexes is adopted.

In what follows we consider only spherical particles. The potential U is then a
function of r D jrj and ion distribution depends only on three variables, the ion
radial coordinate r, absolute ion velocity v D jvj, and � D cos� , with � being the
angle between the directions of r and v.

In spherically symmetrical systems another set of variables is more convenient.
Namely, instead of r; v; � we introduce the variables r, E, L, with

E D mv2=2C U.r/; L D mjŒv � r�j D mvr
p
1 � �2 (3.22)

being the total ion energy and the ion angular momentum, respectively. It is
important to emphasize that E and L are ordinary current variables such as r and
� rather than the integrals of motion.

In these variables the Boltzmann equation takes the form:

s
p
L2.r/ � L2 � @fs

@r
D 0; (3.23)

where s D ˙1 is an auxiliary variable defining the direction of ion motion along
the radial coordinate (s D �1 corresponds to motion toward the particle) and

L2.r/ D 2mr2 .E � U.r// : (3.24)
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The derivation of Eq. 3.21 is simple. Indeed,

@f

@xi
D @f

@E

@E

@xi
C @f

@L2
@L2

@xi

@f

@vi
D @f

@E

@E

@vi
C @f

@L2
@L2

@vi

Substituting the evident equalities

@E

@xi
D �@U

@xi
;

@E

@vi
D mvi ;

@L2

@xi
D @L2

@vi
D 0;

and

mv� D ˙
p
L2.r/ �L2

into Eq. 3.21 gives Eq. 3.23.
The ion flux toward the particle is expressed in terms of f as follows:

J D �
Z

d3v
Z

.v � dS/f .r; v/: (3.25)

The integrals on the right-hand side of this equation are taken over all v and the
surface of a sphere of radius r. The sign “�” in the definition of the flux makes J
positive. In spherical coordinates, Eq. 3.24 is rewritten as

J D �8�2r2
1Z

0

v3dv

1Z

�1
f .r; v; �/� d�: (3.26)

Now let us change the variables. The rule for replacing the variables .r; v; �/ �!
.r; E;L/ readily follows from definition (3.22) of the variables E and L:

2�v2dvqd� �! �

m2r

X

s

dEdL2
p
L2.r/ � L2

: (3.27)

The restrictions on the intervals of integration over E and L2 are defined by two
conditions, L2 � L2.r/ and L2.r/ 	 0. The latter is equivalent to E 	 U.r/. In
what follows we do not specify the limits of integration except for the cases, where
they play a decisive role.
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The expressions for the ion density profile n.r/ and the ion flux J in r, E, L
variables are as follows:

n.r/ D �

m2r

X

s

Z

dE
Z

dL2
p
L2.r/ �L2 � fs .r; E;L/ (3.28)

and

J D �4�
2

m3

X

s

s

Z

dE
Z

dL2fs .r; E;L/: (3.29)

The ion flux is independent of r.
The boundary conditions to the kinetic equation should be formulated individu-

ally for each concrete case.

3.3 Condensation

Trace gases are commonly recognized to react actively with the aerosol component
of the Earth’s atmosphere. Substantial changes to atmospheric chemical cycles
resulting from the presence of aerosol particles in the atmosphere make us look more
attentively at the nature of the processes depending on the activity of the atmospheric
aerosols (Seinfeld and Pandis 2006). The processes of gas–particle interactions are
usually the first-order chemical reactions going along the route:

.A/C .P/ �! .AP/; (3.30)

where (A), (P), and (AP) stand, respectively, for a reactant molecule, an aerosol
particle, and the final product resulting from the reaction Eq. 3.30.

As an example we refer to ozone, a key substance for the Earth atmosphere
protecting living systems on our planet against the sun UV radiation. Since the
discovery of the ozone hole in the mid-1970s (Farman et al. 1985), it has been well
established that ozone is subject to periodical large depletion events at the Poles
and to continuous decay in the global stratosphere. The amplitudes of ozone level
variations are partly driven by heterochemical reactions occurring on the surfaces of
polar stratosphere cloud particles that transform the stable reservoir molecules into
radical precursors (see Lohman and Feichter 2005 and references therein). Processes
such as Eq. 3.30 are also of importance in the aerosol catalysis (Weber et al. 1999;
Feng et al. 2001).

The interconnection between uptake and mass accommodation efficiencies was
studied by several groups (Kulmala and Wagner 2001; Finlayson-Pitts and Pitts
2000; Davidovits et al. 1991, 1995; Natanson et al. 1996; Laaksonen et al. 2005;
Davis 1983; Shi and Seinfeld 1991; Zagaynov et al. 1976). The condensational
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aspects of the problem were considered earlier by Wagner (1982). Respective
theoretical interpretations were presented in several works (Clement et al. 1996;
Widmann and Davis 1997; Qu and Davis 2001; Li and Davis 1995). The models
of uptake process were also proposed by Smith et al. (2003) and Tsang and Rao
(1988).

Data of experimental measurements of mass accommodation efficiencies were
reported by Li et al. (2001) and Winkler et al. (2004, 2006). In two recent papers
(Pöschl et al. 2007; Ammann and Pöschl 2007), the authors summarized the state of
art in this problem and tried to unify existing very diverse terminology applied by
different authors working in this direction.

As shown in the review article (Clement 2007) and by Pöschl et al. (2007), since
the very end of the last century the discrepancies in approaches to the kinetics of
uptake have almost disappeared. Commonly accepted schemes now assume the
sequential transports of the gaseous reactant through the gas phase, then through the
interface, and then in the bulk of the particle, including possible chemical reactions
inside accompanying the transport process.

This section considers only a part of the uptake process: reactant transport
through the gas phase. Transport in the gas phase is normally assumed to be
described by semi-empirical theories that connect the total flux of the reactant with
its concentration far away from the particle.

The main idea is to replace the semi-empirical approaches by a theory that applies
the Boltzmann kinetic equation with Maxwell’s boundary conditions (Cercignani
1975) corresponding to noncomplete sticking of the reactant molecule to the particle
surface and to derive analytically the expression for the efficiency of trapping the
reactant molecules. It is possible to do for not very great cost. The final formula
is even simpler than those proposed by the semi-empirical approaches. The theory
itself is also simple and transparent.

Let a particle of the radius a initially containing NB molecules of a substance B
be embedded in the atmosphere containing a reactant A. The reactant A is assumed
to be able to dissolve in the host particle material and to react with B. The particle
will begin to consume A molecules and will do this until the pressure of vapor A
over the particle surface is enough to block the diffusion process. Our task is to find
the consumption rate of the reactant A as a function of time. Next, we focus on
sufficiently small particles whose sizes are comparable to or less than the mean free
path of the reactant molecules in the carrier gas. The mass transfer to such particles
is known to depend strongly on the dynamics of the interaction between incident
molecules and the particle surface. In particular, the value of the probability Sp for
a molecule to stick to the particle surface is suspected to strongly affect the uptake
kinetics.

The first simplest theories of mass transfer from gas to particles applied the
continuous models (the particle radius a much exceeds the condensing molecule
mean free path l). Such models were not able to describe very small particles with
sizes less than l. It was quite natural therefore to try to attack the problem starting
with the free molecule limit, that is, to consider a collisionless motion of condensing
molecules. Respective expressions for the condensational efficiencies had been
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derived and can be found in several studies (Seinfeld and Pandis 2006; Friedlander
2000; Williams and Loyalka 1991; Li and Davis 1995; Fuchs and Sutugin 1971).
An important step directed to reconciliation of these two limiting cases was taken in
the prominent book of N. A. Fuchs (1964), who invented the flux-matching theory.
The general consideration of the kinetic problems in the transition regime can be
found in Cercignani’s book (1975).

The flux-matching theories are well adapted for studying mass transfer to aerosol
particles in the transition regime. Although these theories mostly had no firm
theoretical basis, they successfully served for systematizing numerous experiments
on growth of aerosol particles, and until now these theories remain rather effective
and very practical tools for studying kinetics of aerosol particles in the transition
regime (see Seinfeld and Pandis 2006; Friedlander 2000; Williams and Loyalka
1991). On the other hand, these theories are always semi-empirical ones; that is,
they contain a parameter that should be taken from somewhere else, not from the
theory itself.

We introduce the readers to the ideology of the flux-matching theories by
considering the condensation of a nonvolatile vapor onto the surface of an aerosol
particle. The central idea of the flux-matching procedure is a hybridization of
the diffusion and the free molecule approaches. The concentration profile of a
condensing vapor far away from the particle is described by the diffusion equation.
This profile coincides with the real one down to the distances of the order of the
vapor molecule mean free path. A limiting sphere is then introduced wherein the
free molecule kinetics governs the vapor transport. The equality of the fluxes in both
zones and the continuity of the concentration profile at the surface of the limiting
sphere define the flux and the condensing vapor concentration at the particle surface.
The third parameter, the radius of the limiting sphere, cannot be found from such a
consideration.

We apply the more sophisticated approach of Lushnikov and Kulmala (2004a).
This approach starts with an exact expression for the trapping efficiency. This step,
however, does not solve the whole problem. The point is that this exact expression
contains two unknown functions that should be found from the solution of respective
transport equation. However, this formal step is of great use, because some ideas
arise as to how to introduce efficient approximations.

We also introduce a limiting sphere outside of which the density profile of con-
densing vapor can be described by the diffusion equation. Inside the limiting sphere
we solve the collisionless Boltzmann equation subject to a given boundary condition
at the particle surface and put an additional condition: the vapor concentration at
the surface of the limiting sphere coincides with that found from the solution of
the diffusion equation. This condition has also been applied in older theories. The
next step forward was done by Lushnikov and Kulmala (2004a), where the authors
noticed that even in the absence of any potential created by the particle the vapor
profile in the free molecule zone depends on radial coordinates. We thus gain the
possibility to call for the continuity of the first derivatives of the profile on both
sides of the limiting sphere. This additional condition defines the radius of the
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limiting sphere. This very ideology applies here for determining the efficiency of
trapping the reactant molecules by an aerosol particle as a function of the mass
accommodation coefficient.

3.3.1 Basic Equations

Below, an exact (formal) expression for the condensational efficiency is derived.
This expression eventually contains some parameters that can be defined only on
solving the full transport problem. However, it is possible to introduce simple
approximations and to restore these parameters approximately. This program is
performed in this section.

3.3.1.1 Trapping Efficiency

Let us assume that the reactant molecules (A molecules) move toward the particle
that captures them (see Eq. 3.30). The further fate of reactant molecules depends on
the results of chemical processes that proceed inside the particle. Let us denote n˙
as the concentration of A right beneath (nC) or right underneath (n�) the particle
surface. Already here we emphasize that the surface concentrations n˙ depend on
the nature of physicochemical processes on the surface and inside the particle. Let
then n1 be the number concentration of A molecules far away from the particle.
It is commonly accepted that the concentration difference n1 � nC drives a flux
of A toward the particle surface. The particle begins to grow and to change its
chemical composition. The rate of change in the number of A molecules inside
the particle is equal to the total molecule flux J minus the total number of molecules
deposited per unit time at the particle surface minus the rate of consumption of A
by chemical processes inside the particle. The A molecules are assumed to escape
from the particles. In steady-state conditions, the flux J can be written as

J D ˛.a/ .n1 � nC/ ; (3.31)

Here ˛.a/ is the capture efficiency and a is the particle radius. Of course, ˛
depends on the mass accommodation coefficient Sp. The latter is defined as the
probability for an A molecule to stick to the particle. For completely sticking
particles, Sp D 1.

The interface and in-particle processes fix the value of nC. In the simplest case
of the first-order chemical reactions, nC is a linear function of J, nC D J .a/ and
thus

J D ˛.a/n1
1C ˛.a/ .a/

; (3.32)
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Here  .a/ is a function depending on the nature of the chemical process and
independent of J. An example of such function is given below. If the chemical
process inside the particle is nonlinear, then the function  .a/ depends on J and
J is then a solution to the transcendent equation Eq. 3.32.

The central problem is thus to find ˛.a/. Equations 3.31 and 3.32 allow also for
the consideration of normal condensation and evaporation. In this case A molecules
are the same as the molecules of the host particle and ˛.a/ is referred to as the
condensational efficiency.

3.3.1.2 Flux Matching for Condensation

Next, we extend the flux-matching theory to the case of condensation of neutral
molecules onto the particle surface with nC ¤ 0 and Sp � 1. To this end we
generalize Eq. 3.31 as follows:

J D ˛ .a;R/ .nR � nC/ ; (3.33)

where nR is the vapor concentration at a distance R from the particle center.
Indeed, the total flux J is independent of R, and we have the right to consider
the condensation from any finite distance. It is important to emphasize that nR
is (still) an arbitrary value introduced as a boundary condition at the distance R
(also arbitrary) to a kinetic equation that is necessary to solve for defining the
generalized condensational efficiency ˛ .a;R/. The value of ˛ .a;R/ does not
depend on nR � nC because of the linearity of the problem.

Assuming that we know the exact vapor concentration profile nexact.r/ corre-
sponding to the given flux J from infinity, we can express J in terms of nexact as
follows:

J D ˛ .a;R/ .nexact.R/ � nC/ : (3.34)

If we choose R as sufficiently large, then the diffusion approximation reproduces
the exact vapor concentration profile:

nexact.R/ D nc.R/ D � J

4�DR
C n1; (3.35)

with nc.r/ being the steady-state vapor concentration profile corresponding to a
given total molecular flux J.

Combining Eqs. 3.33, 3.34, and 3.35 gives

J D ˛.a;R/

�

n1 � nC � J

4�DR

�

: (3.36)
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We solve this equation with respect to J and obtain the expression for ˛.a/:

˛.a/ D ˛ .a;R/

1C ˛.a;R/

4�DR

: (3.37)

Equation 3.37 is exact if R � l , where l is the mean free path of condensing
molecules in the carrier gas. To find ˛ .a;R/ and R we must call on the approxima-
tions.

• The free–molecule expression approximates ˛ .a;R/.

˛ .a;R/ 
 ˛fm .a;R/ ; (3.38)

where ˛fm .a;R/ is the trapping efficiency in the free molecule zone.
• The radius R of the limiting sphere is found from the condition: “the diffusion

flux from the diffusion zone is equal to the diffusion flux from the free molecule
zone” The diffusion flux is defined from Fick’s law. Hence,

dnfm.r/

dr

ˇ
ˇ
ˇ
ˇ
rDR

D dnc.r/

dr

ˇ
ˇ
ˇ
ˇ
rDR

; (3.39)

where nfm.r/ is the vapor concentration profile found in the free–molecule zone
for a < r < R and nc.r/ is the concentration profile in the diffusion zone. The
distance R separates the zones of the free–molecule and the continuous regimes.

• The total flux of A in the free-molecule zone is equal to the total flux in the
diffusion zone.

3.3.2 Solving the Kinetic Equation

Now we will solve the kinetic equation

svr
@fs

@r
D 0 (3.40)

For the following it is convenient to introduce the notation,

�r D �
�
L2r � L2

�
; �C D �

�
L2 �L2a

�
�� D 1 � �C D �

�
L2a �L2� (3.41)

Here �.x/ is the Heaviside step function (�.x/ D 1 at x 	 1 and 0 otherwise).
The factor �� cuts off the molecules flying past by the target particle. Then the
Maxwell boundary condition has the form:

f1 .a;E;L/ D
�
�
1 � Sp

�
f�1 C 1

2
SpnC



��: (3.42)
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Here Sp is referred to as the mass accommodation coefficient. The left–hand side
of this equation gives the distribution function of the molecules moving outward
from the particle surface. The part 1 � Sp of inward moving molecules specularly
rebounds from the particle surface (the first term on the right-hand side). The second
term describes the emission of the reactant molecules from the particle.

In the particular case when the reactant molecules do not experience chemical
transformations inside the particles, nC D ne (equilibrium number concentration
over the particle surface), which means that all guest molecules trapped by
the particle thermalize and escape from it having the Maxwell distribution over
energies.

Let us write down the solution to Eq. 3.40:

fs D 1

2
M.E/�r

˚ Qn1 �C C Qn1 ��ıs;�1 C �
.1 � Sp/ Qn1 CSpnC

	
��ıs;1

�
: (3.43)

The first term describes all molecules flying past by the particles. They fly in
both radial directions, s D C1 and s D �1. The second term describes the
molecules flying from infinity and hitting the particle. The third term describes
the motion of the molecules that flew from infinity and recoiled from the particle
surface and the molecules evaporated from the particle. Here we introduced Qn1.
The point is that free molecule concentration Qn1 does not correspond to that of
the reactant in the diffusion zone and serves as a fitting parameter allowing us to
make the concentration nfm.R/ equal to nc.R/. Equation 3.43 can be cast into the
form:

fs D 1

2
M.E/�r

� Qn1 �Sp. Qn1 �nC/��ıs;1
	
; (3.44)

where ıq;s stands for the Kroneker delta and

M.E/ D 2�.�kT /�3=2
p
Ee�E=kT (3.45)

is the Maxwellian. In deriving Eq. 3.44 the evident identities

ıs;1 C ıs;�1 D 1 and �C C �� D 1 (3.46)

were used.
Equations 3.26 and 3.44 yield:

nfm.r/ D Qn1 �1
2
Sp . Qn1 �nC/

 

1 �
r

1 � a2

r2

!

D Qn1 � . Qn1 �nC/ b�.r/:

(3.47)
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The following chain of equalities gives ˛ .a;R/.

J D ˛fm . Qn1 �nC/ D ˛fm .a;R/ .nR � nC/

D ˛fm .a;R/ Œ Qn1 � . Qn1 �nC/ b�.R/� nC�

D ˛fm .a;R/ . Qn1 �nC/ Œ1 � b�.R/�

or

˛fm .a;R/ D ˛fm

bC.R/
(3.48)

From Eqs. 3.28 and 3.44 we find:

˛fm D Sp�a
2vT ; (3.49)

Now we must express n.r/ via nR instead of Qn1. We have

nfm.r/ D Qn1 bC.r/C nCb�.r/: (3.50)

From Eq. 3.50 we have

nfm.R/ D Qn1 bC.R/C nab�.R/: (3.51)

We solve this equation with respect to Qn1 and find

Qn1 D nR � nab�.R/
bC.R/

(3.52)

Now

n.r/ D nR � nCb�.R/
bC.R/

bC.r/C nCb�.r/: (3.53)

Next,

nR � nCb�.R/
bC.R/

D nR � nC C nC � nab�.R/
bC.R/

D nR � nC
bC.R/

C nC: (3.54)

And finally,

n.r/ D nR � nC
bC.R/

bC.r/C nC: (3.55)

In deriving this equation we used the identity bC.r/C b�.r/ D 1.
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3.3.3 Flux Matching for Sp ¤ 1

Now we find R from the condition Eq. 3.39

dnfm

dr
D na � SpnR

1 � Spb.R/

db

dr
(3.56)

db

dr

ˇ
ˇ
ˇ
ˇ
R

D a2

R3
p
1 � a2=R2 (3.57)

The equation for R is

˛fm

2�DR
D a2

R
p
R2 � a2 (3.58)

or

vT
2D

D 1p
R2 � a2

(3.59)

From here we have

R D
q

a2 CR2o (3.60)

with

Ro D 2D

vT
(3.61)

We had already

˛ D ˛ .a;R/

1C Sp˛.a;R/

4�DR

(3.62)

On substituting thus ˛ .a;R/ and R we find

˛ D ˛fm

1� Spb.R/C Sp˛fm

4�DR

(3.63)

After some transformation one finally gets

˛.a/ D ˛fm

1C Sp

2

�q

1C �
avT
2D

�2 � 1

� (3.64)
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3.3.4 First-Order Chemical Reaction Inside the Particle

Here we give an example of the function .a/ appearing in Eq. 3.32. To this end we
consider a steady-state diffusion–reaction kinetics inside the particle. The respective
equation has the form:

DL�nL.r/ � �nL.r/ D 0 (3.65)

HereDL is the diffusivity of the reactant inside the particle, nL.r/ is the reactant
radial profile inside the particle, and � is the reaction constant. We use

J D �DL

@nL

@r

ˇ
ˇ
ˇ
ˇ
rDa

(3.66)

as the boundary condition to Eq. 3.65. This condition provides the independence of
nL of time. The solution to this equation can be found elsewhere. The result is

n.a/ D n� D J

4�DLa .�a coth �a � 1/ :
(3.67)

Next, n� D HnC (the Henri law) with H being the dimensionless Henri
constant. Finally we find

 .a/ D 1

4�DLaH .�a coth �a � 1/
: (3.68)

Here � D p
�=DL.

3.3.5 Results

Here we list the results of the present consideration.

• The total flux J is given by Eq. 3.32:

J D ˛.a/n1
1C ˛.a/ .a/

:

This result is exact and thus does not depend on the approximations done in
calculating the trapping efficiency ˛.a/. The function  .a/ is independent of J
in the case of the first-order physicochemical processes at the surface and inside
the particle. In more complicated cases this function depends on J and the total
flux is no longer a linear function of n1
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• The total flux of A toward the particle is given by Eq. 3.31 with

˛.a/ D Sp�a
2vT

1C Sp

2

�q

1C �
avT
2D

�2 � 1

 ; (3.69)

where Sp is the sticking probability of A–molecules
• The radius of the limiting sphere is

R D
s

a2 C
�
2D

vT

�2

: (3.70)

It is independent of Sp.
• The trapping efficiency in the free molecule zone is

˛fm .a;R/ D ˛fm

bC.R/
; (3.71)

where

˛fm D Sp�a
2vT ; (3.72)

is the free molecule condensational efficiency,

vT D p
8kT=�ma (3.73)

is the thermal velocity of condensing molecules,ma is the molecular mass, and

b�.r/ D Sp

2

 

1 �
r

1 � a2

r2

!

(3.74)

bC.r/ D 1 � b�.r/ D 1 � Sp

2

 

1 �
r

1 � a2

r2

!

(3.75)

• The reactant concentration profile n.r/ is

n.r/ D nR � nC
bC.R/

bC.r/C nC (3.76)

inside the limiting sphere (at r < R) and

n.r/ D n1 � R

r
.n1 � nR/ (3.77)
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Fig. 3.2 The concentration profiles of A at different particle sizes avT =D D 1; 5; 20. Here
�.r/ D n.r/� nC and � D n1 � nC/

outside the limiting sphere (at r 	 R). Here

nR D n.R/ D n1 � ˛.a/ .n1 � nC/
4�DR

: (3.78)

The function n.r/ is continuous at r D R together with its first derivative.
Excluding nR from Eqs. 3.77 and 3.78 yields the profile in the form:

nr � nC
n1 � nC

D
�

1 � ˛.a/

4�DR

�
bC.r/
bC.R/

(3.79)

at r < R and

nr � nC
n1 � nC

D 1 � ˛.a/

4�Dr
(3.80)

at r 	 R. Figure 3.2 displays the profile at three different dimensionless particle
sizes.

3.3.6 Discussion

3.3.6.1 Trapping Efficiency

Although Eq. 3.31 is widely used in the aerosol literature, I never met its derivation
for the transition regime. This equation is known to hold in the continuous limit,
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where it is readily derived on solving the diffusion equation or in the free molecule
regime, where it is a consequence of the balance of in- and out-fluxes J D Jin �Jout.
Here Jin D �a2vT n1 and Jout D �a2vT nC.

To derive Eq. 3.31 in the transition regime, let us split the distribution function
into two terms, f D f0 C JfJ , where f0 is the part of the distribution independent
of the reactant flux J and the second term is linear in J because of the linearity of the
transport equation with respect to f. We rewrite this equation in the integral form:

f D ffm CD�1RŒf �; (3.81)

whereD�1 is the inversion of the differential operator standing on the left-hand side
of the transport equation, RŒf � is the collision integral, and ffm is the solution to
the collisionless transport equation with Maxwell’s boundary condition. Let then
the triangle brackets < � > stand for the operation that produces the flux from f,
< f >D J . Let us apply this operator to both sides of Eq. 3.81. On introducing
B D< D�1RfJ > gives

J D �a2vT .n1 � nC/C BJ (3.82)

or

J D �a2vT .n1 � nC/
1 � B : (3.83)

This is exactly Eq. 3.31.
The efficiency ˛.a/ has dimension

�
l3=t

	
. Very simple dimension considerations

allow us to establish a general form of the condensational efficiency. Three
parameters govern the condensation kinetics: the particle radius a, the thermal
velocity of the condensable gas molecules vT D p

8kT=�m, and their diffusivity D.
Their dimensions are a D Œcm�, vT D Œcm=s�, and D D �

cm2=s
	
. Because

˛.a/ D �
cm3=s

	
, we can write

˛.a/ D Sp�a
2vT  .avT =D/ : (3.84)

The multiplier � normalizes .0/ to unity, .0/ D 1 (see Eq. 3.72). The function
.x/ is not yet known. To find this function one should solve the Boltzmann kinetic
equation that describes the time evolution of the coordinate–velocity distribution of
the condensing molecules, then find the flux of the condensing molecules toward the
particle, and then extract ˛.a/. This is not easy to do in general form. However, the
limiting situations are well analyzable (see Seinfeld and Pandis 2006): .x/ D 1 at
small x and .x/ D 4=x as x �! 1.

It is remarkable that all existing approaches give similar dependence on the
sticking probability:

.x/ D 1

1C SpF.x/
(3.85)
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Three approximate expressions for F.x/ are considered below.

1. The Lushnikov–Kulmala (LK) approximation (Lushnikov and Kulmala 2004a)
(see Eq. 3.69):

FLK.x/ D 1

2

 r

1C x2

4
� 1

!

: (3.86)

The ideas on the derivation of this equation are given below
2. The Fuchs–Sutugin (FS) approximation (Fuchs and Sutugin 1971): in deriving

this equation these authors divided the space into two parts: the free molecule
zone and the diffusion zone. They then used the principle of constancy of the total
flux. The radius of the limiting sphere (the spherical surface dividing the space
into free molecular and diffusion zones) is found from the numerical solution of
the BGK (Bhatnagar et al. 1954) kinetic equation obtained by Sahni (1966). In
addition, they replaced ˛.a;R/ by ˛fm. Their final result is widely known:

FFS.x/ D x .x C 1:13/

4 .x C 3/
: (3.87)

3. Dahneke’s (D) approximation (Dahnecke 1983):

FD.x/ D x2

4 .x C 2/
: (3.88)

The last two approximations are discussed by Seinfield and Pandis (2006).
Figure 3.3 compares these three approximation. It is seen that the difference is

minor.

3.3.6.2 Concentration Jump

Let us write down the concentration profile in the free molecule regime (Eq. 3.47):

nfm.r/ D n1 � .n1 � nC/ b�.r/: (3.89)

The concentration profiles are presented in Fig. 3.2. Figure 3.4 shows the
dependence of the reduced concentration jump �a=� on a. Figure 3.5 displays
the size dependence of the trapping efficiency. Here we compare our results with
the numerical results of Loylaka et al. (1989) and two semiempirical formulas. The
difference between these results does not exceed 10%.

The synthetic concentration profile obtained by sewing the free–molecular and
diffusion profiles (Fig. 3.6) is compared to the results of calculations obtained by
Williams and Loylaka (1991) and by Loylaka et al. (1989), where the Boltzmann
equation was solved numerically. Both these curves reproduce identical fluxes but
display a different behavior at small particle sizes.
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Fig. 3.3 The universal function F entering the expression for the trapping efficiency (see Eqs. 3.84
and 3.85). It is seen that three different approximations give very close results
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Fig. 3.5 Trapping efficiency versus particle size. Shown are the experimental results of Ray et al.
(1988), the semi-empirical curves from Fuchs and Sutugin (1971) and from Dahnecke (1983),
and the present chapter. The solid line is the result of a numerical solution to the kinetic equation
(Williams and Loyalka 1991; Loyalka et al. 1989)

This spectrum possesses two remarkable features: it depends on (1) the radial
coordinate (the function bC.r/ is given by Eq. 3.74) and (2) nfm.a/ ¤ nC. From
Eq. 3.89 one finds

nfm.a/ D Sp

2
nC C

�

1 � Sp

2

�

n1: (3.90)

If we define the concentration jump as�a D n.a/�nC then in the free molecule
regime we find

�fm
a D

�

1 � Sp

2

�

.n1 � nC/ : (3.91)

Combining Eqs. 3.76 and 3.78 yields the concentration jump in the general case:

�a D na � nC D .n1 � nC/
�

1 � ˛.a/

4�DR

�
bC.a/
bC.R/

: (3.92)
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Fig. 3.6 Concentration profile versus distance from the particle center. Solid curve shows results
from the numerical solution of the Boltzmann equation (Williams and Loyalka 1991; Loyalka et al.
1989). The second curve is the analytical result (Eqs. 3.79 and 3.80)

or

�a

�
D 2 � Sp

2C Sp

�q

1C �
avT
2D

�2 � 1

 ; (3.93)

where� D n1 � nC.

3.4 Evaporation

The evaporation process demands some more attention, because now we must
consider the motion of the evaporating molecule inside the particle, then crossing the
interface and then the diffusion in the gas phase. The latter stage can be considered
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to be very similar to condensation. The only problem is how to find the pressure of
the evaporating substance over the particle surface. There are two sorts of problem:
the evaporation of an admixed molecule and the evaporation of the molecules
of the particle host material. The commonly accepted approach to the latter problem
assumes that the pressure of the host material over the particle surface is equal to its
equilibrium pressure over the curved surface. The effects related to the curvature of
the particle surface are of importance for nanoparticles. We discuss this issue at the
end of this section and begin with the evaporation of an alien molecule.

The diffusion of the alien molecule inside the particle is described by the
diffusion equation

@c

@t
D D�c (3.94)

with the boundary condition

J.t/ D �4�a2Drcja (3.95)

and the initial condition

c.r; 0/ D c0.r/ (3.96)

In what follows we assume that c0 is independent of r. Next, the characteristic
diffusion time �diff D a2=D is much shorter than the evaporation time �ev D
1=˛n.a/, where n.a/ is the vapor concentration over the particle surface; this means
that the concentration profile inside the particle is always almost flat. Hence, we can
find the concentration beneath the particle surface:

c�.a; t/ D N.t/

4�a2
(3.97)

The concentration over the particle surface is

cC.a; t/ D Hc�; (3.98)

where H is the dimensionless Henri constant. The conservation of the flux demands

dN

dt
D �˛.a/c�.a; t/ D �˛3N.t/

4�
(3.99)

Finally we have

N.t/ D N0 exp .�3˛.a/t=4�/ (3.100)

A less primitive consideration may be seen in Ford and Harris (2004).
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In the case of evaporation of the host molecules, the consideration does not
change except that in this case we must take into account the changes of the particle
size and the dependence of the equilibrium pressure over the particle surface on the
particle size (see Friedlander 2000, p. 257):

ce.a/ D c1exp .2	vm=akT / (3.101)

Here vm is the volume per a molecule in the gas phase and 	 is the surface tension.

3.5 Particle Charging in the Free Molecule Regime

Charging of small neutral and charged particles suspended in a weakly ionized
plasma is investigated under the assumption that the Coulomb C image forces affect
the ion transport in the carrier plasma and define the rate of charging processes. Our
approach is based on a solution of the collisionless kinetic equation describing the
ion transport in the presence of force fields created by the particle charge and the
image force. The exact free molecule ion distribution over coordinates and velocities
is used for calculating the rate of ion deposition onto neutral and charged dielectric
particles. Our approach easily reproduces well-known results for metallic particles
and allows us to derive rather simple expressions for the charging efficiencies of
dielectric particles. Our theory is applicable either for particles whose sizes are
much smaller than the ion mean free path (the charging of neutral particles) or
when the ion mean free path much exceeds the Coulomb length (the distance at
which the ion thermal and Coulomb’s energy become comparable) (ion–particle
recombination).

3.5.1 Introduction

The problem of particle charging is not new and its importance is beyond any
doubt. Charged aerosol particles are met almost everywhere. The reason for this
is apparent: the energy excess of a charged aerosol particle becomes comparable to
the thermal energy kT already at particle size of the order of the Coulomb length
lc D e2=kT . Here e is the electron charge, T is the temperature in K, and k is the
Boltzmann constant. At ambient condition this length is about 60 nm (for a singly
charged particle) and comparable to the mean free path l of air molecules (Seinfeld
and Pandis 2006). On the other hand, there exist many sources of particle charging:
natural and artificial radioactivity, short-wave electromagnetic radiation, cosmic
rays, intra-atmospheric chemical reactions producing ions (Hodges 1969; Marlow
and Brock 1975; Marlow 1980; Hussin et al. 1983; Jensen and Thomas 1991;
Beig and Brasseur 2000). Cosmic rays generate ions deep within the troposphere
and control its electrical state down to the Earth’s surface. The ions produced by
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cosmic rays give rise to the formation of aerosol particles and change the rate of
the aerosol processes such as nucleation, coagulation, and condensation (Castelman
1982; Kulmala et al. 2004; Harrison and Carslaw 2003).

Recent modeling work by Yu and Turko (2001) indicates that small ions can
provide a source of atmospheric cloud condensation nuclei (CCN). The cloud
processes actively exerting the weather condition and climate occur within a weak
ionic plasma, susceptible to changes on all spatial and temporal scales. Coagulation
rates and the scavenging of aerosol particles from the atmosphere can be generally
affected by electric charging of aerosols. Many studies (Havnes et al. 1990, 1992,
1996; Rapp 2000; Rapp and Lübken 1999; Yu and Turko 1998a, b; Sorokin and
Mirabel 2001; Sorokin et al. 2003) have suggested that the charging processes
in the atmosphere play a key role in the formation of the aerosol state of the
atmosphere and especially its upper layers (Rapp 2000; Rapp and Lübken 1999).
Such important effects, such as the reduction in electron density in the mesosphere,
can be caused by positively charged aerosol particles that appear consequent to the
aerosol photoeffect (Rapp and Lübken 1999).

The particle charging is of key importance in the processes of formation of
aerosols from aircraft exhaust plumes. The dispersed and chemical content of
aerosols appearing in the atmosphere as a result of increasing air flight activity
strongly depends on the dynamics of charged particle formation in high-temperature
processes in aircraft motors (Yu and Turko 1998a, b; Sorokin and Mirabel 2001;
Sorokin et al. 2003).

Of course, the significance of charged aerosol particles is not exhausted with their
atmospheric implications. Modern aerosol technologies of nanoparticle production
(Wen et al. 1984; Adachi 1985; Wiedenscholer and Fissan 1991; Romay and Pui
1992; Matsoukas 1997; Smith et al. 1999) widely apply charged aerosol particles
for modification of the particle-size distributions or for the regulation of the particle
content.

Aerosol electrification modifies aerosol deposition in the lungs (Hashish and
Bailey 1991), including deposition of therapeutic aerosols. Domestic ionizers are
designed to release large quantities of negative ions, causing unipolar aerosol
charging. There are known biological effects of small ions. Harmful bacteria can
be killed or their growth inhibited by ions of both signs (Krueger and Reed 1976).

The charging of aerosol particles is widely used for detecting fine aerosol
particles with sizes less than 0.1 �m (Liu 1976).

All kinetic models used for treating the effects just outlined demand knowledge
of the rates of elementary charging processes. Many authors addressed their efforts
to deriving the expressions for charging efficiencies of an aerosol particle by ions. It
is not difficult to resolve this problem for the continuous limit, where ion transport
is described by the diffusion equation (Reist 1984; Smirnov 2000a, b).

In the free molecule regime the charging efficiency can be easily found only when
the ion–particle interaction is described by the Coulomb potential alone. Attempts to
take into account the image forces make the analysis much more difficult. Especially
this concerns the dielectric particles, in which case the ion–particle interaction is
described by an infinite and slowly convergent series (Landau and Lifshits 1969).
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The first successful attempt to apply the free molecule approximation for
calculating the charging efficiencies of small aerosol particles was undertaken
by Natanson (1959, 1960). Later this problem was considered by many authors
(Marlow and Brock 1975; Natanson 1959, 1960; Gentry and Brock 1967; Keefe
et al. 1968; Hahn 1997; Huang et al. 1991). None of these works could avoid the
difficulty related to the very inconvenient expression for the ion–dielectric particle
potential. The latter has been replaced by the ion–metal particle potential modified
by the multiplier ." � 1/ =."C 1/ , with " being the dielectric permeability of the
particle material.

Attempts to consider the transition regime using as the zero approximation the
solution of the collisionless kinetic equation have been done (Smith et al. 1999;
Huang et al. 1990, 1991; Hoppel and Frick 1986) and also fairly recently (Lushnikov
and Kulmala 2004a, b, 2005). The analysis of these authors clearly demonstrated
the significance of the ion–carrier gas interaction in calculating the efficiency of
the particle–ion recombination. The point is that the ion can be captured by the
charge particle from the bound states with negative energies. This effect has been
considered (Hoppel and Frick 1990) by taking into account a single ion–molecular
collision in the Coulomb field created by the charged particle. A new version of
flux-matching theory (Natanson 1959, 1960) has been applied by Lushnikov and
Kulmala (2004a) to take this effect into account explicitly.

Commonly accepted theories (Reist 1984; Hidy and Brock 1971) of particle
charging apply a purely mechanical approach and include two steps:

• First, one calculates the dependence of the impact parameter of the ion capture
on the ion velocity.

• Second, one averages the cross section thus found over the Maxwell distribution
of ions and finds the charging efficiency.

Of course, there is nothing wrong in this approach, and it gives right results.
Still, it has some disadvantages compared to an alternative, kinetic approach that
we apply below. This approach also includes two (very different) steps:

• First, one solves the collisionless Boltzmann equation in the external field created
by the charged particle or by the image forces and finds the ion distribution over
coordinates and velocities.

• Second, the ion distribution thus found is used for calculating the ion fluxes
toward the target particle.

There are strong arguments in favor of the second approach. Any attempts
to consider the correction from ion–carrier gas interaction demand a solution
(approximate, of course) of the Boltzmann equation. The second approach gives
a good starting platform for this, whereas the mechanical approach gives nothing
in this respect. Next, the kinetic approach allows one to find the ion concentration
profiles for different boundary conditions at the particle surface. And finally, the
kinetic approach is simpler than the mechanical one. We thus apply the second
route for deriving rather simple and well observable exact expressions for charging
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efficiencies of small metallic and dielectric particles. To this end we use the
method developed by Lushnikov and Kulmala (2004a) for studying the charging
efficiencies of metallic particles in the transition regime. The decisive step allowing
for a consideration of dielectric particles is found in (Lushnikov and Kulmala
2005) where a simple integral representation of the image potential is derived that
immediately solves the problem. We repeat this derivation here.

Our final goal is to find the ion flux J.a/ as a function of the particle size, its
charge, and dielectric permeability. Actually, we look for the enhancement factor
".a/ defined as

".a/ D J.a/

J0.a/
: (3.102)

Here J0.a/ is the ion flux when the ion–particle interaction is switched off (e.g.,
the condensation of neutral molecules on a neutral particle).

Below we use the free molecule approximation, which normally assumes the
smallness of the particle size as compared to the ion mean free path. If, however, the
particle charge exerts the charge transport, an additional parameter characterizing
the kinetic process appears: the ratio of the ion Coulomb energy to its thermal
energy. Then, the free molecule approximation also assumes the smallness of this
parameter, which is of the order of unity at the Coulomb distance, lc D e2=kT 

0:6 � 10�5cm, comparable to the mean free path at normal pressure; this means that
the free molecule limit correctly describes the ion–particle recombination only at
very low pressure of the carrier gas.

3.5.2 Solution of the Kinetic Equation

Below we solve the kinetic equation assuming that no ions escape from the particle
surface:

f1 .a;E;L/ D 0: (3.103)

Because the total flux J is independent of r, Eq. 3.29 can be rewritten as

J D 4�2

m3
s dE s dL2f�1 .a; E;L/ : (3.104)

3.5.2.1 Free Molecule Distribution

In what follows we consider the free molecule regime, which means that we ignore
the collisions of the incident ions with the carrier gas molecules. The solution to
Eq. 3.23 is constructed as follows: the function fs is a non-zero constant (as the
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Fig. 3.7 Nonsingular and singular ion–particle interactions. Shown are the maximal admissible
angular momenta L2.r/ as the functions of r. Ions with the trajectories 1 can reach the particle
surface and be captured by the particle. Ions of trajectories 2 pass aside from the particle. The
finite trajectory 3 cannot be populated in the free molecule regime and thus does not contribute to
the particle charging efficiency

function of r) in the admissible interval of L. The latter is defined by two conditions:
(1) 0 < L2 < L2.r/ (this condition provides the existence of the square root on the
right-hand side of Eq. 3.23), and (2) the finite ion trajectories do not contribute to
the ion distribution. These trajectories can appear as the bound states of attractive
potentials at negative E or at E> 0 if the functionL2.r/ has a minimum at r D r� >
a as it takes place, for example, in the case of attractive potentials (see Fig. 3.7).
Hence,

fs .r; E;L/ D Bs .E;L/ �
�
L2m.r/� L2

�
(3.105)

with �.x/ being the Heaviside step function. The functionBs .E;L/ is still arbitrary.
Its dependence on E is defined by the condition that fs / e�ˇE�.E/ as r �! 1.
Here, ˇ D 1=kT . The factor �.E/ excludes the bound states of ions, for they do
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not present far away from the particle. The function L2m.r/ is defined as

L2m.r/ D L2.r/� .r � r�/C L2�� .r� � r/ (3.106)

Here L2� D min
�
L2.r/

�
.

The dependence on L follows from the boundary condition (Eq. 3.105):

Bs .E;L/ D Ce�ˇE�.E/ Œ� .L � L�/C ıs;�1� .L� �L/�
D Ce�ˇE�.E/ Œıs;1� .L � L�/C ıs;�1� ; (3.107)

where C is the normalization constant of the Maxwell distribution, C Dn1
.ˇm=2�/3=2, ˇ D 1=kT , and ıi;k is the Kroneker delta. The angular momentum
L� separates the ion trajectories crossing the particle surface (L < L�) from those
passing aside the particle (L > L�). It is easy to see that the distribution in this form
contains no outgoing ions at r D a, because the factor � .L �L�/ in the first term
does not permit for the trajectories crossing the point r D a. Hence, f1.a/ D 0.

3.5.2.2 Free Molecule Flux

The integration over L2 in Eq. 3.29 is readily performed to give:

J.a/ D C
4�2

m3

Z

L2�e�ˇEdE: (3.108)

In most practically important cases the angular momentum L.r/ reaches its
minimum at r� > a, i.e. L� D L.r�/. The condition @rL2.r/ D 0 rewritten as

r�
@U

@r

ˇ
ˇ
ˇ
ˇ
rDr�

D L2 .r�/
mr2�

(3.109)

or

1

2
r�U 0 .r�/C U .r�/ D E (3.110)

defines r� as a function of a and E.
Let us introduce x D ˇE and

‰ D ˇL2�
2ma2

D r2�
a2
.x � ˇU .r�// : (3.111)

The factor ‰ is seen to depend on x and a via r� and explicitly.
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The free molecule flux is now expressed in terms of ‰ as follows:

J.a/ D �a2n1vT

1Z

0

e�x‰.x/� .‰.x// dx; (3.112)

where vT D p
8kT=�m is the thermal velocity. From Eq. 3.112 we can find the

enhancement factor:

".a/ D
1Z

0

e�x‰.x/� .‰.x// dx; (3.113)

because the multiplier before the integral on the right-hand side of Eq. 3.112 is equal
to the free molecule flux of neutral molecules on a neutral particle (see following).

Now we prove that

d‰

dx
D r2�
a2
: (3.114)

Indeed, differentiating both sides of Eq. 3.112 over x gives

d‰

dx
D r2�
a2

C 2r r 0
x

a2

�

x � ˇU .r�/� 1

2
r�U 0 .r�/



:

The expression in the parentheses on the right-hand side of this equation is zero
because of Eq. 3.110.

Integrating by parts in Eq. 3.113 and using Eq. 3.114 leads to the final result:

J.a/ D �n1vT

0

@a2‰0 C
1Z

0

e�xr2�.x/� .‰.x// dx

1

A ; (3.115)

where ‰0 D ‰.x D 0/ if ‰.x/ > 0 at x > 0 and ‰0 D 0 otherwise.

3.5.2.3 Ion Density Profile

Equations 3.27, 3.105, and 3.107 allow us to find the ion density profile n.r/

n.r/ D n1 ŒF .r/CG.r/� ; (3.116)

where n1 is the ion density far away from the particle,

F.r/ D A.r/

1Z

E0�.E0/

e�ˇEdE

L2m.r/Z

0

dL2
p
L2m.r/ � L2

; (3.117)
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and

G.r/ D A.r/

1Z

E0�.E0/

e�ˇEdE

L2m.r/Z

L2�

dL2
p
L2m.r/� L2

: (3.118)

Here the energyE0 is defined by the condition L2� 	 0 and

A.r/ D �

m2r

�
ˇm

2�

�3=2

:

On integrating over L2 in Eqs. 3.117 and 3.118 gives

F.r/ D 1p
�

1Z

E0�.E0/

dx � e�ˇx
hp
x � ˇU.r/ � � .r� � r/C a

r

p
‰.x/ � � .r� � r/

i

(3.119)

and

G.r/ D 1p
�

1Z

ˇE0�.E0/

dx � e�x
"r

x � a2

r2
‰ � ˇU.r/ � � .r � r�/

#

(3.120)

We must remember that r� depends on x.

3.5.3 Nonsingular Potentials

In this section we consider the molecular fluxes onto the particle surface assuming
that the interaction potentials are nonsingular, that is, they remain finite at r D a.
Most widespread potentials are nonsingular, for example, the Coulomb potential
or the interaction of polar molecules with a charged particle. The common feature
of these potentials is their monotonic behavior that provides the minimum of L.r/
to locate at r D a. The consideration of nonsingular potentials is much simpler
than singular ones having a singularity at the particle surface. Examples of such
potentials are also well known, for example, the potential of image force which, as
we see next, plays an important role in considering the particle charging.

Two simplest examples illustrate our approach: the free condensation of
molecules onto the particle surface (see Sect. 3.3) and the capture of polar molecules
by charged particles.
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3.5.3.1 Potential Driven Condensation

If the potentialU.r/ does not have a singularity at r D a and behaves monotonously,
then the expressions for J and F.r/ can be considerably simplified. In this case the
angular momentum L.r/ reaches the minimum at the particle surface, r� D a.
The function ‰ is ‰.x/ D x � ˇU.a/. Equations 3.119, 3.120, and 3.115 then
reduce to

• Repulsion (U.r/ > 0)

F.r/ D e�ˇU.r/; (3.121)

G.r/ D 1p
�

e�ˇU.r/�
�
3

2
; ˇ
.U.a/ � U.r// r2

r2 � a2

�r

1 � a2

r2
(3.122)

Here � .˛; x/ D
1R
x

s˛�1e�sds is the incomplete gamma function.

".a/ D J.a/=J0.a/ D e�ˇU.a/ (3.123)

• Attraction U.r/ < 0

F.r/ D 1p
�

eˇjU.r/j� .3=2; ˇjU.r/j/ (3.124)

G.r/ D 1p
�

e�ˇU.r/�
�
3

2
; ˇ
U.r/r2 � U.a/a2

r2 � a2

�r

1 � a2

r2
(3.125)

and

".a/ D 1C ˇ jU.a/j (3.126)

3.5.3.2 Condensation of Polar Molecules

The foregoing theory can be readily applied for calculating the flux of polar
molecules toward a charged particle. Although the interaction potential depends on
the orientation of the polar molecule, we can ignore this dependence and consider
the dipoles directed to the particle center. In this case the interaction potential is

U.r/ D �de
2

r2
; (3.127)
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where d is the distance between the opposite charges of the polar molecule. There
are strong grounds for using Eq. 3.127. The point is that the dipole reorientation time
�r is much shorter than the time of flight, the distance of the order of the particle size
�a / a=vT . Indeed, the dynamics of the dipole rotation is governed by the equation
of motion I R D F , where I / md2 is the moment of inertia of the molecule, m
is its mass, and the rotating moment is F / e2d2=a3. The angular acceleration is
R / 1=�2r . Hence, �2r / a3m=e2 and �2r =�

2
a / amv2T =e

2 / akT=e2 / a=lc � 1.
Here, lc D ˇe2 is the Coulomb length. Hence,

".a/ D 1C ˇe2d

a2
; (3.128)

Equations 3.116, 3.124, and 3.125 define the concentration profile of the
condensing molecules

n.r/ D n1
2

 r

1 � a2

r2
C 2p

�
eˇde

2=r2�
�
3=2; ˇde2=r2

�
!

(3.129)

3.5.4 Charging of Particles

Here we consider the charging of dielectric particles consisting of a material with
the dielectric permeability ". In this case the image potential is not given by a simple
analytical formula. Still, the situation is not hopeless.

3.5.4.1 Image Potential

The expression for the potential of the image force can be found in Stratton (1941):

Uimage.r/ D �q
2e2

2
." � 1/

1X

nD1

n

n ." � 1/C 1

a2nC1

r2nC2 Pn.0/; (3.130)

where e is the electron charge, q is the ion charge in units of e, " is the dielectric
permeability of the particle material, and Pn .cos�/ are the Legendre polynomials
of the n–th order. At � D 0, all Pn.0/ D 1. This fact allows for the summation in
Eq. 3.130:

Uimage.r/ D �q
2e2

2a
� " � 1

"C 1
� S .r=a/ ; (3.131)
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where

S.x/ D 1

x2
ˆ

�
1

x2

�

(3.132)

and ˆ.x/ is the solution to the differential equation

xˆ0 C 1

"C 1
ˆ D x

.1 � x/2
(3.133)

with the initial conditionˆ.0/ D 0. This solution has the form:

ˆ.x/ D x�1=."C1/
xZ

0

y1=."C1/

.1 � y/2
dy (3.134)

or, on integrating twice by parts,

ˆ.x/ D x

x � 1
� 1

"C 1
ln

1

1 � x
C 1

."C 1/2
x�1=."C1/

xZ

0

y�"=."C1/ln
1

1 � y
dy

(3.135)

The last term in this equation is nonsingular at the particle surface. The
approximation

ˆa.x/ 
 x

x � 1
� 1

"C 1
ln

1

1� x
C x

."C 1/ ."C 2/
(3.136)

reproduces the asymptotic behavior of ˆ.x/ as x �! 0 and x �! 1.
The function S.x/ obeys the differential equation

xS 0 D �2
"

1

.x2 � 1/2 C "

"C 1
S

#

(3.137)

which follows from Eq. 3.133.
At " D 1 the function ˆ.x/ D x= .1 � x/ and we come to the quite familiar

expression for the image potential of a metallic particle:

Uimage.r/ D �q
2e2

2a
� a4

r2 .r2 � a2/
: (3.138)

Equation 3.137 plays a key role in our further consideration.
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3.5.4.2 General Considerations

Let us consider the ion flux toward a charge particle. The incident ion and the target
particle interact via the Coulomb and the image potentials:

U.r/ D ˙qQe2

r
� q2e2

2a
� " � 1

"C 1
� S .r=a/ ; (3.139)

where Q and q are the charges of the particles and the ion in units of e [Q and q are
nonnegative integers; the upper sign (here “C”) refers to the Coulomb repulsion].
Introducing

r

a
D 
; � D Q

q
� "C 1

" � 1 ; � D ˇq2e2

2a
� " � 1
"C 1

; and u D ˇE

�
(3.140)

allows Eq. 3.139 to be rewritten as follows:

ˇU .
/ D �

�

˙2�



� S .
/

�

; (3.141)

where S.
/ is introduced by Eq. 3.137. We also introduce

u .
/ D 1

.
2 � 1/2 ˙ �



� 1

"C 1
� S .
/ : (3.142)

Then 
� D 
�.u/ (see Eq. 3.111) is the solution to the equation

u D u .
/ : (3.143)

Equation 3.112 now looks as follows:

‰.u/ D � .
�.u// ; (3.144)

where

 .
/ D 
2
�

u .
/� 2�



C S .
/



: (3.145)

For calculating the ion flux we use Eq. 3.115. Let us replace there the integration
variable x with 
:

Z

e�xr2�.x/dx D �a2�
Z

e��u.
/
2
du

d

d
:
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The integration limits are introduced by the product of Heaviside’s step functions
� .u .
// � . .u .
///: We have

".a/ D � .
u/ � �
1Z

1

e��u.
/
2
du

d

� .u .
// � . .u .
///d
; (3.146)

where u .
/ is given by Eq. 3.142, 
u is the positive zero of this function, and


2
du

d

D � 4
3

.
2 � 1/
3

� � C 2


"C 1

"
1

.
2 � 1/
2

C "

"C 1
S .
/

#

: (3.147)

3.5.5 Charging of Metallic and Small Dielectric Particles

Less general and more observable results can be obtained for metallic particles
" D 1 and small dielectric particles a � ˇe2.

3.5.5.1 Neutral Particle C Ion

A neutral particle interacts with ions via image forces whose potential is always
attractive (Q D 0 and � D 0 in Eqs. 3.139, 3.140, 3.141, 3.142, 3.143, 3.144,
3.145, 3.146, 3.147, 3.148, 3.149, 3.150, 3.151, 3.152, 3.153, 3.154, 3.155, 3.156,
3.157, 3.158, 3.159).

We begin by considering a metallic particle (" �! 1, S .
/ D 1=
2
�

2 � 1�).

Equation 3.115 reduces to u D �

2� � 1

��2
and can be solved analytically to give


2�.u/ D 1C 1p
u
: (3.148)

From Eq. 3.145 we can find  :

 .
�.u// D u C 2
p

u: (3.149)

Equation 3.115 immediately leads to the familiar result (Natanson 1960):

".a/ D �

1Z

0

e��u � �1C 1=
p

u
�

du D 1C
r
�ˇq2e2

2a
: (3.150)

For dielectric particles we must use the general result, Eqs. 3.146 and 3.147 with
� D 0. However, some analytical results can be found in the limit of small particles
a � ˇe2. We will derive a two-term (approximate) formula similar to Eq. 3.148.
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As a starting point, we use Eq. 3.115 rewritten in terms of the dimensionless
variables:

".a/ D �

1Z

0

e��u � 
2�.u/du: (3.151)

It is possible to prove that  .
�.u// has no zeros at u> 0 and  .
�.0// D 0.
Equation 3.149 confirms this statement.

At small a (large � ), small u / 1=� contributes to the integral on the right-
hand side of Eq. 3.151. We thus must seek the roots of Eq. 3.143 in the limit of
small u. As is seen from Eq. 3.148, small u corresponds to large 
. The following
approximations are used:

1

"C 1
S .
/ 
 1

"C 2

1


4
C 2

2"C 3

1


6

and

1

.
2 � 1/
2


 1


4
C 2


6
:

Now we get

u D "C 1

"C 2
� 1

4

C 4 � "C 1

2"C 3
� 1

6

(3.152)

In the lowest approximation we have


2�.u/ 

s

"C 1

."C 2/ u

To find the next approximation, we rearrange Eq. 3.152:


2 D
s

"C 1

."C 2/ u
�
s

1C 4 � "C 2

2"C 3
� 1

2

The last term under the square root on the right-hand side of this equation is
small. Expanding the square root and replacing 
2 with its lowest approximation
give


2�.u/ D 2 � "C 2

2"C 3
C
s

"C 1

."C 2/ u
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Table 3.1 The values of 
2" ,
 .
"/ (Eq. 3.125), u", and

2� .u"/ (the set of Eqs. 3.158
at different dielectric
permeability ") and the ratio
of particle-to-ion
charges Q=q

" Q=q 
2"  .
"/ u" 
2� .u"/

2 1 1.615 8.994 3.902 1.737
3 1 1.777 6.447 2.402 1.959
5 1 1.926 5.136 0.1.684 2.174
1 1 2.22 3.8 1.002 2.615
2 2 1.427 16.351 8.661 1.492
3 2 1.535 11.56 5.415 1.633
5 2 1.633 9.107 3.846 1.767
1 2 1.821 6.617 2.331 2.037
2 1/2 1.894 5.05 1.718 2.117
3 1/2 2.139 3.673 1.041 2.47
5 1/2 2.369 2.96 0.721 2.817
1 1/2 2.833 2.229 0.421 3.54

Now we come to the result similar to that for metallic particles (Eq. 3.150):

".a/ 
 2 � "C 2

2"C 3
C
s

�ˇq2e2

2a
� " � 1

"C 2
: (3.153)

3.5.5.2 Opposite Polarities

No noticeable simplifications comes up at " D 1 (metallic particles).
The analytical results for arbitrary " can be found for small particles. We again

return to Eq. 3.115, rewritten in the dimensionless variables:

".a/ D  .
"/C �

1Z

0

e��u � 
2�.u/du; (3.154)

where 
" is the zero of u .
/ at arbitrary ". The first term is

 .
"/ D 2�


"
C S .
"/ : (3.155)

At large � , the integral on the right-hand side of Eq. 3.154 can be easily
estimated, for again, small u / 1=� contributes to the integral. We have

".a/ 
  .
"/ � C 
2" : : : (3.156)

The values of 
2" and  .
"/ are collected in Table 3.1 for a number of values of
the dielectric permeability ".
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3.5.5.3 Similar Polarities

For dielectric particles and the repulsive Coulomb potential, Eq. 3.113 gives

".a/ D �

1Z

0

e��u � 
2�.u/du; (3.157)

where u" and 
 .u"/ are the roots of the set of two simultaneous equations,

u � 2�



C S .
/ D 0

u D 1

.
2 � 1/2 C �



� 1

"C 1
� S .
/ : (3.158)

At large � , Eq. 3.157 gives

".a/ 
 e��u" � 
2� .u"/ : (3.159)

So the problem is just to find u" and 
2� .u"/. It is easy to do. The results are
presented in Table 3.1.

3.5.6 Results and Discussion

We have proposed a comprehensive kinetic approach for studying the charging of
dielectric aerosol particles in the free molecule regime. A compact exact expression
is derived for the enhancement factor ".a/ that shows how strong is the influence
of the particle and ion charges on the efficiency of particle charging. In addition
to the exact result (Eq. 3.146), we derived simplified asymptotic expressions for
the enhancement factor. Our numerical analysis has shown that these expressions
can be used up to particle sizes of the order of the Coulomb length lc D ˇe2 with
precision better than 5%. The most simple result has been obtained for charging a
neutral particle. In this case the asymptotic result looks as follows (Eq. 3.153):

".a/ 
 2 � "C 2

2"C 3
C
s

�ˇq2e2

2a
� " � 1

"C 2
:

The dependencies of ".a/ on the particle size at different dielectric permeabilities
" are displayed in Fig. 3.8. It is seen that the smaller the particle, the stronger the
influence of the dielectric permeability.
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Fig. 3.8 Enhancement factor ".a/ as the function of particle size for charging a neutral particle.
Lower horizontal axis shows particle size in units of the Coulomb length lc D ˇe2

The particle–ion recombination is again described by Eq. 3.146. This formula
can be used directly for the estimations, but for many practical purposes it is enough
to use the simplified asymptotic result (Lushnikov and Kulmala 2004a):

".a/ 
  .
u/
" � 1
"C 1

� ˇe
2

2a
C 
2u : : :

Although this equation is derived for small particles a � lc, the numerical
analysis shows that it well reproduces the exact expression up to the sizes a D lc.
The dependence of the enhancement factor on the particle size is presented in
Fig. 3.9 for a number of values of the dielectric permeability and equal values of
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Fig. 3.9 Enhancement factor ".a/ as the function of particle size for recombination of oppositely
charged ion and particle. Lower horizontal axis shows particle size in units of the Coulomb length
lc D ˇe2

charges q D Q D 1. It is seen that in this case the enhancement factor is less
sensitive to the value of ". Another factor, the ratio of charges, strongly affects the
ion flux. This effect is shown in Fig. 3.10.

Similarly charged particles and ions are repelled, and the process of double
charging is suppressed by the charge repulsion. This effect is shown in Figs. 3.11 and
3.12 for the same sets of " and � as in Figs. 3.9 and 3.10. A single-term approximate
formula describes this process:

".a/ 
 e�u0� � 
2� .u0/
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Fig. 3.10 Influence of
particle (ion) charge on
recombination efficiency.
Shown are the enhancement
factors ".a/ as the function of
the particle size at different
particle and ion charges Q
and q. Lower horizontal axis
shows particle size in units of
the Coulomb length lc D ˇe2

We have also obtained the analytical expression for the image potential
(Eq. 3.131). The integral on the right-hand side of this expression can be expressed
in terms of the hypergeometric function. At " D 1 this integral is expressed in
terms of elementary functions. The approximation Eq. 3.136 is very efficient. The
numerical study shows that this approximation reproduces exact results with the
precision 1% within 2 < " < 1.

3.6 Particle Charging in the Transition Regime

Charging of small neutral and charged particles suspended in a weakly ionized
plasma is investigated under the assumption that the Coulomb C image forces and
diffusion contribute to the ion transport in the carrier plasma and define the rate of
charging processes (Brock 1970; Burtcher and Schmidt-Ott 1985; Khachatourian
and Wistrom 2001). Our approach is based on the flux-matching theory already
described. The collisionless kinetic equation is solved, and the ion concentration
profile in the free molecule zone (at distances less than the ion mean free path)
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Fig. 3.11 Suppression factor ".a/ as the function of particle size for double charging of similarly
charged particles. Lower horizontal axis shows particle size in units of the Coulomb length
lc Dˇe2

is found and then matched to that found in the diffusion limit. We introduce three
matching parameters: the ion flux, the matching distance, and the ion density at the
particle surface. Three conditions are formulated for fixing these parameters: (1) the
constancy of the total ion flux, (2) the continuity of the ion concentration profile, and
(3) the continuity of the derivative of the ion concentration profile. This approach is
applied for calculating the efficiencies of particle charging in the transition regime
(the particle size is comparable to the ion mean free path and the Coulomb distance
lc D e2=kT ).

3.6.1 Free Molecule Ion Distribution

Before constructing the general solution to the kinetic equation describing the
motion of ions in the free molecule regime, we find first the interval of angular
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Fig. 3.12 Influence of particle (ion) charge on double charging efficiency. Shown are the
suppression factors ".a/ as the function of particle size at different particle and ion charges Q
and q. Lower horizontal axis shows particle size in units of the Coulomb length lc D ˇe2

momenta corresponding to the ion trajectories intersecting the particle surface. The
analysis becomes somewhat nontrivial because we consider the flux from a sphere
of finite radius R. In what follows we introduce the notation La for the separating
angular momentum (its value depends on the ion energy).

3.6.1.1 Nonsingular Attraction

Let us begin by considering attractive nonsingular potentials jU.r/j / r�˛ , ˛ <2.
The function L2.r/D 2mr2 .E � U.r// is shown schematically in Figs. 3.13
and 3.14 for E> 0 and E< 0. It is seen that ions with L2 < 2m.E � U.a//

are able to reach the particle surface. At E< 0 the situation changes; if
2mR2 .� jEj C jU.R/j/ < 2ma2 .� jEj C jU.a/j/, then the trajectories with
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Fig. 3.13 Angular
momentum L2.r/ versus ion
distance r from the center. At
positive energies, E> 0, ions
with L < L.a/ can reach the
particle surface

L2 < 2mR2 .� jEj C jU.R/j/ will cross the particle surface (see Fig. 3.14).
Otherwise the restriction L2 < 2ma2 .� jEj C jU.a/j/ works. Hence,

L2a D min
�
L2.a/; L2.R/

�

for the attractive nonsingular potentials. The notation La stands for the angular
momentum separating the trajectories crossing the particle surface from those
passing aside.

It is easy to find that L2a D L2.R/ in the interval of energies (E< 0):

jU.R/j < jEj < E0 D R2jU.R/j � a2jU.a/j
R2 � a2

:

In the case of the Coulomb attraction, this interval is narrow:

e2

R
< jEj < e2

RC a
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Fig. 3.14 Same as in Fig. 3.13. The energy is negative, E< 0. Now if L.R/ < L.a/, the ions with
L < L.R/ reach the particle surface

3.6.1.2 Singular Attraction

Let the interaction potential have a singularity at r D a resembling the potential of
image force. Figures 3.15 and 3.16 show schematically the situation in this case.
When energy E is positive, function L2.r/ has a minimum at r D r� located at
r > a and L2a D L2 .r�/. At negative E (see Fig. 3.16)

L2a D min
�
L2 .r�/ ; L2.R/

�

where r� is the solution to the equation

L.r�/ D La D min .L.r// ; r 	 a: (3.160)
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Fig. 3.15 Same as in Fig. 3.13. The energy is positive, E> 0. The ions with L < L.r�/ reach the
particle surface

Now the energyE0.E/ depends on E

E0.E/ D R2 jU.R/j � r2� jU .r�/j
R2 � r2�

3.6.1.3 Repulsion C Singular Attraction

An example is the Coulomb repulsion C image potential (always attractive).
Figure 3.15 explains what is happening. In this case the ions can reach the particle
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Fig. 3.16 Same as in Fig. 3.13. At negative energies, E< 0, the situation is knottier. Ions with
L < L.r�/ reach the particle surface if L.r�/ < L.R/. Otherwise, only ions with L < L.R/ can
reach the particle surface

surface only if the energy E exceeds the value defined by the conditions

@L2.r/

@r
D 0; L2.r/ D 0

The energy is always positive at E> 0, but the ion reaches the particle surface if
E exceeds the threshold energy. Then the ions with L < L.r�/ reach the particle
surface.

No problem comes up for monotonous repulsion alone. In this case

L2a D L2.a/ D 2ma2 .E � U.a//

The lower integration limit over E is always U.r/.
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3.6.2 Solving the Kinetic Equation

The most general solution to Eq. 3.23 is

fs .r; E;L/ D Bs .E;L;R/ �
�
L2m.r/ �L2� � �L2m.r/

�
(3.161)

with �.x/ being the Heaviside step function andLm the maximal admissible angular
momentum. It is

L2m.r/ D L2.r/

for repulsive and nonsingular attractive potentials at E> 0. At E< 0 (attractive
potentials), the ions cannot occur in the states with L > La at r; r� (see Fig. 3.16).
Then

Lm.r/ D L.r/� .r � r�/C La� .r� � r/ ; (3.162)

If, however, R; r�, then a part of the trajectories that are able to reach the
particle surface (with L < La) is populated as a result of ion diffusion. In this
case (Fig. 3.17),

Lm.r/ D L.R/:

The function Bs .E;L;R/ is defined by the boundary conditions f�1.a/ D 0

and has the form

Bs .E;L;R/ D C.R/e�ˇ.E�U.R//� .E � U.R// Œ� .L � La/C ıs;�1� .La � L/� ;

(3.163)

where the constant C.R/ is defined by the boundary condition at r D Rnfm.R/ D
nc.R/ and ıi;k is the Kroneker delta.

It is easy to see that the distribution in this form contains no outgoing ions at
r D a, because the factor � .L �La/ in the first term does not permit trajectories
crossing the point r D a. Hence, f1.a/ D 0. The factor � .E � U.R// reflects the
fact that no ions with the lower energy U.R/ can appear in the free molecule zone
(such ions could appear only as a result of collisions with the carrier gas molecules).
The structure of the expression in the square braces on the right-hand side of
Eq. 3.163 provides the independence of the s D �1 component of the distribution
on La, which means that all ions with L < L.r/ can move toward the particle
center (but not all can reach the particle surface). The outgoing component f1 does
not contain the contribution from the trajectories crossing the particle surface.
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Fig. 3.17 Same as in Fig. 3.13. Energy is always positive, E> 0, but the ion reaches the particle
surface if E exceeds the threshold energy. Then the ions with L < L.r�/ reach the particle surface

It is of interest to have the solution corresponding to the ion sticking �.E/
depending on the ion energy.

Bs .E;L;R/ D C.R/e�ˇ.E�U.R//� .E � U.R//
� Œ� .L �La/C �.E/ıs;1� .La � L/C N�.E/ıs;�1� .La � L/� ;

where

�.E/C N�.E/ D 1

For example, we can put �.E/ D � .E � Et/, with Et being a threshold energy.
Then all collisions with the ion energies exceedingEt will be ineffective. IfEt D 0,
the ion capture goes only from bound states of the potential well. This solution
allows us to find the efficiency of the ion recombination.
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3.6.2.1 Ion Density Profile

Let us find the expression for the ion concentration profile n.r/ in the free molecule
zone.

We begin by considering the attractive potentials. Equation 3.28 gives

n.r/ D �C.R/

m2r

1Z

U.R/

dE � e�ˇ.E�U.R//
L2mZ

0

dL2
p
L2m.r/ � L2

Œ1C � .L� La/�

D 2�C.R/

m2r

1Z

�jU.R/j
dE � e�ˇ.ECjU.R/j/

�

Lm C
q

L2m.r/ �L2a
�

D 2�
p
2mC.R/

m2

1Z

�jU.R/j
dE � e�ˇ.ECjU.R/j/

�
 
p
E C jU.r/jC� .r � r�.E// � .E C E0.E//

r

E C jU.r/j � L2a
2mr2

!

In what follows we omit � .r � r�.E//. It can be easily restored where it is
needed. We thus have

n.r/ D
�
2�

mˇ

�3=2

C.R/e�ˇjU.R/j � 1p
�

1Z

�ˇjU.R/j
dx � e�x

"
p
x C ˇ jU.r/j

C � .E C jE0.E/j/
r

x C ˇ jU.r/j � .x C ˇ jU .r�/j/ r
2�
r2

#

; (3.164)

where

C.R/ D n.R/

�
mˇ

2�

�3=2
2

1C e�ˇjU.R/jF.R/
; (3.165)

with

F.R/ D 2p
�

1Z

�ˇjU.R/j
dx � e�x� .x C x0/

r

x C ˇ jU.R/j � .x C ˇ jU .r�/j/ r
2�
R2
;

(3.166)

where x0 D ˇjE0j.
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For further needs we also introduce the functions Go .r;R/ and Ga .r;R/

defined as

Go .r; R/ D 2p
�

1Z

�ˇjU.R/j
dx � e�xpx C ˇ jU.r/j:

Ga .r; R/ D 2p
�

1Z

�ˇjU.R/j
dx � e�x� .r � r�/ � .x C x0/

�
r

x C ˇ jU.r/j � .x C ˇ jU .r�/j/ r
2�
r2
:

Using the identities F.R/ D Ga .R;R/ and Go .R;R/ D eˇjU.R/jj yields

n.r/ D n.R/

1C e�ˇjU.R/jF.R/
e�ˇjU.R/j ŒGo .r; R/CGa .r;R/� : (3.167)

In the case of repulsion, the conditions L2.r/ > 0 and L2.a/ > 0 determine
the lower limits of integration in the expression for n.r/. Following the route of
derivation of Eq. 3.164 we obtain

n.r/ D
�
2�

mˇ

�3=2

C.R/eˇU.R/ � 1p
�

2

6
4

1Z

ˇU.r/

dx � e�xpx � ˇU.r/

C
1Z

ˇU.a/

dx � e�x
r

x � ˇU.r/� .x � ˇU.a// a
2

r2

3

7
5 ;

where, again, C.R/ is given by Eq. 3.165. The definitions of F.R/, Go, and Ga
change. Instead of Eq. 3.166 we have

Frep.R/ D 2p
�

1Z

ˇU.a/

dx � e�x
r

x � ˇU.R/ � .x � ˇU.a//
a2

R2
:

Next,

Go .r; R/ D 2p
�

1Z

ˇU.r/

dx � e�xpx � ˇU.r/ D e�ˇU.r/;
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Ga .r;R/ D 2p
�

1Z

ˇU.a/

dx � e�x
r

x � ˇU.r/ � .x � ˇU.a//
a2

r2
:

Using the identities F.R/ D Ga .R;R/ and Go .R;R/ D e�ˇU.R/ yields again

n.r/ D n.R/

1C eˇU.R/F.R/
eˇU.R/

�
e�ˇU.r/ CGa .r;R/

	
:

3.6.3 Flux and Charging Efficiency

The expression for the flux follows from Eq. 3.29:

J .a;R; nR/ D 4�2

m3
C.R/

1Z

�jU.R/j
e�ˇ.ECjU.R/j/L2adE: (3.168)

Hence,

˛fm .a;R/ D 8�2

m3
�
�
mˇ

2�

�3=2
1

1C e�ˇjU.R/jF.R/

1Z

�ˇjU.R/j
e�ˇ.ECˇjU.R/j/L2adE

D 2˛o

1C e�ˇjU.R/jF.R/
: (3.169)

Dependence on the matching distance R is clearly seen. It enters via the multiplier
1 =.1C F.R// and in the lower limit of the integral. The latter fact means that the
bound states of ions in the potentialU.r/ are taken into account. The value ˛o differs
from ˛fm by the lower limit of integration over E (� jU.R/j instead of 0).

In the case of nonsingular repulsion, the result looks as follows:

˛fm .a;R/ D 8�2

m3
�
�
mˇ

2�

�3=2
1

1C eˇU.R/Frep.R/

1Z

�ˇU.R/
e�ˇ.E�U.R//L2adE

D 2eˇU.a/˛fm.a/

1C eˇU.R/Frep.R/
:
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3.6.3.1 Matching Distance

Here we use Eq. 3.12 for deriving the equation defining the matching distance R.
Substituting Eq. 3.164 into Eq. 3.12 yields

@ln nJ
@r

ˇ
ˇ
ˇ
ˇ
R

D e�ˇjU.R/j

1C e�ˇjU.R/jF.R/
@

@r
ŒGo .r; R/CGa .r;R/�

ˇ
ˇ
ˇ
ˇ
rDR

(3.170)

From Eqs. 3.12 and 3.169 it is not difficult to find that

@lnnJ
@r

ˇ
ˇ
ˇ
ˇ
R

D ˇjU.R/j0 C ˛o.a/

2�DR2
� 1

1C e�ˇjU.R/jF.R/
(3.171)

In deriving Eq. 3.171 we used the inversion of Eq. 3.9:

˛ .a;R/ D ˛.a/eˇU.R/

1� ˛.a/

4�D

1R

R

eˇU.r
0/dr 0

r 02

Now we must find the derivatives of Go and Ga. We will do this first for a
nonsingular attractive potential. From the definition of Go we find

@Go .r; R/

@r

ˇ
ˇ
ˇ
ˇ
rDR

D eˇjU.R/jˇjU.R/j0

Next (see the definition of Eo),

@Ga.r; R/

@r

ˇ
ˇ
ˇ
ˇ
rDR

D ˇjU.R/j0 1p
�

1Z

�ˇjU.R/j

dx � e�x� .x C x0/

p
x C x0 �

q

1 � r2�
R2

C 2p
�

1Z

�ˇjU.R/j

dx � e�x .x C ˇ jU .r�/j/ r2�R3 � .x C x0/

p
x C x0 �

q

1 � r2�
R2

F.R/ D 2p
�

1Z

�ˇjU.R/j
dx � e�x� .x C x0/

p
x C x0 �

r

1 � r2�
R2

For nonsingular potentials this expression simplifies

@Ga .r; R/

@r

ˇ
ˇ
ˇ
ˇ
rDR

D eˇjE0j
q

1 � a2

R2

�

ˇjU.R/j0 C a2

R3
.1C 2 .ˇ jU.a/j � ˇ jE0j /
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F.R/ D eˇE0
r

1 � a2

R2

The equation for determining R takes the form (nonsingular case)

˛o .a;R/

2�DR
D 1
q

1 � a2

R2

e�ˇ� a2

R2

�
ˇjU.R/j0RC .1C 2ˇ .jU.a/j � jE0j /

	
;

(3.172)

where

� D jU.R/�E0j D a2

R2 � a2 .jU.a/j � jU.R/j/ :

Now our task is to find ˛o. A trivial but tedious algebra yields

˛o .a;R/ D �a2vT e�ˇ�
�

1C ˇ jU.a/j C ˇ jE0j C R2

a2

�
eˇ� � 1 � ˇ�

�


Once the matching distance is known as a function of the particle size, it is easy to
find the charging efficiencies for any potential. We therefore begin with the analysis
of the dependencies of R D R.a/ and then present the results on the dependence of
the charging efficiencies on particle sizes for the potentials given by Eq. 3.102.

The equation describing the dependence of the matching distance on the particle
size for U.r/ D 0 has the structure,

R.a/ D
q

R2o.a/C a2; (3.173)

with

R0.a/ D 2D

vT
: (3.174)

The value ofRo.a/ is independent of a, so at very small particle size the matching
distance is of the order of the molecular mean free path, as has been expected. At
large particle size a � l the differenceR.a/ � a / l .

When the ion–particle interaction is turned on, the analysis becomes more
complex. It can be done only numerically, but first we analyze the behavior of the
function R.a/ at small a� l; lc. In our analysis we assume that U.a/ �! 1 as
a �! 0.

Let us begin with the attractive potentials. At small particle size, ˛0 
�a2vT
ˇ jU.a/j (the leading term in U.a/ is retained). The term of the same order of
magnitude on the right-hand side of Eq. 3.172 is 2ˇ jU.a/j �a2=R2�. Equation 3.172
then gives

R.a/ 
 4D

vT
: (3.175)
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Again, in the limit of small a the matching distance is of the order of the ion
mean free parts and independent of the particle size. Moreover, it is independent of
the ion–particle potential.

In the limit of large particles a � l the left-hand side of Eq. 3.172 becomes large,
which can happen because of the growth of the expression under the square root on
the right-hand side of this equation when R approaches a. Our numerical analysis
showed that the solution to Eq. 3.172 can be well approximated by the formula of
the type of Eq. 3.173, with

R0.a/ D 2D

vT
� 1C 2ˇ jU.a/j
1C ˇ jU.a/j : (3.176)

Let us now analyze the repulsive potentials. In the limit of small a the leading
term on the right-hand side of the equation for R is small as 1jpı / 1jpˇU.a/.
Then at small a .q D Q D 1/,

R 
 ��1=4.2D=vT /
1=2l1=4c a1=4

�
2 ."C 2/

"C 5

1=4

: (3.177)

The dependence of the matching distance R(a) on the particle size is shown in
Fig. 3.18 for the potentials given by Eq. 3.102 with " D 4 and q D Q D 1.

In contrast to zero or attractive potentials, where the matching distance has the
order of the ion mean free path and does not depend on the particle size, ion–particle
repulsion leads to the matching distances decreasing with diminishing particle size.
From first sight this fact is very unpleasant, for the diffusion approximation cannot
work at distances much smaller than the ion mean free path. On the other hand, the
dependence of R(a) is very weak, and even for a D 1nm R is comparable with the
ion mean free path.

3.6.3.2 Very Small Particles

Let us first analyze Eq. 3.172 in the limit of small a for the Coulomb attraction,
ˇ jU.r/j D lc=r , where lc D ˇe2 is the Coulomb distance .lc / l/. As is seen from
Eq. 3.172

˛o 
 �alc:

Hence,

�alcvT
2�DR

D 2
alc

R2

or

R D 4D

vT
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Fig. 3.18 Dependence of matching distance R(a) on particle radius a. The scale of both axes
is l D 2D=vT , the ion mean free path. Curve 1 shows the function R(a) for the potential-free
condensation. Curves 2 and 20 are the matching distances for the attractive potential at different
Coulomb lengths, lc D l (solid line) and lc D 3 (dotted line). Curves 3 and 30 display the same
for the repulsive potential

This consideration shows that the value of R is of the order of the mean free
path l. If we assume that the interaction contains a long-range potential, such as the
Coulomb potential, which is sufficiently strong at distances of the order of l or more,
and is short range potential effective at shorter distances (of the order of a), then it is
possible to find a general expression for R. The behavior of the short-range potential
at short distances is of no importance for the derivation described next. It can be
even singular at r D a.

It is clear what to do. We introduce an effective particle radius a� that is defined
from a specially formulated asymptotic condition imposed on n(r).
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Let us introduce Ga� .r; R/,

Ga� .r; R/D 2p
�

1Z

�ˇjU.R/j
dx � e�x� .xCx0/

r

xCˇ jU.r/j � .x C ˇ jU .a�/j/ a
2�
r2
;

where a� is independent of E. Next, we present Ga .r;R/ in the form

Ga .r;R/ D ŒGa .r; R/�Ga� .r; R/�CGa� .r; R/

We define a� from the condition that the expansion of the difference in the square
braces would not contain the term / a2=r2.

Now it is easy to find that

ŒGa .r; R/�Ga� .r; R/� D 2p
�

1

r2

1Z

�ˇjU.R/j
dx � e�x� .x C x0/

r2� .x C jU .r�/j/ � a2� .x C jU .a�/j/
q

x C ˇ jU.r/j � .x C ˇ jU .r�/j/ r2�r2 C
q

x C ˇ jU.r/j � .x C ˇ jU .a�/j/ a2�r2

Now we neglect all terms contributing additional negative powers of r or R. We
thus neglect the contribution of the bound states (the lower limit of integration
is replaced by 0), and we neglect the terms containing the ratio a2=r2 in the
denominator. We find then

ŒGa .r; R/�Ga�.r; R/ .r; R/� D 1p
�

1

r2

1Z

�ˇjU.R/j
dx � e�x� .x C x0/

� r2� .x C jU .r�/j/� a2� .x C jU .a�/j/
p
x C ˇ jU.r/j

We can also neglect all terms containing U.r/ and U.R/, for they also introduce
additional negative powers of R. We finally find

1p
�

1Z

0

r2�U .r�/ e�x
p
x

dx D a2�U .a�/
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3.6.3.3 Short-Range Potentials

The consideration remains simple for the weak potentials such that ˇU.R/ � 1. In
this case the functionF.r/ at large r � a behaves as in the case of free condensation
with the particle radius replaced by �a, where the modifier � depends on the details
of the potential and

F.R/ D
r

1 � �2a2

R2
: (3.178)

Let us introduce z.a/, the free molecule enhancement factor

z.a/ D ˛fm.a/

�a2vT
: (3.179)

We obtain,

z.a/vT a2

2DR2
D �2a2

2R3
q

1 � �2a2

R2

(3.180)

On solving Eq. 3.180 gives

R D
s
�
2D�2

z.a/vT

�2

C �2a2: (3.181)

and

˛.a/ D 2�a2vT z.a/

1C
r

1C
�
avT z.a/
2D�2

�2
(3.182)

It is possible to find �.a/. To this end we simplify F.R/ by ignoring U.R/ and
replacing the lower limit of integration by 0. After these simplifications we find

F.R/ D 2p
�

1Z

0

dx � e�x
r

x � .x C ˇ jU .r�/j/ r
2�
R2


 2p
�

1Z

0

dx � e�xpx
�

1 � 1

2

�

1C ˇ jU .r�/j
x

�

� r
2�
R2

�
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Comparing this expression with the expansion of the square root on the right-
hand side of Eq. 3.178 gives

�2 D 2p
�

1Z

0

dx � e�xpx
�

1C ˇ jU .r�/j
x

�
r2�
a2

For nonsingular attractive potentials (r� D a), this equation permits us to obtain
the rather general result

�2 D 1C 2ˇ jU.a/j

3.6.3.4 Charging of Neutral Particles

Let us consider the ion flux toward a neutral metallic particle. The incident ions
interact with the particle via the image potential

U.r/ D � e2

2a
� a4

r2 .r2 � a2/
(3.183)

It is seen that at a / l the potential is very weak, ˇU.l/ / ˇe2a3=l4 / lca
3=l4,

where lc D e2=kT is the Coulomb length. Normally lc / l . Hence, we can use
Eq. 3.182 for calculating the charging efficiency.

The function z.a/ is known:

z.a/ D 1C
r
�ˇe2

2a
; (3.184)

For metallic particles, �2 is

r2�
a2

D 1C
r
ˇe2

ax

Substituting this expression into Eq. 3.183 gives

�2 D 1C
r
2ˇe2

�a

3.6.3.5 Charging Efficiencies

For charged particles the general result, Eq. 3.10, should be used. The approxima-
tions Eqs. 3.11 and 3.12 allow us to express ˛.a/ in terms of the charging efficiency
˛fm.a;R/ found in the free molecule limit and the matching distance R.
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˛.a/ D ˛fm .a;R/ e�ˇU.R/

1C ˛fm.a;R/e�ˇU.R/

4�D

1R

R

eˇU.r 0/ dr 0

r 02

; (3.185)

The numerical calculations were performed for the potential from Lushnikov
and Kulmala (2004a) that includes Coulomb C image forces with q D Q D 1 and
lc D l or lc D 3l .

The results are presented in Figs. 3.19 and 3.20 in terms of the correction factors
�.a/, the ratios of the charging efficiencies found from Eq. 3.176 to their values in
the free molecule regime.

�.a/ D ˛.a/

˛f m.a/
; (3.186)
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Fig. 3.19 Correction factor �.a/ D ˛.a/=˛f m.a/ for ion–particle recombination as a function of
particle radius (in units of l D 2D=vT ). Solid and dotted curves display R.a/ for lc D 1 and
lc D 3, respectively. It is seen that even at small particle sizes these curves deviate from unity; i.e.,
the free molecule approximation is noticeably corrected by ion–carrier gas interaction lc / l
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Fig. 3.20 Same as in
Fig. 3.19, but for repulsive
potential. In contrast to
attraction, in this case the free
molecule limit works even
when the particle size is
comparable to the ion mean
free path

where ˛fm.a/ D ˛fm .a;R D 1/.
Let us analyze the expression for charging efficiency (Eq. 3.185) in the free

molecule limit a � l . First, we notice that at a � l the denominator in Eq. 3.185
can be always replaced by unity. Then for the recombination rate Eq. 3.175 gives

˛.a/ 
 �a2vT Œ1C ˇ jU.a/j C ˇ jU .4D=vT /j� eˇjU.4D=vT /j (3.187)

To obtain the widely cited free molecule limit ˛.a/ D �a2vT Œ1C ˇU.a/�, the
term ˇU .4D=vT / should be small compared to 1. The inequality ˇU .4D=vT / � 1

does not hold for the Coulomb potential at ambient conditions. Indeed, lc D ˇe2 

6 � 10�6cm 
 l . For the attractive potential given by Eq. 3.1 one finds

˛.a/ 
 �a2vT �
�

1C qQ
lc

a

�

1C q

2Q
� " � 1

"C 2

�

C qQ
lcvT
4D



eqQlcvT =4D:

(3.188)

Figure 3.19 clearly demonstrates the role of the Coulomb distance in the case
of the Coulomb attraction. It is seen that even at small particle sizes a � l the



3 Nanoaerosols in the Atmosphere 149

free molecule expression for the ion–particle recombination does not work. On the
other hand, no modifications related to the Coulomb interaction appear in the case
of repulsive potential. The free molecule formula works for small particles (a � lc)
and only when the particle size becomes comparable to the Coulomb distance do
the corrections become perceptible.

In the case of repulsion nothing interesting appears. Equation 3.185 reproduces
the well-known free molecule limit

˛.a/ 
 �a2vT e�ˇU.a/: (3.189)

Indeed, at small particle sizes ˛fm has the form

˛fm.a/ 
 �a2vT e�ˇU.a/eˇU.R/: (3.190)

On substituting this expression into Eq. 3.185, one comes to Eq. 3.189.
At large a, Eq. 3.185 always reproduces the diffusion limit

˛diff.a/ D 4�D
1R
a

r�2eˇU.r/dr
: (3.191)

3.6.4 Recombination

The important role of charging processes in aerodisperse systems had been recog-
nized long ago (Natanson 1959, 1960). More or less reliable expressions for particle
charging efficiencies had been found only for neutral particles. The case of particle–
ion recombination remained, and still remains, open for further theoretical attacks.
The nature of the difficulty is the necessity for the incident ion to loose a part of its
kinetic energy. This process goes only in the presence of a third body (normally a
carrier gas molecule). The respective expression for the recombination efficiency
should thus depend on the density of the carrier gas. It is quite clear that the
recombination process goes at the distances not exceeding the ion mean free path.
Next, on colliding with a third body the ion should occupy sufficiently deep energy
levels; otherwise, the lifetime of a loosely bounded dipole (ion C particle) with
respect to the collisions with the molecules of the carrier gas becomes very short.
So far the parameters, the recombination distance, and energy have been introduced
by hand. The goal of this subsection is to demonstrate how this arbitrariness can be
removed. The flux-matching theory allows one to introduce and to define the radius
of the limiting sphere, which in the limit of very small particle sizes depends only
on the ion diffusivity in the carrier gas. This radius has the order of the ion mean
free path. Next, this theory allows for taking into account the contribution of the ion
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bound states. However, the contribution of these states is dependent on the particle
size. The reason for this lies in the fact that in the free molecule zone the incident
ion is assumed not to experience any collisions with the carrier gas molecules and
thus eventually returns back to the diffusion zone. Hence, according to this theory
only the trajectories intersecting the particle surface are able to contribute to the
recombination efficiency. Meanwhile, ion states lying deeper in the Coulomb energy
at the separation distance should contribute to recombination efficiency independent
of particle size. The chance for the ion to return to the state with higher energies is
negligibly small. Here we report on an attempt to apply this flux-matching theory
for determining the efficiency of ion–particle recombination. We assume that the
three-body trapping becomes efficient only inside the limiting sphere. We thus solve
the kinetic equation in the free molecule zone assuming that the ion can loose a
part of its energy and thus be trapped by the particle. The rate of the losses is
introduced and is considered to be known. In principle, its value can be found
from the solution of the Boltzmann equation for the ion moving in the Coulomb
field. Here we estimate this constant from the data on the ion–ion recombination.
Hence, our theory includes three steps. We first solve the diffusion equation for the
ion moving in the Coulomb field created by the particle. Instead of the boundary
condition to this diffusion equation, we introduce the value of the ion flux toward
the target particle. Then, we solve the Boltzmann equation that takes into account
only the losses of ions caused by the three-body trapping. Their returns to states
with higher energies are ignored. The next step assumes the calculations of the
ion profiles in the diffusion and free molecule zones and their first derivatives.
The conditions of continuity of the ion profile and its derivative at the surface of
the limiting sphere give a set of two equations for determining the radius of the
free molecule zone and ion flux onto the aerosol particle. The final expression for
the recombination efficiency thus consists of two parts. The first term contains the
geometric particle cross section times the Coulomb enhancement factor. This part
depends on the particle size as its first power. The second part is proportional to the
area of the limiting sphere times a factor linearly dependent on the rate of the ion
energy losses in the free molecule zone. This term is independent of the particle size
in the limit of very small particles. The ideology of our approach reminds us of that
adopted in the theory of nuclear reactions, where the optical potential is introduced
whose imaginary part is responsible for capturing the incident nucleons by atomic
nuclei. This imaginary part of the optical potential is also an empirical constant,
although it can be calculated once the rates of doorway inelastic channels can be
properly accounted.

However, under some reasonable approximation it is possible to derive a simple
expression for recombination efficiency. Namely, we assume that at the border of
the limiting sphere all ions disappear; that is, the recombination process inside the
limiting sphere goes so fast that diffusion transport in the diffusion zone is not able
to deliver enough ions to restore the non-zero ion concentration at r D R.a/. Then
the efficiency of recombination is given by the formula
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Fig. 3.21 Good agreement is illustrated between the theory and experiment. Shown is the
enhancement factor versus particle size for four ratios of 2D=vT lc

˛.a/ D 4�Dlc

1 � exp .�lc=R.a// (3.192)

where R.a/ D 4D=vT for small particles. Because all ion–carrier gas collisions
lead to the loss of ion energy and are thus responsible for ion capture happening
inside the free molecule zone, then this consideration takes them into account.

We compared the charging efficiency of a neutral metallic particle with the
experimental data of Pui et al. (1988) (Fig. 3.21). We calculated the enhancement
factor (charging efficiency/condensation efficiency). The enhancement is related to
the action of the image forces between the particle and the ion. The calculations
were done for the ratios 2D=vT from Pui’s paper (Pui et al. 1988). The last value,
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2/3, corresponds to the BGK theory. D=vT D 1 means infinite mean free path
(free molecule regime). One clearly sees that the agreement of the theoretical and
the experimental data is fairly good.

3.7 Heat Transfer

A new flux-matching theory is formulated and applied to the study of heat transfer
from (or to) aerosol particles whose size is comparable to the molecular mean
free path in the carrier gas. The collisionless kinetic equation is solved, and the
temperature profile in the free molecule zone (at distances less than the molecular
mean free path) is found. This profile is then matched to that derived from the
solution of the thermoconductivity equation, which describes heat transport outside
the free molecule zone. The final output of this section is the expression for particle
heat transfer efficiency, which contains its free molecule value (also derived here),
the thermoconductivity of the carrier gas, and the thermal velocity of the carrier gas
molecules.

3.7.1 Introduction

In this section we outline the derivation of the formula for the particle heat transfer
efficiency �.a/ defined as the proportionality coefficient between the temperature
difference of the particle and the carrier gas and the energy flux from (to) the
particle. This formula is valid throughout the whole interval of particle sizes and
contains no free parameters. This problem received attention at the very beginning
of this century by Filippov and Rosner (2000), who applied a Monte Carlo method
for studying heat transfer from the particle to the surrounding gas. Some earlier
references can be found in this paper. This problem was studied experimentally: the
authors (Winkler et al. 2004, 2006) compared their results to a modification of the
Fuchs–Sutugin formula and found satisfactory agreement between theoretical and
experimental data (Lee et al. 1985).

We again introduce a limiting sphere outside of which the temperature profile
can be described by the thermoconductivity equation. Inside the limiting sphere we
solve the collisionless Boltzmann equation subject to a given boundary condition
at the particle surface and put additional conditions: (1) total heat flux does not
change in crossing the border of the limiting sphere, (2) carrier gas density is
a continuous function of the radial coordinate, and (3) its radial derivative at
the surface of the limiting sphere coincides with that found from the solution of
the thermoconductivity equation. These three conditions determine three matching
parameters: heat flux, matching distance, and temperature at the matching distance.

Below we demonstrate the details of the derivation of the expression for the heat
transfer efficiency.
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3.7.2 Free Molecule Solution

As we already saw, in spherically symmetrical systems the set of variables r; E;L,
is of extreme convenience, with L being the angular momentum of the carrier gas
molecule. In these variables the Boltzmann equation takes an especially simple
form:

vr
@fs

@r
D 0; (3.193)

where vr D .mr/�1
p
L2.r/ �L2 is the radial ion velocity, and L2.r/ D 2mEr ,

s D ˙1 is an auxiliary variable defining the direction of ion motion along the radial
coordinate (s D �1 corresponds to the direction toward the particle).

In the free molecule zone we operate with the mean kinetic energy q.r/, which is
proportional to the temperature of the carrier gas. Now we give the exact definition
of the values q.r/, the energy flux Q.r/, and the number density n.r/:

n.r/ D �

m2r

X

s

Z

dE
Z

dL2
p
L2.r/ � L2

fs .r; E;L/

q.r/ D �

m2r

X

s

Z

EdE
Z

dL2
p
L2.r/ �L2 fs .r; E;L/

Q.r/ D 4�2

m3

X

s

s

Z

EdE
Z

dL2fs .r; E;L/

(3.194)

Here m is the mass of a carrier gas molecule.
The boundary condition

f1 .a;E;L/ D �
.1 � ˛/ f�1 .a;E;L/C �M �.E/n.a/

	
�
�
L2.a/ �L2� : (3.195)

couples f1 and f�1 on the particle surface. Here, n.a/ is given by Eq. 3.194 at
r D a, ˛ is the energy accommodation coefficient, and the asterisk (*) refers to the
particle surface:

M.E/ D .m=2�kT /3=2e�E=kT

is the Boltzmann distribution normalized to unity, � is a factor providing the equality
of the inward and outward molecular fluxes (will be determined later on), and �.x/
is the Heaviside step function. This boundary condition claims that part 1 � ˛ of
molecules experiences the mirror reflection from the particle surface whereas part
˛ sticks to the particle surface, acquires its temperature T�, and then isotropically
leaves the particle surface. Two points should be emphasized:

1. This boundary condition is linear in f .
2. The function f1 appears on the right-hand side of the boundary condition.
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The latter circumstance is not convenient, and we eliminate n.a/ by the following
trick. We find the product �n.a/ from the condition that the mass flux of the carrier
gas molecules is equal to zero. This condition gives:

�n.a/ D ˛n1� (3.196)

where � D p
T1=T�

Substituting Eq. 3.196 into Eq. 3.195 allows for presenting the distribution fs in
the form

fs D f .0/
s C f .1/

s ;

where

f .0/
s D n1M1�

�
L2.r/ � L2

�
: (3.197)

This function describes the unperturbed distribution, that is, the carrier gas
molecules distributed in the empty space (no particle or a particle with ˛ D 0).
The function

f .1/
s D ˛n1 .�M� �M1/ �

�
L2.r/ � L2

�
�
�
L2.a/ �L2� ıs;1 (3.198)

describes the perturbation generated by the heated particle. Here ıik is the Kroneker
delta and �.x/ is the Heaviside step function.

The contribution from f .1/ to the mass flux should be zero in the steady state.
This condition is seen to be fulfilled. The function f .1/

s contains only outgoing
molecular trajectories.

Now let us find the free molecule heat transfer efficiency. Equation 3.195 gives

Q D 2�˛a2v1kn1 .T� � T1/ (3.199)

and

�fm.a/ D 2�˛a2v1kn1: (3.200)

Here v1 D p
8kT1=�m is the thermal velocity of the carrier gas molecules.

To calculate the q- and n profiles we use the equation

L2.a/Z

0

dL2
p
L2.r/ � L2

D 2L.r/D.r/; (3.201)
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where

D.r/ D 1 �
r

1 � a2

r2
(3.202)

The q-profile found from Eq. 3.194 is then

q.r/ D q1
�

1C ˛

2

�
T�
T1

� 1
�

D.r/



(3.203)

The density profile can also be found:

n.r/ D n1
�

1 � ˛

2

�

1 � T1
T�

�

D.r/



(3.204)

It is important to notice that n.a/ found from Eq. 3.204 coincides with n� from
Eq. 3.195.

The temperature at r D a differs from T�:

n�T .a/ D n1T1

"

1C ˛

2

 s
T �
T1

� 1

!#

(3.205)

The temperature jump at the particle surface is then

T� � T .a/ D T� �
p
T�T1

"

1 � ˛

2

 s
T�
T1

� 1
!#

(3.206)

3.7.3 Limiting Sphere

Now let the temperature at r D R be fixed. Then, to satisfy the boundary condition
of Eq. 3.20, we should modify the distribution by introducing the multiplier C.R/
and replacing q1 ! qR:

q.r/ D qRC.R/

"

1C ˛

2

 s
T�
TR

� 1

! 

1 �
r

1 � a2

r2

!#

(3.207)

This step is possible because of the linearity and homogeneity of the boundary
conditions for f. From the condition q.R/ D qR we have

C.R/ D
"

1C ˛

2

 s
T�
TR

� 1
! 

1 �
r

1 � a2

R2

!#�1
(3.208)
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Similarly we find n.r/

n.r/ D n1C.R/
"

1 � ˛

2

 

1 �
s
TR

T�

!

D.r/

#

(3.209)

Because qR D 1:5kTRnR (continuous approximation), we can express nR in
terms TR

n.R/ D n1
T1
TR

(3.210)

From the condition n.R/ D nR and Eqs. 3.209 and 3.210 we have

T1
TR

D C.R/

"

1 � ˛

2

 

1 �
s
TR

T�

!

D.R/

#

(3.211)

This is the equation linking R and TR. Another equation for these unknowns
follows from the condition that the derivative of n is continuous. To derive this
equation we need to find � .a;R/,

The radius R of the free molecule zone can be now determined from the condition
of the continuity drn.R/. The contribution of the free molecule zone is

n0 D n1C.R/
˛

2

 

1 �
s
TR

T�

!
a2

R2
p
R2 � a2

To find the contribution of the continuous zone we use the equation

� .a;R/ D C.R/

s
TR

T1
nR

n1
�fm.a/ (3.212)

and

n.r/ D n1
T1
T .r/

Then

n0 D �n1T1
T 2R

T 0.R/

Next,

T 0.R/ D � Q

4�ƒR2
D �� .a;R/ .T� � TR/

4�ƒR2



3 Nanoaerosols in the Atmosphere 157

From the condition n0 D n0 we have some subsequent simplifications:

�3 .1C �/

�5
D R0p

R2 � a2 (3.213)

where � D p
TR=T� and � D p

T1=T� and R0 D ƒ=v1. This equation is readily
solved to give

R D
q

R2� C a2 (3.214)

where

R� D R0
�5

�3 .1C �/

From Eq. 3.211 we derive the equation for � D �.�/:

�2

�2
D 1 � 0:5˛ .1 � �/D .R�/

1C 0:5˛ .��1 � 1/D .R� /
(3.215)

For technical work it is convenient to note that

D.R/ D 1 � R�

R

It is seen that at Kn � 1 � D �, i.e., TR 
 T1 (not surprising). In the opposite
limit, D.R� / D 1 and

�2

�2
D 1 � 0:5˛ .1 � �/
1C 0:5˛ .��1 � 1/

(3.216)

3.7.4 Results and Discussion

The final expression for the heat transfer efficiency is

�.a/ D 2�˛a2v1 .�=�/

1C 0:5˛ .1 � �/D.R/C ˛ .�=�/ a2= .2R0R/
(3.217)

Let us introduce the modifier

�.a/ D Z .a; �/ �fm.a/ (3.218)
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Fig. 3.22 Size dependence of the modifier Z D �.a/=�f m.a/ (see Eq. 3.219) on reduced particle
size av1=ƒ at different values of the thermal accommodation coefficient ˛

We find then

Z .a; �/ D .�=�/

1C 0:5˛ .1 � �/D.R/C ˛ .�=�/ a2= .2R0R/
(3.219)

Figures 3.22 and 3.23 demonstrate the dependencies of the modifier � on the
particle size and the temperature ratio T1=T�.

3.8 Conclusion

The most important feature of all atmospheric processes is their stochasticity. Even
if we know all conditions with the highest possible precision, it is impossible
to predict the scenarios of atmospheric processes, because respective dynamic
equations are unstable and admit very different scenarios under even the tiniest
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Fig. 3.23 Dependence of the modifier at the reduced size 1 on the temperature ratio T1=T�

changes to the initial and boundary conditions. The question thus arises: whether
is it necessary to have accurate expressions for the rate of elementary atmospheric
processes such as those considered here? The answer is still positive. The point is
that respective deterministic equations can be replaced by the stochastic analogues,
where the respective rates will enter the expressions for the rates of transitions
between different states. In this case, the analytical expressions for the respective
rates are absolutely irreplaceable.

In this chapter, I tried to demonstrate a simple trick (flux-matching procedure)
allowing one to operate in a very difficult situation: I mean the transition regime,
where it is necessary to solve the Boltzmann equation. Although in principle it is
possible to do numerically, the problem is how to apply these numerical results to
concrete atmospheric situations. The most striking example is the rate of particle
charging. If one needs to average over a group of boundary conditions, it would be
necessary to solve the Boltzmann equation many times.

In principle, the problem can be resolved by applying semi-empirical formulas.
But, undoubtedly, it is much better to handle the expressions derived from some
known and readily controllable principles, as has been done in this chapter.
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I demonstrated in detail how to use the flux-matching theory for deriving the
expressions for the efficiencies of condensation, particle charging, and heat transfer.
It is very likely that this approach is applicable to other aerosol microprocesses.
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Chapter 4
Electromagnetic Drivers in the Upper
Atmosphere: Observations and Modeling

A.A. Namgaladze, M. Förster, B.E. Prokhorov, and O.V. Zolotov

Abstract This chapter presents and discusses some of the most recent mea-
surements obtained by the Electron Drift Instrument (EDI) on “Cluster”, the
accelerometer on board the low-Earth-orbiting satellite CHAMP, and global maps
of total electron content (TEC) gathered by the fleet of GPS satellites. It aims
at a better understanding of the globally interconnected complex plasma physical
and electrodynamic processes of the Earth’s upper atmosphere by means of first-
principle numerical modeling using the Upper Atmosphere Model (UAM). The
study results show ionospheric electric fields, generated by magnetospheric and
seismogenic sources, and reveal their influence on the thermospheric dynamics
and the TEC pattern. UAM simulations of the thermospheric neutral wind at
high latitudes are compared with CHAMP observations for varying interplanetary
magnetic field (IMF) conditions on 28 October 2003, the day before the famous
Halloween superstorm of the previous solar cycle. The simulations show the
immediate response of the upper atmosphere and its high sensitivity to IMF
changes in strength and orientation. Investigation of the ‘lithosphere–atmosphere–
ionosphere’ coupling problem allowed statistically describing GPS-measured TEC
variations treated as precursors to earthquakes as (1) anomalous strong (30–90% and
more) TEC-positive or -negative deviations relative to the quiet conditions before
the forthcoming seismic event, not less than M5 by magnitude, linked to the near-
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epicenter area. (2) The typical zone of the anomaly maximum manifestation extends
more than 1,500 km in latitude and 3,500–4,000 km in longitude. (3) Anomaly
living time is from several hours or days to couple of weeks before the earthquake
release moment. (4) Analogous effects at the magnetically conjugated area are
often reported. (5) In the case of strong low-latitudinal earthquakes, there are
effects related to the modification of the ionospheric F2-region equatorial anomaly.
From the analysis of the TEC deviations before a few strong recent seismic events
(12 January 2010, Haiti; 1 and 2 January 2011, Argentina and Chile; 11 March
2011, Japan), these pre-earthquake TEC signatures are extended with terminator
and ‘ban’-time effects. We strongly believe that the main reason for the appearance
of these TEC anomalies is the vertical drift of F2-region ionospheric plasma under
the influence of a zonal electric field of seismic origin. Increase of the atmospheric
radioactivity level during earthquake preparation leads to enlargement of the ioniza-
tion and electric conductivity of the near-ground atmosphere. Another (and possibly
more effective) ionization mechanism proposed is the so-called positive holes effect.
Changes of resistance of the underlying atmosphere lead to the generation of an ex-
ternal electric current flowing between the Earth and the ionosphere and to the corre-
sponding disturbances of the ionospheric electric field and TEC. These disturbances
were modeled by UAM and compared with the GPS TEC observations. Comparison
shows satisfactory agreement between the model and observations. Methodical
recommendations for detection of ionospheric earthquake precursors are given.

Keywords High-latitude ionospheric convection • Thermospheric neutral wind
• Magnetosphere-ionosphere-thermosphere (MIT) coupling • Upper Atmosphere
Model (UAM) • Solar wind and IMF influence • Ionospheric currents
• Global total electron content (TEC) pattern • Seismogenic ionospheric effects
• Earthquake precursors

4.1 Introduction

The weather, climate, and space weather (processes related to solar and geomagnetic
activity) and their forecasting are extremely important for mankind. Observations
and mathematical modeling used together are the modern ways for solving the
forecasting needs. Modern first-principle numerical models are time dependent,
three dimensional (3D), and global. Until recent years these models were being de-
veloped for the lower atmosphere (responsible for the weather and climate; heights
<100 km) and upper atmosphere (responsible for space weather; heights>100 km)
separately, despite the lack of any boundary between these two atmospheric regions.
Their principal physical difference consists of the amount of the charged particles,
the ions and electrons, that is, in their concentration (number density), which is
high in the upper atmosphere and low in the lower. Therefore, electrodynamic
processes are very important in the upper atmosphere (thermosphere, ionosphere,
and magnetosphere).
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However, electrodynamic processes are important in the lower and middle atmo-
sphere (troposphere, stratosphere, and mesosphere) as well because of the existence
of such lower atmosphere electricity sources as cosmic rays, thunderstorms, soil
radioactivity, and seismodynamic effects. The lower atmosphere electric currents
are connected with the ionospheric electric currents so that they are closely related to
the magnetospheric currents, creating a common global electric circuit. This circuit
consists of currents flowing upward from thunderstorm current generators, through
the ionosphere, and down to the Earth’s surface as fair-weather currents. The vertical
fair-weather current between the ionosphere and the Earth is about 2–3 pA/m2 and
the total global current is about 1 kA, producing a potential difference of about
250–300 kV between the ionosphere and the Earth.

The horizontal potential difference in the ionosphere may reach 100–150 kV
(usually 30–50 kV) between the morning and evening sides of the polar cap bound-
aries at the polar edges of the auroral zones (at about 75ı magnetic latitude) in both
Northern and Southern Hemispheres. The cross-polar cap potential difference (or
drop) is the commonly used characteristic of the high-latitude ionospheric electric
fields. Its dependences on solar and geomagnetic activity have been investigated by
many authors and used as input in electric field calculations of the model.

This potential difference is generated at the magnetopause under the solar wind–
magnetosphere interaction and transported into the polar ionosphere along the
geomagnetic field lines via so-called field-aligned currents (FACs) of Region-1.
They flow down into the ionosphere at the dawn side and up from the ionosphere at
the dusk side, creating electric fields of several tens or even hundreds of mV/m in the
polar caps directed from dawn to dusk. FACs of opposite signs flow at the equatorial
edges of the auroral zones (Region-2 FACs). These currents shield the inner
magnetosphere and the mid-latitude ionosphere from penetrating magnetospheric
electric fields. This shielding and the presence of internal atmospheric dynamo
processes results in smaller mid-latitude electric fields (of about several mV/m) in
comparison with the high-latitude and subauroral ones.

Region-0 FACs are found during intervals of a strictly positive Bz-component
of the interplanetary magnetic field (IMF). They may exist in the vicinities of the
cusps. The IMF By-component is responsible for the asymmetry of the morning and
evening cells of the ionospheric convection (plasma drift trajectories). The intensity
of the FACs and the corresponding cross-polar cap potential drops (or the electric
field strength) are well correlated with the southward IMF Bz-component, which can
trigger magnetospheric substorm and storm generation processes.

Another source of ionospheric electric fields is the dynamo action of the
thermospheric winds pushing ions across the geomagnetic field lines at ionospheric
E- and F1-region heights (100–170 km), where electrons are magnetized (electron-
neutral collision frequency �en �˝e – electron cyclotron frequency) but ions are
not (ion-neutral collision frequency � in �˝ i – ion cyclotron frequency). For this
reason, this height region is referred to as the dynamo region. Horizontal ionospheric
currents of the upper atmosphere flow predominantly in this height range.

In the ionospheric F2-region and above it (heights>170 km), both electrons and
ions are magnetized (�en, �in �˝e,˝ i) and electric currents flow first and foremost
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along the geomagnetic field lines (FACs), which conduct well; exceptions are
plasma drift processes in the magnetosphere, like pressure gradient-driven currents.

Because of the high electrical conductivity of the geomagnetic field lines, they
can be assumed to be electrical equipotentials, so that electric fields along these
lines are zero or very small. Electric fields at heights >170 km are therefore almost
always perpendicular to the geomagnetic field lines. These mutually perpendicular
electric (E) and magnetic (B) fields force the ionospheric plasma to move with the
so-called E � B plasma drift velocity (equal to E � B/B2), that is, in the direction
perpendicular to both. In this drift motion, ions and electrons move together with the
same velocity; that is, there is no charge separation and they do not create electric
currents.

Furthermore, there exists the so-called co-rotation electric field induced by the
rotation of the Earth and its atmosphere around the geodetic axis. In the equatorial
plane, this electric field is directed toward the Earth’s center and causes the
magnetized ionospheric plasma to rotate together with the Earth (to drift with the
Earth’s rotation velocity).

Global electric field patterns obtained mainly from satellite measurements are
usually presented as polar maps of electric potential distributions for different
magnetic activity levels and/or different IMF orientations. We show and discuss
some of the recent data in Sect. 4.3 of this chapter.

Ionospheric E � B plasma drifts cause many important peculiarities of the
spatial and time variations of the ionospheric plasma, such as the formation of the
equatorial anomaly, the main ionospheric trough, the plasmasphere, and ionospheric
disturbances related to magnetic storms and substorms.

At high and subauroral latitudes (where the geomagnetic field inclination I
is near 90ı–60ı), the ionospheric plasma drifts affect electron density mainly
because of the divergence/convergence of the horizontal plasma flows. The daytime
plasma, having high density, can thus flow across the polar caps to the night side,
increasing the density there. Plasma motion will stagnate where the magnetospheric
convection and the co-rotation are oppositely directed with about the same velocity
magnitudes. If this occurs outside the sunlit region, the plasma will be lost because
of recombination processes to very low density values, forming the so-called main
ionospheric trough in the dark winter ionosphere at subauroral latitudes.

At middle to low latitudes, the plasma co-rotation with the Earth leads to the
formation of the plasmasphere. At these latitudes (where inclination I is small) the
vertical plasma drifts also become important. Close to the equator, they cause the so-
called fountain effect, forming the equatorial anomaly. At middle latitudes, they can
create increases or decreases of electron density by lifting the plasma up or down
the geomagnetic field lines to heights where the ion loss rate is lower or higher,
respectively.

Both the ionospheric plasma drifts and the electric currents influence ion and
neutral temperatures (Joule heating) via ion-neutral collisions. Thermospheric wind
circulation changes the thermospheric gas composition, which in turn influences the
ionospheric ion composition and electron density and so forth. The plasma physical
processes within the near-Earth space environment as well as the interactions
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between the various regions appear to be highly complex. To understand the
dynamics of the whole system with all its interrelationships at various levels of
complexity is one of the most important reasons to use first-principle models for
their description. They allow us to perform “numerical experiments” and to interpret
different measurements on a common basis, which may be obtained at various
places far from each other by both ground-based observations and remote or in situ
data gathering with satellites.

This chapter presents and discusses some of the most recent measurements
of the near-Earth environment obtained by Cluster, CHAMP, and the global
positioning system (GPS) satellites and their modeling in the framework of the
Upper Atmosphere Model (UAM). The results concern ionospheric electric fields,
generated by magnetospheric and seismogenic sources, and show their influence on
the thermospheric dynamics and the ionospheric total electron content (TEC).

4.2 UAM: The Upper Atmosphere Model

The global numerical model of the Earth’s upper atmosphere has been constructed at
the Kaliningrad Observatory (now West Department) of the Institute of Terrestrial
Magnetism, Ionosphere and Radiowave Propagation of the Russian Academy of
Sciences (IZMIRAN) (Namgaladze et al. 1988, 1990, 1991, 1994) and modified
at the Polar Geophysical Institute and Murmansk State Technical University (Hall
et al. 1997; Namgaladze et al. 1995a, b; Volkov and Namgaladze 1996). The model
describes the thermosphere, ionosphere, plasmasphere, and inner magnetosphere of
the Earth as a single system by means of numerical integration of the corresponding
time-dependent three-dimensional continuity, momentum, and heat balance equa-
tions for neutral, ion, and electron gases as well as the equation for the electric field
potential. It covers the height range from 60 (sometimes 80) km up to 15 Earth radii
of geocentric distance and takes into account the offset between the geomagnetic
and geographic axes of the Earth. It consists of four main blocks:

1. The neutral atmosphere and lower ionosphere block, which calculates neutral
atmosphere temperature, mass density, neutral gas composition, and winds as
well as ion and electron temperatures, molecular ion density, and velocity at
heights from 60 to 520 km

2. The ionospheric F2-region and protonospheric block, which calculates atomic
ion OC and HC densities, velocities, and temperatures as well as electron
temperature at heights from 175 km to 15RE of geocentric distance

3. The electric field block, which calculates the electric field potential of magne-
tospheric, thermospheric (dynamo), and lower atmosphere origin, assuming that
geomagnetic field lines are equipotential at heights above 175 km

4. The magnetospheric block, which calculates magnetospheric plasma sheet ion
density, velocity, pressure, and field-aligned currents at the same heights as in
the second block
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In these blocks the corresponding continuity, momentum, and heat balance
equations for the neutral, electron, and ion gases, as well as the equation for
the electric field potential, are solved numerically by the use of the finite-
difference methods, using different coordinate systems and different spatial grids
of numerical integration. The height steps of numerical integration are variable,
from 1–3 km at heights below 100 km to 30 km and more at heights above 400 km.
A spherical geomagnetic coordinate system is used in the neutral atmosphere and
lower ionosphere block and a geomagnetic dipole coordinate system is used in the
other blocks. The exchange of information between the blocks is carried out at
every time step of the numerical integration of the modeling equations.

4.2.1 Neutral Atmosphere and Lower Ionosphere Block

4.2.1.1 Neutral Atmosphere

In the neutral atmosphere section of this block, the neutral gas temperature Tn, mass
density 
, thermospheric wind velocity vector V, and number densities nn of the
main neutral gas components N2, O2, and O are calculated for the height range from
60 to 520 km using the spherical geomagnetic coordinate system. We can perform
our calculations either by solving the full system of hydrodynamic equations for
the neutral gas or by using empirical thermospheric models such as MSISE-90
(Hedin et al. 1991) and its later modifications NRLMSISE-00 (Picone et al. 2002) to
calculate the temperature and number densities of the main neutral gas components.
In all cases the three-dimensional thermospheric circulation is calculated from the
solution of the momentum and continuity equations.

The following system of the continuity, momentum, and energy balance equa-
tions for the neutral gases is solved in the fully self-consistent variant:

@nn=@t C r Œnn .V C V dn/� D Qn � Ln (4.1)
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p D
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cv Œ@T=@t C .V ;r/ T �C prV D r .�nrT /C PUV
nQ

C PJ
nQ C PC

nQ � PnL (4.7)

In these equations, nn is the concentration of the n-th neutral component; V is
the neutral wind velocity vector; Vdn is the diffusion velocity vector, which has only
a vertical component equal to the sum of molecular and eddy diffusion velocities;
Qn, Ln are the production and loss rates of the n-th neutral component taking into
account the dissociation of O2 and the reactions of recombination for O and O2;
the index “hor” stands for horizontal vector components; 
, p are the mean mass
density and pressure of the neutral gas; ˝ is the Earth’s angular velocity vector;
�ni, �ni are the reduced mass and frequency of collisions between the neutral
and ion components of the atmosphere; Vi is the ion velocity vector; � is the
coefficient of viscosity; g is the sum of gravity and centrifugal accelerations; r is
the geocentric distance; mn is the mass of the n-th neutral component; k is the
Boltzmann’s constant; T is the temperature of the neutral gas; cv is the specific
heat at constant volume; �n is the thermal conductivity coefficient of the neutral
gas; P UV

nQ , P J
nQ, and P C

nQ are the rates of heating of the neutral gas by ultraviolet
(UV) and extra-ultraviolet (EUV) solar radiation, Joule heating, and heating by
precipitating energetic particles; and PnL is the rate of heat loss of the neutral gas
resulting from radiation. The detailed expressions for all coefficients and terms of
Eqs. 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, and 4.7 and their form in a spherical geomagnetic
coordinate system can be found in Namgaladze et al. (1988) and in Brunelli and
Namgaladze (1988).

We use Eq. 4.1 to compute the O and O2 concentrations; the total mass density

 is calculated from the hydrostatic equilibrium equation, Eq. 4.3. As for the N2

concentration, the barometric law for the molecular nitrogen density is used to
calculate it above the turbopause level instead of calculating it as difference between
the total mass density and mass density of molecular and atomic oxygen (Eq. 4.5)
because of great errors that arise when this difference is small. Equations 4.2 are
used to calculate the horizontal meridional (Vx) and zonal (Vy) components of the
neutral wind velocity. To obtain the vertical wind velocity we use the continuity
equation, Eq. 4.4, because the vertical component of the momentum equation for
the neutral gas is reduced to Eq. 4.3, which does not contain the vertical component
of the neutral wind velocity. At last, the heat balance equation (Eq. 4.7) is used to
compute the neutral temperature T.

The system of Eqs. 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, and 4.7 is completed by initial and
boundary conditions. At the upper boundary (h D 520 km) we assume that

@V =@r D @T=@r D 0

and all neutral components are in the diffusion equilibrium there. At the lower
boundary (h D 60 km) the wind velocity is taken according to the geostrophic
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approximation (or tides can be assumed alternatively), and the temperature and
concentrations of the neutral components are taken from the empirical thermo-
spheric models (see foregoing). We also use these models to obtain the initial
spatial distribution of the neutral concentrations and temperature. As for wind, we
use zero velocity as the initial condition. To obtain a stationary solution we need
to integrate the modeling equation system until the results of integration remain
practically unchanged when containing the integration. Usually, to reach it, several
days (geophysical but not computing time) of integration are required.

4.2.1.2 Lower Ionosphere (D, E, and F1 Ionospheric Regions)

In this section the following parameters of D, E, and F1 ionospheric regions
are calculated: the total concentration of the molecular ions n(XYC) D n(NOC) C
n(O2

C) C n(N2
C), ion and electron temperatures Ti and Te and the molecular ion

velocity V(XYC) for the height range from 60 to 175 km (for Ti and Te) or 520 km
(for n(XYC) and V(XYC)). The following equations are solved:

@n
�
XYC� =@t D Q

�
XYC� � L

�
XYC� (4.8)
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�in�inn .V i � V /C eni.E C V i � B/ D 0 (4.11)

r .nekTe/C ene.E C V e � B/ D 0 (4.12)

ne D ni D n
�
XYC� (4.13)

In these equations Q(XYC), L(XYC) are the production and loss rates of the
molecular ions taking into account ionization by solar EUV direct and scattered
radiation, ionization by precipitating electrons, ion molecular reactions and dis-
sociative recombination; P J

iQ is the rate of the Joule heating of the ion gas;
P e

iT and P n
iT are the rates of the heat exchange between ion and electron and

neutral gases; ne is the electron concentration; P p
eQ and P c

eQ are the rates of
heating of the electron gas by photoelectrons and by precipitating magnetospheric
electrons, respectively; P i

eT D �P e
iT ; P n

eT is the rate of the elastic and inelastic
exchange of heat between electron and neutral gases; mi is ion mass; g is the
vector of gravity acceleration; � inni D �ninn; e is the electron charge; and E,
B are the electric and magnetic fields. More information about the terms of
Eqs. 4.8, 4.9, 4.10, 4.11, and 4.12 can be found in Namgaladze et al. (1988) and
Brunelli and Namgaladze (1988).
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As one can see from Eqs. 5.8, 5.9, and 5.10, we neglect the heat and charge
particle transport processes in the D, E, and F1 ionospheric regions because of
the dominating photochemical, local heating, and heat exchange processes in these
ionospheric regions. Equations 4.11 and 4.12 are used to obtain the components of
the ion velocity vector, which are needed to calculate the thermospheric wind and
temperature, taking into account ion drag and Joule heating.

4.2.2 Ionospheric F2-Region and Protonosphere Block

In this block, parameters of the ionospheric F2-region and the protonosphere
(plasmasphere and inner magnetosphere cold plasma) are calculated, namely, the
atomic oxygen and hydrogen ion number densities n(OC) and n(HC) as well as
ion and electron temperatures Ti and Te and ion velocities V(OC) and V(HC) for
the height range from 175 km to the radial distance of 15RE. We consider that all
charged components of the upper atmosphere are fully magnetized above 175 km
because �in � ˝i at these heights (where ˝ i is ion gyrofrequency) so that the
geomagnetic field has a very strong influence on the behavior of the ion and electron
gases. For this reason, we use the magnetic dipole coordinate system in this block
and perform the integration of modeling equations along dipole geomagnetic field
lines simultaneously, taking into account electromagnetic plasma drift perpendicular
to geomagnetic field lines. The following continuity, momentum, and heat balance
equations are solved in this block:

Dni=Dt C rpar
�
niV

par
i

� D Qi �Li � nirperV per (4.14)
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In these equations the subscripts i, j, and e refer to ions OC, HC, and elec-
trons, respectively. The symbols par and per refer to the directions parallel and
perpendicular to the geomagnetic field. The operator D/Dt D @/@t C (Vper,r) gives
the Langrangian temporal derivatives along the electromagnetic drift trajectory
determined by Eq. 4.16. Qi, Li are the production and loss rates of OC and HC
ions, which take into account the photo- and corpuscular ionization, ion molecular
reactions between OC and O2 and N2, charge exchange processes between OC and
H and between HC and O; gpar is a geomagnetic field-aligned component of the
sum of gravity and centrifugal accelerations; P J

iQ is the rate of the Joule heating of

the ion gas; P e
iT ; P

j
iT ; P

n
iT are the ion heat exchange rates; P p

eQ;P
c
eQ are the rates of

local and nonlocal heating of the electron gas by photoelectrons and by precipitating
magnetospheric electrons; and P i

eT ; P
j
eT ; P

n
eT are the electron heat exchange rates.

For the densities of neutral hydrogen we use the barometric law with a boundary
condition at 500-km altitude from the neutral atmosphere model of Jacchia (1977).
Detailed description of the terms of Eqs. 4.14, 4.15, 4.16, 4.17, 4.18, and 4.19 has
been given by Namgaladze et al. (1988) and Brunelli and Namgaladze (1988).

The integration of Eqs. 4.14, 4.15, 4.16, 4.17, 4.18, and 4.19 is done along lines
of a dipole geomagnetic field drifting with the speed of Eq. 4.16. The boundary
conditions are given near the bases of the field lines in Northern and Southern
Hemispheres at a height of 175 km. The atomic ion concentrations at this boundary
are obtained from photochemical equilibrium conditions. The values of the ion and
electron temperatures at this boundary are calculated from Eqs. 4.9 and 4.10 of
heat balance. We assume that geomagnetic field lines with L 	 15 (L parameter
of McIlwain) are open and ion concentrations and heat fluxes are set equal to 0 at
r D 15 RE.

Zero ion concentrations, and ion and electron temperatures equal to the temper-
ature of the neutral gas, or, alternatively, the results of preceding calculations of
the modeled parameters or input values from empirical ionospheric models, may be
chosen as initial conditions.

4.2.3 Electric Field Computation Block

The next block of our model is the electric field computation block. The equation
for the potential ® of the electrostatic field �r® is solved numerically in this block,
taking into account the dynamo action of the thermospheric winds:

divj D div .j i C jm C j l/ D r �
	T .�r' C V � B/C jm C j l

	 D 0 (4.20)

where 	T is the ionospheric conductivity tensor and ji, jm, and jl are the ionospheric,
magnetospheric, and lower atmosphere current densities, respectively. The last two
are used as input parameters at the upper (175 km) and lower (60 km) boundaries of
the electric field computation block.
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The ionospheric conductivity is a tensor, and Ohm’s law for the ionospheric
current can be written as

j i D 	parE par C 	pE per C 	h
�
b � E par

	
(4.21)

E par D B .B;E / =B2; E per D B � ŒE �B� =B2

where 	h, 	p, and 	par are the Hall, Pedersen, and along B conductivities,
correspondingly.
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where mi, me are ion and electron masses, ˝ i, ˝e are ion and electron cyclotron
frequencies, and � in, �en are ion-neutral and electron-neutral collision frequencies.

E D �r' C V � B, where ® is electrostatic potential, V � B is the so-called
induction dynamo field, and V is neutral gas velocity vector.

After integrating of Eq. 4.20 over the height of the current-carrying layer
with neglect of the height dependence of the electric field components in this
layer, the problem to define the electric potential becomes two dimensional and
is solved by an iterative technique in the geomagnetic coordinate system. The
ionospheric conductivities needed to solve Eq. 4.20 are calculated using the standard
formulae with parameter values of the ionosphere and thermosphere taken from the
thermospheric and ionospheric-protonospheric blocks of the model. The 3D patterns
of the electric potential and electric field vector components are calculated using the
solution of Eq. 4.20 together with the condition of the electrical equipotentiality of
the geomagnetic field lines above 175 km.

4.2.4 Magnetospheric Block

The magnetospheric block (Volkov and Namgaladze 1996) contains the following
equations for the magnetospheric plasma:

@ni=@t C r .niV i/ D 0 (4.22)

nie.E C V i � B/ D rpi (4.23)

d .piV
�/ =dt D 0; � D 5=3 (4.24)
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j== D ez ŒrV;rpi� =B; V D B

lZ

0

B�1dz; (4.25)

where j// is the field-aligned current density, E and B are the electric and geomag-
netic fields, ez is the field-aligned (along B) unit vector, V is a half-volume of the
geomagnetic field tube, z is a distance along the geomagnetic field line, l is the
value of z at the top of the geomagnetic field line, pi is the magnetospheric ion gas
pressure considered isotropic and constant along the geomagnetic field line, ni is the
magnetospheric ion concentration, Vi is the magnetospheric ion drift velocity, and e
is the electron charge. The magnetospheric electrons are considered to be cold, and
their pressure is neglected in comparison with that of the magnetospheric ions. The
geomagnetic field is considered as a dipole at latitudes equatorward of the polar cap
boundary (˚ D 75ı) and having the field lines opened inside the polar cap areas.

4.2.5 Inputs of the Model

The input parameters of the model are (1) solar UV and EUV spectra; (2)
precipitating particle fluxes; (3) field-aligned currents connecting the ionosphere
with the magnetosphere and/or the electric field potential distribution at the polar
cap boundaries; and (4) vertical currents at the lower ionospheric boundary flowing
from the lower atmosphere. For the solar UV and EUV fluxes and their dependencies
on solar activity we use the data from Ivanov-Kholodny and Nusinov (1987).
Intensities of night sky scattered radiation are chosen equal to 5 kR for �D 121.6 nm
and 5 R for each of the other emission lines (œœD 102.6 nm, 58.4 nm, and 30.4 nm).

Spatial distributions of the precipitating electron fluxes are taken at the upper
boundary of the thermosphere (h D 520 km) in a simple form:

I .˚;�;E/

D Im.E/exp
h
�.˚ � ˚m.E//

2
.
.�˚.E//2�.� ��m.E//

2
.
.��.E//2

i

(4.26)

˚m D .˚md C ˚mn/ =2 C .cos�/ .˚md � ˚mn/ =2 (4.27)

where ˚ , � are geomagnetic latitude and longitude, �D 0 corresponds to the
midday magnetic meridian, Im(E) is the maximum intensity of the precipitating
electron flux, E is the energy of the precipitating electrons, and ˚md, ˚mn are the
geomagnetic latitudes of the maximum precipitation at the midday and midnight
magnetic meridians. All precipitation parameters (Im, ˚md, ˚mn, �˚ , �m, ��)
can vary depending on geophysical conditions.

The magnetospheric sources of the electric field are field-aligned currents in
Region-1 and -2 and in the cusp region (Iijima and Potemra 1976). The Region-
1 field-aligned currents, flowing into the ionosphere on the dawn side and out on the
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dusk side, are at the polar cap boundary (˙75ı magnetic latitude). The Region-2
field-aligned currents flowing opposite to the Region-1 currents are located equa-
torward of them. The spatial distributions of the current intensities in all zones vary
in dependence on the geophysical conditions. If we do not use the magnetospheric
block, we either take all FAC regions as inputs of the model or we take the electric
potential distribution at the polar cap boundary and the cusp and Region-2 FACs
as inputs. When we use the magnetospheric block, we take the electric potential
distribution at the polar cap boundary and the cusp FACs as inputs. In this case, the
Region-2 FACs are calculated self-consistently in the magnetospheric block, and the
precipitating electron fluxes are taken in proportion to the magnetospheric plasma-
sheet ion number density, being normalized to empirical models such as that given
by Hardy et al. (1985) and others.

4.2.6 Numerical Grids

In the neutral atmosphere and lower ionosphere block, Eqs. 4.1, 4.2, 4.3, 4.4, 4.5,
4.6, 4.7, 4.8, 4.9, 4.10, 4.11, 4.12, and 4.13 are solved by finite-difference numerical
methods in a spherical geomagnetic coordinate system. In the preceding calculations
(Namgaladze et al. 1988, 1990, 1991, 1994) the steps of the numerical integration
were 10ı in geomagnetic latitude, 15ı in geomagnetic longitude, variable in altitude
(3 km near the lower boundary at h D 80 km, 5 km near h D 115 km, 15 km near
h D 220 km, 25 km near h D 330 km, and 40 km near h D 500 km, resulting in 30
levels for the altitude range from 80 to 520 km) and 5 min in time. For the present
calculations of this study we choose mostly higher resolutions, depending on the
simulation task.

The neutral atmosphere parameters calculated in the spherical geomagnetic
coordinate system are interpolated to the nodes of the finite-difference magnetic
dipole coordinate grid to calculate the parameters of the ionospheric F2-region and
the protonosphere. Previously, we had used the following steps of this grid: 5ı or 8ı
in latitude near the bases of the geomagnetic field lines at 175 km altitude, and 15ı
in longitude and variable in distance along the geomagnetic field lines. The number
of the nodes of the grid along B varies from 9 on the innermost equatorial field
line to a maximum value of 140 on the field line with L D 15. In turn, the necessary
parameters of the ion and electron gases are put into the neutral atmosphere block
from the ionospheric F2 region and protonosphere block, which uses the electric
field values obtained from the electric field computation block. In this latter block a
two-dimensional grid was used with 5ı latitude and 15ı longitude steps.

Later, the following main alterations have been done (Namgaladze et al.
1995a, b). In all blocks the constant latitudinal steps of the numerical integration of
the modelling equations have been replaced by the differences ˚ i �˚ k, which are
not constant but depend on latitude, that is, they depend on the numbers of the i-th
and k-th latitudinal nodes of the grid, which, in turn, depend on latitude. So, in each
block the kind of the grid is determined by its own law of the dependence of the
latitudinal step on latitude.
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4.3 High-Latitude Thermospheric Winds: CHAMP Satellite
Observations and UAM Modeling

4.3.1 Magnetosphere–Ionosphere Coupling Under External
Forcings

The largest magnitudes of neutral wind speed anywhere on the globe were found
to occur within the high-latitude upper thermosphere. Long-term observations
with ground-based Fabry-Perot interferometers (FPI) located at Thule and Søndre
Strømfjord, Greenland, for example, showed typical wind speeds of about 200 m/s
at solar minimum, rising to about 800 m/s at solar maximum, depending on the
geomagnetic activity level (Killeen et al. 1995).

The high-latitude upper atmosphere and its embedded ionized layers are known
to be controlled by both solar EUV radiation and magnetospheric processes,
as precipitations of energetic particles and plasma convection, driven mainly
by reconnection processes at the magnetopause and in the magnetospheric tail.
Thermospheric winds respond rather directly via ion drag to plasma motions in
the ionosphere that are imposed by the solar wind–magnetosphere interaction
and the resulting large-scale magnetospheric plasma drift at high latitudes. The
thermospheric drag mode is particularly efficient with respect to the main outer
magnetospheric generator processes, mediated primarily via the Region-1 current
system of Iijima and Potemra. Vasyliūnas (2007) talks in this context about
the mechanical advantage of the magnetosphere: the Lorentz force in the outer
magnetosphere is coupled with a Lorentz force in the ionosphere in such a way
that it becomes amplified by a factor given approximately by the square root of
the magnetic field magnitude ratio. The electromagnetic forces are very effective,
as has been shown, for example, with the energy input estimation by Siscoe and
Siebert (2006), concerning the strong neutral air accelerations during a particular
superstorm event, the so-called Bastille storm of mid-July (by accident, during this
day the CHAMP satellite was launched).

Relative motions of the neutral gas and ionized components result in Joule
heating of the ionosphere and thermosphere, being proportional to the square of
the velocity difference. A recent study showed mesoscale structures and variations
of the thermosphere on the scales of tens of kilometers and minutes that indicate a
very dynamic response to ionospheric forcing (Aruliah et al. 2004).

Coupling between the ionized layers of the upper atmosphere and the ther-
mospheric neutral gas is mediated through magnetic field changes and both
field-aligned and ionospheric currents. This electrodynamic system is driven by
processes of momentum and energy transfer, mainly reconnection, between the
highly variable solar wind and its inherent interplanetary magnetic field with the
magnetosphere and by inner magnetospheric plasma processes. These processes are
particularly important at high latitudes, and they constitute a vital driving force for
the transpolar thermospheric wind circulation.
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Fig. 4.1 Electric potential patterns for the Northern Hemisphere, as a function of the inter-
planetary magnetic field (IMF) orientation, derived from measurements of the Electron Drift
Instrument (EDI) on board the Cluster S/C (Förster et al. 2007; Haaland et al. 2007). Patterns
represent statistical averages of the large-scale magnetospheric circulation, mapped into the polar
ionosphere, for (a) southward and (b) northward IMF conditions. Note the different color scale
ranges: three times larger for the left panel

Figure 4.1 illustrates the results obtained by this kind of studies, showing the high
variability of the plasma drift pattern in dependence on the IMF orientation. The left
panel is a statistical average of strict southward IMF (large negative IMF Bz values
in Geocentric Solar Magnetospheric (GSM) coordinates), where the energy and
momentum transfer from the solar wind by front-side reconnection is most effective,
and the right panel shows a four-cell pattern that develops under strict northward
IMF conditions (positive IMF Bz). The contrast between these two patterns of
different IMF orientation illustrates the ‘bandwidth’ of possible forcings.

On the other hand, the motion of the thermospheric neutral air across geomag-
netic field lines within the so-called ionospheric dynamo region (�80 to �175 km)
or in the F-layer dynamo region leads to the generation of internal electric fields.
The inertia of the thermospheric neutral winds can therefore help to maintain
the ionospheric-magnetospheric convection independently of the magnetospheric
driver processes; this has been known for long time as the flywheel effect (Banks
1972; Coroniti and Kennel 1973). The contribution of this thermosphere–ionosphere
interaction was already implied in Fig. 4.1 as part of the statistical average patterns.

4.3.2 The Climatological View: Statistically Averaged Patterns

The CHAllenging Minisatellite Payload (CHAMP) mission was launched in July
2000 into a circular near-polar orbit with 87.3ı inclination, initially at an altitude of
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460 km, and it is managed by the GFZ German Research Centre for Geosciences,
Helmholtz Centre Potsdam. This mission was designed to perform detailed studies
of the Earth’s gravitational and geomagnetic field with unprecedented accuracies
and space–time resolutions as well as GPS atmosphere and ionosphere profiling
(Reigber et al. 2002). One key scientific instrument on board CHAMP was a triaxial
accelerometer for in situ measurements at F-layer heights (�300–450 km). Located
at the spacecraft’s center of mass, it effectively probed the in situ acceleration with
an accuracy of �3 � 10�9 m s�2 (Doornbos et al. 2010). Accelerometers carried
by satellites provide valuable data for improving our understanding of the thermo-
spheric density and neutral winds at upper atmosphere altitudes (>�250 km).

From the air drag observations, thermospheric mass density and cross-track
neutral wind have been obtained using a first set of calibrations and, as far as
it concerns the wind measurements, a simplified methodology (Liu et al. 2006a).
This method neglects lift and sideways forces on the spacecraft or requires that
these forces were modeled and removed from the acceleration beforehand, as was
done later by Sutton et al. (2007), who named it a “dual-axis method.” Using
these first cross-track wind estimations, a preliminary study on the algorithm to
deduce statistical pattern of the high-latitude thermospheric wind circulations for
1 year of moderate to high solar activity (2003) and its dependence on the IMF
orientation has been performed by Förster et al. (2008). This analysis has been
repeated here in Fig. 4.2 (cf. also Förster et al. 2011) with a newly calibrated
CHAMP data set, performed recently within an European Space Agency (ESA)
project study, where an improved methodology of neutral wind determination was
implemented. The new method employs a sophisticated iterative algorithm for
determining density and the crosswind component simultaneously from multi-axis
accelerometer measurements. It makes use of detailed numerical models of the
spacecraft’s surface interaction with various radiation sources and aerodynamic
forces (Doornbos et al. 2010).

Figure 4.2 shows the average circulation at the Northern Hemisphere for
moderate to high solar activity conditions of the full year 2003 without sorting
for any IMF dependence as measured by the CHAMP accelerometer (for the south
polar cap see, e.g., Förster et al. 2011). The method for deriving full vector plots
from the single-component (cross-track) measurements was explained by Förster
et al. (2008). Some peculiarities, which are the result of the tight coupling to the
plasma drift and the specific high-latitude electrodynamics, are already obvious
in the average circulation pattern. Among them are the large-amplitude anti-solar
cross-polar streaming over the central polar cap with the occurrence of an extended
clockwise vortex in the dusk sector, a stream stagnation region equatorward of the
cusp position, and some deflection in the counterclockwise sense on the dawn side.
The large dusk side circulation cell is nearly co-located with the position of the
plasma drift dusk cell for southward IMF (see Fig. 4.1, left panel). Vorticity studies
of the high-latitude neutral wind confirm the circulation cell structure with opposite
vorticity orientations at the dawn and dusk sides, some prevalence in magnitude of
the dusk over the dawn side vortex, and the strong dependence of the circulation
pattern on IMF Bz and By (Förster et al. 2011).
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Fig. 4.2 Average North Hemisphere thermospheric wind pattern given in polar geomagnetic
coordinates (>60ı magnetic latitude) at F-layer heights (	400 km) using cross-track CHAMP
accelerometer data of the full year 2003 as obtained from a recent European Space Agency (ESA)
study (Doornbos et al. 2010). The sun’s position of the dial is at top of the figure, with dawn side
at right and dusk to the left. The wind direction is shown by small vectors with the origin in the
dots at the bin’s position; their length and color coding indicates the wind vector magnitude with
the scale given on top

As already shown by earlier theoretical work and numerical modeling (e.g.,
Killeen and Roble 1984; Killeen et al. 1995; Rees et al. 1986; Thayer and Killeen
1993), the dusk side vorticity as driven by the plasma component is preferably
sustained by a favorable action of the Coriolis force. Any detailed analysis of
high-latitude dynamics and energetics requires numerical methods and modelings
because of the complexity of these processes (thermodynamic, electrodynamic, gas
kinetic, etc.).

To obtain information about the external driving forces from IMF and solar
wind interactions with the magnetosphere, we consider patterns of magnetospheric
convection drift velocities, which map into the upper ionosphere at high latitudes,
provided the characteristic time scales are large enough to be considered as quasi-
static. There are numerous measurement methods, both ground based (e.g., radars
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such as the SuperDARN network; Ruohoniemi and Greenwald 2005) and based
on in situ measurements at ionospheric heights by satellites (e.g., Weimer 1995,
2005), but we use here statistical data obtained in the spacious area of the whole
magnetosphere by the Cluster satellites during the same time interval as the CHAMP
data acquisition.

The Cluster mission is an European Space Agency (ESA) project, launched in
2000, comprising four identical satellites flying in close formation around the Earth.
Cluster has a nearly 90ı inclination elliptical polar orbit, with initial perigee at
around 4 RE and apogee around 19 RE geocentric distance, and an orbital period
of approximately 57 h (Escoubet and Schmidt 1997). Measurements of the plasma
convection (or drift) velocity have been obtained with the Electron Drift Instrument
(EDI) on board Cluster. The basis of the electron drift technique is the injection
of 2 weak beams of electrons and their detection after one or more gyrations in
the ambient magnetic field. Because of their cycloidal motion, beam electrons can
return to the associated detectors only when fired in directions uniquely determined
by the magnitude and direction of the plasma drift velocity. The drift velocity is
computed either from the direction of the beams (via triangulation) or from the
difference in their times-of-flight. An important advantage of EDI for high-latitude
convection measurements is its immunity from wake effects that can interfere with
the double-probe measurements under conditions of low plasma density that often
occur over the polar cap. Furthermore, the EDI measures the entire vector drift
velocity, which is equivalent to the transverse electric field when gradient drift
effects are small, as it is the case over the polar cap (for more details, see, e.g.,
Paschmann et al. 2001).

Vector measurements of the EDI instrument, available for several years, have
been used to derive statistical maps of the high-latitude plasma convection, as shown
here in Fig. 4.3 for the Southern Hemisphere. The EDI measurements, obtained at
geocentric distances between 4 and 15 RE over both hemispheres, are mapped into
the polar ionosphere and sorted according to the clock angle of the IMF as measured
at ACE upstream in the solar wind (Förster et al. 2007, 2009; Haaland et al. 2007).
The IMF clock angle considers the orientation of the IMF in the GSM yz-plane,
with zero angle for purely northward IMF and then counted clockwise in this plane,
so that we have C90ı for sector 2, ˙180ı for sector 4 (purely southward IMF),
and so on.

Comparison with published statistical results based on Super Dual Auroral Radar
Network (SuperDARN) radar (e.g., Ruohoniemi and Greenwald 2005) and low-
altitude satellite measurements (e.g., Weimer 2005) shows excellent agreement of
the average convection patterns, and in particular the incomplete mirror symmetry
between the effects of positive and negative IMF By, the appearance of a duskward
flow component for strongly southward IMF, and the general weakening of the
flows and potentials for northward IMF orientations (sector 0). This agreement lends
credence to the validity of the assumption underlying the mapping of the EDI data,
namely, that magnetic field lines are equipotentials.

Figure 4.4 gives an impression about the influence of the IMF orientation
and the differences between the hemispheres. The wind amplitudes are smallest
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Fig. 4.3 Electric potentials obtained from Cluster EDI measurements that were mapped into the
Southern Hemisphere. The potentials are shown as a function of magnetic latitude (outer circle at
60ı) and magnetic local time for 8 clock-angle orientations (45ı-wide sectors) of the IMF. The
background color shows the potential value, according to the color bar in the center; the lines are
drawn at fixed potential values with a 3-kV spacing. The minimum and maximum potentials are
listed at the bottom, and the total cross-polar potential drop is given at the upper right of each dial
from Annales Geophysicae by Copernicus GmbH Copyright 2012 (Reproduced with permission
of European Geosciences Union)

for northward IMF and increase steadily with southward-turning IMF Bz. In the
Northern Hemisphere, the maximum amplitude is achieved for sector 5

�
Bz�=By�

�
,

whereas at the Southern Hemisphere this is the case for sector 3
�
Bz�=ByC

�
.

Moreover, for all three sectors with IMFByC (sectors 1–3), the average neutral wind
amplitudes of the Southern Hemisphere are significantly (10–20%) larger than of the
Northern Hemisphere, whereas the opposite is true for IMF By� in sectors 5–7. The
total average of the wind amplitudes is about the same in the Northern Hemisphere
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Fig. 4.4 Statistical averages of the thermospheric neutral wind velocity magnitude above 80ı

magnetic latitude (upper panel) and its orientation (wind vector azimuth, counted from high
noon clockwise; lower panel) in dependence of the IMF orientation. The horizontal dotted line
in the lower panel stands for purely anti-sunward wind direction. The abscissa specifies here, as in
Fig. 4.3, the IMF orientation, sorted into eight separate sectors of 45ı width, i.e., Sector 0 stands for
purely northward-directed IMF, Sector 2 for ByC , and Sector 4 is equivalent to southward-directed
IMF, and so forth. Dashed curves indicate the variances. Northern (black line) and southern (red
line) neutral wind responses to the solar wind and IMF forcing show a different behavior (see also
tables 1 and 2 in Förster et al. 2008)
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compared with the Southern, although the variances differ significantly. Expressed
as standard deviation, they have about one-fourth (between 20% and 40%) larger
values at South with respect to North (cf. Förster et al. 2008).

The standard deviation of the flow direction (Fig. 4.4, lower panel) shows
remarkable differences between IMF ByC and IMF By� conditions for both
hemispheres. In the Northern Hemisphere, the flow is much more aligned for the
latter, with a minimum value for sector 5, where the wind amplitude maximizes. In
the Southern Hemisphere, there is a clear tendency for the opposite IMF By behavior
with smaller standard deviations for IMF ByC , coinciding with the maximum wind
amplitudes. The formation of the large round-shaped plasma convection cell that is
present under IMF ByC

�
By�

�
conditions at the Northern (Southern) Hemisphere

at the dusk side traces in the thermospheric wind pattern. It acts apparently as an
obstacle for the neutral wind flow across the polar region at high latitudes. The
curl-free noon–midnight aligned plasma flow seems on the contrary to operate as
a “pressure valve”, allowing the largest cross-polar thermospheric wind amplitudes
for IMF angle ranges corresponding to sector 5 at North and sector 3 at South.

4.3.3 Electric Fields and Thermospheric Winds
from UAM Modeling

We performed model calculations for both geomagnetically quiet and moderately
perturbed days during medium to high solar activity conditions near the fall equinox
on 12 and 28 October 2003, respectively. The latter (28 October) coincides with
our case study example day (see Fig. 4.7, below), which is discussed in the next
section and compared there with direct observations of CHAMP during overflights
over the polar regions. This day has directly preceded the huge famous superpower
magnetic storm of 29–30 October 2003, the so-called Halloween superstorm, the
global complex modeling of which is a big challenge for solar-terrestrial research
(see, e.g., Toth et al. 2007).

In our view, it represents mean geomagnetic conditions of 2003, although the
solar radiation conditions were somehow exceptional on this day. Some of the most
intense solar flares in recent history (measured in the X-ray range 0.1–0.8 nm)
occurred near the end of 2003. The solar flare event of 28 October 2003 at �11
UT was the fourth most intense (X17), launching a coronal mass ejection (CME)
that arrived Earth’s environment on the subsequent day (�06 UT) causing the huge
geomagnetic storm (Tsurutani et al. 2005). The mean EUV radiation level at that
time was moderate. Expressed with the 10.7-cm wavelength radio radiation fluxes as
proxy index, the 81-day average was about 140, while its daily value reached �271.
The X17 flare of 28 October 2003 determined a remarkable increase in the EUV
bands and X-ray bands and caused increased photoionization effects in the dayside
ionosphere, particularly in the lower ionospheric layers (Villante and Regi 2008).
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Most global-scale modeling of the Earth’s upper atmosphere environment makes
use of global input parameters of both solar and geomagnetic indices. This
work concerns both first-principle models like the UAM of this chapter, which
describe the complex interaction of the various geospace “spheres” from a full-
scale physical-theoretical point of view, as well as empirical models, which merely
generalize large observational data sets in terms of more or less sophisticated
parametrized simulation tools to obtain a best-fit description of observable physical
quantities such as density or neutral wind vector patterns. All these global-scale
models are, first of all, climatological in nature, that is, they reproduce the large-
scale general trends in dependence of a few parameters such as the planetary
3-h-range magnetic index Kp, the geomagnetic Ap, or the solar EUV radiation proxy
index F10.7 already mentioned.

Most global empirical models for the description of the Earth’s upper atmosphere
environment such as the International Reference Ionosphere (IRI), the NRLMSISE-
00 empirical model of the atmosphere (Picone et al. 2002), which is also used
here as boundary condition, and upper atmosphere neutral wind models such as
the HWM (Hedin et al. 1991) or its recently renewed version HWM07 (Drob et al.
2008), and its companion paper with the disturbance wind DWM07 model (Emmert
et al. 2008), describe the average geospace storm-induced perturbations of the
upper thermospheric neutral wind. All these models make use of global-scale input
parameters to describe accordingly the actual solar and geomagnetic activity status
as climatological descriptions of the atmospheric and plasma environment state. The
empirical models are also used as initial or boundary conditions for simulation runs
of the first-principle models or are enquired for comparison purposes.

Such large-scale model designs are good for global studies of low- to mid-latitude
phenomena, but fail for the study of highly dynamic and mesoscale processes, which
are typical particularly at auroral and polar latitudes. There are no empirical high-
latitude upper atmosphere neutral wind models with input parameters that describe
typically high-latitude forcing such as the auroral electrojet index AE, solar wind
parameters, and the IMF magnitude and orientation.

Seeking for better representation of the high-latitude energy and momentum
input, we tried to find adequate formulations for Region-1 FAC and high-energy
precipitations at auroral and polar latitudes. We made use of the IMF-dependent
empirical model of FACs of Papitashvili et al. (2002), as shown in Fig. 4.5 for
Southern Hemisphere conditions and an average IMF magnitude of 5 nT. The
pattern shows the spiral structure of Region-0, Region-1, and Region-2 currents,
discovered first by the famous work of Iijima and Potemra in the 1970s, with current
sheet pairs of opposite direction at the dawn and dusk side. Further related input
(or boundary) conditions comprise the auroral high-energy particle precipitations,
including the cusp region as the most important and intense energy input and
mesoscale thermospheric upwelling region, which has recently been shown by
CHAMP observations as a regular mass density anomaly near noon at high latitudes
(cf., e.g., Rentz and Lühr 2008). The precipitation pattern must be chosen in
accordance with the FAC input regions.

A complication of the physical model formulation consist also in an optimal
choice of temporal and spatial discretization steps. The usual spatial steps are �1–2ı
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Fig. 4.5 Statistical field-aligned current (FAC) pattern obtained from magnetometer measure-
ments on board the Earth-orbiting satellites Ørsted and Magsat for summer conditions at the
southern polar area sorted for the same 8 clock-angle orientations as the convection potentials in
Fig. 4.3 according to the study of Papitashvili et al. (2002). These model patterns are parametrized
for an IMF magnitude value of 5 nT. The central panel shows the FAC distribution for a vanishing
IMF vector, the so-called zero-state magnetosphere without any reconnection processes with
the IMF, but persisting interaction with the solar wind streaming past the magnetopause. From
Geophysical Research Letters by American Geophysical Union Copyright 2012 Reproduced with
permission of American Geophysical Union

in latitude and �5–15ı in longitude, but at high latitude, in particular for mesoscale
phenomena, other choices might be appropriate for a best-fit formulation of the
physical phenomena under study. Using the FAC density of Papitashvili et al. (2002)
as (time-varying) input values of Fig. 4.5 for the equinox conditions of our study
interval, we obtained the IMF-dependent electric field potential distributions shown
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Fig. 4.6 Electric potential distributions for various IMF orientations as in Fig. 4.3 obtained from
UAM simulations using the input FAC patterns as shown in Fig. 4.5. The potential pattern
shows the characteristic two-cell structure with stronger anti-sunward convection over the pole
for southward IMF and a clear IMF By dependence similar to the statistical observational pattern
shown in Fig. 4.3. In contrast to the observations, the four-cell pattern for northward IMF (Sector
0 in Fig. 4.3) is not obtained

in Fig. 4.6. They reproduce mostly the average climatological pattern as obtained,
for example, with the Cluster/EDI observations (see Fig. 4.3) in dependence of
IMF strength and orientation, except the four-cell pattern for purely northward IMF
(sector 0).

In the following, specified values of time-varying input parameters have to be
used for the modeling of concrete case study situations.
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4.3.4 Case Study Results of 28 October 2003 Compared
with CHAMP Data

One of the most intense activity periods in recent history occurred during the
past 23rd solar cycle with a series of extreme solar eruptive events in October–
November 2003 that had serious consequences felt in the entire heliosphere, in
particular throughout the geospheres. These events have already been analyzed
thoroughly in numerous studies; the American Geophysical Union (AGU) Journals
of Geophysical Research Letters (Vol. 32, Nos. 3 and 12, 2005) and the Journal
of Geophysical Research (Space Physics, Vol. 110, No. A9, 2005) have devoted
special issues to these particular space weather events entitled “Violent Sun–Earth
Connection Events of October–November 2003.” Some of these publications have
direct relevance to key points of the present study (for instance, see Lin et al.
2005; Liu and Lühr 2005; Sutton et al. 2005; Thuillier et al. 2005; Tsurutani et al.
2005).

On 28 October 2003, �11 UT, an extreme solar flare with significant increases
in EUV and X-ray flux caused increased photo-ionization effects in the dayside
ionosphere and determined a remarkable solar flare effect (SFE) manifestation that
preceded the Halloween superstorm. Some evidence was found for a highly confined
counter electrojet in the dawn sector. Additionally, there are elements, at higher
latitudes, that might suggest in these regions a more significant role of the X-ray
flux and the onset of additional currents below the normal dynamo current region
(Villante and Regi 2008).

Figure 4.7 shows the variation of the solar wind IMF By and Bz components
together with some geomagnetic indices (Kp, AE, Dst) on October 28, 2003, the
day preceding the Halloween superstorm of end October 2003. This particular
day we have chosen as a case study period for a closer inspection of model–
observation comparisons during several CHAMP satellite overflights of the northern
and southern polar regions. The day is characterized by strong changes of IMF
orientation and magnitude. The first half of the day is dominated by conditions of
negative IMF By with a step-like change between two magnitude levels of this IMF
component: ��5 nT until �03:00 UT and � �15 nT until �09:30 UT. The IMF
Bz component is mostly near zero or negative during this time, and positive during
the subsequent hours until �14:00 UT. Later on, both IMF components are highly
variable throughout the remaining hours of the day.

Liu et al. (2007) reexamined the 28 October event and showed that neutral and
plasma perturbations during the first phase of the disturbance period contrasted each
other remarkably. They found a decoupling of the neutral and plasma disturbances
during this stage. About 2–3 h after the burst, plasma-neutral coupling via ion
drag was found to become important at low- to mid-latitudes. They concluded that
electrodynamics related to the equatorial fountain dominated the photochemistry in
controlling the plasma density disturbances.
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Fig. 4.7 The By and Bz (in nT) components of the interplanetary magnetic field (IMF) in the GSM
yz-plane near the frontside magnetopause, deduced from time-shifted IMF and solar wind plasma
measurements of the Advanced Composition Explorer (ACE) spacecraft, using the phase front
propagation technique of Weimer et al. (2003), in a slightly modified version, that is based on a
constrained minimum variance analysis of the IMF (Haaland et al. 2006), together with the hourly
Dst, 1-min AE, and 3-h Kp index values for the modeled day, 28 October 2003, the day before one
of the strongest space weather storm events of solar cycle 23, the so-called Halloween superstorm
(see Toth et al. 2007) of end October 2003
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Based on global first-principle modeling, Lin et al. (2005) performed various
numerical experiments to identify the relative importance of storm-time ionospheric
drivers, primarily for mid- and low-latitude regions, and with respect to the
equatorial ionization anomaly. Lei et al. (2011) analyzed thermospheric density
observations of the CHAMP and GRACE satellites to study the recovery of
the thermosphere during the October 2003 storm. They found that neither the
empirical models such as NRL-MSISE00 nor the global theoretical modeling with
TIEGCM reproduced the observed rapid thermosphere relaxation times adequately.
Comparing the CHAMP observations with model predictions, Sutton et al. (2005)
had also demonstrated some empirical model shortcomings of the NRL-MSISE00
thermospheric density and HWM-93 neutral wind predictions in the course of
this disturbance event. As global simulation tasks, one has to keep in mind the
complexity and the global interrelations of the described phenomena, although
the focus of our studies is on the high-latitude upper atmosphere physics and
its relationship to external drivers. UAM performs calculations of the neutral
and ionized components of the upper atmosphere self-consistently and starts the
simulations at a quasi-equilibrium state obtained beforehand.

Figures 4.8 and 4.9 show UAM model results for the same four time moments
(06, 12, 18, and 24 UT) of the case study day 28 October 2003, at high latitudes
of the Northern Hemisphere. Figure 4.8 presents the calculated horizontal electric
potential distributions, and Fig. 4.9 shows the corresponding results for the dynamic
response of the thermospheric neutral wind with snapshots at the same time
moments. Note that the isolines of the electric potential distributions in Fig. 4.8
correspond practically to the almost horizontal electromagnetic drift trajectories of
the F-layer plasma at high latitudes.

Figure 4.8 clearly shows a strengthening of the potential difference across the
polar cap at 18 and 24 UT. These increased plasma drift velocities come along
with accordingly enhanced horizontal thermospheric wind speeds in Fig. 4.9. The
comparison of the neutral wind patterns in Fig. 4.9 with the statistical average
of 2003 in Fig. 4.2 corroborates the similarity of the modeled thermospheric
circulations during moderate geomagnetic disturbances with the mean pattern and
the approximate coincidence of the characteristic speed values. They exceed the
statistical average pattern somehow during the more active periods (18 and 24 UT),
and the peak values are at different places compared with the mean pattern (see
Fig. 4.2); this is indicative for the mutual dynamic reactions between the neutrals
and the plasma motion. At 18 UT we find the maximum neutral wind speed in the
afternoon sector at about 70ı magnetic latitude, whereas at 24 UT the neutral wind
velocities maximize over the central polar cap.

The calculated vector plots of the thermospheric circulation at a 400-km altitude
as shown in Fig. 4.9 for four different UT moments are related both to the
characteristic disturbance effects (i.e., essential the IMF dependencies, cf. Haaland
et al. 2007; Weimer 2005) and also to a regular (background) variation, which is the
result of the offset between geographic and geomagnetic coordinates. This offset
causes a regular variation of the solar luminosity with respect to its coverage of
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Fig. 4.8 Electric field potential distributions in polar geomagnetic coordinates at latitudes higher
than 60ı (Northern Hemisphere) calculated using the UAM model at various universal time
(UT) moments (06, 12, 18, and 24 UT) on 28 October 2003. The simulation run uses solar and
geomagnetic input parameters (partly shown in Fig. 4.7) and the parametrized FAC pattern of
Papitashvili et al. (2002) (cf. Fig. 4.5)

auroral and polar regions and hence of the ionospheric conductivity. Lukianova
and Christiansen (2008) found a rather complicated dependence of the convection
patterns on the combination of UT and IMF clock-angle variation.

Finally, to estimate the degree of quantitative agreement between model cal-
culations and the CHAMP satellite observations, we compared the respective
thermospheric cross-track wind components during particular polar region crossings
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Fig. 4.9 Model calculations of the high-latitude thermospheric neutral wind circulation at 400-km
altitude, presented here in the same format as in Fig. 4.2 as wind vector pattern in polar
geomagnetic coordinates at latitudes higher than 60ı (Northern Hemisphere). The four panels show
the wind pattern at four UT moments (06, 12, 18, and 24 UT) on 28 October 2003 as obtained with
the theoretical upper atmosphere model, UAM. Maximum wind speed is 700 m/s in the dusk sector
at 18 UT and within the polar cap area at 24 UT

of CHAMP on 28 October 2003. This comparison revealed a close agreement
between them during certain overflights and discrepancies during others. One
characteristic example of a Northern Hemisphere crossing is shown in Fig. 4.10.
The dotted line symbolizes the CHAMP satellite trace over the polar region with
the triangle indicating the actual position at the given time moment (17:12 UT).
The projection of the modeled 2-D thermospheric wind vector on the cross-track
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Fig. 4.10 UAM model results compared with cross-track accelerometer measurements of the
CHAMP satellite for one overflight over the Northern Hemisphere in polar geomagnetic coor-
dinates at latitudes higher than 60ı . The dial shows 12 MLT on top, dusk side (18 MLT) to the left,
and dawn (06 MLT) to the right, respectively. Magnetic longitude coordinates are indicated with
the black crosslines. The dotted line follows along the orbital track from 	 01 MLT to 	 13 MLT
with a larger arrow at the actual spacecraft position at 17:12:00 UT. The cross-track fine black
arrows correspond to the calculated UAM crosswind speed; the colored arrows show a cross-track
wind component as measured by CHAMP. The background wind vector pattern (colored arrows
according to the scale on top) and the electric potential (b/w color scale) is calculated by the UAM
for this time moment

direction (as shown by black arrows) compares quite well with the accelerometer
measurements of CHAMP (as shown by the collinear colored arrows). The observa-
tions show slightly more variations in form of mesoscale structures, but the general
shape and position of the dusk circulation cell and the wind amplitudes are well
reproduced.
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Fig. 4.11 UAM model results of two further time moments, 02:30 UT (left) and 04:00 UT (right),
during CHAMP overflights over the southern polar region from afternoon hours (	14 MLT) to
midnight (24 MLT), presented in the same manner as in Fig. 4.10. The actual solar wind and IMF
condition differ: in both cases we have predominantly negative IMF By� , but the By component is
much more intense for the later moment (cf. Fig. 4.7). Please note the different scales for the wind
vector and electric potential presentations, being considerably larger for the right panel

The mentioned discrepancies during other example orbits were likely related
to the initial neglect of the IMF dependence of the convection electric field, in
particular on its By component. The behavior of this component during 28 October
2003 is shown in Fig. 4.7. We performed a series of numerical experiments to
improve the model’s boundary conditions of the Region-1 FACs as one of the
primary sources of energy and momentum input at high latitudes, which had to
accompany a corresponding adjustment of the high-energy precipitations at auroral
and polar latitudes.

Figure 4.11 shows the comparison of two consecutive CHAMP overflights
over the southern polar region, displaced by the orbital period of � 90 min. Both
periods were characterized by near-zero IMF Bz and a negative IMF By component,
which carried out a jump-like intensification from � 5 nT to � 15 nT between the
two orbits (see Fig. 4.7). The more correct description of the IMF dependence
of the Region-1 FACs, particularly of its strong pattern-shaping by the IMF By

component (larger round-shaped dusk convection cell for negative By� at the
Southern Hemisphere; see Fig. 4.3), resulted in much better agreement between
model values and observations. The strong increase of the neutral wind component
velocities for the later time moment (note that the scales for electric potential and
wind amplitudes are different for the two panels of Fig. 4.11) is obviously the result
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of the stronger negative IMF By component and of the increase of the IMF amplitude
in general. The position of the modeled dusk circulation cell at 74ı geomagnetic
latitude near 18:30 MLT did not change very much, but the area occupied by both the
plasma convection and the neutral wind circulation increased during the transition
toward more intense IMF values. The approximate coincidence of the modeled and
observed phase of this neutral wind circulation cell as well as the agreement of
the corresponding amplitudes along the track lends credit to the correctness of the
simulations.

Future model runs and comparisons with more abundant, independent concurrent
measurements of both ground-based and in situ observations opens the way to
detailed analyses of the high-latitude upper atmosphere dynamics and to the
understanding of mesoscale structures of the highly dynamic and complex system.
With new upcoming missions such as the Swarm ionospheric multisatellite project,
or the EISCAT 3-D project, the time has come to take into account variations in
all three dimensions simultaneously, as they occur in the real ionosphere (Amm
et al. 2008). Global numerical first-principle modelings such as the UAM presented
here or more specified numerical tools (e.g., Song et al. 2009) allow a much
more comprehensive analysis of the physical processes involved, provided they are
suited with, among others, their temporal and spatial resolutions and their boundary
condition formulations, etc., to the subject of the investigation, which here is the
upper atmosphere dynamics at high latitudes in the global context of solar radiation
and solar wind-driven external forcings.

4.3.5 Seismogenic Electric Fields and Their Ionospheric
Effects

4.3.5.1 Introduction

Seismogenic electric fields generated near the tectonic faults are important elements
of the global electric circuit (e.g., Harrison et al. 2010; Pulinets and Boyarchuk
2004, and references therein; Freund 2011; Pulinets and Ouzounov 2011; Sorokin
and Chmyrev 1999; Sorokin et al. 2007). We consider next their ionospheric
effects mainly in the total electron content (TEC) variations as possible ionospheric
precursors of earthquakes.

The statistically distinguished TEC pre-earthquake signatures are often described
(Liu et al. 2006b; Pulinets and Boyarchuk 2004; Zakharenkova et al. 2007a) as (1)
anomalous strong (30–90% and more deviations relative to the quiet conditions)
TEC-positive or -negative modifications (increases or reductions) before the forth-
coming seismic event not less than M5 by magnitude linked to the near-epicenter
area. According to I.E. Zakharenkova, positive ones are more often reported. The
typical zone of the anomaly maximum manifestation extends greater than 1,500 km
in latitude and 3,500–4,000 km in longitude. The shapes and dimensions of the
disturbed areas are kept rather stable. (2) Local long-living anomaly formation
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(deviation from background conditions) is often reported from several days or
hours to a couple of weeks before the earthquake release moment. TEC precursor
evolution might be in form of sign change to opposite ones. Before the earthquake
release moment or a few hours earlier, the anomaly depression up to its full
decay could take place. The lifetime of the seismo-induced deviations of the same
sense is from about 4–6 h up to 12 h in case of very strong earthquakes. (3)
The vertical projection of the epicenter position does not mandatorily coincide
with the maximum phenomenon’s manifestation location. (4) Similar effects are
often reported at the magnetically conjugated area. (5) In the case of strong
low-latitudinal earthquakes, there are effects related to the modification of the
ionospheric F2-region equatorial anomaly: increase or decrease of the equatorial
(Appleton) anomaly with trough deepening or filling (Depueva and Ruzhin 1995;
Depueva et al. 2007).

Many authors (e.g., (Pulinets 1998; Sorokin and Chmyrev 1999; Sorokin et al.
2005a, b, 2006, 2007) strongly rely on the hypothesis of a seismogenic electric field
related to the vertical turbulent transportation of injected aerosols and radioactive
particles (radon isotopes). The increase of the atmospheric radioactivity level during
the earthquake formation leads to the enlargement of the ionization and electric
conductivity of the near-ground atmosphere. The joint action of these processes
leads to an intensification of an electric field in the ionosphere up to the value of units
of tens of mV/m (Chmyrev et al. 1989). Freund (2011) proposed another mechanism
of the near-ground atmosphere layer ionization based on so-called positive holes.
Most crustal rocks contain dormant electronic charge carriers in the form of peroxy
defects; when rocks are stressed, peroxy links break, releasing electronic charge
carriers, known as positive holes. The positive holes are highly mobile and can flow
out of the stressed subvolume. Freund expects this mechanism to be significantly
more efficient than the aforementioned radon-related ones.

Total electron content (TEC) is formed mainly by the F2-layer plasma density.
NmF2 and TEC disturbances related with magnetic activity are created by the
neutral atmosphere (neutral gas composition, internal gravity waves, and winds)
and electric field variations. However, it is impossible to localize neutral atmosphere
disturbances at a limited area as they will propagate away from the source. There-
fore, there are strong arguments in favor of the idea of an electric field of seismic
origin as the main cause for the TEC anomalies observed before earthquakes: (a) the
geomagnetically conjugate ionospheric precursors (Pulinets et al. 2003); (b) effects
related to the ionospheric F2-region equatorial (Appleton) anomaly controlled by
the zonal electric field (Depueva and Ruzhin 1995; Pulinets and Legen’ka 2002);
and (c) “ban-time” at the near-noon hours (Namgaladze et al. 2011).

It was proposed (Namgaladze et al. 2007) that the main reason for the appearance
of local TEC anomalies in the form of an increased (decreased) total electron
content of the ionosphere, observed on the base of GPS (Global Positioning System)
signal measurements, is the vertical drift of F2-region ionospheric plasma upward
(or downward) under the influence of a zonal electric field of seismogenic origin
directed to the east (or west). At middle latitudes the vertical upward component
of the electromagnetic drift, created by an eastward electric field, leads to an
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increase of the F2 region electron concentration maximum (NmF2) and TEC as
a result of the plasma transport up to regions with lower concentration of the neutral
molecules O2 and N2 and, consequently, with lower loss rate of the dominating ions
OC in the ion molecular reactions (Brunelli and Namgaladze 1988). An electric
field of the opposite direction (westward) creates the opposite—negative—effect
in NmF2 and TEC. In the low-latitude regions (near the geomagnetic equator) an
increased eastward electric field leads to a deepening of the Appleton anomaly
minimum (“trough” over the magnetic equator in the latitudinal distribution of
electron concentration) from the intensification of the fountain effect.

To check this hypothesis of the zonal electric field as the most probable cause for
the observed TEC disturbances before earthquakes, model calculations were carried
out with the UAM, the global numerical model of the Earth’s upper atmosphere
(Namgaladze et al. 1988, 1990, 1991, 1998a, b). The aims to be solved were (1) to
check in principle the ability to set additional electric potentials of seismic origin
to create the required zonal electric field at the near-epicenter area; (2) to calculate
this electric field and the corresponding TEC disturbances; and (3) to estimate the
efficiency of the proposed mechanism and to compare simulated TEC deviations
with those, which are usually treated as precursors at low- and mid-latitudinal
sectors.

First, the upper atmosphere state, presumably foregoing a strong earthquake, was
modeled (Namgaladze et al. 2009a, b, 2008a) by means of switching on additional
sources of electric field in the UAM electric potential equation, which was solved
numerically jointly with all other UAM equations (continuity, momentum, and
heat balance) for neutral and ionized gases. These sources were switched on and
maintained permanently for 24 h in the form of additional positive and negative
potentials with values of 2 and 5 kV (in case of the low-latitudinal sources) and of
10 kV (in case of the mid-latitudinal source) on the western and eastern boundaries
of near-epicenter areas, respectively.

We investigated two near-epicenter areas (Namgaladze et al. 2009b) with sizes
of 10ı in latitude and 30ı in longitude. The epicenters were situated at these points
with the following magnetic coordinates: (1) (45ıN, 90); (2) (15ıS, 210). These
sizes approximately correspond to the horizontal sizes of those regions of increased
TEC values, which were found by Pulinets et al. 2003 and Zakharenkova et al.
(2007b), for example. The first region is a typical mid-latitude ionosphere, and the
second region is a near-equatorial ionosphere, for which the electric field effects are
more essential than at middle latitudes. For the simulations we chose a magnetically
quiet day of the June solstice at high solar activity.

In Fig. 4.12 the numerical grid of geomagnetic coordinates used in the model
calculations is shown; its mesh points, in which additional potentials were set, are
marked by circles (dark circles correspond to the positive potential, light circles
correspond to the negative potential).

The calculated electric potential pattern and horizontal electric field vectors
for the sources of 5 and 10 kV per mesh point are shown in Fig. 4.13 for the
quiet and seismo-disturbed conditions. The figure illustrates the regions where an
eastward electric field above the prospective epicenters of the future earthquakes
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Fig. 4.12 The numerical grid of geomagnetic coordinates used in the model calculations and its
mesh points in which the additional potentials were set noted by the circles (dark circles correspond
to the positive potential; light circles correspond to the negative potential)

appeared when imposing (switching on) additional potentials. The appearance of
similar magneto-conjugated regions in the opposite hemisphere is visible. The
symmetry of the potential and electric field relative to the geomagnetic equator
results from the ideal electric conductivity of the plasma along the geomagnetic
field lines and, accordingly, their electric equipotentiality. The amplitudes of the
additional eastward electric fields are about 2–4 mV/m in the low-latitude source
and 4–10 mV/m the mid-latitude source. They exceed the background quiet fields
(of about 0.2 and 1 mV/m, correspondingly), but they are noticeably smaller than the
quiet high-latitude electric fields of magnetospheric origin (15–25 mV/m) obtained
in the model calculations.

The calculated ionospheric effects in TEC and foF2 (F2-layer critical frequency)
created by the additional electric field sources are shown in Figs. 4.14 and 4.15.
The action of the near-equatorial source intensifies the equatorial anomaly of the
F2-layer in the near-epicentral area of the ionosphere by deepening the minimum
of foF2 over the magnetic equator and displacing the anomaly crests from the
equator to the middle latitudes. This behavior agrees very well with the Alouette-1
and -2 observations (Depueva and Ruzhin 1995; Depueva et al. 2007; Ruzhin and
Depueva 1996).

The action of the mid-latitudinal source leads to an increase of foF2 and TEC in
the near-epicentral and in the magnetically conjugated areas. The amplitude of the
enhancements and its spatial sizes are in good agreement with the corresponding
characteristics of precursors in the TEC observations. Although the electric field
magnitudes in case of the mid-latitudinal source in our calculations are two to five
times larger than in the low-latitudinal case, the evoked effects are weaker than in
the near-equatorial regions.
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Fig. 4.13 Model-calculated electric field potential (top) and horizontal electric field vectors
(bottom) generated by the background and additional (seismogenic) sources for two earthquake
epicenters indicated by the markers

Namgaladze et al. (2009a, b) presented simulations in first approximation prov-
ing that NmF2 and TEC disturbances observed before earthquakes can be generated
by the vertical drift of the F2-region ionospheric plasma under the influence of a
zonal electric field of seismogenic origin. In case of TEC enhancements in mid-
latitudes and deepening of the equatorial anomaly trough, this field is directed to
the east and induces an electromagnetic drift of the plasma across the geomagnetic
field with velocity directed straight upward over the magnetic equator and upward
and poleward at mid-latitudes. The pattern of spatial distribution of the seismogenic
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Fig. 4.15 Model calculated latitudinal variations of the F2 layer critical frequencies along the
magnetic meridian of the equatorial earthquake epicenter located at 15ı magnetic latitude for quiet
and disturbed conditions

origin electric field potential has been proposed. For the existence of an eastward
electric field in the near-epicentral area, it is necessary to dispose positive electric
charges on the western boundary and negative charges on the eastern boundary
of this area. However, we did not discuss the mechanism of the generation of a
seismogenic electric field, and we did not explain why the positive charges should
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accumulate on the western boundary of the near-epicentral region, and negative
charges on its eastern boundary, or vice versa. We showed only what kinds of
electric field were able to produce TEC and NmF2 disturbances observed before
strong earthquakes.

The next step was to reproduce TEC variations before concrete earthquake
events instead of synthetic model cases and to investigate other types of electric
field sources (dipole-like, positive, and negative) and their spatial configurations.
Numerical simulations were carried out for (1) the 26 September 2005 earthquake
in Peru (Zolotov et al. 2008b) and (2) the Kythira seismic event on 8 January 2006
in Greece, at mid-latitudes (Zakharenkova et al. 2008; Zolotov et al. 2008a).

It was shown that in case of the Kythira earthquake that a simulated dipole-like
source agreed better with the experimental GPS TEC data than in cases of monopole
(positive) additional sources. Variations of the TEC disturbances for the low-latitude
region (Peru earthquake) had the form and the structure of the equatorial anomaly
(“trough”). The increase of the eastward electric field leads to the deepening of the
equatorial anomaly minimum (“trough” over the magnetic equator in the latitudinal
distribution of electron density) from an intensification of the fountain effect.
The dipole-like and single sign (positive) additional electric field sources generate
similar disturbances in ionospheric TEC (in contrast to the mid-latitudinal cases).
A noticeable difference appears in the magnitude of these variations: the dipole-
like sources generate a deeper equatorial trough. The amplitudes of the peaks (the
“camel case” maxima) remain nearly at the same level or are slightly larger. That
behavior agrees well (at least qualitatively) with the observed Peru pre-earthquake
TEC variations.

Thus, both cases reveal a good agreement with the observations; the dipole-
like and monopole sources have fewer differences in their manifestation at low
latitudes.

It should be noticed that the applied “manually fixing” technique has two
drawbacks: (1) it is hard to explain the nature of the “manually set” electric
potential sources (which should be charges) on the borders of the near-epicenter
area, especially their accumulation; and (2) the approaching sunrise terminator
and its corresponding changes of the ionospheric conductivity caused by the well-
conducting sunlit ionosphere should depress the additional electric potential and the
corresponding disturbances up to full disappearance down to zero.

A more physical approach was realized by Sorokin et al. (2005a, 2006, 2007)
by setting vertical electric currents flowing between the Earth and ionosphere at the
considered region. This ‘electric current technique’ was used for the case of the
Haiti earthquake of 12 January.

4.3.5.2 TEC Disturbances Before the Haiti Earthquake of 12 January
2010: GPS Observations and UAM Modeling

This section is aimed at (1) the determination of pre-earthquake TEC modifications
and their description for the case of the 12 January 2010, 21:53 UT (16:53 LT) Haiti
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shock event (18.46ıN, 72.5ıW) magnitude (M) 7.0 and (2) the numerical simulation
of the ionosphere TEC response on electric fields generated by external seismo-
related electric currents.

The upper atmosphere is very sensitive to influences of solar activity changes
and to the impacts from outer space. Thus, changes in geomagnetic activity such as
magnetic storms and substorms can lead to the generation of different positive and
negative ionospheric disturbances at mid- to low latitudes (increases or decreases of
the NmF2 and TEC) that may mask pre-earthquake disturbances, triggered possibly
by seismo-ionosphere coupling processes, because the magnetic activity effects are
of similar or even stronger magnitudes.

The geomagnetic situation was relatively quiet for the considered period: the Kp
index was in general less than 2 during 1–12 January 2010, reaching distinct maxima
values less than 3 for a short period. The Ap index took values of about 5 nT and
did not exceed 10 nT for the considered period. The Dst index variations were in the
range from �15 nT up to 15 nT. Therefore, the observed TEC disturbances could not
be explained by solar and geomagnetic activity; they must be caused by processes
originating from the underlying near-Earth atmosphere impact.

To estimate pre-earthquake TEC variations we have built differential (%) TEC
maps relative to the quiet background conditions. We used global ionospheric maps
(GIM) of the TEC (Dow et al. 2009) provided by NASA in IONEX format as
the initial data for the analysis (ftp://cddisa.gsfc.nasa.gov/pub/gps/products/ionex/).
The spatial resolution of those TEC data is 5ı in longitude and 2.5ı in latitude.
Corresponding time resolution is 2 h. In contrast to other ground-based and satellite
systems, GNSS-based networks provide almost global coverage and near-permanent
(i.e., almost without time gaps) data.

We defined and calculated background TEC values (i.e., undisturbed conditions)
as 7-day UT-grouped running observation medians before the current calculation
moment. The resulting TEC difference (%) maps are presented in Fig. 4.16.

Anomalous TEC enhancements were observed during 06 UT–14 UT of 9 January
2010, 12 UT–14 UT of 10 January 2010, 08 UT–16 UT of 11 January 2010,
and 04 UT–10 UT of 12 January 2010, reaching more than 50% by magnitude
relative to the background values (Zolotov et al. 2011a, b). The amplitudes of the
positive anomalies were significantly larger at the magnetically conjugated region.
They were strongly fixed at the near-epicenter area. Their lifetime was limited
to the nighttime hours. The terminator and subsolar point positions (indicated by
continuous lines and circle symbols, respectively) have apparently some influence
on the behavior of the observed positive structures. Approaching of the sunlit
ionosphere is correlated with a disappearance of the anomalies. Such a behavior of
the positive TEC disturbances could be explained by the corresponding disappear-
ance (from increased conductivity) of the external electric field generated by the
external electric current. Therefore, we consider positive structures as evidence of
the “lithosphere–atmosphere–ionosphere” coupling via an electric current system. It
should be noticed that there exist also negative TEC disturbances around the positive
ones but with smaller magnitudes (about 15%).

ftp://cddisa.gsfc.nasa.gov/pub/gps/products/ionex/
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Fig. 4.16 TEC disturbance (%) maps for 9–12 January 2010 (from top to bottom) before the
Haiti earthquake of 12 January 2010 (21:53UT). Star, epicenter position; diamond, magnetically
conjugated point; orange circle, subsolar point; black curve, the terminator

In the electric current technique the upper atmosphere state, presumably preced-
ing a strong earthquake, is modeled by means of switching on additional external
electric current sources (and not electric potential sources at 175 km as in the electric
potential technique described in the previous case) at the lower boundary (80 km)
in the UAM electric potential equation, which was solved numerically jointly with
all other UAM equations (continuity, momentum, and heat balance) for neutral and
ionized gases.

To estimate an upper limit for the magnitudes of the vertical electric current
applied, we looked through the publications available. Sorokin et al. (2005a,
2006, 2007) calculated the ionospheric electric field related to external electric
current variations in the lower atmosphere. This current is formed presumably
by the convective upward transport of charged aerosols and their gravitational
sedimentation in the lower atmosphere. This effect is related to the occurrence of
ionization sources from seismic-related emanation of radon and other radioactive
elements into the lower atmosphere. Freund (2011) proposed other sources of
the near-ground atmosphere layer ionization, the so-called positive holes, which
he expected to be significantly more efficient then the named radon-related ones.
According to Sorokin et al. (2005a, b, 2007), an external current density of about
10�6 A/m2 within an area about 200 km in radius (approximately 130,000 km2) is
required to create an electric field of several mV/m in the ionosphere.
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To build model difference maps (of the electric potential, zonal, and meridional
electric field and TEC) we first performed a regular calculation without any
additional electric current sources (set as lower boundary condition) to use the
results as quiet background values. Then, an external electric current flowing
between the lower atmosphere and the ionosphere over the Haiti earthquake
(12 January 2010, 21:53 UT, M7.0) epicenter area was used as model input for the
calculations of the ionospheric electric field and the corresponding TEC variations.
Several spatial configurations and magnitudes of these currents have been taken into
consideration: (1) “point” current (equivalent to one cell) sources of different signs
and magnitudes, given in a single node of the numerical grid and (2) “line” sources.

According to UAM simulations, point current sources with magnitudes of about
10�5 and 10�6 A/m2 given in a single grid node (corresponding to one grid cell
of 5 � 2 or approximately 500 km � 200 km, and averaged vertical electric current
densities of 5 � 10�6 A/m2 and 5 � 10�7 A/m2, respectively) induced extremely
strong and unrealistic TEC disturbances and very intense vertical drift motions.
Point sources of 10�9 A/m2 and 5 � 10�9 A/m2 triggered TEC disturbances not
exceeding 15% in magnitude.

The “line” kind sources have been simulated as vertical external currents with a
magnitude of 4 � 10�8 A/m2 directed from the ionosphere to the Earth set centric
at nine numerical grid nodes with 5ı longitudinal steps along the magnetic parallel
of the earthquake epicenter. It corresponds to an external electric current density of
2 � 10�8 A/m2 set on the region of approximately � 200 km � � 4,000 km (2ı along
the meridian and 40ı along the parallel). The generated TEC disturbances have
reached � 20–50% by magnitude depending on the current’s spatial distribution
and lifetime. Simulation results are presented in Figs. 4.17 and 4.18.

As one can see, the additional electric potential generated by the external current
reduces down to zero when approaching the terminator in both (the modelled
and the observed) cases. Corresponding TEC disturbances disappear later than the
electric potential with a time lag of about 4–6 h. The simulations underestimate the
observed magnitude of anomalous TEC increase in the Northern Hemisphere and
overestimate it in the Southern Hemisphere. Both (modeled and observed) cases
show stronger TEC magnitudes at the magnetically conjugated region in comparison
with the near-earthquake epicenter area.

The calculated latitude-altitude variations of the electron density for 08 UT on 11
January 2010 along the –20ı, 0ı, and C20ı longitudes are presented in Fig. 4.19.
As follows from this, the effects in comparison to nondisturbed conditions (i.e.,
without seismic electric current sources) are an electron density ‘trough’ filling
at the geomagnetic equator and formation of inhomogeneities. At –20ı longitude,
a mid-latitude maximum stratification took place with a trough formation in the
latitude range of � 30–40ı; at C20ı longitude we see an electron concentration
increase at 300-km height and a depletion of the magnetic tubes higher up. Main
changes took place at the � 200–600 km altitude range.

Summarizing the numerical simulation results with external electric currents
flowing between the lower atmosphere and ionosphere caused by seismo-induced
conductivity changes of the underlying atmosphere column, one can state that they
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Fig. 4.17 Modeled (from left to right): (1) electric potential difference map; (2) zonal and
(3) meridional components of the electric field generated by external electric current flowing
between the Earth and the ionosphere; and (4) regional map of the TEC deviations relative to
the nondisturbed conditions for 08 UT/03 LT (top panel) and 10 UT/05 LT (bottom panel).
Star, earthquake epicenter position (Haiti); diamond, magnetically conjugated point; black curve,
terminator

reproduce the main features of the TEC variations. In both the GPS observations
and the model cases we have (1) areas of increased TEC exist and are localized in
the near-epicenter area; (2) magnetic conjugation took place; (3) TEC disturbances
at the magnetically conjugated area were stronger by magnitude than in the
near-epicenter region; (4) the amplitude of TEC enhancements reached 50% and
more; (5) negative structures (areas of the TEC reduction) existed westward and
equatorward relative to the positive ones; (6) approaching the sunrise terminator
with the well-conducting sunlit ionosphere triggered a shift of the anomaly to the
night side and caused the subsequent suppression of the TEC variations, both at
the epicenter and in the magnetically conjugated regions; and (7) the anomalies did
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Fig. 4.18 Modeled regional difference maps from quiet background conditions: (1) TEC (top left);
(2) electric potential (top right); (3) zonal and (4) meridional electric field for 08 UT (03 LT) of 11
January 2010. Star, earthquake epicenter position (Haiti); diamond, magnetically conjugated point
(lg[Ne, m�3])

not exist during the near-noon hours. Such behavior and the lifetime agreed with
the results of Akhoondzadeh and Saradjian (2011). The obtained morphological
features also agreed with Pulinets and Tsybulya (2010).

We should notice that a few discrepancies persist between the observations
and the model results. (1) The simulations underestimate the amplitudes of the
TEC anomaly at the Northern Hemisphere and overestimate them at the Southern
Hemisphere in comparison with the observations. (2) Negative structures are



208 A.A. Namgaladze et al.

Fig. 4.19 Latitude-altitude variations of electron density along the geomagnetic meridians: �20ı

(upper row); 0ı (middle row); C20ı (lower row) calculated for 11 January 2010, 08 UT (03 LT).
At left, the quiet variations; at right, variations disturbed by the seismogenic electric field
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stronger than the observed ones by magnitude in the model case. (3) The increased
TEC area occupies a smaller region in the model case. (4) The isoline patterns and
the magnitudes differ from the observed ones but not drastically. The discrepancies
between the simulation results and the GPS observations could be caused by the
rather simplified assumptions about the external electric field sources, their density
distribution, and acting regime.

Night domination effects, the existence of a “ban-time,” and the terminator-
driven TEC anomaly suppression should be caused by the changes of the conduc-
tivity of the ionosphere. It is related to the crossing of the sunrise terminator, where
the well-conducting sunlit ionosphere leads to a depression of the electric potential
disturbances and to a reduction of the electric field, generated by the externally
driven electric current.

4.3.5.3 Case Study of the TEC Disturbances Before the Earthquakes of
1 January 2011, Argentina, M7.0, and 2 January 2011, Chile, M7.1

We considered the earthquakes of 1 January 2011, 09:56 UT/06:56 LT, Argentina,
M7.0 (26.794ıS, 63.079ıW), D 576.8 km, and 2 January 2011, 20:20 UT/17:20 LT,
Chile, M7.1 (38.354ıS, 73.275ıW), D 25.1 km as one single (or united) case. The
Chile earthquake took place 1 day after the Argentina earthquake. The positions of
the epicenters are close to each other and can be considered as situated within one
and the same ‘traditional’ seismic phenomena manifestation area. Therefore, relying
on the traditional pre-earthquake TEC modification signature (spatial and temporal
features), it is impossible to distinguish separately each of the different sources that
impact the ionospheric TEC. On the one hand, the depth of the Argentina earthquake
epicenter was 576.8 km whereas the traditional TEC signatures are statistically
defined only for earthquakes with less than 80–150 km depth; that is, ionospheric
manifestations of such phenomena have not been investigated at all up to now.
On the other hand, the TEC disturbances triggered by this earthquake should, if
ever there are any, be masked or merged with Chile’s earthquake effects. The TEC
difference maps for 30.12.2010–02.01.2011 are presented in Fig. 4.20.

The geomagnetic situation was quiet to moderate for the considered period.
During 22 December 2010–3 January 2011 (except 28–30 December 2010), the
Kp index was less than 3, Ap mostly about 5 nT, and Dst was primarily in the range
between �20 nT and C10 nT. A moderate magnetic storm occurred during 28–
30 December 2010: on 28 December, the Kp index reached values to 4, Ap to 27
nT, and the Dst index changed from C13 nT at 10 UT down to �43 nT at 17
UT on 28 December 2010. As the moderate magnetic storm generated, in 28–30
December 2010, TEC disturbances of considerable magnitude that are able to mask
the seismo-related variations, we excluded the TEC difference maps of this period
from the analysis. Therefore, the considered long-living TEC disturbances linked
to the near-epicenter position were expected to be caused by going through the
underlying atmosphere impact.

In the case of the earthquakes of 1 January 2011, Argentina, M7.0 and 2 January
2011, Chile, M7.1, significant TEC enhancements took place 1 January 2011,
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Fig. 4.20 Regional TEC difference maps for 30.12.2010–02.01.2011 (top to bottom), 02 UT-24
UT (left to right) before the earthquakes of Argentina, 1 January 2011, 09:56 UT and Chile, 2
January 2011, 20:20 UT. Stars, epicenter position for Argentina (right star) and Chile (left star)
earthquakes; diamond, corresponding magnetically conjugated point; orange circle, subsolar point;
black curve, terminator line

02 UT-14 UT, in both Northern and Southern Hemispheres. After the passage
of the sunrise terminator, positive structures were also observed at the Southern
Hemisphere during 08–12 UT of January 2002. Disturbances at the magnetically
conjugated region were insignificant or absent. After the shock of the seismic event
realization and the terminator crossing, as well as the passage of the subsolar point,
we still observe positive disturbances, possibly as post-effects of the earthquake. The
sunlit conditions lead to TEC enhancement modifications up to their full suppression
close to the subsolar point sector.

4.3.5.4 Case Study of the TEC Disturbances Before the Earthquake of 11
March 2011, M9.0, in Japan

Although the case of the Haiti earthquake was an example of a ‘clear’ phenomenon
manifestation undisturbed by geomagnetic or other seismic events, the Japan
earthquake is a case of disturbed events. The aim of this section is to check the
conformance of the foregoing scheme and to contrast it with real pre-earthquake
TEC modifications.

In case of the 11 March 2011 earthquake in Japan, M9.0 (38.322ıN, 142.369ıE),
D 32 km, a sequence of strong seismic events took place close to and associated
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Fig. 4.21 Regional TEC difference maps for 02 UT–24 UT, 8 March 2011. Star, epicenter
position; orange circle, subsolar point; black curve, the terminator line. Local time is for the
11 March 2011 epicenter position in Japan

with the epicenter area and time interval before and after the M9.0 event. An M7.2
earthquake 9 March 2011 (38.424ıN, 142.836ıE), D 32 km, 02:45 UT/11:45 LT,
took place at almost exactly the same epicenter position as the 11 March event.
Also on 9 March, a second earthquake, M6.5, (6.022ıS, 149.659ıE), 21:24 UT,
happened. Thus, we have to look at the TEC variations as triggered by a united
source of a spatially distributed cluster of earthquakes. The geomagnetic activity
was quiet to moderate with episodic periods of moderate to strong disturbances.
During 6–10 March 2011, the Dst index was within the interval of �22 nT C 4 nT
without any significant disturbances. On 10 March, a moderate magnetic storm took
place: Dst index varied from �7 nT down to �82 nT on 11 March.

The selected set of seismic events allows us to successively investigate from the
‘clear’ case of a seismic impact on the neutral atmosphere to ‘disturbed’ ones with
combined actions of geomagnetic and seismic activities. In spite of the differences
between geomagnetic activity and seismic sources, common features derived from
these cases should be caused by the same physical nature of lithosphere–ionosphere
coupling processes.

As for the previous cases, we defined and calculated the background TEC values
(i.e., undisturbed conditions) as 7-day UT-grouped running observation medians
before the current calculation moment. The resulting TEC difference (%) maps are
presented in Fig. 4.21.

In the 11 March 2011, Japan, M9.0 (38.322ıN, 142.369ıE), D 32 km and
associated earthquakes, the following TEC disturbances took place. On 8 March
2011, TEC enhancements up to 80% were observed from 06 UT until 20 UT; they
first were formed at the near-epicenter areas, then their magnitude increased. During
08 UT–12 UT, the anomalies spread out along the parallel at both hemispheres,
occupying a larger region. From 12 UT onward there was a tendency to replenish
the Appleton’s anomaly. The TEC anomaly comprised an ellipse-like region with
the earthquake on its border. At 18 UT-20 UT, we see a single increased TEC spot.
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The passages of the sunrise terminator and later of the subsolar point degraded
the anomaly and led to its full decay in the course of the whole day of 9 March,
that is, no significant TEC disturbances were observed on the day of the M7.2
earthquake 9 March, 02:45 UT (which happened at nearly the same exact positions
as the earthquakes of M9, 11 March and the M6.5, 6.022ıS, 149.659ıE, 21:24 UT).
The equatorial anomaly modifications described above are expected to be the TEC
response on this equatorial earthquake. We also see some moving positive structures
on 10 March, but they are likely caused by activity-driven disturbances.

All the features revealed for the clear case of the Haiti 2010 earthquake were
also shown for both the activity-disturbed (Chile and Argentina, 2011) and multiple-
earthquake (Japan, 11 March 2011) periods. Those features comprise the terminator
and subsolar point-related effects: anomaly depression and ‘ban’ time at the near-
noon hours, and modification of the shapes of the anomalies under influence of the
terminator approach. In case of the Japan “cluster” earthquakes, the afore-described
features also happened, and the conjugated action of equatorial and mid-latitudinal
earthquakes could be extracted or unambiguously separated. The equatorial one
makes the main impact in Appleton’s anomaly modification. Unfortunately, basing
only on the spatial or time interval criteria, it is impossible to distinguish the 9 March
from the M9.0, 11 March, Japan earthquakes. Also, it should be mentioned that the
magnitude of the TEC anomaly is larger than in Haiti (M7.0) or Chile (M7.1) and
Argentina (M7.0) cases. We expect this is the result of the stronger magnitude of the
11 March Japan (M9) earthquake. The warning criteria in this case are applicable
only for region- or country-wide areas, but not for smaller ones. We expect that
‘traditional’ signatures should be extended with the terminator and subsolar point
related effects.

Sequential consideration of quiet-to-moderate cases showed that solar and
geomagnetic activities can create similar TEC disturbances, but they are not linked
to a fixed geoposition. Their lifetime corresponds to the duration of the activity
disturbances (characterized by the indices of Dst, Kp, etc.) with some time lag from
the inertness of the ionosphere. They usually originate from the aurora zone and may
penetrate down to middle latitudes. Therefore, the applied technique for the TEC
disturbance discrimination should be very carefully used at high latitudes (>60ı),
especially during moderate-to-strong disturbance conditions.

There were no statistical investigations of TEC anomalies related to the deep
earthquakes, so that no precursory schemes exist. Nevertheless, the widely accepted
spatial scale of TEC precursors did not allow us to separate both (Chile and
Argentina) earthquakes from each other. Such combined action, if any, may be
expressed as some shift of the anomalously enhanced region.

4.4 Discussion and Conclusions

We have considered some recent results concerning the modeling of ionospheric
electric fields and their effects on thermospheric dynamics and total electron content
(TEC) variations. The global numerical model of the Earth’s upper atmosphere
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(UAM, Upper Atmosphere Model) was used for the presented investigations.
Ionospheric electric field patterns were calculated by solving numerically Eq. 4.20,
taking into account both the dynamo action of neutral winds and the external current
drivers at the lower and upper boundaries of the ionospheric dynamo region. These
currents transfer electric charges from the magnetosphere to the dynamo region
upper boundary and from the near-Earth’s lower atmosphere to the lower boundary.
We should keep in mind, however, that the original sources of both kinds of electric
fields (of magnetospheric and seismogenic origin) are motion: the solar wind plasma
generator flow across the magnetopause and the displacement of tectonic plates.

Electric fields generated by the interaction of the solar wind and its embedded
interplanetary magnetic field with the geomagnetic field, as well as geomagnetic
field-aligned currents, have already been studied for many years; their existence is
beyond doubt. Very high electrical conductivity along the geomagnetic field lines
ensures reliable electrical coupling between the magnetosphere and the ionosphere.
Another situation takes place with the seismogenic electric fields because of the
very low (in comparison with the ionized layers above � 80 km) conductivity of
the neutral air between the Earth and the ionosphere. Nevertheless, it is not zero,
and varies significantly from place to place, for example, from “good weather”
regions to thunderstorm areas. The average vertical electric current density between
the Earth and the ionosphere is about 2–3 pA/m2, and the corresponding average
electric potential difference amounts to about 250–300 kV. In thunderstorm areas,
the vertical electric current density increases by several orders in magnitude. The
same takes place, presumably, near tectonic fault regions before earthquakes as a
consequence of the motion of (or accumulated stresses between) tectonic plates.

Some of the recent results presented here on TEC variations before earthquakes,
which were obtained using GPS data, give strong evidence in favor of the hypothesis
on seismogenic electric fields as the main cause for these variations. The persistence
of the near-epicenter disturbance regions, their geomagnetically conjugate occur-
rence, and their tendency to avoid sunlit time periods constitute these evidences.
The UAM calculations presented above show that a vertical electric current of about
10�8 A/m2 at an area of about 1,000 km � 4,000 km can create electric fields of
several mV/m in the nighttime ionosphere, which in turn can produce the TEC
variations of up to 50%, which turns out to be very similar to those observed.

The electric coupling between the tectonic faults and the ionosphere requires
the presence of emerging electric charges (or ionization sources) near the faults.
Two mechanisms were considered in recent years: ionization by radioactive radon
emission and the “positive hole” mechanism by Freund. Possibly, they are not
competing but both acting. The detailed physics and chemistry of the lower (near
the Earth surface) atmosphere in presence of these ionization sources should be
developed in the future.

Electric fields of magnetospheric origin, on the other hand, have proved to be
very important for the “space weather” tasks. One should necessarily notice their
strong dependence on the solar wind parameters, primarily on the interplanetary
magnetic field strength and orientation. The coupling of the magnetosphere with the
ionosphere via field-aligned currents and their use in electric field modeling should
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be carefully monitored. Thermosphere-ionosphere models such as the present UAM
should be combined with global MHD models of the magnetosphere, taking into
account the plasma sheet not frozen in ions. And last, in the near future both the
“space weather” and the usual weather and climate models should be combined
in some way. Nowadays, computer techniques and technology permit us to realize
these tasks.
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Rentz S, Lühr H (2008) Climatology of the cusp-related thermospheric mass density anomaly, as

derived from CHAMP observations. Ann Geophys 26(N. 9):2807–2823
Ruohoniemi JM, Greenwald RA (2005) Dependencies of high-latitude plasma convection: con-

sideration of interplanetary magnetic field, seasonal, and universal time factors in statistical
patterns. J Geophys Res 110:A09204. doi:10.1029/2004JA010815

Ruzhin YuYa, Depueva AKh (1996) Seismoprecursors in space as plasma and wave anomalies. J
Atmos Electr 16(N. 3):251–288

Siscoe GL, Siebert KD (2006) Bimodal nature of solar wind-ionosphere-thermosphere coupling. J
Atmos Solar-Terr Phys 68(N. 8):911–920

Song P, Vasyliūnas VM, Zhou X-Z (2009) Magnetosphere-ionosphere/thermosphere coupling:
self-consistent solutions for a one-dimensional stratified ionosphere in three-fluid theory. J
Geophys Res 114:A08213. doi:10.1029/2008JA013629

http://dx.doi.org/10.1134/S0016793209020169
http://goo.gl/A8cLx
http://dx.doi.org/10.1029/2001GL014207
http://dx.doi.org/10.1029/2002JA009430
http://dx.doi.org/10.1016/j.jseaes.2010.03.005
http://dx.doi.org/10.1134/S0016793210050166
http://dx.doi.org/10.1029/2004JA010815
http://dx.doi.org/10.1029/2008JA013629


218 A.A. Namgaladze et al.

Sorokin VM, Chmyrev VM (1999) Modification of the ionosphere by seismic related electric field.
In: Hayakawa M (ed) Atmospheric and ionospheric electromagnetic phenomena associated
with earthquakes. Terra Scientific Publishing Company (TERRAPUB), Tokyo, pp 805–818

Sorokin VM, Chmyrev VM, Yaschenko AK (2005a) Theoretical model of DC electric field
formation in the ionosphere stimulated by seismic activity. J Atmos Solar-Terr Phys 67:
1259–1268

Sorokin VM, Yaschenko AK, Chmyrev VM, Hayakawa M (2005b) DC electric field amplification
in the mid-latitude ionosphere over seismically active faults. Nat Hazards Earth Syst Sci 5:
661–666

Sorokin VM, Yaschenko AK, Hayakawa M (2006) Formation mechanism of the lower-ionosphere
disturbances by the atmosphere electric current over a seismic region. J Atmos Solr-Terr Phys
68:1260–1268

Sorokin VM, Yaschenko AK, Hayakawa M (2007) A perturbation of DC electric field caused by
light ion adhesion to aerosols during the growth in seismic-related atmospheric radioactivity.
Nat Hazards Earth Syst Sci 7:155–163

Sutton EK, Forbes JM, Nerem RS (2005) Global thermospheric neutral density and wind response
to the severe 2003 geomagnetic storms from CHAMP accelerometer data. J Geophys Res
110:A09S40. doi:10.1029/2004JA010985

Sutton EK, Nerem RS, Forbes JM (2007) Density and winds in the thermosphere deduced from
accelerometer data. J Spacecraft Rockets 44(N. 6):1210–1219

Thayer JP, Killeen TL (1993) A kinematic analysis of the high-latitude thermospheric neutral
circulation pattern. J Geophys Res 98(N. A7):11549–11565

Thuillier G, Perrin J-M, Lathuillère C, Hersé M, Fuller-Rowell T, Codrescu M, Huppert F,
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Chapter 5
Discharge Processes in a Stratosphere
and Mesosphere During a Thunderstorm

K.V. Khodataev

Abstract This work is devoted to the theory development of the discharge phe-
nomena called elves and sprites in the stratosphere and mesosphere initiated
by tropospheric storm processes. The process of redistribution of charges in an
atmosphere at altitudes up to 150 km during charging and discharging of a storm
cloud is investigated at a quantitative level. An important role of the small electric
conductivity of the stratosphere and mesosphere is shown. At the lightning discharge
of a storm cloud, the area of the overcritical field appears under the ionosphere
in which the avalanche ionization arises (elf). The avalanche ionization front
instability causes the growth of large-scale perturbances, developing into an area of
a subcritical field and initiating the system of subcritical streamer discharges. The
account of the small electric conductivity of the atmosphere between the troposphere
and the ionosphere has allowed explaining the long duration of discharge processes
developing under the ionosphere, basically in the residual electrostatic polarization
field.

Keywords Plasma • Ionosphere • Mesosphere • Discharge • Streamer
• Elves • Sprites • Ionization avalanche • Thunderstorm • Clouds • Lightning

5.1 Introduction

Pioneer visual observations of the high-altitude discharges from airplanes and
orbital stations over 89–91 years of the last century (Boeck et al. 1994, 1998)
have stimulated regular scientific research of an unknown phenomenon (Franz and
Nemzek 1990; Sentman and Wescott 1993; Lyons 1994; Sentman et al. 1995;
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Cummer 1997) devoted to accumulation of experimental data. The stream of
publications devoted to the further study of phenomenology, and experimental and
theoretical research of high-altitude discharges, proceeds to this day at an increasing
rate. Review of works on this topic can be found in many references, in particular,
in Pasco (2007) and Raizer et al. (2010).

By the present time, a large volume of observations of discharge processes in
the stratosphere and mesosphere has been collected, and construction of the self-
consistent closed theory of these phenomena is continuing on a wide front.

Among high-altitude discharges one can distinguish the ascending (blue jets)
and the descending (sprites) discharges. This chapter is devoted to constructing a
quantitative theory of the descending discharges of the elves and sprites types.

In brief, observational data of descending discharges observations can be sum-
marized as follows.

On the night side of the Earth above the horizon on a background of the dark
sky, luminescence flashes at altitude about 90 km from a luminous disk �100 km in
radius are observed from time to time. Duration of the flashes is of the order of 0.1–
1 ms. Figure 5.1 shows one of the first photographs of such flashes made from the
Earth’s surface in America in 1997 (Barrington-Leigh 2000) (Fig. 5.1a) and from
on board the shuttle “Columbia” (19 January 2003) at night above the Pacific Ocean
(Boeck et al. 1998; Yair et al. 2003) (Fig. 5.1b). The photograph in Fig. 5.1a was
made from a distance of �200 km from the center of a thunderstorm and that in
Fig. 5.1b from a distance of �1,600 km. In both cases, as well as in all others, the
altitude of the luminous area is estimated in limits of 80–90 km. Such flashes have
acquired the name “elves.”

In some cases, probably at especially strong thunderstorms, large-scale cone-
shaped asperities with a spatial period and amplitude about the depth of the
luminous area develop on the bottom of the elf. Such formations are shown in
Fig. 5.2 (Barrington-Leigh 2000). From the ends of the cones grow descending
discharge filament structures, falling down to an altitude of �40 km. Development
of cones and branching of the filamentary structure occurs during 10–20 ms at the
already extinguished elf. The speed of the filamentary structure front is usually
108–109 cm/s. The cones and filamentary structures have the name “sprites.”

In Fig. 5.3 (Barrington-Leigh et al. 2001; Cummer et al. 2006), one can see the
dynamics of the consecutive development of the elf and sprites. It is possible to
see that the elf’s bottom border is moving downward by 1–2 km during a time of
�1.5 ms, that is, with a speed of �108 cm/s. The front of sprites goes downward,
moving with a speed of �109 cm/s.

A photograph of one of the powerful sprites is shown in Fig. 5.4 (Stenbaek-
Nielsen et al. 2000). Temporal evolution of the elf into sprites is seen well in Fig. 5.5,
where a luminosity waveform of all the discharge area is given.

The first peak of luminosity during a part of a millisecond corresponds to
the elf, and the subsequent luminosity during 30 ms – to the sprites. Research of
high-altitude discharges was executed also from specialized satellites, for example,
from the satellite DEMETR (Błecki et al. 2009). With the purpose of spectrum
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Fig. 5.1 (a) Photograph of elf from the surface of the ground in America. Reproduced with kind
permission. (b) Photograph of elf from shuttle “Columbia” in January 2003. h D 88 ˙ 8 km

registration of the UV and IR portions of the flashes, the satellites “Tatyana-1” and
“Tatyana-2” (Sadovnichiy et al. 2011; Veden’kin et al. 2011) were launched. These
satellites have reported the distribution of flashes over the Earth’s surface (Fig. 5.6).
Flashes occur mainly in the equatorial zone, not only above continents, where storm
activity is the greatest, but also above the oceans.

For an explanation of high-altitude discharges, an assumption of an initiating role
of powerful lightning discharges (Marshall and Inan 2007) and a supposition about a
streamer mechanism of filamentary discharge formation development (Raizer et al.
2010) is usually used. With that, separate sides of the phenomenon without due
quantitative analysis of the process as a whole are discussed.
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Fig. 5.2 Fast growth of large-scale regular hills

Fig. 5.3 Dynamics of transition from elf to sprites based on data from Barrington-Leigh et al.
(2001). Reproduced with kind permission

Fig. 5.4 A photo of the
sprites (Stenbaek-Nielsen
et al. 2000; Kramers 1923).
Reproduced with kind
permission
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Fig. 5.5 Oscillogram of luminescence of all discharge areas of elf and sprites (Barrington-
Leigh 2000). Reproduced with kind permission
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Fig. 5.6 Observations of flashes of UV and IR radiations on the night side from “Tatyana-2”
(Sadovnichiy et al. 2011; Veden’kin et al. 2011) Reproduced with kind permission

Thus, many questions are left open:

• How does the initiation of ionization processes in the elves occur?
• Why are large-scale formations on their bottom border arising?
• What is the mechanism of the filamentary discharge initiation in the sprites?
• Why does sprite development occur during a time that essentially exceeds the

duration of lightning discharges, etc.?

For the answer to such questions, it was necessary

• To find out all the dynamics of electric and electromagnetic fields behavior during
a thunderstorm

• Based on experience of laboratory discharge observations in similar conditions,
to carry out numerical calculations of ionization processes in the mesosphere
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• Based on obtained results, to present a possible scenario of sprite development
proved by quantitative estimations

The calculations and estimations as carried out have allowed to obtain a clear
picture of the phenomenon “elf–sprites” at the quantitative level, having constructed
the elementary model suitable for further specifications and complications.

5.2 The Elementary Model of Atmosphere Ionization
by Solar UV Radiation (Layer E and Lower)

The calculations carried out earlier for determination of altitudes where the electric
field generated by lightning discharges can exceed a critical value (a value at which
excess the avalanche ionization takes place) assume an absence of conductivity
below the ionosphere. At the same time it is known that a regular current with the
average density of �10–16 A/cm2 flows through the atmosphere from the terrestrial
surface to the ionosphere; it assumes the presence of electric conductivity. Its
presence can have an essential effect on a spatial-temporal distribution of the electric
field above the storm cloud.

For the determination of conductivity distribution over altitude in the atmosphere,
we use an elementary model of an ionization balance at which UV radiation of the
sun and cosmic rays are present as sources of the ionization.

Let us assume that a distribution of air molecule concentration N(h) over altitude
h is described by the barometric formula (we neglect variation of air temperature
with altitude for simplicity):

N.h/ D N0 exp

�

� h

h0

�

; h0 D kBTav

Mmng

 7:4 km; (5.1)

Here mn D mass of a neutron; M D 29, the molecular weight of the air mixture,
which structure is almost constant up to the altitude of 200 km; g D acceleration of
gravity; kB D the Boltzmann constant; and Tav D 245 K, the average air temperature
at altitudes 0–120 km. Equation 5.1 approximates air density dependence on altitude
for relatively standard atmosphere data with accuracy better than ˙50% for altitudes
less than 120 km. It is quite enough for our investigation.

Absorption of the sun radiation J� with a wavelength � in the atmosphere caused
by photo-ionization is described by the equation

dJ�
dh

D SUV �N.h/ � J�; (5.2)

where SUV(�) is the cross section of photo-ionization.
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The integration of Eq. 5.2 gives

J�.h/ D J�0 exp

�

�SUV.�/ � h0 �N0 exp

�

� h

h0

��

; (5.3)

where J�0 is the source of the sun’s radiation spectrum density.
Respectively, the source of the ionization is equal to

‰UV� D dJ�.h/

dh
: (5.4)

After the substitution of Eq. 5.3 in Eq. 5.4 and differentiation, one gets

‰UV�.h/ D J�0 � SUV.�/ �N0 exp

�

� h

h0

�

� exp

�

�SUV.�/ �N0 exp

�

� h

h0

��

:

(5.5)

An effective photo-ionization cross section can be represented as (Kramers 1923)

SUV.�/ 
 S0�
3; � < �m D

�
77 ! O2

80 ! N2

�

; nm

S0 D 10�24; cm2
ı

nm3 : (5.6)

A spectral density of UV radiation with wavelength shorter than 80 nm,
generated, basically, by the sun crown, is represented in Fig. 5.7 (Chertok 1994).

It can be approximated by black body dependence with the appropriate tempera-
ture:

IUV.�/ D I0
�
�
�0

�4 �
exp

�
�0
�

�
� 1

� ; cm�3s�1 �0 D „2�c
kBTcor

D 100 nm

Tcor 
100 eV; I0 
 3 � 106 cm�2 s�1 nm�1:

(5.7)

The value I0 corresponds to the average between a maximum and a minimum of
the sun’s activity.

The source of ionization by UV radiation is determined by the integral:

JUV.h/ D
�mZ

0

IUV.�/SUV.�/N.h/ exp .�SUV.�/N.h/h0/ d�;
1

cm3s
: (5.8)
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Fig. 5.7 Spectral density of radiation of the sun

Dependence of the ionization source by UV radiation on altitude is shown in
Fig. 5.8.

It is known that a regular electric current proceeds through all altitudes (Imianitov
and Chubarina 1965); at the surface of the Earth, the regular electric field is
�1 V/cm:

Ireg D 2 � 10�16; Acm�2: (5.9)

Necessary regular conductivity at the surface of the ground is supported by
cosmic rays. In the assumption of the high penetrating ability of space beams, the
source of ionization by space beams can be approximated by dependence:
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Jrays.h/ D Crays
N.h/

N.0/
; Crays 
 2;

1

cm3s
(5.10)

These factors (UV radiation of crown and cosmic rays) are sufficient for
maintenance of the E-layer and weak ionization of mesosphere and stratosphere. At
great altitudes and in the polar areas, the processes of ionosphere formation are also
determined by events in the magnetosphere. For their description, more complicated
models are required.

The ionization balance of stratosphere, mesosphere, and ionosphere is defined by
three equations: balance of positive ions, balance of negative ions, and a condition
of charge quasi-neutrality:

JUV.h/C Jrays.h/ � ˇi � nC � n� � ˇe � nC � ne D 0

.Ka.Te/CK3.Te/ �N.h// �N.h/ � ne � ˇi � nC � n� D 0

ne C n� � nC D 0 (5.11)

where ˇe,i D coefficients of electron–ion and ion–ion recombination, and Ka and
K3 D constants of dissociation and three-body attachment reactions, depending on
electron temperature, which are determined by the ratio of electric field and gas
concentration E/N. The solution of system (5.11) is shown in Fig. 5.9.

At night the E-layer is recombining:

neright.t/ D neday

1C nedayˇet
: (5.12)

In Fig. 5.10 the calculated distributions of electron concentration for
daytime and nighttime are compared with well-known results of observations
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(Ivanov-Kholodnyi 1994). The satisfactory agreement for altitudes up to 150 km
(layer E and lower) certifies applicability of use of the elementary model for further
analysis.

Based on the obtained distributions of ion and electron concentrations, it is not
difficult to calculate the appropriate conductivity with the account of magnetic field
influence:
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Fig. 5.11 Electric conductivity distribution on altitude: dotted line, electronic conductivity; points,
conductivity of negative ions; dashed line, positive ions; continuous line, total conductivity

	’.h/ D n’.h/e
2

m’�tr˛ .h/

r

1C
�

!H’
�tr’ .h/

�2
;

�tr’.h/ D Ktr’

�
E

N.h/

�

N.h/; (5.13)

and their sum

	tot.h/ D
X

’

	’.h/ (5.14)

Index ’ corresponds to negative ions, positive ions, or electrons, and Ktr’ is a
constant of transfer collisions of particles ’.

Distributions of the total and separate conductivities are shown in Fig. 5.11.
The regular current through media with the calculated total conductivity

(Eq. 5.14) creates a regular electric field in the atmosphere, which distribution is
shown in Fig. 5.12. The quantitative and qualitative agreement with the observations
also confirms the applicability of the model used.

The relaxation time of the charge, appropriate to total conductivity, is defined by
Eq. 5.15:

�q D 1

4�	tot
: (5.15)

It depends on the altitude, varying by many orders of magnitude (Fig. 5.13).
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Fig. 5.13 Distribution of a charge relaxation time over altitude

If in the troposphere and lower stratosphere this time is many minutes, then in the
mesosphere it is tens of milliseconds, and in the ionosphere it is microseconds. Be-
cause cloud charging caused by the convective processes in the troposphere occurs
during a time period estimated in minutes, and the lightning discharge occurs during
part of a millisecond, the dynamics of the electric field above the cloud demands
calculations that take into the account the distribution of electric conductivity over
the troposphere.
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5.3 Dynamics of an Electric Field Above a Storm Cloud

Slow increase of the cloud charge causes a polarization in the stratosphere,
mesosphere, and ionosphere. We present a cloud as a charged disk with radius Lc

located above the surface of the ground at altitude h0. The lightning discharge occurs
on the axis of the cloudy disk (Fig. 5.14). The field of the cloud is determined by
the sum of the cloud charge and its reflection under its terrestrial surface. The cloud
and the ground are considered to conduct well.

The potential of the charged disk of radius Rc with charge q in emptiness is
defined by Eq. 5.16:

.r; z/ D q

Rc
arctg

0

B
@

v
u
u
t

2R2c

r2 � R2c C z2 C
q
�
r2 � R2c C z2

�2 C 4R2c z2

1

C
A : (5.16)

The potential of the charged disk located above the conducting plane at altitude
h0 is equal to

 .r; z/ D .r; z � h0/� .r; z C h0/: (5.17)

The module of the electric field is described by Eq. 5.18:

Ecloud.r; z/ D E0

r�
@ .r;z/
@z

�2 C
�
@ .r;z/
@r

�2

r�
@ .0;0/

@z

�2 C
�
@ .0;0/

@r

�2
: (5.18)

where E0 is the field at the ground under the cloud.
The formula of Eq. 5.18 at r D 0 with good accuracy is approximated by the

expression

E0

h0

LC

Fig. 5.14 A cloud and its
“reflection”
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Fig. 5.15 Distribution of the field of the cloud before lightning discharge (continuous line), the
field of the cloud without taking into account the conductivity of air (dashed line), and the critical
field (dotted line)

E0
cloud.z/ 
 E0

 
h20 C L2c

.z C h0/
2 C L2c

� h20 CL2c

.z � h0/
2 C L2c

!

(5.19)

Let the cloud field increase by exponential law:

E0 �
�

1 � exp

�

� t

�ch

��

; (5.20)

where � ch is a characteristic time of charging in conducting media. It causes
occurrence of a polarization field:

Epolarization D E0
cloud.z/

0

@
	tot�q exp

�
� t
�ch

�
� exp.�	tott/

	tot�q � 1
� 1

1

A ; (5.21)

where �q is defined by Eq. 5.15
The resulting field of the cloud before lightning discharge is defined by the sum

Ebefore D Ecloud C Epolarization: (5.22)

The field in the atmosphere before lightning discharge, depending on altitude, is
shown in Fig. 5.15 (r D 0, E0 D 500 V/cm, � cloud D 3,000 s).
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At all altitudes, the electric field is much smaller than the critical value, which
for simplicity is approximated by Eq. 5.23:

Ecr D 25 � exp

�

� h

h0

�

; kV=cm (5.23)

After the lightning discharge, the charge of the cloud becomes small, and only
the polarization field, which slowly relaxes with the local value of characteristic
time, rests in the atmosphere (Eq. 5.15). This field is kept in the stratosphere and the
mesosphere for tens and hundreds of milliseconds. In the mesosphere, at altitudes
70–90 km, the electric field exceeds the critical value during tens of milliseconds.
The field of polarization and its relationship to the critical value at various moments
of time after the lightning discharge are shown in Fig. 5.16.

After lightning discharge of the storm cloud at the bottom border of the E-layer,
a zone of overcritical fields has appeared. Its radius can exceed 100 km. In Fig. 5.17
the distribution of the overcritical field zone, calculated using Eq. 5.18 for the time
moment of 0.5 ms after the lightning discharge, is shown.

The size of the overcritical field zone is quite well co-ordinated with the
observations (see Fig. 5.1a). The overcriticality (E/Ecr> 1) is retained during several
milliseconds with respect to the local value of electric conductivity. In the lower
area of overcriticality (h< 65 km), the electric field is smaller than the critical one
by several fold.

Because the electromagnetic wave pass-time between the ground and the iono-
sphere (3 ms) is comparable with the duration of the lightning discharge (<1 ms),
the qualitative conclusion on the polarization field role in the process, obtained by
the calculations carried out in the electrostatic approximation, requires verification
within the framework of electrodynamics.

5.3.1 Numerical Modeling of Electromagnetic Field
Generation During Cloud Charging and Lightning
Discharge

The dynamics of the electromagnetic field in the vicinity of the storm cloud during a
slow charging of clouds and after lightning discharge was investigated numerically.
In contrast to previous research (Barrington-Leigh 2000; Veronis et al. 1999), the
model takes into account the small, but final, conductivity of the stratosphere and
mesosphere and the stage of slow cloud charging.

The problem formulation is shown in Fig. 5.18.
Between the ionosphere and the ground surface, which conductivity is assumed

to be high, at the altitude of 8 km the disk-shaped conducting “cloud” is located.
Above 20 km the area with final small conductivity is disposed. The slow charging
of the “cloud” under the linear law during the time of several seconds is inter-
rupted by the short circuit through the lightning channel with known conductivity,
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connecting the “cloud” with the ground. Three-dimensional (3D) calculations of the
electromagnetic field were carried out with the help of the standard code.

In Fig. 5.19 is shown the dependence of the lightning current magnetic field on
time in the point located at the altitude of 1 km, at the distance of 1 km from the
lightning channel. The maximum of the magnetic field corresponds to the maximum
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Fig. 5.17 Area of the electric field overcriticality after lightning discharge of the storm cloud

Fig. 5.18 Geometry of the problem formulation at modeling of electromagnetic field dynamics in
the vicinity of a storm cloud during slow charging of the cloud and in time after lightning discharge

current in the lightning channel, equal to 13 kA. The discharge current in the
lightning channel has a duration of about 0.5 ms.

In Fig. 5.20 the time dependence of the electric field above the cloud for various
values of altitude is depicted.

Although the lightning discharge is finished during a time less than 1 ms, and
the generation of the electromagnetic dipole radiation has finished, the electric field
above the cloud under the ionosphere at all altitudes continues to exist during tens of
milliseconds. This polarization field is caused by the separation of charges during
the slow charging of the cloud. The electromagnetic wave, which has brought its
contribution to the maximum of the field above the cloud, diverges radially in the
waveguide channel, formed by ground and ionosphere, having left a zone with a
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radius of 100 km during a time about of 1 ms. In Fig. 5.21 are shown spatial
distributions of the electric field at the bottom border of the ionosphere after 1 ms
(Fig. 5.21a) and 10 ms (Fig. 5.21b) from the moment of the beginning of the
lightning discharge.
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Fig. 5.21 Spatial distributions of electric field at the bottom border of the ionosphere after 1 ms
(a) and after 10 ms (b) from the moment of the beginning of the lightning discharge

Thus, numerical modeling has confirmed that at the accounting of the finite
conductivity of the space between the ionosphere and the cloud in the zone with a
radius of about 100 km, the electric field after lightning discharge is retained during
tens of milliseconds.

5.3.2 Appearance of the Plasma Layer on the Bottom Border
of the Ionosphere

An excess of the electric field over the critical value by several times at the altitudes
of 70–90 km, arising after the lightning discharge, causes quick ionization in
this zone. We carry out research of this process by numerical modeling in one
dimension (1D), using data about the electrical conductivity of the atmosphere
already obtained, and the expressions of Eq. 5.19 for modeling description of the
initial field distribution of the storm cloud over altitude, which scheme is submitted
in Fig. 5.14.

The dynamics of the process is described by the system of Eq. 5.24, where
designations are entered by Eq. 5.25. Rate constants of the dissociative attachment
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Ka (E/N), and ionization by the electron impact Ki(E/N) reactions and the coeffi-
cients of the ion–ion ˇi and the ion–electron ˇe recombination, are taken for the air
mixture:

8
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ne D nC � n�;

@E
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D �4�	tot.z/E C @Ecloud.z; t/

@t
:

(5.24)

where 	 tot (z) is defined by Eqs. 5.14 and 5.13.
The field of the cloud itself first rises during its charging up to the moment of

time t0, after which the lightning channel connects the cloud with ground. The
resonant counter, formed by cloud capacity and lightning channel inductivity, starts
the damping oscillations at the law given by Eq. 5.25:

Ecloud.z; t/ D E0
cloud.z/

8
<

:

�
1 � e

� t
�ch

�
; if t < t0

cos .�.t � t0// e�ı�.t�t0/; if t > t0
: (5.25)

Here

� 
 c

Lc

r

� � ln
�
2h0
ald

� (5.26)

In the frequency of the contour, determined by geometric parameters of the model
(see Fig. 5.14), ald is the lightning channel radius, c is the light velocity, and • is the
decay factor of oscillations caused by finite conductivity of the lightning channel.
The decay factor is chosen equal to 0.4. Dependencies of the electric field of the
cloud (Fig. 5.22a) and the current in the lightning channel (Fig. 5.22b) are shown
at t> t0.

Results of the modeling are shown in Fig. 5.23.
As one can see, the layer of ionization, which is retained for a long time under the

bottom border of the ionosphere, appears during the time of the lightning discharge.
The electric field inside the arisen layer is small, so the dissociative attachment
ceases to play an appreciable role. The three-body attachment also is insignificant,
as the concentration of molecules is small at the altitudes of the generation of the
ionization layer. The layer lifetime is defined by the recombination and is as long
as hours. Occurrence of the ionization layer has the character of an avalanche of
ionization, which moves downward with a speed about of 108 cm/s, until it does
not reach the border of the overcriticality region. The arisen layer of the ionization
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Fig. 5.22 Dependence of electric field of cloud on ground (a) and current in the lightning
channel (b)
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Fig. 5.23 Ionization in the zone of electric field overcriticality: electron concentration (a); electric
field (b)

fills all the overcriticality zone (see Fig. 5.16). Luminosity of the ionization area,
caused by the excitation of molecules by hot electrons, takes place if the electric
field is comparable with the critical one and if the electron temperature, dependent
on parameter E/N, is sufficient for the excitation of molecules. It is natural to assume
that the intensity of radiation is proportional to the specific power of its ohm heating.
The integration over the layer depth gives dependence, from which follows that the
luminescence precedes only during the development of the avalanche and stops at
its arrival at the border of the overcritical area. This time has a value of about 1 ms.
The luminosity of the ionization area at the altitude of 70–90 km, arising during
the thunderstorm at a duration of about 1 ms, is associated with the observations of
“elves.”
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Although the arisen layer of the ionization stops shining, the long existence of
its high ionization level influences the distribution of the electric field and further
events.

5.4 Mechanism of the Occurrence of “Sprites”

The front of the avalanche of ionization is unstable with respect to large-scale
perturbances of its surface (Khodataev 1995). Any asperity on a flat surface of a
capacitor plate results in an increase of electric field on the asperity. The speed of
the ionization avalanche is defined by Eq. 5.27:

Vfr D 2
p
De.�i � �a/; (5.27)

where De is the coefficient of free electron diffusion (Khodataev and Gorelik 1997);

�a D Ka

�
E

N.z/

�

N.z/ (5.28)

is the frequency of the dissociative attachment; and

�i D Ki

�
E

N.z/

�

N.z/ (5.29)

is the frequency of the ionization by electron impact. The greater the asperity, the
faster it grows. Because the frequency of the ionization is a growing function of the
electric field, the speed of the exserted part of the front exceeds the speed of the
not-exserted part.

For estimation, we approximate the form of the asperity by half of the ellipsoid of
revolution with the symmetry axis directed normally to the surface of the ionization
avalanche front (Fig. 5.24a).

The conductivity of the layer, as the foregoing calculations show, is high enough
for full shielding of the electric field during the time of the order of microseconds.
Therefore, for estimation of the field increase at the top of the asperity, it is possible
to consider the layer and the asperity as ideally conducting and to apply the known
formula for the ideally conducting ellipsoid of revolution located in the external
field represented by Eq. 5.30:

Q.a; b/  Em

E0
D

8
ˆ̂
<

ˆ̂
:

2e3long

1�e2long
� 1

ln

�
1Celong
1�elong

�

�2elong

; elong D
q

1 � �
b
a

�2
; a > b

e3flat

1Ce2flat
� 1
eflat�arctg.eflat/

; eflat D
q
�
b
a

�2 � 1; a < b

(5.30)



5 Discharge Processes in a Stratosphere and Mesosphere During a Thunderstorm 243

Fig. 5.24 An approximation of the form of a protuberance (a); dependence from Eq. 5.30 at
b D 1 (b)

Here b is the radius of the basis of the ellipsoidal asperity and a is its height. The
dependence given by Eq. 5.30 is shown in Fig. 5.24b.

Having applied for simplicity the known approximation of the ionization and the
dissociative attachment sum of frequencies (Mayhan 1971):

�i � �a D �a

 �
E

Ecr

�ˇ

� 1
!

; ˇ 
 5:34; (5.31)

and using Eq. 5.27, we estimate the speed of the asperity development in the
coordinates of the front:
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For small values of a the approximation is fair:
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 1C �
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a

b
; a � b: (5.33)

Taking Eq. 5.33 into account, it is easy to determine the increment of the asperity
development:

�max 
 Vfr

b

ˇ

4
.E =Ecr /

ˇ: (5.34)
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Fig. 5.25 Solution from Eq. 5.32 for the conditions of Eq. 5.35, describing the development
dynamics of “sprites”

The small-scale heterogeneity of the electron concentration in the bottom of
the ionosphere with horizontal sizes from several hundred meters up to tens of
kilometers is formed as a result of the turbulence caused by numerous reasons
(winds, magnetosphere electric currents, gravity-acoustic waves, etc.) (Gershman
et al. 1984).The relative intensity of small-scale electron density fluctuations at
altitudes from 80 up to 400 km is estimated by the value of about 10–2. Assuming

Vfr D 108 km=s; b D 3 km; E=Ecr D 1:5; a.t D 0/ D 0:03 km; (5.35)

we get the estimated value of the increment � 
 104 s–1. However, with the growth
of the asperity the overcriticality E/Ecr at its top grows. Respectively, the increment
grows. In the nonlinear case the development is defined by Eq. 5.32. Its solution for
the considered case, given in Fig. 5.25, has an explosive character.

After a time of about 100 �s, the slow growth is replaced by sweeping
development, and for 10 �s the asperity grows to 30 km.

In real conditions, the front of the ionization still moves within the limits of
the zone of the overcritical field while the top of the asperity is already in the far
subcritical field.

There can be several such asperities, caused by ionization front instability. These
are the observed phenomena such as “sprites” (see Figs. 5.2 and 5.3). We have to
note that the “elf ” already is extinguished because its bottom front has reached
the border of overcriticality and the electric field in it is already relaxed. But the
“sprites” brightly shine, because their growth is accompanied by the action of
the current that is taking a charge from the ionized layer of the elf to the tops of
the asperities.
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Fig. 5.26 Dependence of the electric field on altitude: a field under ionization layer in the absence
of protuberances (same as that in Fig. 5.15); b field at top of system of protuberances; c field at the
top of an individual protuberance (dotted line, critical field)

The electric field at the top of the individual asperity, which has reached the
altitude h, remains at all altitudes greater than that of the critical value (curve (c)
in Fig. 5.26). However, in the system of the asperities the field at their tops grows
with their length up to a length comparable with the distance between them. For
the system of the asperities, the field at their tops exceeds the critical one up to the
altitude h, which is not lower than that of some definite value (a curve (b); Fig. 5.26).

During the development process the sharp peaks of the asperities initiate
networks of thin streamer channels (Fig. 5.27) (Cummer 1997), playing the role of
the initiator, without which the streamer discharge cannot appear in the subcritical
field. Although the lightning discharge and the electromagnetic field caused by it are
finished, the discharge processes proceed in the field of the polarization, obtaining
from it energy necessary for ionization and heating of the channels.

The streamer nature of the filament structures, being the continuation of the large-
scale asperities, was already indicated by Raizer et al. (1998). However, the question
about the initiation of the streamer discharge in the subcritical field remained open.
As the initiators, the tracks of the high-energy cosmic particles, the meteoric traces,
and even the “running-up electrons” (Gurevich and Zybin 2001) were attractive.

The presence of the large-scale asperities, reliably providing the initiation of the
streamer channels, makes other factors not necessary.

The phenomenology of the streamer subcritical discharges is investigated in
sufficient detail. Their development can be accompanied by multiple branching, as
one can see in Fig. 5.28 (Barrington-Leigh 2000).
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Fig. 5.27 Streamer channel initiation by large-scale protuberances (Cummer 1997). Reproduced
with kind permission

Fig. 5.28 Branching of channels in streamer discharge (Barrington-Leigh 2000). Reproduced with
kind permission
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Fig. 5.29 Network of streamer channels in the microwave (MW) streamer subcritical discharge

In contrast to streamer subcritical discharges in the microwave (MW) field,
which form no less complex networks of the filament channels (Fig. 5.29), the
streamer subcritical discharge in the quasi-stationary electric field cannot leave
the initiator, scooping from it the electric charge necessary for its development.
However, the streamer heads, also known as the MW streamer discharge, are the
powerful source of the UV radiation.

Thus, the streamer phase of the “sprites” generates the flash of UV radiation,
registered by the equipment of satellites, in particular the satellites “Tatyana-1” and
“Tatyana-2” (Veden’kin et al. 2011).

In Fig. 5.30 the spectrum of sprite radiation, registered by the ground detector
(Barrington-Leigh 2000), and the spectrum of the MW streamer subcritical dis-
charge, observed under laboratory conditions, are compared.

In the short-wave area, the spectra are essentially similar, which confirms the
similarity of the processes in the streamer channels, in their head part, specifying
their spark nature.

5.5 Conclusion

The slowly increasing charge of the cloud causes polarization in the atmosphere.
Redistribution of charges in the atmosphere neutralizes the field of the cloud. After
lightning discharge, the residual field of the polarization, which relaxes for a long
time, remains.
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Fig. 5.30 Spectra of radiation: (a) spectrum of MW streamer subcritical discharge; (b) spectrum
of the “sprites” (Barrington-Leigh 2000)

In a sufficiently strong thunderstorm, this residual field exceeds the critical value
on the bottom border of the ionosphere. There originates the avalanche of ionization
moving downward with the speed of 108–109 cm/s. This is the “elf.”

The front of the avalanche ionization is unstable with respect to the growth
of the asperities with sharpening peaks. The size of the bases of the asperities is
determined by the depth of the avalanche front. When the asperities reach the zone
of the subcritical field, the system of streamer channels appears at the tops of the
asperities, sufficiently thin for development in the deeply subcritical field.

The relaxation time of the electric field is great enough for the development of
the process during tens of milliseconds. The asperities with the attached streamer
channels net are the “sprites.”

Filamentation of the polarization currents at altitudes higher than 120 km creates
the flash of IR radiation. The bright part of the elf and the streamer part of the sprites
generate the flash of UV radiation that is registered by the satellites.
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Chapter 6
Vortex Plasmoids Created by High-Frequency
Discharges

A.I. Klimov

Abstract This experimental work is a continuation of the well-known work
on microwave (MW) plasmoid physics carried out by the Nobel prize winner,
P. L. Kapitsa. It is devoted to high-frequency (HF) plasmoid creation in low-
temperature plasma, which is of interest from the point of view of ball lightning (BL)
physics and the creation of artificial ball lightning. New experimental results on HF
plasmoid generation in swirl flows are presented and analyzed. A good correlation
is shown between Kapitsa’s results and the new experimental results.

Keywords Plasmoids • Artificial ball lightning • Ball lightning • Experiments •
Discharges • MW discharge • Capacity-coupled discharge • Swirl flow

6.1 Introduction

There are many reports on ball lightning (BL) creation in the atmosphere during
thunderstorms and without them (Barry 1980; Avaramenko et al. 1994; Grigorjev
2006; Bychkov et al. 2010). Creation of BL and artificial ball lightning from the
plasma vortex, created by either a lightning stroke or high power-electric jets, has
been described in a number of works and is discussed by Bychkov et al. (2010).
Thus, this work is the continuation of the work of Bychkov et al. (2010) devoted
directly to BL investigations, but it is connected with experiments with discharge
types, which have not obtained sufficient elucidation in the review literature until
now. Well-known works on microwave plasmoids created by Japanese scientists
headed by Y.-H. Ohtsuki and M. Ofuruton were discussed by Bychkov et al. (2010),
so we do not address their works here.
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The famous scientist N. Tesla (Tesla and Childress 1993) and the Nobel prize-
winner Russian scientist P. L. Kapitsa (1955, 1969) considered natural BL as a long-
lived high-energetic structural plasma object (or a microwave [MW] plasmoid). BL
theoretical models and experimental approaches based on a concept of the plasma
vortex are very popular among many scientists up to the present (Avaramenko et al.
1994; Bychkov et al. 2010; Tar 2010; Vlasov 2006). Starting from the 1970s (latter
twentieth century), a great number of experiments have been made on the different
kinds of the vortex plasmoids (Tesla and Childress 1993).

These investigations were undertaken on realization of energy transportation for
long distances and ball lightning analogues for possible aerodynamic applications
(Avaramenko et al. 1994; Mirabo et al. 2001; Klimov 2009). These works created
a basis for new scientific disciplines, called plasma aerodynamics and plasma
combustion, which are intensively developing now (Avaramenko et al. 1994;
Klimov 2009). Nowadays, investigations in these areas allow us to pose questions
and find answers to phenomena connected with the nature of BL, unknown flying
objects, St. Elmo’s fire, and other plasma objects created in the lower troposphere.

We want to note that the artificial stable microwave (MW) plasmoid was obtained
by Kapitsa in swirl gas flow. This MW plasmoid had unusual physical properties
close to the observed properties of natural ball lightning. Let us indicate some of
them:

1. Strong collective properties of the charged and the excited particles and the
collective interaction between them;

2. Anomalous optical spectra (absorption of some optical lines by plasmoid,
dissipation, and absence of the optical lines of testing deuterium gas);

3. Extremely high level of ultraviolet (UV) radiation power (so-called UV-
catastrophe (Kapitsa 1969));

4. Extremely high plasma parameters: electron temperature Te> 105 K and electron
concentration Ne> 1015 cm�3;

5. High efficiency of the MW energy conversion to plasma energy;
6. Neutron flux and others.

Kapitsa’s hypothesis of the BL physical model is based on the combination of
standing microwaves and swirl flow. He was certain that studies of the artificial
plasmoid created in the laboratory help us to clarify BL physics. What is the
role of swirl flow in the stable plasmoid creation in his experiment? The answer
to this question was not given in his theoretical model and was left for further
investigations. Now this question is studied in our work in detail.

First, let us clarify the notation “plasmoid” as used in this work.

1. The notation “plasmoid” is defined as a high-density plasma formation, con-
sisting of excited and charged particles [including charged cluster ions, dusty
particles, quasi-particles (holes, excitations, plasmons, etc., in special conditions
with participation of the solid phase), cluster particles in the plasma stabilized by
strong collective forces acting between them.
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2. In addition to this definition, we propose that the plasmoid consists of a
condensed charged plasma kernel, Dk in diameter, and an extended rarefied gas
charged plasma halo with a typical diameter of about Dh � (10–100) Dk. Stable
two-phase heterogeneous plasma formation can be created in special conditions
by an initially nonequilibrium electric discharge, Klimov et al. (2011).

3. The plasma kernel and the plasma halo have opposite electric potentials, which
are about several kilovolts (kV). An electrical double layer is present between
these two plasma formations.

4. There is an energy gap (the “evaporation” energy of Ec � 1–10 eV) for the
particles crossing the boundary between the plasma kernel and the plasma halo.
However, there is an exchange between the kernel particles and those of the halo
as a result of the high gas temperature (>1,000 K) in the plasma kernel, Klimov
et al. (2011).

5. Strong collective forces inside the plasmoid can be of the following types:
quantum body forces between the Rydberg excited atoms in the metastable
condensed plasma kernel; strong magnetic forces that can stabilize the plasma
pinch or the plasma focus (plasma kernel); strong Coulomb forces in the double
electrical layers, which are created on the plasmoid surface (for example, plasma
filaments); and others. Quantum models of the stable plasmoid are considered in
the work presented by Avaramenko et al. (1994).

6. Gas dynamic disturbances with high gas flow gradients (such as a convergent
shock wave, a vortex, a thermal [entropy] disturbance, etc.), created additionally
in the initially diffuse gas discharge plasma, can considerably increase the
probability of plasmoid creation.

7. An anomalous large lifetime after power supply switch off Tp* is an important
feature of these plasmoids. A typical value of the lifetime Tp* of plasmoids is
about 0.1–1.0 s. At that the plasmoid has to be supplied by the external energy
flux (for example, by MW pumping), negative entropy flux (for example, an
algorithmic modulation of the external MW radiation), and the mass flux during
its lifetime period T is greater than Tp*: T � Tp*.

8. The erosive cluster plasmoid has a large energy storage value (range, 1–1,000 kJ),
similar to a real BL (Avaramenko et al. 1994). This value of energy storage of a
typical cluster plasmoid was measured by the calorimetric method. Electrical
energy of the plasmoid is distributed between the extended plasma halo and
the local plasma kernel with a considerably large distance. Thus, the nonlocal
charged plasmoid is to be created by the erosive plasma generator. Nonlocal
electrical damage (burning) of electric wires, radio devices, and electronics can
be caused by this nonlocal charged plasmoid. In addition to this requirement,
another is connected with the possible existence of a power converter inside
the plasmoid. This power converter, a device that can transform one kind of
energy (for example, mechanical) into another (for example, electrical), supplies
the plasmoid with electrical energy extracted from the external medium (for
example, from wind power (Klimov 2009; Klimov et al. 2009a), external
turbulent flow, external MW pumping (Mirabo et al. 2001; Klimov 2009; Klimov
et al. 2011), chemical power (Klimov et al. 2009b, 2010), etc.). The physical
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mechanism of this power convertor operation is connected with charge separation
by gas flow and may be close to the action of the well-known Van de Graaf
generator.

The physical properties just listed were revealed and studied in the vortex
plasmoid created by capacity-coupled high-frequency (HF) discharge. Some of the
important experimental results of vortex plasmoid physics are considered in this
chapter.

The main goal of this chapter is to describe studies of longitudinal plasmoids
created by capacity-coupled high-frequency discharge in swirl flow. A longitudinal
plasmoid was created by high-frequency discharge in swirl flow at normal atmo-
spheric pressure.

The following tasks and problems were studied in this work:

• Stable vortex plasmoid creation by a capacity-coupled high-frequency discharge
in swirl airflow. Study of the longitudinal plasmoid evolution and its structure at
a pulse repetitive regime of external high-frequency power pumping.

• Physical properties of this plasmoid in swirl flow at a pulse repetitive regime of
external high-frequency power pumping.

• Energy distribution inside the longitudinal vortex plasmoid created by the
capacity-coupled high-frequency discharge.

Generally speaking, this work is the continuation of Kapitsa’s work. Note that the
listed tasks could be studied only with application of modern diagnostic instrumen-
tation (such as high-speed CCD camera, optical spectrometer with high resolution,
and electronic acquisition of measured data). This diagnostic instrumentation was
not available during Kapitsa’s experiments. Thus, the experimental results obtained
in this work are actual and very important for the future development of plasmoids
and BL physics.

6.2 Capacity-Coupled High-Frequency Discharge
Parameters in High-Speed Gas Flow

It is shown that plasma formation created by capacity-coupled high-frequency
discharge (CHFD) in high-speed gas flow has a number of unusual properties
(Klimov 2004, 2009; Klimov et al. 2009a, 2011):

• A non-Maxwellian electron distribution function over energy. There is a group
(or groups) of fast electrons (an electron beam with the energy of about
10–1,000 eV). Thus, it is possible to produce radicals and excited molecules by
these fast electrons.

• The plasmoid can be created in the airflow by a capacity-coupled high-frequency
discharge with a single internal electrode (one-electrode regime; the grounded
electrode is connected with the high-frequency generator by a space capacity)
or using two external electrodes, covered by a dielectric film (dielectric barrier
discharge regime).
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• A capacity-coupled high-frequency discharge is ignited and burned near a contact
gas-mixing surface in the co-flow (near a high gas density gradient region) as a
rule automatically. Modulated CHFD disturbs this contact surface and generates
intensive acoustic waves and the gas turbulence. So, capacity-coupled high-
frequency discharge can intensify a co-flow mixing of two jets.

• Fast transportation of the marked ions of a testing gas, injected in high-frequency
filament, is found. The typical velocity of this marker ion transportation inside
the high-frequency filaments is about Vfl � 103 m/s, or higher.

• The high-frequency filament in the high-speed gas flow (at the flow Mach number
M D 1.2–2 and pressure Pst< 105 Pa) has extremely high plasma parameters. Ac-
cording to our measurements, the electron concentrations Ne are Ne �1015 cm�3

inside the streamer and Ne�1012 to 1013 cm�3 between the streamers. Specific
energy storage Q inside the streamer is Q � 1–10 J/cm3.

• Rotation temperature (TR) of the excited nitrogen molecules in this filamentary
discharge in the high-speed airflow is about TR D 1,200 K.

• Vibration temperature (TV) of the excited nitrogen molecules in this filamentary
discharge in the high-speed airflow is about 4,000 K.

The TR and TV values depend considerably on high-frequency discharge
parameters and airflow parameters. Thus, a high-frequency plasma filament is a
nonequilibrium high-energetic plasma formation in the high-speed airflow.

6.3 Stable Longitudinal High-Frequency Discharge Plasmoid
in Swirl Airflow

The longitudinal vortex plasmoid created by the capacity-coupled high-frequency
discharge in swirl flow has additional important physical properties closely resem-
bling those of natural BL.

The experimental setup SWT-1 used in our experiments was described in detail
(Kilmov et al. 2011; Klimov and Moralev 2008). This setup SWT-1 was designed
and manufactured to study a longitudinal vortex plasmoid created by a capacity-
coupled high-frequency discharge in a tube in swirl airflow at high pressure
Pst � 105 Pa and the maximal tangential velocity Vt � 40 m/s (Fig. 6.1). The setup
consists of a swirl generator, a quartz tube (testing chamber), a high-frequency
generator with a high-voltage Tesla transformer, high-frequency electrodes, and
diagnostic instrumentation. The swirl generator was connected with a compressor.
This modified setup, SWT-1M, was manufactured to study a longitudinal vortex
plasmoid created by a longitudinal vortex in high-speed swirl flow at low static pres-
sure, Pst D 5 � 103 to 5 � 104 Pa, and the maximal tangential velocity Vt � 140 m/s.
This setup was equipped with a vacuum chamber with a vacuum pump.
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Fig. 6.1 Experimental setup SWT-1. 1 vortex generator, 2 quartz tube, 3 high-frequency electrode,
5 port with pressure sensor, 4 external grounded electrode, 6 vacuum chamber, 7 to high HF power
supply, 8 current probe, 9 HF modulator, 10–12 command generator, 13 pressure manometer,
14 gas injector pressure manometer

The modified setup SWT-1F was used to study free longitudinal vortex plasmoids
in the open atmosphere. The high-frequency plasma generator used in this work has
the following parameters: high frequency, FHF, D13.6 MHz, high-frequency power,
PHF, <2 kW, and two operation modes, a continuous mode and the pulse repetitive
one. DC discharge was also used in some experiments (UDC< 8 kV, IDC< 2 A).
The typical parameters of the pulsed repetitive high-frequency generator used in
this work are the following: a maximal output pulsed voltage is �60 kV, pulsed HF
power was �1–10 kW, high frequencies are FHF1 D 13.6 MHz, FHF2 D 0.45 MHz,
pulse repetitive frequency was FM D 10–104 Hz, and pulse duration is Ti D 10 �s to
100 ms.

Plasma and airflow parameters were measured by different diagnostic instru-
ments including a shadow optical device with the excimer KrF laser (œD 248 nm),
an optical interferometer with a high-speed camera, Citius (œD 638 nm), a voltage
probe and current probe, an optical spectrometer (œD 200–800 nm), an MW
interferometer G4-108 (œD 1 cm), etc.

6.4 Vortex Longitudinal Plasmoid Created
by the Capacity-Coupled High-Frequency Discharge

A homogeneous longitudinal subcritical vortex plasmoid, created by a capacity-
coupled high-frequency discharge in swirl airflow at continuous high-frequency
discharge power pumping, is shown in Fig. 6.2. The typical length of this plasmoid
varies from 30 to 150 cm at different high-frequency power values. Its diameter is
about 10–15 mm.
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Fig. 6.2 Longitudinal vortex plasmoid created by a single high-frequency (HF) electrode in free
space between two separated quartz tubes. 1 and 3 quartz tubes, 2 the “hot” high-frequency
electrode

The typical relative ratio K D Ecrit/EHF in this vortex plasmoid has been measured
as about K D 10–100, where Ecrit is the electric breakdown field, and E D U/L (U
is output high-frequency potential, E is the mean electric field intensity, and L the
typical plasmoid length).

It is proven that the value K D 100 is too small to create the self-sustained
capacity-coupled high-frequency discharge at atmosphere pressure (L � 100 cm,
U � 40 kV). Actually, the relative electric field is about E/N � 3–6 Td, and the
average gas temperature inside a longitudinal vortex plasmoid is about Tg D 600–
1,200 K (see following). This value of E/N is very small in comparison with the
air breakdown field (the typical value of which, in air at atmospheric pressure, is
30 kV/cm), and it cannot realize an electric air breakdown and create a pulsed
repetitive discharge. Thus, the physical mechanism of the creation of this subcritical
vortex plasmoid in swirl airflow is not clear at present.

It was shown that this capacity-coupled high-frequency discharge propagates
toward the oncoming airflow. This result can be connected with a reverse flow
creation in swirl flow at a definite vorticity parameter value (Klimov 2009). Note
that this type of high-frequency plasmoid is similar to BL and bead lightning going
out of an electrical socket during thunderstorms (Grigorjev 2006; Bychkov and
Bychkov 2006).

Different types of longitudinal plasmoids were created by capacity-coupled
high-frequency discharge in swirl airflow at various mass flow rates in the range
2<Q< 10 G/s (or different flow velocities), and the various high-frequency power
has values in the range 0.1<PHF< 1 kW (Fig. 6.3). Co-flow plasmoids (frames 1,
2), counterflow plasmoids (frames 5–7), and combined forms (frames 3, 4) were
created in the gas swirl flow (Fig. 6.3). The type of these longitudinal plasmoids is
determined by the value Q (or of the tangential velocity) and of the value of the
high-frequency power input in PHF. Therefore, these vortex plasmoids can move
against a wind, as can do some observed BL (Grigorjev 2006).
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Fig. 6.3 Longitudinal high-frequency plasmoids at different mass flow rates Q. Vortex airflow,
Pst 	 40 Torr, PHF 	 800 W

6.5 Longitudinal Plasmoid Parameters Measured
by a High-Speed Optic Interferometer

The longitudinal plasmoid evolution and its structure in swirl flow at the pulsed
repetitive high-frequency power pumping was studied by both the high-speed cam-
era and the optical interferometer simultaneously (Fig. 6.4) (Klimov and Moralev
2008; Klimov 2004; Klimov et al. 2009a, 2010, 2011; Bityurin et al. 2010).
Note that a stable longitudinal vortex plasmoid was created at the pulse repetitive
high-frequency power pumping was swirl flow at high modulation frequency
FM>FM*� 1 kHz (pulse duration Ti D 0.5 ms) only.

It is shown that the first high-frequency power pulse (of the pulsed repetitive
capacity-coupled high-frequency discharge) creates a hot longitudinal vortex plas-
moid (plasma kernel) near the vortex axis and a warm plasma cover (a halo or
a low-density cavern) around it. A longitudinal vortex plasmoid consists of the
longitudinal plasma filament (F) and the plasma corona (C) near its top. The second
high-frequency filament, created by the new high-frequency pulse, propagates in
this hot cavern created by the previous high-frequency pulse. The head propagation
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Fig. 6.4 High-speed frames of longitudinal plasmoid propagation in swirl flow. F plasma
filament, C corona. Modulation frequency FM D 250 Hz; Ti D 0.5 ms; Vt 	 20 m/s; Vax 	 –8 m/s;
U 	 20 kV; exposure time texp D 1 �s; time interval between the frames Tf D 300 �s; Vp, high-
frequency (HF) filament propagation velocity

velocity of a longitudinal vortex plasmoid is close to the typical axial velocity of the
counterflow (the reverse flow): Vp � Vs � 10–30 m/s was swirl flow (Fig. 6.4). The
velocity Vp of longitudinal vortex plasmoid propagation is measured by the high-
speed camera in swirl flow at low static pressure (40–100 Torr) also. The typical
value of Vp is about 30–40 m/s, and it does not depend on the swirl flow velocity in
this regime. In this connection one can recall that a typical velocity of BL flowing
out of a socket is also about 1–10 m/s (Barry 1980; Grigorjev 2006; Bychkov et al.
2010).

Plasma parameters inside the longitudinal vortex plasmoid are studied both
by optical spectroscopy and by the optical interferometer. The detailed optical
spectra with a high space resolution were recorded in the different cross sections
of the longitudinal vortex plasmoid created in swirl flow (Figs. 6.5 and 6.6).
Nonequilibrium processes in the vortex plasmoid are optically studied. The typical
optical spectrum obtained in the longitudinal vortex plasmoid is shown in Fig. 6.5.
One can see the OH molecular bands and the N2

2C molecular bands in this optical
spectrum. These data are processed as represented in Fig. 6.6. A hot plasma kernel
(with the rotational temperature TR � 1,500–2,000 K and vibrational temperature
TV � 3,000–4,000 K) is seen inside the longitudinal vortex plasmoid. There is a
“warm” plasma halo (with TR � 600 K and TV � 4,000 K) around the longitudinal
vortex plasmoid kernel. There are large temperature gradients in the nonequilibrium
longitudinal vortex plasmoid in this region. So, it is possible to suppose that there is
some relaxation mechanism associated with the vibration–rotation (V-T) relaxation
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Fig. 6.5 Typical optical spectra of longitudinal plasmoid created by capacity-coupled high-
frequency discharge in swirl flow. Distance X D 2.5 cm from the high frequency electrode for
two different distances from the tube axis Y D 0 mm and Y D 7 mm; Vt 	 30 m/s; PHF D 240 W

Fig. 6.6 Gas temperature (K) distribution in the high-frequency plasmoid, created in swirl flow.
Vt D 30 m/s; high-frequency power PHF D 240 W; pulse duration Ti D 1 ms; modulation frequency
FM D 500 Hz, Pst D 105 Pa. Top: Longitudinal high-frequency plasmoid in the swirl airflow

of the excited nitrogen molecules in this longitudinal vortex plasmoid. We have to
note that we could not create the longitudinal vortex plasmoid in a noble gas (for
example, argon), so it is most probably connected with the molecular features of
the gas.



6 Vortex Plasmoids Created by High-Frequency Discharges 261

6.6 UV Spectra Obtained in a Longitudinal Plasmoid
in Free High-Speed Swirl Flow

Recall that Kapitsa measured an intensive UV radiation and soft X-ray radiation
(in the range 102–103 eV) generated by a longitudinal MW plasmoid in swirl flow
in his work many years ago. He named this phenomenon the “UV-catastrophe”
inside the longitudinal vortex plasmoid. The UV spectra (��D 270–340 nm) of
the longitudinal vortex plasmoid created by the capacity-coupled high-frequency
discharge in swirl flow were recorded and analyzed in his work. The typical UV
spectra of this longitudinal vortex plasmoid in free swirl flow recorded by the
optical spectrometer AvaSpec 2048 are shown in Fig. 6.7. It was revealed that the
intensity I of the optical lines and the optical bands in the wave range 250–300 nm is
considerably increased in the constricted or filamented longitudinal vortex plasmoid
(compared with the diffuse high-frequency discharge plasma in non-swirl flow in
the same conditions). The value I was increased up to a factor of 10–20 during the
transition from a filamentary (corona) high frequency discharge to the longitudinal
high-frequency plasmoid (Fig. 6.7). This value I depends also on a duty cycle. So,
this phenomenon depends on a plasma formation overheating (the average high-
frequency power input in the plasma) (Fig. 6.8). UV radiation is increased in the
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nonequilibrium longitudinal vortex plasmoid. So, the longitudinal vortex plasmoid
is the source of the intensive UV radiation and, may be X-ray radiation (Kapitsa
1969). X-ray radiation connected with events of some BL impacts is also considered
in some reports (Barry 1980; Avaramenko et al. 1994; Grigorjev 2006), but its nature
has not yet been explained.

6.7 Gas Dynamic Characteristics of the Vortex Longitudinal
Plasmoid

Airflow around the longitudinal vortex plasmoid was studied simultaneously by
the optic interferometer and pressure transducers. The typical high-speed frames
of this vortex plasmoid and the gas flow behind it (in the hot wake) obtained
by this interferometer are shown in Figs. 6.9 and 6.10. It is noted that a hot gas
wake is absent behind this longitudinal vortex plasmoid. It was seen that there is
a considerable temperature jump on the plasmoid surface in swirl airflow. The gas
temperature changes from Tg � 2,000 K inside the longitudinal vortex plasmoid up
to Tg � 600 K outside it. The typical contact surface width in this plasmoid is about
3–5 mm (Fig. 6.9). This temperature jump was also measured by a thermocouple.
The physics of this anomalous phenomenon is not clear today (see following).
It is necessary to continue the experimental studies of this phenomenon to clarify
the physical mechanism of this thermal insulation of a longitudinal vortex plasmoid
in swirl airflow.
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Fig. 6.9 Swirl airflow (hot wake) behind down electrode (1). Airflow axis velocity, 10 m/s;
tangential velocity, Vt 	 30 m/s; static pressure, Pst 	 105 Pa; Pd 	 150 W. 1 electrode, 2 hot wake,
3 vortex longitudinal plasmoid

Fig. 6.10 Airflow (hot wake) behind plasma formation (2). Straight streamlined airflow. Airflow
axis velocity, 10 m/s; static pressure, Pst 	 105 Pa; 1 electrode, 2 plasmoid, 3 hot wake;
Vf 	 30 m/s; PHF 	 100 W

Comparison of results obtained in swirl flow with those obtained in non-swirl
flow (in straight streamline flow) gives the following. The typical high-speed frame
of the airflow around the plasmoid in Fig. 6.10 shows that there is a longitudinal
turbulent hot wake behind the plasmoid in this regime. So, there is a considerable
difference between this regime of straight streamline flow over the plasmoid and
the previous one (in swirl flow). Note that an aerodynamic drag of this vortex
longitudinal vortex plasmoid should be very small (because of the symmetrical
streamlines around it, as is shown in Fig. 6.9).

There are many reports about BL motion (Barry 1980; Grigorjev 2006) near
airplanes and contrary wind, and it is well known that in some observations of
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Fig. 6.11 Pressure ports (2) in the quartz tube (1) to measure pressure distribution inside longitudi-
nal plasmoid created by capacity-coupled high-frequency discharge. Vt 	 140 m/s; PHF D 1.7 kW;
Pst D 40 Torr; 1 quartz tube, 2 pressure sensor ports, 3 longitudinal plasmoid

BL motion near airplanes it has a very small drag. Note that BL long motion near
airplanes represents a problem from the energy conservation point of view. So,
studies of longitudinal vortex plasmoid aerodynamics can be helpful in clarification
of the unusual aerodynamic properties of the real BL.

It is important to obtain a reliable information about a pressure distribution
inside the longitudinal vortex plasmoid. The important task of the vortex control
by a capacity-coupled high-frequency discharge can be studied in this experiment.
However, correct measurements of a pressure distribution by the Pitot tube in
two-dimensional (2D) swirl flow are a difficult technical task (for discussion, see
(Klimov 2009; Bityurin et al. 2010)). A typical static pressure distribution in the
vortex longitudinal vortex plasmoid measured by the pressure sensors is shown in
Figs. 6.11, 6.12, and 6.13. One can see that the static pressure was increased up to
50% when the plasma was switched on. Therefore, there is the vortex attenuation
and its dissipation by a capacity-coupled high-frequency discharge.

Some additional experiments were carried out to prove the vortex attenuation by
capacity-coupled high-frequency discharge. A small helium jet was injected through
a thin dielectric tube into the vortex region. This jet was deflected by the swirl flow at
the plasma-off point. It was revealed that the helium jet marker was not deflected by
the swirl flow at the high-frequency plasma-on point. The swirl flow is very weak
to deflect the helium jet in this regime at plasma-on. Thus, there is a real vortex
attenuation by the high-frequency plasma-on. This conclusion correlates with one
obtained by pressure distribution analysis.

6.8 Measurements of a Power Balance in the Vortex
Longitudinal Plasmoid

The experimental setup used to study the power budget in the longitudinal plas-
moid vortex is shown in Fig. 6.1, Klimov (2004). The scheme of calorimetric
measurements in this experimental setup is shown in Fig. 6.14. Thermocouples are
arranged in a quartz tube behind the plasma formation. The optical pyrometer is
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Fig. 6.12 Pressure sensor signals in different duct ports. Capacity-coupled high-frequency dis-
charge in vortex airflow. Vt 	 140 m/s, PHF D 1.7 kW, Pst D 40 Torr. Minimal high-frequency
plasma generator operation time is marked by magenta lines. A distance of a section from the
high-frequency electrode, at which a measuring port was located, is in cm

used to measure gas temperature inside the plasma formation. We observed many
erosive tungsten clusters created by the capacity-coupled high-frequency discharge
(caused by tungsten electrode erosion). These particles help us to measure the gas
temperature in the plasma by the pyrometer. The optical spectrometer AvaSpec 2048
(with wavelength resolution ı�� 0.2 nm) is used to measure the gas temperature
inside the plasmoid (Klimov 2009).

The experimental conditions were the following:

High frequency FHF D 13.6 MHz
Electric power Pd D 1.9 kW
Static pressure in airflow Pst 	 105 Pa
Airflow velocity (axial) Vax 	 30 m/s
Tangential airflow velocity Vt 	 30 m/s

The following parameters were measured in this experiment: Qaf, the mass
airflow rate in the quartz tube; ıT, the average airflow temperature increase,
measured by the thermocouples near the tube axis (X), and near the tube wall
(W) at the high-frequency discharge plasma-on; Tw, wall temperature; Tel, electrode
temperature; the chemical composition of the gas flow; and Mel, the erosion mass of
the electrode material.
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Fig. 6.13 Static pressure distribution along vortex of longitudinal plasmoid. Tangential velocity
Vt D 140 m/s, PHF D 1,700 W, Pst D 40 Torr. Discharge position in the quartz tube is marked by
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Fig. 6.14 Scheme of experimental setup with the vortex chamber 1 used in power balance
experiment: 2 nozzle, 3 quartz tube, 4 high-frequency ball electrode, 5 Tesla transformer, 6 micro-
wave interferometer, 7 video camera, 8 optical pyrometer, 9 pressure sensor, 10 thermocouple,
11 propane injector
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Table 6.1 Vortex plasmoid
parameters

Qaf, G/s •T, K PT, W �D PT/PHF

13.4 X, 530 7,000 3.7
14.4 X, 520 7,643 4.02
14.6 X, 420 6,284 3.3
14.65 X, 362 5,430 2.86
13.8 W, 437 6,174 3.25

Table 6.2 Capacity-coupled
high-frequency discharge
(CHFD) plasma parameters in
the non-swirl (straight
streamline) airflow

Qaf, G/s •T, K PT, W �D PT/PHF

14.65 X, 32 480 0.25
17.2 X, 33 583 0.31
17.2 W, 27 477 0.25

X corresponds to the temperature measure-
ment near the duct axis; W corresponds to
the temperature measurement near the duct
wall

Table 6.3 Calorimetric
calibration experiment results

Qaf, G/s •T, K PT, W IH, A/UH, V PE, W

7.11v 75 546 15/33 500
5.17s 84 445 15.5/33.6 521
5.17v 79 418 14.5/33.1 463.4
6.03s 76 469.3 15/33.1 496.5

s straight streamline airflow, v swirl flow

Thermal power PT of the gas flow heated by a capacity-coupled high-frequency
discharge was estimated by the formula:

PT D QafCpıT

where Cp is the heat permeability. The obtained experimental results are shown in
Table 6.1.

One can see that airflow heating by the vortex plasmoid is more effective
compared with the filamentary plasmoid, created in the straight streamline airflow
(at the same high-frequency power input to the plasma). Note that the thermal
power of the output airflow heated by a capacity-coupled high-frequency discharge
exceeds the high-frequency power input to the plasma (�1.9 kW) by a factor of
3–4. This result is not clear today: one can suppose that there is additional power
release connected with cluster creation in the plasma (condensation power) and their
destruction in swirl flow. So, there is additional heating of the oncoming swirl flow
by this power source. This principal question we plan to study in detail in future
experiments.

One can see that there is a power loss in the straight-streamline airflow at the
same experimental conditions as in the previous experiment (see Table 6.2).

The calibration experiment in this setup was carried out by the electric wire
heater (using a tungsten wire). The obtained experimental results are shown in
Table 6.3. Electrical voltage, current, and power were measured in this experiment.
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One can see that the thermal power PT of the output airflow is close to the electric
power value PE applied by the wire heater. So, these calorimetric measurements are
correct and accurate ones (heat power losses were small in this setup). Therefore,
the conclusion about the extra power release in the vortex plasmoid is correct also.

6.9 Study of a Longitudinal Plasmoid in a Free High-Speed
Swirl Flow

Studies of the longitudinal vortex plasmoid created by a capacity-coupled high-
frequency discharge in the free high-speed swirl airflow were carried out in this
work for the first time. The experimental setup SWT-1F used in these experiments
is shown in Figs. 6.1 and 6.15. A swirl generator was connected with a vacuum
chamber by a conical nozzle in this experiment.

The conical nozzle had the following dimensions and parameters:

Contraction angle 60ı

Outer diameter 20 mm

The experimental conditions were the following:

Mach number of axial flow Mx< 0.3
Mach number of tangential flow Mt< 0.3
Testing gas Air
Flow static pressure Pst 	 100 Torr

1 2 3 4 5 6 7

HV

Fig. 6.15 Scheme of blow-down experimental setup SWT-1F. 1 Swirl generator, 2 grounded
forming duct, 3 conical nozzle, 4 optical window, 5 capacity-coupled high-frequency discharge,
6 needle high-frequency electrode, 7 pressure sensors (grid)
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Fig. 6.16 Typical pictures of two plasma formations created by capacity-coupled high-frequency
discharge in high-speed swirl flow. Charged longitudinal plasmoid with blue halo at Pst 	 300 Torr,
Vax 	 90 m/s. 1 needle HF electrode; 2 plasma kernel; 3 plasma halo; 4 nozzle

The high-frequency plasma generator had the following parameters:

Pulsed high-frequency power PHF D 200 W
Frequency FHF D 1.2 MHz; 13.6 MHz
Operation regime Continuous, pulse repetitive
Modulation frequency FM < 20 kHz
Pulse duration Ti D 50–500 �s

The typical picture of the free longitudinal vortex plasmoid created by the
capacity-coupled high-frequency discharge in swirl high-speed airflow is shown in
Fig. 6.16. One can see that this plasmoid consists of the bright plasma kernel and
the blue plasma halo around it. The typical plasma halo diameter Dh exceeds the
typical kernel diameter Dk by the factor K D Dk/Dh D 2–10. The value K depends
on the initial pressure Pst and the initial flow velocity Vf.

The electrical potential of this plasma halo was measured by the electric high-
voltage probe Tektronix P6018. The typical value of this electrical potential was
about ®� C(1–4) kV (Fig. 6.17). This value depends on the high-frequency power
input PHF, the pulse repetition frequency Fi, and the airflow velocity Vf � Vax � Vt.
The maximal value of ®� C4 kV is measured at the maximal high-frequency power
input PHF � 800 W, the maximal pulse repetition frequency FM � 10 kHz, and the
maximal airflow velocity Vax � V � 140 m/s.

It is not clear why the measured halo potential is positive. From a conventional
point of view, fast particles, that is, electrons, have to move from the kernel, so the
potential of the halo has to be negative. However, it is not so. We plan to investigate
this effect in future experiments.
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Fig. 6.17 Typical high-frequency plasmoid electric potential at different experimental con-
ditions. SWT-1F. Left: Longitudinal charged high-frequency plasmoid with blue halo at
Pst 	 300 Torr, Vax 	 90 m/s. Right: Longitudinal charged high-frequency plasmoid with blue halo
at Pst 	 300 Torr, Vax 	 140 m/s. Violet voltage signal; blue command modulation signal

Mark that it is possible to create a DC power supply by this plasma–vortex
converter. The main question is the efficiency of the plasma–vortex converter acting
in this regime. We plan to study the converter physics in detail in future experiments.
This study will probably help us to clarify the source of BL power supply.

6.10 Pressure Distribution in Swirl Flow
at High-Frequency Plasma-On and Plasma-Off
Conditions

The experimental results on temporal evolution of the static pressure inside the
plasma kernel in high-speed swirl flow at plasma on and plasma off are shown in
Fig. 6.18. One can see that there was considerable static pressure increase up to 20–
50% (near its axis) at the high-frequency plasma-on. Note that the pressure jump
signal was the difference between the stagnation pressure measured by the Pitot
tube, and the static pressure measured inside the test section. So, the electric double
layer created on the plasma kernel surface can play an important role in the pressure
redistribution inside the kernel.

Therefore, it was revealed that the high-speed swirl flow parameters can be
considerably changed by the capacity-coupled high-frequency discharge plasma.
The obtained results may be used for flow control, lift control, advanced mixing,
plasma aerodynamics, and plasma-assisted combustion of gas reagments.
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Fig. 6.18 Temporal dynamics of static pressure Pst (Torr) measured near swirl flow axis in setup
SWT-1F at high-frequency plasma-on (below red rectangles) and plasma-off

6.11 Conclusions

This work is a continuation of Kapitsa’s experiments on BL modeling (Kapitsa
1955; Kapitsa 1969). We repeated his experiments with the help of modern
diagnostic instrumentation. His main experimental results were proved in our work.
A number of new important data on the longitudinal vortex plasmoid creation and
its physics have been obtained by us, namely:

1. A stable nonequilibrium heterogeneous longitudinal vortex plasmoid is created
by a capacity-coupled high-frequency discharge in swirl flow. This longitu-
dinal vortex plasmoid consists of a hot plasma kernel (TV � 3,200 ˙ 400 K,
TR � 2,000–3,000 K) and an extended warm plasma halo (TV � 3,200 ˙ 400 K,
TR � 600 K). This compact longitudinal vortex plasmoid is created by both
the continuous high-frequency power pumping and the pulse repetitive high-
frequency power pumping in swirl flow. Note that the stable longitudinal vortex
plasmoid is created by the pulse repetitive high-frequency power pumping in
swirl flow at high modulation frequency FM>FM* � 1 kHz (Ti D 0.5 ms) only.

2. There is an energy exchange between the vibrational energy levels of the excited
nitrogen molecules and the translation energy of these molecules in the longitudi-
nal plasmoid (by the V-T relaxation process). This result is based on the analysis
of the obtained optical spectra of the longitudinal vortex plasmoid luminescence
at different swirl flow parameters, different high-frequency power settings, and
different values of the initial pressure Pst D 40–760 Torr. Experimentally, it was
impossible to realize this phenomenon in noble gas swirl flows (for example, in
argon).

3. Vortex attenuation and its decay by the capacity-coupled high-frequency dis-
charge plasma was found both in the duct and in the open air. The static
pressure near the vortex axis increased up to 20–50% at the capacity-coupled
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high-frequency discharge plasma-on. It is found that the pressure gradient was
about zero near the vortex axis at plasma-on. So, there is a stationary immovable
gas inside the central vortex region at plasma-on. The obtained results can be
used for flow control, lift control, advanced mixing, plasma aerodynamics, and
plasma-assisted combustion.

4. Aerodynamic properties of the longitudinal vortex plasmoid were studied. This
longitudinal vortex plasmoid can move against a wind as can do a real BL. The
typical velocity of the stable longitudinal vortex plasmoid is about Vp � 30–
40 m/s, and it does not depend on the oncoming flow velocity. The aerodynamic
drag of this vortex longitudinal vortex plasmoid should be very small (as a result
of the symmetrical streamlines around it). It is well known that BL also has a very
small drag. It can be important for aerodynamic applications and clarification of
the unusual aerodynamic properties of a real BL.

5. We confirmed results of Kapitsa measurements of MW plasmoid UV radiation
and discovered that the longitudinal vortex plasmoid can emit intensive UV
radiation.

6. Measurements of the power budget in the longitudinal vortex plasmoid were
made. An extra power release proved to be about 400% as measured inside the
longitudinal vortex plasmoid. It can be connected with complex processes of
cluster particle creation and destruction in vortex flows.

7. The plasma–gas dynamic power converter was created and studied in this work
for the first time. We plan to study its physics in detail in future experiments.
This study should help us to clarify the nature of the power supply of BL energy.

In conclusion, one can say the model of the plasma vortex created with the help
of coupled-capacity high-frequency discharge proved to be fruitful for modeling of
many BL features and understanding its physics.
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Halloween superstorm, 185, 189–190
Heat transfer

flux-matching theory, 152
free molecule solution, 153–155
limiting sphere, 155–157
particle heat transfer efficiency, 152
particle size and temperature ratio, 157–159
thermoconductivity equation, 152

Hiati shock, 202–203

I
International Reference Ionosphere (IRI), 186
International Symposium included Ball

Lightning (ISBL-10), xii
International Symposium on Unconventional

Plasmas (ISUP-4), xii
Ionization

AI reaction diffusion approach
diabatic potential curve, 25
diffusion model, 26–27
energy conservation, 26
ionization probability, 27–28
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Ionization (cont.)
MQD, 28
stochastic regime, 26
weak exothermic AI process, 28

air molecule concentration, 226–227
associative ionization, 4
atom-atom collision, 4
atomic ions, ionization potential, 5
atom, kinetic energy, 3
charge relaxation time, 231, 232
chemo-ionization (see Chemo-ionization)
configuration coupling, 14–15
convective process, 232
definition, 3–4
double excitation process, 44
E-layer, 229
electric conductivity, 231
electronic concentration, 229–230
elementary model, 226
exothermic AI reaction, 56–57
ionization balance, 229
ionizing UV radiation, 228, 229
ions and electrons, daytime distribution,

229, 230
laser-hydrogen plasma, 3
low-temperature plasma physics, 2
near-threshold AI reaction

adiabatic system parameter, 18–19
AI cross section, 20–21
AI rate constant, 21–22
Frank–Condon transition, 18
Landau–Zener approximation, 19–20
MQD theory, 23
N(2D)CO(3P), 22–23
quantum scattering theory, 21
Rydberg complex autoionization decay,

20
semiclassical theory, 18
statistical weight, 22

Penning ionization, 4
quantum chaos, 57
quasi-molecule, Rydberg state

adiabatic Born–Oppenheimer
approximation, 16

diabatic potential curve, 16–17
energy shift and autoionization width,

17
matrix equation, 15
quasi-adiabatic potential curve, 17

regular electric field distribution, 231, 232

resonant collision model, 3
resonant excited state

AI atom, qualitative analysis, 39
AI process constants, 41
atomic beam, optical excitation, 39
autoionization width estimation, 42
chemoionization process, 37
EET process, 44
electron energy spectrum, 43
IAI ion current dependence, 39–40
molecular ion Na2

C, vibrational state,
43–44

photo-ionization, 38–39
polarization effect, 42–43
rate constants and activation energy, 40,

41
semiclassical approximation, 40–41
thermal collision energy, 42
two-step ionization process, 38
unsplit covalent potential curve, 40

Rydberg and dissociative configuration,
24–25

Rydberg atom (see Rydberg atom)
scattering theory

Green’s G-operator, 10–11
Lippman–Schwinger equation, 10
multichannel quantum defect, 9
properties of, 11

semiclassical approach
atom, excitation energy, 5–6
autoionization, 7, 8
Demkov–Osherov contour integral

method, 7–8
diffusion-based approach, 8, 9
Franck–Codon principle, 6–7
molecular ion and quasi-molecular

system, 7
spatial density, 227, 228
stochastic approach, 28–30
sun radiation absorption, photo-ionization,

227
theoretical treaty, 57
thermal and subthermal collision, 2
wave function and reaction T matrix

adiabatic approximation, 11–12
direct coupling, 13–14
Fano’s rotation submatrix, 13
rovibronic and nonadiabatic transitions,

12–13
IRI. See International Reference Ionosphere
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K
Kapita’s hypothesis, 252–253

L
Lippman–Schwinger equation, 10
Lushnikov–Kulmala (LK) approximation, 105

M
Monte Carlo method, 51
Multichannel quantum defect (MQD). See

Scattering theory
Multiphoton process, 66–67

N
Nanoaerosol

aerosol, 80
atmospheric aerosol process

chemical and aerosol block coupling,
84

condensable trace gas and embryo
production, 84–85

condensational growth, 85
diurnal cycle, 81
isolated mode approximation, 82–83
moment method, 82
nucleation burst dynamics, 83–84
nucleation-condensation kinetics, 82
particle formation, 82, 83
particle formation-growth process, 81
particle self-coagulation, 85
post-nucleation stage, 82
trace gas, chemical reaction, 81

condensation
concentration jump vs. particle size,

105, 106
concentration profile vs. distance, 105,

108
coordinate-velocity distribution, 104
Dahneke’s (D) approximation, 105
first-order chemical reaction, 101
first-order physicochemical process,

101–102
flux-matching theory, 93–94, 96–97
free molecule zone, trapping efficiency,

102
Fuchs–Sutugin (FS) approximation, 105
kinetic equation, 97–99
limiting sphere radius, 102
Lushnikov–Kulmala (LK)

approximation, 105
mass accommodation efficiency, 92–93

ozone, 92
reactant concentration profile, 102–103
semi-empirical approach, 93
Sp111, 100
trapping efficiency, 95–96
trapping efficiency vs. particle size, 105,

107
universal function, trapping efficiency,

105, 106
uptake process, 93

evaporation, 108–110
flux and charging efficiency

free molecule limit, 148–149
ion-particle recombination, 146–147
matching distance, 140–142
neutral particle charging, 146
repulsive potential, 147, 148
short-range potential, 145–146
very small particle, 142–145

flux-matching theory
Boltzmann kinetic equation, 90–92
concentration profile, molecule kinetics,

86
enthalpy transport, 88–90
mass and charge transport, 86–88

heat transfer
flux-matching theory, 152
free molecule solution, 153–155
limiting sphere, 155–157
particle heat transfer efficiency, 152
particle size and temperature ratio,

157–159
thermoconductivity equation, 152

kinetic equation
ion density profile, 137–139
ion sticking and ion energy, 135–136
repulsive and nonsingular attractive

potential, 134, 135
particle charging

aerosol electrification, 111
CCN, 111
collisionless kinetic equation, 128–129
cosmic rays, 110–111
Coulomb and image potential, 121–122
CoulombC image force effect, 110
Coulomb length, 110
dielectric particles and repulsive

Coulomb potential, 125
dielectric permeability vs. particle size,

125, 126
double charging, 127, 129
enhancement factor vs. particle size,

151–152
flux-matching theory, 149–150
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Nanoaerosol (cont.)
free molecule approximation, 112
free molecule distribution, 113–115
free molecule flux, 115–116
image potential, 119–120
ion charge and double charging

efficiency, 127–128, 130
ion density profile, 116–117
ion flux, 113
ion flux and recombination efficiency,

127, 128
ion-ion recombination, 150–151
ion-particle interaction, 111
mechanical and kinetic approach,

112–113
metallic particle, opposite polarity, 124
neutral particle C ion, 122–124
nonsingular attraction, 130–132
particle-ion recombination, 126–127
polar molecule condensation, 118–119
potential driven condensation, 118
recombination efficiency, 149
repulsion C singular attraction,

133–134
singular attraction, 132–134

semi-empirical formula, 159–160
spontaneous nucleation, 80
stochasticity, 158–159
transition regime, 159

P
Penning ionization, 4, 50–51

R
Reasonant multiphoton ionization (RMPI)

theory, 70
Rydberg atom, 2

chemo-ionization process
asymmetrical collision, 48–50
atom-atom collision, 46
atomic ion formation, 53
dipole-dipole ionization mechanism, 51
Monte Carlo method, 51
Penning ionization, 50–51
Rydberg atom-Rydberg atom collision,

52, 53
symmetrical collision, 46–48

thermal collision
asymmetrical collision, 55–56
symmetrical collision, 53–54

Rydberg complex autoionization decay, 20

Rydberg electron dynamics, 64–65
Rydberg resonance, 72

S
Scattering theory

Green’s G-operator, 10–11
Lippman–Schwinger equation, 10
multichannel quantum defect, 9
properties of, 11

Seismogenic electric field
Chile earthquake, 209–210
electrical coupling, 213
electric current technique, 204
electric field potential, 198–200
electromagnetic drift, 200–202
F2 layer, latitudinal variation, 199, 201
F2-region ionospheric plasma drift, 200
geomagnetic coordinates, numerical grid,

198, 199
global ionospheric map, TEC, 203
GPS and UAM simulation discrepancies,

208, 209
GPS TEC data, 202
Hiati shock, 202–203
latitude-altitude variation, 205, 208
lithosphere-atmosphere-ionosphere

coupling, 203
magnetic coordinates, 198
magnetopause and tectonic plate

displacement, 212–213
manually fixing technique limitations, 202
model difference map, 205
night domination effect, 209
NmF2 and TEC, 197–198
numerical simulation, 202
positive hole mechanism, 213
pre-earthquake TEC modification, 210–212
regional difference map, 205, 207
relative TEC disturbance, 199, 201
seismo-ionosphere coupling process, 203
space weather task, 213–214
TEC variation, 196–197
UAM simulation, 205
zonal electric field hypothesis, 198

Sprite
asperity approximation, 242–243
asperity development, 243
ionization avalanche, 242
ionization front instability, 244
microwave streamer discharge, 247
radiation spectra, 247, 248
relaxation time, 248
small-scale heterogeneity, 244
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streamer channel initiation, 245, 246
streamer discharge, 245, 246
thunderstorm, 247–248

Super Dual Auroral Radar network
(SuperDARN) radar, 182

T
Thunderstorms, discharge process

airplanes and orbital station, 221–222
asperity approximation, 242–243
asperity development, 243
atmosphere ionization

air molecule concentration, 226–227
charge relaxation time, 231, 232
convective process, 232
E-layer, 229
electric conductivity, 231
electronic concentration, 229–230
elementary model, 226
ionization balance, 229
ionizing UV radiation, 228, 229
ions and electrons, daytime distribution,

229, 230
regular electric field distribution, 231,

232
spatial density, 227, 228
sun radiation absorption, photo-

ionization, 227
DEMETR, 222–223
electric field dynamics, storm cloud

area overcriticality, 235, 237
cloud, 235–236
cloud and reflection, 233
cloud capacity and lightning channel

inductivity, 240, 241
electric field vs. time, 237, 238
ionization, electric field, 240, 241
layer lifetime, 240–241
lightning current magnetic field,

236–238
lightning discharge, 234
luminosity, 241–242
numerical modeling, 239
polarization and critical value

relationship, 235, 236
spatial distribution, electric field,

237–239
task statement geometry, 235, 238

elf, 222, 223
elf-sprite phenomenon, 225
ionization avalanche, 242
ionization front instability, 244
large-scale regular hill, 222, 224

luminescence oscillogram, 222, 225
microwave streamer discharge, 247
radiation spectra, 247, 248
relaxation time, 248
small-scale heterogeneity, 244
sprites, 222, 225
streamer channel initiation, 245, 246
streamer discharge, 245, 246
Tatyana-2, flash observation, 222–223,

226
transition dynamics, elf, 222, 224

U
Upper atmospheric model (UAM)

D, E, and F1 ionospheric region, 172–173
electric field computation block, 174–175
finite-difference method, 170
F2-region and protonosphere block,

173–174
geomagnetic and geographic axes, 169
global empirical model, 186
Halloween superstorm, 185
IMF orientation, electric potential, 187–188
input parameter, 176–177
magnetometer measurement, FAC pattern,

186–187
magnetospheric block, 175–176
neutral atmosphere, 170–172
numerical grids, 177
seismogenic electric field (see Seismogenic

electric field)
solar and geomagnetic indices, 186
solar flare, 185

V
Vortex plasmoid

aerodynamic application, 252
airflow, plasma formation, 262, 263
ball lightning, 251
BL aerodynamic properties, 263–264
CHFD, 254–255
energy exchange, 271
energy storage value, 253–254
evolution and structure, swirl flow, 258,

259
free high-speed swirl flow

CHFD, plasma formation, 269
electric potential, 269, 270
high-frequency plasma generator,

parameter, 269
SWT-1F, blow down setup, 268
UV optical spectra, 261–262
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Vortex plasmoid (cont.)
gas temperature distribution, 259, 260
head propagation velocity, 258–259
helium jet marker, 264
HF electrode, longitudinal vortex plasmoid,

256, 257
Kapita’s hypothesis, 252–253
MW plasmoid, 252
natural BL, 252
non-swirl flow and swirl flow comparison,

263
optical spectra, 259, 260
physical properties, 254
plasma-gas dynamic power converter,

272
plasma kernel and the plasma halo, 253
plasmoid, definition, 252

power balance
calorimetric calibration, 267–268
calorimetric measurement, 264–265
CHFD plasma parameters, 267
gas temperature measurement, 265

pressure ports, 264
pressure sensor signal, 264, 265
relative ratio, 257
stable longitudinal high-frequency

discharge, 255–256
static pressure distribution, 264, 266
swirl airflow, 262, 263
temporal dynamics, static pressure, 270,

271
types, CHFD, 257, 258
vibration-rotation relaxation, 259–260
vortex attenuation, 271–272
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