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Preface

More than a hundred scientific societies, universities, research institutes and orga-
nizations from around the world have banded together to dedicate 2013 as a special
year for the Mathematics of Planet Earth. The Italian partner which endorsed the
MPE2013 initiative is INdAM, the National Institute of Advanced Mathematics.
First founded in 1939 by the noted mathematician Francesco Severi, the aims of
INdAM are the training of researchers in mathematics, especially in the emerging
branches, in order to foster the transfer of knowledge to technological applications
and promote contact between Italian and international mathematical research. In or-
der to achieve its objectives in training researchers and in supporting excellence
programs, INdAM offers fellowships from undergraduate level to experienced re-
searchers, as well as organizing workshops, meetings and schools.

INdAM has decided to share in and support the mission of the MPE2013, as
it shares the desire of the world’s mathematical community to learn more about
the challenges faced by our planet and the underlying mathematical problems. The
MPE2013 initiative organized by INdAM took place in Rome, Italy, on May 27–29,
2013, and consisted in the Workshop “Mathematical models and methods for Planet
Earth”, organized by Alessandra Celletti (Università di Roma Tor Vergata), Ugo
Locatelli (Università di Roma Tor Vergata), Tommaso Ruggeri (Università di
Bologna) and Elisabetta Strickland (Università di Roma Tor Vergata).

Over the course of the workshop an international group of mathematicians (name-
ly all corresponding authors of the following chapters and other outstanding invited
speakers) with a very wide range of expertise in various branches presented find-
ings on several themes related to the MPE2013: Earth as a planet to discover, a
planet supporting life, a planet organized by humans, and a planet at risk from celes-
tial threats. The topics of the talks concerned social, biological, medical, geological
and astronomical problems related to our planet. Mathematical methods for studying
complex systems arising in the fields of social prevention and socio-economic prob-
lems were presented with the aim, for example, to understand emerging collective
behaviours of a high number of interacting units. In particular, stochastic models
can be used to investigate complex social and biological behaviours. In biology and
medicine, mathematics plays a pivotal role through modelling and simulations in a
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diverse range of contexts: from the behaviour of cells and tissues to the description
of tumour growths. The leading role of mathematics in supporting our planet is also
witnessed by the authorship attribution of literature texts and by models for future
internet information dissemination.

Beyond the investigation of human-related aspects, mathematics allows us to
study the physical characteristics of our planet. Most notably, some talks were de-
voted to the calibration of the geological time scales (a crucial aspect which allows
us to retrieve specific events in Earth history), to the investigation of boundary lay-
ers associated with large-scale ocean circulation and, farther up in the atmosphere, to
studying the Earth’s climate variability and changes using the theory of dynamical
systems.

Safeguarding the Earth is not limited to our planet and its atmosphere but - as we
are only one part of the solar system - one really needs to investigate the interaction
of the Earth with the other bodies populating the neighbouring sky. Indeed, the in-
vestigation of the so-called N-body problem allows us to study the stability of the
Earth’s dynamics as well as to identify new interplanetary trajectories. The recent
impact of the meteorite in Chelyabinsk (Russia) alerted mankind to the necessity of
protecting the planet from near-Earth asteroid hazards and of developing mitigation
strategies. Finally, we are also definitely worried by the thousands of pieces of space
debris from defunct satellites and fragments, which now surround the Earth and form
a dangerous envelope: a mathematical investigation of the dynamics of space debris
has now become vital.

In addition to the talks devoted to the investigation of the above topics, a special
event of the Workshop was the public lecture by Christiane Rousseau (Université de
Montréal), vice-president of the International Mathematical Union. Her talk dealt
with the complexity of the Earth as a whole and outlined the role of mathematics in
protecting and discovering our planet.

One interesting aspect that came out of this meeting is that the amount of data in-
volved in some scientific problems has become overwhelmingly large, so that there
is an apparent loss of simplicity between mathematics and its applications. Today no
one could so deeply master as many mathematical arguments as Poincaré or Hilbert
were able to do a century ago; but all the speakers at the workshop clearly showed
that mathematicians are now also challenged in the opposite direction: more and
more research topics require deep mathematical knowledge, often to tackle prob-
lems in the context of network teams. Though abstraction can allow mathematics to
remain pure, mathematicians are called upon to more intensively work together with
the rest of the scientific community.

INdAM believes that the collaborations and efforts of all scientists who partici-
pated in the workshop pointed out that our planet is home to dynamic processes of
all sorts. The challenges facing our planet and our civilization are multidisciplinary
and multifaceted, and the mathematical sciences play a central role in scientific ef-
forts to understand and effectively address those challenges. INdAM sincerely be-
lieves that MPE2013 will also help us to motivate students and young researches by
providing stimulating answers to questions like: “What is mathematics good for?”.
We conclude by quoting Marta Sanz-Solé, President of the European Mathematical
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Society; at the UNESCO Headquarters in Paris during the MPE Day on 5 March
2013, she stated that “The MPE2013 initiative will expose mathematicians to the
whole world, by showing their usefulness and stimulating research. From now on,
mathematics can no longer be associated with a pure intellectual exercise without
connection to the most important problems of mankind”. We hope that the INdAM
Workshop has contributed to pursuing those goals.

Roma, 2013 Alessandra Celletti
Ugo Locatelli

Tommaso Ruggeri
Elisabetta Strickland
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Mathematics of Planet Earth

Christiane Rousseau

Abstract Why did I start MPE2013? Maybe because I am a dreamer. . . I love na-
ture, I love mathematics and I am concerned with the planet. My own research is
not in applied mathematics, but I like popularizing mathematics and when I do so,
I usually present themes that are far from my own research. Indeed, one of my role
as scientist is to “digest” research papers, to extract the ideas and to explain then
in simple terms how mathematics is developing within science around us. From the
beginning, the theme of Mathematics of Planet Earth appeared to me as very rich.
Now, four years after I started MPE2013, the theme appears as immense and one
of my rewards for coordinating MPE2013 is to continuously learn new MPE topics.
At the same time, I am becoming more militant for the planet. In this note, I will
describe to you some of facets of MPE that I have discovered with the hope that you
will yourself get interested in the mathematics behind discovering, understanding,
organizing and protecting our planet.

To help exploring “Mathematics of Planet Earth” we often divide it into four
themes:

• A planet to discover.
• A biologically diverse planet.
• A planet organized by civilization.
• A planet in danger.

1 A planet to discover

One of my favorite theme when I do outreach is that mathematics allows to trans-
form data and observations into some vision of an object: we put our “mathematical

C. Rousseau ( )
Département de mathématiques et de statistique, Université de Montréal, C.P. 6128, succ. Centre-
ville, Montréal, Qc, H3C 3J7, Canada
e-mail: rousseac@dms.umontreal.ca

A. Celletti, U. Locatelli, T. Ruggeri and E. Strickland (eds.): Mathematical Models and Meth-
ods for Planet Earth. Springer INdAM Series 6, DOI 10.1007/978-3-319-02657-2_1,
© Springer International Publishing Switzerland 2014



2 C. Rousseau

glasses” and we “see” the Earth. This was done all over the centuries. Already the
Greeks knew that the Earth was a sphere and Eratosthenes calculated the approx-
imate circumference of the Earth by remarking that while the Sun was vertical at
Syene it would make an angle of 7.5o with the vertical direction at Alexandria.

From Newton’s law of universal gravitation F = GmM
r2 , and knowing that the grav-

itational acceleration at the surface of the Earth is approximately g = 9.8m/s2, that
g = GM

r2 , as well as the values of G and of the radius R of the Earth, we can calculate
the Earth’s mass: M � 5.98×1024 kg. The Earth is much too heavy to be homoge-
neous since the density of the crust is around 2.2–2.9kg/dm3 and the mean density
of 5.52kg/dm3. This means that the interior of the Earth is very heavy!

Exploring the interior of the Earth can be done through analysis on the seismic
waves generated by large earthquakes. Richard Dixon Oldham identified the differ-
ent types of seismic waves recorded on seismographs. These include the pressure
waves (or P-waves) which travel both through the solid and viscous layers, while
the shear waves (or S-waves) are stopped by the viscous layers. This allows iden-
tifying the viscous layers of the Earth. The Danish mathematician, Inge Lehmann,
went further. In 1936, she discovered the inner core of the Earth, which is now ad-
mitted to be solid. She was working at the Danish Geodetic Institute and analyzed
the measures of the different travel times of seismic waves generated by major earth-
quakes to different stations over the Earth. If the Earth were uniform, then the signal
would travel along straight lines with travel time as in Figure 1. At the time, it was
known that there was a discontinuity between the mantle and the core, and that the
waves were traveling slower in the core, leading to the pattern of Figure 2 because
of the refraction of the waves when entering the core. No wave is detected for center
angle in [112o,154o]. But Inge Lehamnn discovered that some waves were indeed
recorded in the forbidden region. A piece was missing for the puzzle. . . This miss-
ing piece was the inner core, in which the waves travel faster, thus allowing that the
waves arriving tangentially to the inner core be reflected on it (see Fig. 3).
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Fig. 1 The paths and travel times of the seismic waves in a homogeneous Earth for a speed of
10 km/s and a radius of the Earth of 6360km. Left panel: the paths of the waves. Right panel: the
travel time (in seconds) of the waves reported in the left panel depending on the angular coordinate
(in degrees) of the end point of the wave
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Fig. 2 The paths and travel times of the seismic waves in the Earth for a speed of 10 km/s inside the
mantle and of 8km/h inside the core. Left panel: the paths of the waves. Right panel: the travel time
(in seconds) of the waves reported in the left panel depending on the angular coordinate (in degrees)
of the end point of the wave. Note that refracted waves can intersect each other, thus explaining the
shape of the curve of travel times
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Fig. 3 The paths and travel times of the seismic waves in the Earth for a speed of 10 km/s inside
the mantle, 8 km/h inside the outer core, and 8.8 km/h inside the inner core. Left panel: the paths
of the waves: the paths between the two black lines are reflected on the inner core, while the others
are only refracted. Right panel: the travel time (in seconds) of the waves reported in the left panel
depending on the angular coordinate (in degrees) of the end point of the wave

More recently, remote sensing methods allow localizing petrol or gas in the Earth
by analyzing reflected signals sent by air-guns. But only the signals of large earth-
quakes are sufficiently powerful to analyze finer details at greater depths. These sig-
nals have been analyzed by Raffaella Montelli to provide evidence for the conjec-
ture that the isolated volcanic islands, like the Hawaiian Islands, were produced by
volcanic plumes though the mantle (Fig. 4). The movement of the tectonic plates
would then explain that the islands are aligned and ordered in terms of increasing
age. Wavelets are particularly suited for analyzing such fine details and the analy-
sis was done recently by Ingrid Daubechies together with the geophysicists Tony
Dahlen and Guust Nolet.

Describing the Earth also means many other things, in particular describing the
convection movements in the mantle, and the Earth’s oceans and climates. But we
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Fig. 4 The creation of volcanic islands by a volcanic plume through the mantle while the upper
tectonic plate is moving. Left panel: a volcanic plume through the mantle. Right panel: islands have
been created at a later stage. (The figures are taken from Wikipedia, http://en.wikipedia.org/wiki/
File:Hotspot%28geology%29-1.svg)

will limit ourselves to just another fascinating and very modern subject: the planetary
motions of the Earth.

The planetary motions of the Earth. Lagrange was the first to have had the idea
that the past climates of the Earth including the glaciation periods could be explained
through variations of the parameters of the elliptical orbit of the Earth around the
Sun: the periodic oscillations of the major axis, of the eccentricity, of the orienta-
tion and inclination of the Earth axis with respect to the elliptic plane are called the
Milankovitch cycles. But there is no proof that these oscillations will remain for
ever and, indeed, Jacques Laskar showed in 1989 that the inner planets have chaotic
orbits and that we could not exclude that the orbit of Venus could cross that of Mer-
cury. What characterizes chaos is sensitivity to initial conditions, which means that
any (unavoidable) errors that we make on the initial conditions lead to very large
errors after several millions years. While any simulated past or future trajectory of
the Earth may be completely different from the real trajectory of the Earth, the shad-
owing lemma ensures that such a trajectory is a realistic trajectory for a planet that
would be just a bit different from the Earth, or at a slightly different initial position.
Hence, making many simulations in parallel describes potential futures for the plan-
ets with associated probabilities. This is what Jacques Laskar achieved in 2009 after
having simulated 2500 scenarios in parallel. Several of these scenarios show cross-
ing of the orbits of the inner planets, Mercury, Venus, the Earth, and Mars, which
could lead to collisions or to the ejection of planet(s) from the solar system.

Since the inner planets have chaotic motions, the obliquity of their axis could
have very large oscillations. This has been the case with Venus in the past and is
presently the case for Mars. However, the obliquity of the Earth’s axis has only very
small oscillations with amplitude 1.2o. Why? Jacques Laskar showed in 1993 that
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the Moon protects us: without the Moon, the Earth’s axis would have very large
oscillations, similar to those of Mars’ and Venus’ axis.

2 A biologically diverse planet

Earth is inhabited by millions of species. Where does all this biodiversity come from?
Mutations (randomness) create new species. These species interact to survive, and
it is a challenge for the scientists to understand how the biodiversity maintains it-
self through the appearance and extinction of new species. Hence, it is natural to
introduce models for interactions of species. These models are best represented ge-
ometrically through the phase portrait which gives a geometric description of the
evolution of the populations. This is the case of the simple Lotka-Volterra model
for predator-prey interaction which yields periodic oscillations of the populations
of predator and prey, the amplitude of the oscillations and the length of the period
depending on the initial conditions (see Fig. 5). Similar models can be given for two
competing species. As in the case of predator-prey interaction, the system depends
on parameters, and here we can obtain four different qualitative behaviors depending
on the parameter values. They are represented in Figure 6. There, we can see that,
as soon as the competition is sufficiently strong, one species disappears.

This has been generalized by Simon Levin in the case of more than 2 species. The
model for n species x1, . . . ,xn, takes the form

dxi

dt
= xi fi(x1, . . . ,xn,y1, . . .ym), i = 1, . . . ,n,

where the yi could be m resources or other regulating factors that are not significantly
affected by the species x j, and the functions fi are affine. It is possible to identify
a minimal set of regulating factors {z1, . . . ,zk}, where k ≤ m + n, the z j are affine
functions of x1, . . . ,xn,y1, . . .ym, and the functions fi depend on z1, . . . ,zk alone. The
result of Levin is that if n > k, then no more than k species will survive. It hence

PreyPrey

Pr
ed

at
or

Fig. 5 Phase portrait for Lotka-Volterra predator-prey system. If we start with small initial con-
ditions of predator and prey, then the prey increases. When there is more prey, then the predator
increases. When the population of predator becomes sufficiently large, this yields a decrease of
prey. The predator then decreases when the food is becoming rare and the cycle starts again
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Fig. 6 The case in the left panel represents strong competition and leads to the extinction of one
species depending on the initial condition. The case in the mid panel leads to the extinction of
species 1; the symmetric case exists with the extinction of species 2. The weak competition of the
case in the right panel allows the coexistence of the species

seems that competition goes against biodiversity! So, we need other forces to main-
tain biodiversity.

One of them is spatial heterogeneity. Indeed, suppose that we have strong com-
petition between two species as in the left box of Figure 6. It could happen that in
some regions we have initial conditions leading to the survival of species 1, and in
other regions we have initial conditions leading to the survival of species 2. A second
force helping maintaining biodiversity is temporal heterogeneity. The parameters of
the system may change over time, so we may switch over time between the four dif-
ferent cases (the three cases of Fig. 6 and the symmetric case of the mid box case).
For instance, one species may be more resistant to drought periods, while the other
is more resistant to winter, etc.

Another force, cooperation, supports biodiversity. The principle is best explained
through the prisoner’s dilemma (see Table 1). From the Individual 1 point of view,
if he supposes that Individual 2 chooses at random his strategy, then he expects to
spend a mean of 2 years in jail if he defects and a mean of 3 years in jail if he co-
operates. Hence, his optimal choice is to defect. But, why should Individual 1 make
the hypothesis that Individual 2 chooses his strategy at random? Most likely, Indi-
vidual 2 will make the same reasoning as Individual 1 and will also choose to defect.
Then they will both have three years in jail. They could have had only two if they
had pushed the reasoning one step further and decided that it was in their common
interest to cooperate.

Table 1 The prisoner’s dilemma
�������������Individual 1

Individual 2 Cooperate (remain silent) Defect (confess)

Cooperate (remain silent) 2 years in jail
2 years in jail

4 years in jail
1 year in jail

Defect (confess)
1 year in jail
4 years in jail

3 years in jail
3 years in jail
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Martin Nowak made computer experiments on the evolution of populations of
defectors and cooperators. He started with random distribution of defectors and co-
operators. At each round, the winners produced offspring who participate in the next
round. Within a few generations, all individuals were defecting. Then he identified
five mechanisms of cooperation: introducing them in the game led to communities
dominated by cooperators. These five mechanisms are observed in nature and/or in
the human behaviour:

1. Direct reciprocity: this mechanism occurs when there are repeated encounters
between the same individuals who learn from their previous choices. For instance,
vampire bats share with the bat who found no blood. A winning strategy in this
case could be tit-for-tat, namely starting by cooperating and then do the last move
of the other player. A more robust strategy in case of random mistakes is win-stay,
lose-shift.

2. Network selection: this occurs when cooperators and defectors are not uniform-
ly spatially distributed, and individuals interact more often with their neighbors.
This leads to patches of cooperators and patches of defectors. Such a mechanism
occurs for instance with yeast cells.

3. Kin selection: cooperation (including sacrifice) between genetically related in-
dividuals.

4. Indirect reciprocity: help of another based on the needy’s individual reputation,
for instance with Japanese macaques.

5. Group selection: employees competing among themselves, but cooperating for
their company.

Cooperation has modeled the world as we know it. It explains the preservation of
biodiversity. It is everywhere present in the human organization of the planet.

3 The planetary challenges

The problems are very complex since all systems are intertwined. BUT, already in
the Stern Review on the Economics of Climate Change in 2006, we can read that the
benefits of strong, early action on climate change far outweigh the costs for not act-
ing. Hence, we should convince governments to act. But how? We have to pay now
and benefits will only be felt in the period between 50 years and 200 years from now!

Also, the problems will be irregularly felt around the world. Some countries might
benefit from the climate warming (new areas opening to agriculture, trees growing
faster), while others will be destroyed or ruined. And it is not necessarily the same
countries that are contributing to the increase of green house gas and that will suffer
from the consequences. Here again, we find the prisoner’s dilemma in another form:
the dilemma of depolluting (see Table 2). Since green-house gas spread over the
whole planet, all countries suffer from the pollution done by the delinquent coun-
tries, and hence, endure costs for that. And the delinquent countries benefit from the
efforts of the others!
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Table 2 The dilemma of depolluting. It costs two units per country for each country polluting and
it costs 3 units for a country to depollute. (These numbers have of course to be adjusted to the real
costs)

�������������Country 1
Country 2 Depolluting Polluting

Depolluting Cost : 3
Cost : 3

Cost : 5
Cost : 2

Polluting
Cost : 2
Cost : 5

Cost : 4
Cost : 4

The real consequences are unknown. We could expect ecosystems to disappear
and be replaced by others. How will the transition take place? Smoothly with new
species of plants and animals installing themselves among the old ones? Or abruptly
with all trees dying and an intermediate period with no forest before new forests de-
velop? For instance, in the Western part of North America the mountain pine beetle
is destroying large territories of forests. This insect has always existed. Its popula-
tion would decrease drastically during the winters, thus allowing the population to
remain under control. Recently, the milder winters have allowed the population to
grow enormously.

A general feature which applies to all these problems is that a model only con-
tains what we put in it. The idea of modeling is to put in a model exactly the
significant ingredients and to leave the other ones aside, so as to highlight the main
features and tendencies. But what if we forget essential ingredients? Let’s take the
example of the Arctic warming. Less than 10 years ago we would hear that the Arctic
Ocean would be free of ice during the summer by 2050. Now, we expect it to be free
of ice much sooner, maybe even before 2020. What has happened? If we look at a
graph of the average monthly Arctic sea ice extent for 33 years as in the left box of
Figure 7, then it is tempting to pass a regression line which fits quite well with the
data. The regression line always exists, but are we allowed to interpolate from it on
longer periods?

Let’s look at the right box of Figure 7: there, the regression line predicts that the
Arctic Ocean could be free of ice by 2034, while in case of the left box the predic-
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Fig. 7 Average monthly sea ice extent from 1979 to 2011. Graphic drawn using data from National
Snow and Ice Data Center (US). Left panel refers to the years from 1979 to 2011; the regression
line predicts a zero average sea ice extent by 2070. Right panel refers to the years from 2000 to
2011; in this case the line predicts a zero average by 2034
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tion is for 2070. Do we have a good reason to think that the extent of Arctic sea ice
depends linearly on time? If yes, then we should choose the graphic on the left since
it contains more data. But we could also question if extrapolating with a regression
line is allowed. Indeed, we have to take into account the albedo effect, namely the
fact that the Sun heat is reflected on ice while absorbed by the ocean when the ice
is melt, thus starting a feed-back loop which intensifies the phenomenon: this is not
a linear phenomenon. We now realize that methane, a very strong green house gas,
is released by the oceans. And the permafrost is melting in Northern regions and
releases large quantities of methane. All these ingredients have to be added to the
models. Have we forgotten other essential ingredients? This illustrates the diffi-
culty of putting exactly the significant ingredients in a model and the importance of
interdisciplinary efforts to advance research on these problems.

Several countries have understood that we should move to sustainable develop-
ment. But what means sustainable development? This was defined by the Bruntland
Commission of the United Nations in 1987: It is development that meets the needs
of the present without compromising the needs of the future. Is this definition suffi-
ciently precise to guide our actions? Let’s look at an example.

The case of fisheries. Let us suppose we have models for the evolution of popula-
tions of fish that are harvested. Fishermen go fishing if they get more money for their
catches than what they spend to go fishing. Otherwise, they stop fishing. Hence, with
free access to the resource and with prices increasing when the resource is rare, then
we can run short of fish. So let us control the access. How? The answer seems ob-
vious. The quantity that fishermen are allowed to catch is chosen so as to maximize
the revenue obtained from the resource over the years.

The answer is not so obvious . . . Colin Clark showed in 1973 that if the discount
factor is at least twice the reproduction rate, then we maximize the revenue by fish-
ing the whole population now and putting the money in the bank! This is the case
for populations of fish that reproduce very slowly (deep sea fish). This example il-
lustrates well the difficulty of decision making.

As a conclusion, there are more questions than answers. We discover new press-
ing problems faster than the known ones are solved. For instance, we could believe
a few years ago that the price of oil would increase significantly with the increas-
ing demand, and that this would encourage the development of green technologies,
even if this development requires significant financial investments. Very recently,
the discovery of massive reserves of shale oil and gas has changed the rules of the
game and may affect the cost-effectiveness of certain investments in green energy.

Mathematics has an essential role to play in these issues. This is why MPE2013
was necessary. And we should hope that the interest for MPE and the increased col-
laboration between the scientists and researchers in mathematical sciences it created
does not stop at the end of 2013.
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The Role of Boundary Layers in the Large-scale
Ocean Circulation

Laure Saint-Raymond

Abstract Understanding the mechanisms governing the ocean circulation is a chal-
lenge for geophysicists, but also for mathematicians who have to develop tools to
analyze these complex models (involving a large number of time and space
scales).

A particularly important mechanism for the large-scale circulation is the bound-
ary layer phenomenon, which accounts for a macroscopic part of the energetic fluxes.
We will show here using a very simplified model that it explains in particular the
Western intensification of currents. We will then exhibit the mathematical difficul-
ties arising in more complex geometries.

1 Introduction

A precise description of the oceanic circulation is fundamental both for the under-
standing of sea life (salinity and temperature, which are carried by the current, de-
termine plant and animal life), and for human activities such as shipping and fishing.
Our goal here is to understand the Westward Intensification of Wind-Driven Ocean
Currents (see Fig. 1).

The theoretical approach we will describe does not aim at providing quantitative
predictions. It rather consists in proposing qualitative processes for the formation
and propagation of such structures. For that purpose, we will work with a toy model,
or in other words with the simplest possible model which exhibits the expected phe-
nomenology, creating western intensification as response to the wind forcing.
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Fig. 1 The Westward intensification of oceanic currents along Florida. Reproduced with permis-
sion from [17]

2 A two-dimensional mathematical model: the Munk equation

We therefore focus on the main competing mechanisms. We start from the assump-
tion that the phenomenon is essentially dynamical, and that we can neglect the ef-
fects due to the variations of density, temperature and salinity of water, as well as the
vertical structure of the circulation (the ocean depth being very small compared to
its horizontal extent). The only unknown is thus the local (two-dimensional) veloc-
ity (u1,u2)≡ (u1(x1,x2),u2(x1,x2)) where (x1,x2) denote respectively the longitude
and latitude.

2.1 Seawater, an incompressible and weakly viscous fluid

• Seawater is essentially incompressible, and homogeneous. Physical observations
indeed show that the variations of the density are essentially negligible outside
from a thin surface layer, referred to as the pycnocline.
These small vertical variations also account for the fact that – in first approxima-
tion – we can forget the stratification and deal with 2D models.
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Fig. 2 Density profile depending on the depth

The equation for the conservation of mass then states

∂1(ρ0u1)+∂2(ρ0u2) = 0 ,

where ρ0 is the (constant) density of water.

• The other physical feature of seawater to be discussed is its viscosity. We first no-
tice that the kinematic viscosity of water is negligible, and does not account for
the energy dissipation. The energy input due to wind forcing and solar heating
has indeed to be compensated by some dissipation mechanism. A classical way
to catch this phenomenon is to introduce a turbulent viscosity, which is supposed
to model the effect of small scales.

Note however that there is even no heuristic argument to justify such a model.

2.2 The Coriolis force and the role of wind

Seawater is submitted to different forces. As mentioned at the beginning, we will ne-
glect thermodynamic effects due to temperature variations, although they are known
to be one of the main contribution to the general circulation, also called thermoha-
line circulation. This is one of the main drawback of our simplified model, and future
works will have clearly to deal with this effect.

• The Coriolis force takes into account the Earth rotation: we indeed focus on the
departure of the fluid motion from the solid-body rotation, meaning that we con-
sider a non Galilean reference frame.
In the general 3D framework, a simple change of variables leads to the following
expression

FCoriolis = 2ρ0ω ∧u where ω is the (constant) rotation vector.

In bidimensional models, the main horizontal contribution at latitude θ0, called
f-plane approximation, is

f u⊥(x1,x2) with f = 2ω cosθ0



14 L. Saint-Raymond

denoting by u⊥ the vector field of coordinates (u2,−u1). Note that it modifies
only the pressure.
The next contribution, referred to as β -plane approximation, is due to inhomo-
geneities

βx2u⊥(x1,x2) with β =
2ω sinθ0

L

where L is the typical horizontal length.

• On the other hand, experimental observations show that currents are strongly cor-
related to the wind (see http://www.aviso.oceanobs.com/en/applications/ocean/
large-scale-circulation/currents-around-the-world/monsoon-currents.html).
An analytical computation of the forcing was proposed by Ekman. It explains
how the surface stress due to the wind can be transferred to the whole mass of
water : this mechanism, which is actually very similar to the boundary layer phe-
nomenon we will study here, is referred to as Ekman’s pumping.

Note however that a more realistic model should take into account a real coupling
with the atmosphere. We indeed expect the wind not to be prescribed independently
of the ocean currents.

2.3 A balance equation

For a stationary flow, the acceleration which is the sum of the geostrophic focus
(Coriolis force and pressure gradient), viscous dissipation −νΔu and wind forcing
σ , vanishes. The equation states

βx2u⊥ +∇p−νΔu+σ = 0 in Ω . (1)

Note that the pressure p is determined as the Lagrange multiplier associated to the
incompressibility constraint.

This system of partial differential equations of order 2 is supplemented by some
boundary condition. The no-slip condition, also called Dirichlet boundary condition,
states

u|∂Ω = 0 .

Multiplying by u and integrating by parts, we find that

ν

∫
|∇u|2dx+

∫
σ ·udx = 0,

meaning that the energy input due to the wind is exactly balanced by the viscous
dissipation.
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3 The boundary layer phenomenon: a recent discovery

At this stage, equations are so simplified that one could almost compute – analyt-
ically or numerically – their solutions using for instance spectral decompositions.
Nevertheless, because of the different scales arising in the problem, the formulæ we
obtain in such a way are too complex to allow a rapid envisioning of the geometry
of the flow.

3.1 The pionneering work of Prandtl

A natural idea is to decompose the flow as a superposition of elementary contribu-
tions with different scalings, that is to introduce some multi scale expansion of the
solution to the Munk equation (1).

The first attempt to implement this strategy for singular boundary problems goes
back to Prandtl in his pioneering work [20]. He proposed to decompose the flow of
a weakly viscous fluid around an obstacle as the sum of:

• An inviscid exterior component satisfying a non penetration condition on the
boundary of the obstacle.

• A boundary layer localized in the vicinity of the wall.

The role of the boundary layer is to restore the no-slip condition on the wall,
which is – in general – not compatible with the inviscid equations of motion. The
viscous dissipation is therefore the dominating phenomenon in the vicinity of the
boundary.

The point is that this multi scale expansion is expected to provide a good ap-
proximation only for laminar flows. One can indeed observe that the boundary layer
splits from the wall behind the obstacle, leading to some turbulent flow (see Fig. 3).

Airfoil

Streamlines of
inviscid flow

Boundary layers

Wake

Fig. 3 Prandtl boundary layers
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This phenomenon is far from being understood at the mathematical level : the only
evidence of this highly nonlinear instability is the fact that the multi scale expansion
does not converge [9].

3.2 Boundary layers in oceanography

A more successful mathematical analysis of boundary layers has been developed
by Ekman [11] to study the transmission of surface forcing to high rotating fluids.
This work aimed at explaining the observations of the explorer Nansen, who had
noted that icebergs drift with an angle of 30 to 40 degrees with respect to the wind
direction.

Ekman’s computation, based on the balance between the Coriolis force and the
viscosity, predicts an angle of 45 degrees. With depth, the current decreases and
twists. This is the Ekman spiral (see Fig. 4).

The by-now classical way to establish the stability of Ekman’s layers is to get a
more accurate multiscale expansion with many correctors (including the Ekman suc-
tion) and to prove the convergence by energy methods. For a detailed presentation
of this analysis, we refer to the books [3] and [12] where both the physical problem
and the mathematical difficulties are discussed.

An alternative method, less technical insofar as it does not require the construc-
tion of so much correctors, has been developped in [21]. The method relies on weak
compactness and homogenization techniques in the spirit of Allaire and N’Guetseng.
The counterpart is that the asymptotics is less precisely described (no description of
fast time oscillations, no rate of convergence).

Wind

Depth

Surface current

Direction
of Ekman
transport

45°

Fig. 4 The Ekman spiral. Adapted from [23]
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Both methods allow to investigate more complex related problems accounting for
the coupling with other physical phenomena such as the topography or the nonlinear
transport. A huge literature is devoted to these problems leading to quite interesting
mathematical developments. We mention for instance the influence of:

• The roughness of the bottom. In the case when the horizontal boundary is
"rough” (periodic perturbations of a flat boundary), jump conditions must be in-
troduced at the interface with the interior domain [13], the (linear) Ekman pump-
ing is then replaced by some nonlinear damping term.

• Some stochastic or periodic wind forcing. Under appropriate non resonance
assumptions [4], boundary layer correctors can be built for all Poincaré modes,
which provide a suitable approximation of the fast rotating asymptotics.
In the case of a resonant forcing, degenerate behaviours may occur (boundary
layers of larger size, destabilization of the interior flow for large times...). They
are characterized in [5] by the defect of hyperbolicity (in the sense of dynamical
systems) of the boundary layer matrix.

• The shallow water approximation. The thin layer effect, when considered of
the same order as the rotation (quasi-geostrophic approximation), modifies the
propagation of three-dimensional Poincaré waves by creating small scales. Us-
ing tools of semiclassical analysis, one can prove that the energy propagates at
speeds of order one, i.e. much slower than in traditional rotating fluid models [6].
Note that the spatial variations of the rotation vector also generate strong singu-
larities within the boundary layer, which have repercussions on the interior part
of the solution.

4 Multiscale expansion: a simple example

We now go back to the case of the two-dimensional Munk equation (1). As the ve-
locity field u is divergence-free, one can introduce the streamfunction ψ (defined up
to some additive constant) such that

u = ∇⊥ψ .

Taking the rotational in (1) to get rid of the pressure term, we obtain the following
singular perturbation problem

β∂1ψ −νΔ 2ψ = τ in Ω where τ = ∇⊥ ·σ ,

It is supplemented by the boundary condition

ψ|∂Ω = 0, (n ·∇ψ)|∂Ω = 0

denoting by n the outwards normal to ∂Ω .
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For the sake of simplicity, we will first exhibit the boundary layer phenomenon
as well as its main qualitative features by presenting detailed computations in the 1D
case. Our starting point is the singular ordinary differential equation of order 4

β∂1ψ −ν∂ 4
1 ψ = τ in ]0,1[ ,

ψ(0) = ψ(1) = 0, ψ �(0) = ψ �(1) = 0 ,
(2)

where β and ν denote - now and in the sequel - non dimensional parameters measur-
ing the relative influence of the restoring force due to the variations of the Coriolis
parameter and of the turbulent dissipation.

4.1 The Sverdrup relation

To describe the asymptotic behaviour of ψν for ν << 1, we study the limit ν → 0.
Integrating by parts gives the following weighted energy estimate

β

2

∫
(ψν)2ex1 dx1 +ν

∫
∂ 2

1 (ψν)∂ 2
1 (ψν ex1)dx1 = −

∫
τψνex1 dx1 ,

which, coupled with the Cauchy-Schwarz inequality, leads to the following uniform
bound

β (1−Cν)
2

∫
(ψν)2ex1 dx1 +

ν

2

∫
(∂ 2

1 (ψν))2ex1 dx1 ≤−
∫

τψνex1 dx1 , (3)

for some nonnegative constant C independent of ν .
In weak sense, ψν therefore converges (up to extraction of a subsequence) to the

solution ψ̄ of the Sverdrup equation :

β∂1ψ̄ = τ in ]0,1[ . (4)

Note that, at this stage, it is not clear what kind of boundary conditions can be
obtained asymptotically. We only know that the Sverdrup equation, which is a hy-
perbolic transport equation, can admit only one boundary condition, either on the
East side or on the West side but not on both (for generic source terms τ).

4.2 The boundary layer equation

The Sverdrup equation is thus not compatible with the no-slip condition. Following
the strategy presented in the previous section, we therefore introduce a corrector:

ψν = ψ̄ +ψBL
ν

which is expected to be non negligible only in the vicinity of the boundary points.
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More precisely, we require that:

• the boundary layer restores boundary conditions

ψ̄(0) = −ψBL
ν (0), ψ̄(1) = −ψBL

ν (1) ,

d
dx1

ψ̄(0) = − d
dx1

ψBL
ν (0),

d
dx1

ψ̄(1) = − d
dx1

ψBL
ν (1) ;

• it is dominated by viscous effects

β∂1ψBL
ν −ν∂ 4

1 ψBL
ν = 0 .

Let us indeed recall that the Sverdrup equation already accounts for the wind
forcing.

4.3 East/West disymmetry

The thickness of the layer is given by the scaling. In this very simple setting, we
have

ψBL
ν (x1) = ψE

(
1− x1

(ν/β )1/3

)
+ψW

(
x1

(ν/β )1/3

)
.

• In the East, decaying solutions are of the form

ψE(z) = λ exp(−z) .

• The space of West solutions is of dimension 2

ψW (z) = λ1 exp( jz)+λ2 exp( j2z)

denoting by j, j2 the non real cubic roots of unity.

The boundary condition for the Sverdrup equation is therefore prescribed on the
East side. The constants ψ̄(1), λ , λ1 and λ2 are then determined by solving a linear
system of algebraic relations

λ + ψ̄(1) = 0, λ

(
β

ν

)1/3

+
τ(1)

β
= 0,

λ1 +λ2 + ψ̄(0) = 0, −λ1 j

(
β

ν

)1/3

−λ2 j2
(

β

ν

)1/3

+
τ(0)

β
= 0,

ψ̄(0) = ψ̄(1)−
∫ 1

0

τ(s)
β

ds

For smooth τ , we check that the approximation is consistent, or in other words
that ψ̄ +ψBL

ν satisfies the Munk equation with small error terms, as well as the exact
boundary conditions. A refinement of the energy estimate (3) then shows that

	ψν − ψ̄ −ψBL
ν 	L2 << 	ψ̄ +ψBL

ν 	L2

meaning that ψ̄ +ψBL
ν is indeed the leading order approximation of ψν .
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5 Influence of the geometry: some remarkable features

Our goal in [7] was to further understand the influence of the geometry of the 2D
domain Ω on this kind of multiscale expansion. More specifically, we were inter-
ested in describing the behaviour in the vicinity of North and South coasts where the
previous analysis fails, which was let as a remaining open problem in the seminal
paper [8] by Desjardins and Grenier on Munk boundary layers. They indeed had to
assume that the forcing vanishes in the vicinity of the poles.

5.1 Northern/Southern degeneracy

We first note that in the vicinity of North and South boundaries, the transport term
is not singular :

β∂1ψ −ν∂ 4
2 ψ = 0 . (5)

We therefore expect the size of the boundary layer to be different

ψBL
ν (x1,x2) = ψN

(
x1,

1− x2

(ν/β )1/4

)
+ψS

(
x1,

x2

(ν/β )1/4

)
.

Furthermore, the boundary layer equation becomes a diffusion-like equation, with
the arc-length s playing the role of the time variable. Note that such degenerate
parabolic boundary layers have been exhibited in [10] for instance.

What can actually be proved is that the non local equation

∂sg+∂ 4
z g = 0, s ∈ (0,T ), z > 0,

g|s=0 = gin

g|Z=0 = g0, ∂zg|Z=0 = g1,

with gin ∈ L2(0,∞), g0,g1 ∈ W 1,∞(0,T ), b ∈ L∞((0,T ),W 1,∞(R+)) is well-posed,
and that its solutions satisfy some weighted energy estimates implying in particular
that they remain localized in the vicinity of the boundary.

In the present context, this means that on South and North boundary layers, equa-
tion (5) is a backward equation (in x1). This is consistent with the definition of the
interior term ψ̄ : in all cases, the boundary condition is prescribed on the East end of
the interval.

5.2 Discontinuity zones

For complex domains, i.e. for domains where the closure of the East boundary Γ̄E

is not connected, the solution of the Sverdrup equation ψ̄ has discontinuities across
the horizontal lines Σi j (see Fig. 5).
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Fig. 5 Discontinuities of the Sverdrup flow

For the exposition, we will assume here that there is only one such discontinuity
line Σ , say at longitude y2.

Denote by y1 the abscissa of the singular point of the boundary. For x1 < y1,

[ψ̄]|Σ (x1,y2) = ψ̄(x1,y
+
2 )− ψ̄(x1,y

−
2 ) = −

∫ x+
E (y2)

x−E (y2)
τ(x1,y2)dx1.

Notice in particular that the jump is constant along Σ .
Up to some suitable truncation, we can assume that τ(x−E (y2),y2) vanishes in a

neighbourhood on the left of y2, so that we get in a similar way

[∂2ψ̄]|Σ (x1,y2) = −(x+
E )�(y2)τ(x+

E (y2),y2)−
∫ x+

E (y2)

x−E (y2)
∂2τ(x1,y2)dx1.

The next step is to construct some lifting term to counterbalance the jump of ψ̄ ,
and of its normal derivative ∂2ψ̄ , across Σ :

[ψl ]lΣ = −[ψ̄ ]Σ , [∂2ψl ]lΣ = −[∂2ψ̄]Σ .

When we lift these boundary conditions, we introduce a source term in the equation.
This source term is then handled by a boundary layer type term ψΣ , which has no
discontinuity across Σ .

These discontinuities thus gives rise to a boundary layer singularity, which is
apparented to the North and South boundary terms, the size of which is therefore
ν1/4. If we could have nice formulations for the North and South boundary layer
operators, we would expect to get (ψl +ψΣ ) by a rather simple process, obtained by
application of the previous results. Nevertheless, as:

• the boundary layer equation is highly nonlocal (propagation with respect to s);

• the fictitious boundary is not perfectly horizontal,

we are not able to proceed in such a way.
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Fig. 6 Boundary layers for the Munk equation

Remark 5.1 If the domain Ω has islands, we proceed in a very similar way adding
to ψ̄ some prescribed quantity, which corresponds to fixing the circulation around
these islands.

5.3 Complex transitions

The approximate solutions to the Munk equation (1) are obtained by gathering to-
gether the different elementary pieces described previously, namely:

• the interior term which is essentially the solution to the transport equation (4),
regularized in the vicinity of “East corners" and of the interface Σ ;

• East and West boundary layer terms, which lift locally the boundary conditions
but become singular in the vicinity of the corners;

• North and South boundary layer terms, which lift the boundary conditions on the
horizontal parts of the boundary but in a non local way.

The major difficulty is to understand the interplay between those different ele-
mentary pieces (see Fig. 6). Of course, the equation (1) being linear, the errors in-
duced by all these terms are simply added, so that the control on the remainders in
the approximate equation will be rather simple to obtain. The point to be stressed
is that we need that each elementary term to be smooth enough (namely H2), with
suitable controls on the corresponding derivatives.

We will not enter the details of this technical part. Let us just mention some impor-
tant points to be noted insofar as they differ from usual boundary layer techniques.

The first remark is that one has no matching of boundary layers on the corners
(which would not be possible anyway since they have different sizes), but rather a
superposition.

The second point is related to the fact that North and South boundary layers are
defined by a non local equation. One has therefore to establish some extinction prop-
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erty, that is check that they do not carry any more energy beyond some point, so that
they can be truncated and considered as local contributions.

Finally, we would like to emphasize that the construction must be performed in a
precise order, starting with East boundaries, then defining North/South (and surface)
boundary layers, and finally lifting the West boundary conditions. This dissymmetry
between East and West boundaries is similar to what happens at the macroscopic
level for the interior term.

Starting from the scaled Munk equation (1), we therefore end up with a very
precise description of the asymptotics ν → 0, which requires to build a variety of
correctors. A natural question is to know whether these techniques are robust when
considering more complex models (involving typically systems of equations) for
which the same semi-explicit computations cannot be done. In particular, under-
standing the influence of temperature and stratification is a major challenge.
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Noise-induced Periodicity: Some Stochastic
Models for Complex Biological Systems

Paolo Dai Pra, Giambattista Giacomin and Daniele Regoli

Abstract After a review of some examples of life science stochastic models, we
propose a stylized model with characteristics inspired by the examples above, re-
producing noise-induced pulsations as a collective macroscopic phenomenon.

1 Introduction

Stochastic models with many interacting degrees of freedom, which have been origi-
nally mainly inspired by Statistical Physics, are nowadays widely spread in different
disciplines. A largely incomplete list of applications is the following:

• Social Sciences: multi-agent models, systemic risk, contagious default, opinion
dynamics.

• Engineering: distributed control, communication networks, quantum networks.
• Biology: species competitions, networks of neurons, multicellular structures.

Although stochastic models inspired by Statistical Physics are useful in all these con-
texts, complex systems in social sciences and biology often exhibit peculiar features
and patterns that are not accounted for by traditional models in Statistical Physics.
This is directly related to the non reversible nature – i.e. absence of detailed bal-
ance – of most life science stochastic models. Just to cite an example close to the
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content of this note, the prototypical model for synchronization phenomena, the Ku-
ramoto model [1], is reversible and coincides with a classical statistical mechan-
ics model only in a very particular case [2], that is when the natural frequencies
of all units coincide, and this particular case misses a fundamental modeling char-
acter and the connected relevant phenomenology. Our purpose in this paper is to
discuss a special but important phenomenon, that we will refer to as noise-induced
periodicity.

It is well known that complex biological systems often exhibit organized pulsat-
ing behavior; concerning humans, beside obvious examples such as heartbeat and
respiration, periodic behavior in the electrical activity of brain neurons has been
observed, and its relation with pathologies such as epilepsy has been investigated
[3, 12, 13]. These observations have stimulated the formulation of new models, in
the attempt of identifying the basic causes giving origin to large-scale organized be-
havior, and of determining those universal features that are robust with respect to
the details of the model.

Without making any attempt of being exhaustive, we begin by reviewing four ba-
sic models which are of interest in this context; we briefly describe their properties
and fields of applications. All these models share the feature of being defined at a
microscopic/mesoscopic level, i.e. at the level of single cells or neurons.

1.1 A simple genetic circuit: the repressilator

The repressilator is a model for gene expression. For a single cell it consists of a net-
work of three genes, whose expression depends on the concentration of their related
proteins, in particular the increase in the concentration of the proteins inhibits the
production of each other in a cyclic manner. Denoting by x,y,z the concentrations
of the three proteins in a given cell, chemical reactions produce dynamics for these
concentrations described by a nonlinear differential system (see e.g. [7, 8]):

ẋ = −x+
α

1+ zn

ẏ = −y+
α

1+ xn

ż = −z+
α

1+ yn

(1)

where α > 0 and n ≥ 1 are the parameters of the model. This evolution has a unique
limit cycle: in the steady state, proteins’ concentrations pulsate periodically [7].

In a multicellular system, denote by xi,yi,zi the concentrations in the ith cell,
i = 1,2, . . . ,N. The dynamics may be affected by special molecules (known as au-
toinducer (AI) molecules) which diffuse through cellular membranes. In the intra-
cellular space, AI molecules react with the gene-related proteins; in the extracellular
space they are subject to degradation, and diffuse fast, so that their extracellular
concentration can be regarded as constant in space. If we denote by si the AI con-
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centration in the ith cell, and by S the extracellular concentration, the joint dynamics
is given by

ẋi = −xi +
α

1+ zn
i

ẏi = −yi +
α

1+ xn
i

żi = −zi +
α

1+ yn
i

+
β si

1+ si

ṡi = −h0si +h1xi + γ(S− si)

Ṡ = −kS−δ

(
S− 1

N

N

∑
i=1

si

)
,

(2)

where all parameters are strictly positive. Different cells interact indirectly through
the AI molecules; due to fast extracellular diffusion, the interaction is of mean-field
type: spatial position of cells does not matter. This model is deterministic, but it
has been observed that noise should be added to account for interactions with the
environment, thus making the model more realistic. Numerical simulations, both in
the deterministic model and in its stochastic modification, suggest that for β and δ

large enough, pulsations in cellular protein concentrations synchronize, producing
collective periodic behavior. This is in agreement with various experiments on real
cellular cultures (see also [11]).

Moreover a rigorous result establishing large scale periodic behavior for inter-
acting noisy Brusselators has been established in [17] (the Brussellator is a system
of coupled ODEs with a stable limit cycle, like the the repressillator).

1.2 Interacting rotators: the random Kuramoto model

We have seen that in the repressilator model an isolated cell behaves periodically in
time, in the steady regime. A substantial effort has been put into understanding to
which extent the essential features of systems of this type can be captured by systems
of interacting rotators, a procedure that goes under the name of phase reduction. The
most popular model in this context is due to Kuramoto [10]. Denote by θi ∈ [0,2π),
i = 1,2, . . . ,N, the phase of the ith rotator. In the following version of the model, the
interaction among rotators is of mean-field type, and the dynamics of each rotator is
affected by a Brownian noise:

dθi(t) = ω dt +
β

N

N

∑
j=1

sin(θ j(t)−θi(t))dt +σ dWi(t), (3)

where ω is the characteristic frequency of the rotators, β > 0 controls the strength of
the interaction, which has the tendency of synchronizing the oscillators, σ > 0 de-
notes the noise intensity, and (Wi)N

i=1 are independent standard Brownian motions.
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To fix notations, Brownian motions are defined on a probability space (Ω ,F ,P).
For a real o complex valued random variable X , we denote by E(X) :=

∫
XdP its

expectation with respect to P. Similar notations will be used for other stochastic
models in this paper.

It is known (see [1]) that this model may exhibit a synchronization phase transi-
tion. In order to describe this phase transition, one notes that, in the limit as N →+∞,
the macroscopic behavior of the ensemble of rotators is described by the mean-field
equation for the evolution of a “typical” rotator

dθ(t) = ω dt +β

∫
sin(θ � −θ(t))μt(dθ �)+σ dW (t), (4)

where μt is the distribution of θ(t). The term β
∫

sin(θ � − θ(t))μt(dθ �) can be in-
terpreted as the effective field felt by one rotator due to the interaction with the rest
of the ensemble. An effective way to study the distribution of solutions of (4), is to
introduce the order parameters rt ,ψt by

rte
iψt := E [exp{i(θ(t)−ωt)}] .

Fixing the parameters ω and σ , for β below a critical value βc > 0, it can be shown
that all solutions of (4) are such that

lim
t→+∞

rt = 0.

In other words, in the steady state regime, phases have a incoherent distribution,
producing a null macroscopic effect: the rotators are de-synchronized. For β > βc

de-synchronized solutions of (4) still exist, but they are unstable. Excluding these
unstable solutions, for all other solutions the limit

reiψ := lim
t→+∞

rte
iψt

exists, and r �= 0: rotators synchronize, producing pulsations with frequency ω at
macroscopic level.

Collective periodic behavior is thus the result of synchronization and the fact that
rotators have the same characteristic frequency. As observed in [16, 19], collective
periodicity may emerge in a more subtle way in a modification of the above model,
tackled mathematically in [9]. Assume ω = 0, so no “natural” rotation is present.
Equation (4), for β > βc, has a one dimensional family of stationary, synchronized
solutions, which differ by a phase shift. Consider a small perturbation of (3), ob-
tained by adding a self-interaction term of the form εU(θi(t)), where ε is a small
parameter and U a suitable regular function (rotators are called active in this model).
At macroscopic level, this amounts to replace (4) by

dθ(t) = εU(θ(t))dt +β

∫
sin(θ � −θ(t))μt(dθ �)+σ dW (t). (5)
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For ε sufficiently small, it can be shown that (5) (more precisely the flow of the
distributions μt ) has a one dimensional invariant manifold, whose elements, for ε >
0, are not fixed points. For suitable choices of U(·) this gives rise to stable periodic
trajectories. Note that this periodic behavior emerges even though there is no intrin-
sic periodicity of a single rotator, and it is therefore a purely collective phenomenon.

1.3 A model for neurons interaction

In a minimal description of neuron’s activity, the state of a neuron is represented
by a real number V , its firing rate. In absence of external signals this rate decays to
zero exponentially. In a large ensemble of N neurons, each neuron receives signals
from others; this interaction can be modeled as an effective drift on the firing rate
Vi of the ith neuron, proportional to a sigmoidal function S(Vj) of the firing rate of
every other neuron j. Thus, in the mean-field approximation, and assuming the pres-
ence of Brownian noises affecting the dynamics, one obtains the system of stochastic
differential equations

dVi(t) = −αVi(t)dt +
J
N

N

∑
j=1

S(Vj(t))dt +σ dWi(t), (6)

where (Wi)N
i=1 are independent standard Brownian motions, J controls the interaction

strength, and σ is the level of noise.
In the N → +∞ limit, the macroscopic ensemble behavior is described by the

dynamics of a “typical” neuron:

dV (t) = −αV (t)dt + JE[S(V (t))]dt +σ dW (t). (7)

Note that, by linearity of this equation in V , if V (0) has a Gaussian distribution then
V (t) is Gaussian for all times. Mean and variance, as functions of t, solve decou-
pled equations; the variance solves a linear equation, which does not depend on the
term E[S(V (t))], so the only effective variable is the mean, which solves a nonlinear
ordinary diffential equation.

In [20] an extension of this model is considered. Neurons are not treated as all
equal, but each belongs to one of d different classes, each one comprised by a large
number Nk of neurons, k = 1, . . . ,d. The interaction strength between two neurons
depends on the class they belong to. Consider, for simplicity, the case d = 2, and
denote by (Ui)

N1
i=1, (Vj)

N2
j=1 the firing rates of the neurons of the two classes. In this

generalization, equation (6) is replaced by the system

dUi(t) = −αUi(t)dt +
J11

N1

N1

∑
h=1

S(Uh(t))dt +
J12

N2

N2

∑
k=1

S(Vk(t))dt +σ dW (1)
i (t)

dVj(t) = −αVj(t)dt +
J21

N1

N1

∑
h=1

S(Uh(t))dt +
J22

N2

N2

∑
k=1

S(Vk(t))dt +σ dW (2)
j (t),

(8)
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where (dW (1)
i )N1

i=1, (dW (2)
j )N2

j=1 are independent Brownian motions, and the macro-
scopic equation (7) is replaced by

dU(t) = −αU(t)dt + J11E[S(U(t))]dt + J12E[S(V (t))]dt +σ dW (1)(t)

dV (t) = −αV (t)dt + J21S(U(t))dt + J22E[S(Vk(t))]dt +σ dW (2)(t).
(9)

As in the d = 1 case, this system is Gaussian, and it can be reduced to a two-
dimensional system of ordinary differential equations. It is shown in [20] that pe-
riodic solutions may emerge in this latter equation, depending on the parameters
of the model. In particular, it is shown that for certain fixed values of the coupling
constants Jab and choice of the function S(·), periodic solutions surprisingly appear
by increasing the noise level σ . This phenomenon is referred to as noise induced
periodicity.

1.4 Active Brownian particles

The following model (see e.g. [18]) has been proposed to describe the motion of
family of cells that are drifted towards higher concentration of a given chemical.
Cells are active in that they themselves release the chemical. If h(x, t) denotes the
concentration of the chemical at x ∈ R3 and at time t, the position Xi of the ith cell
evolves according to the stochastic differential equation

dXi(t) = ∂xh(Xi(t), t)dt +σ dWi(t), (10)

where (Wi)N
i=1 are independent 3-dimensional Brownian motions, and σ > 0 is a

scalar. The concentration h(x, t) has its own evolution:

∂th(x, t) = −αh(x, t)+DΔh(x, t)+β
N

∑
j=1

g(Xj(t),x), (11)

which is subject to dissipation (α > 0), diffusion (D > 0), while the third summand
describes the coupling with the cells that, releasing the chemical, modify its concen-
tration.

This model, that has been studied mostly on the basis of numerical simulations,
exhibits a very rich spatio-temporal behavior, which includes spikes formation and
pulsations. For more details on this and related models we refer to [14]. For our
purposes, the key property of this model is the fact that particles contribute to the
potential driving their own motion.

2 A Curie-Weiss model with dissipation and noise

After having reviewed some of the basic models in cellular and neural dynamics, we
propose here a model whose state variables are {−1,1} – valued spins. The main
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purpose is to reproduce, although at a stylized level, some of the features of the cel-
lular dynamics in Section 1.4, while keeping in part the analytic tractability of the
neural model in Section 1.3. Moreover, the mechanism producing collective oscil-
lations is reminiscent of those of the active rotators in Section 1.2.

We consider a system of N spins s = (s1,s2, . . . ,sN)∈ {−1,1}N . Each spin is sub-
ject to a possibly time dependent local field λi ∈ R. The continuous-time dynamics,
which describes the tendency of the spin to align to their local field, is the following:
each transition si →−si occurs at rate k[1− tanh(λisi)], k > 0. In more probabilistic
terms, this dynamics is realized by introducing driving Poisson processes of inten-
sity 2k, i.e. a family {τ

(i)
j : j ≥ 0, i = 1, . . . ,N} of random times, with τ

(i)
0 = 0 and

such that {τ
(i)
j+1 − τ

(i)
j : j ≥ 0, i = 1, . . . ,N} are independent, positive random vari-

ables with P(τ j+1 − τ j > h) = exp(−2kh). At each time t = τ
(i)
j , a coin is thrown,

with probability of head equal to (1− tanh(λi(t)si(t)))/2. If a head appears, then
the transition si →−si occurs, otherwise the spin is left unchanged. The parameter
k is thus interpreted as the intensity of the Poissonian noise driving this dynamics.

As for the model in Section 1.4 spins are active, in the sense that they modify
their local field: the λi(t)’s are themselves stochastic processes, evolving according
to the stochastic differential equations

dλi(t) = −αλi(t)dt +σ
√

k dBi(t)+β dmN(s(t)), (12)

where α ,β ,σ ≥ 0,

mN(s) :=
1
N

N

∑
k=1

sk, (13)

and with B1,B2, . . . ,BN independent Brownian motions. The observable mN is called
magnetization. Thus, when the ith spin jumps, all local fields increase by −2β si/N:
this introduce a tendency of the spins to align, similar to what happens in ferromag-
nets. Unlike in usual stochastic dynamics for ferromagnets, the local fields are not
deterministic functions of the spin vector, but may be subject to dissipation (α > 0)
and Brownian noise (σ > 0). The choice of the factor

√
k in the Brownian term

in (12) is such that two sources of noise scale consistently in time: the time change
t → kt would correspond to the change of parameters k → 1, α → α/k, while β ,σ
are left unchanged.

Notice that, if we cancel out dissipation and Brownian noise, i.e. we put
α = σ = 0, we are left precisely with a model for ferromagnets, namely a (modi-
fication of) Curie-Weiss model, with an external magnetic field depending on the
initial condition of the local fields.

Similarly to what we have seen in (4), (7) and (9), in the limit as N → +∞ the
dynamics of the ensemble is described by the mean-field equation⎧⎨⎩Σ(t) →−Σ(t) with intensity k[1− tanh(Σ(t)Λ(t))] ,

dΛ(t) = −αΛt dt +2βkE [tanh(Λ(t))−Σ(t)]dt +σ
√

k dBt .
(14)
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Alternatively, denoting formally by pt(s,λ )dλ the joint distribution of (Σt ,Λt),
pt can be identified as the weak solution of the nonlinear equation

∂t pt(s,λ ) = k(1+ s tanh(λ ))pt(−s,λ )− k(1− s tanh(λ ))pt(s,λ )

+
kσ2

2
∂ 2

λ pt(s,λ )−2βkg(t)∂λ pt(s,λ )+α∂λ (λ pt(s,λ )) , (15)

where

g(t) := ∑
s

∫ +∞

−∞
pt(s,λ )(tanh(λ )− s)dλ .

For σ > 0, pt is indeed a classical solution of (15).
Our main purpose is to determine the long-time behavior of the solutions of either

(14) or (15), in particular detect stable fixed points and periodic solutions.

2.1 The case of no Brownian noise

We begin by considering the special case in which σ = 0 and Λ(0) is deterministic:
in other words, there is no Brownian noise, and the ensemble of the initial fields is
concentrated near a given value. In this case (see [5]) the full phase diagram of the
stationary solutions of (15) can be determined. Indeed, in analogy with what hap-
pens for the model in Section 1.3, (15) can be reduced to the following system of
two ordinary differential equations for λ (t) := E(Λ(t)) and m(t) := E(Σ(t)):{

λ̇ (t) = 2βk(tanh(λ (t))−m(t))−αλ (t) ,

ṁ(t) = 2k(tanh(λ (t))−m(t)).
(16)

This nonlinear system is of the Liénard type (see, for example, [4, 15]). Classical
results on these systems yield the following

Theorem 1 Assume α > 0.

(i) For β ≤ α
2k +1 the origin is a global attractor for (16).

(ii) For β > α
2k + 1 the system (16) has a unique periodic orbit, which attracts all

trajectories except the fixed point, which becomes unstable.

The fixed point (m,λ ) = (0,0) corresponds to a asynchronized ensemble of spins:
the spins are evenly distributed to produce a null magnetization. This state attracts
all initial conditions for β ≤ α

2k +1, in particular whenever β ≤ 1. For β > 1, if k is
sufficiently large compared to α , spins synchronize to produce a nonzero magnetiza-
tion. However, unlike in Ising-type ferromagnets, the magnetization is not constant
in time, and exhibits a periodic behavior.

The emergence of pulsations has some common features with the active rotators
in Section 1.2, at least for small values of the dissipation parameter α . As for the
ε = 0 case in that model, for α = 0 in the system (16), all points in the one dimen-
sional manifold m = tanh(λ ) are fixed. Unlike in the case of rotators, however, for
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β > α
2k + 1 this manifold has an unstable component near the origin, and two sta-

ble branches. A small dissipation introduces a slow motion on the stable part of the
manifold; as the unstable part is met, the motion is driven to the other stable branch.
This scheme is then repeated, producing periodic motion. We remark that analogous
properties are found in the classical Van der Pol oscillator, whose equation is in-
deed quite similar to (16); in particular, as β crosses the critical value α

2k +1, a Hopf
bifurcation occurs.

2.2 The effects of the Brownian noise

As we allow σ > 0, the full infinite dimensional dynamics (15) has to be studied, and
much less is understood on the steady state solutions. An asynchronous stationary
solution p can be shown to exist, i.e. a stationary solution p(s,λ ) of (15) for which∫

p(s,λ )dλ = 1
2 for s = ±1 and whose λ -marginal is given by

∑
s

p(s,λ ) =
√

α

πσ2 exp

(
−αλ 2

σ2

)
.

Stability of this solution, and the existence of periodic orbits, are problems that are
not yet fully understood [6].

Via a perturbation argument, we can show that the existence of periodic solutions
is preserved for small values of σ .

Theorem 2 Assume β > α
2k +1. Then there exists σ = σ(α ,β ,k) > 0 such that for

all σ < σ Equation (15) has a non-constant periodic solution, and the asynchronous
solution p is unstable.

Even in this perturbative regime, however, we cannot control uniqueness and stabil-
ity of periodic solutions.

A relevant fact, suggested by heuristics and rigorously proved to some extent, is
that the Brownian noise plays against synchronization; this differs from the effects
of the Possonian noise in the σ = 0 case: a large Poissonian noise (k large) favors
the emergence of periodic orbit.

Theorem 3 For every fixed α ,β ,k > 0, there exists σ such that the asynchronous p
is linearly stable for every σ > σ .

This theorem shows that a large Brownian noise favors disorder in the spin distribu-
tion, though it is not enough to rule out existence of periodic solutions. Numerical
simulations rather clearly suggest, however, that no periodic orbit should exist for
large σ .

If we keep σ fixed (as well as α and β ), and control both noise intensities by
varying k, we appreciate the different effects of the two sources of noise on the syn-
chronization. We have developed an heuristic argument using the approximation of
tanh(·) by its third order Taylor polynomial. Under this approximation, the infinite
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dymensional equation (15) can be reduced to a finite dimensional o.d.e., for the mean
of of Σ(t) and the first three moments of Λ(t). For this reduced system the bifurca-
tion analysis can be done explicitely. The results support the following conjecture
for the “true” system (15).

Conjecture. Assume β > 1. Then there is σ̃ = σ̃(α ,β ) such that:

1. For σ ≥ σ̃ and any k > 0, (15) has a unique stationary solution, which is globally
stable. In particular no non-constant periodic solution exists.

2. For 0 < σ < σ̃ a non-constant periodic solution exists for k in two non-empty
intervals [k−,k− +ε ] and [k+−ε ,k+], with 0 < k− < k+ < +∞, ε small enough,
and both k+,k− may depend on α , β and σ .

Moreover, for β ≤ 1, (15) has a unique, globally stable stationary solution, for every
α > 0,σ ≥ 0.

Periodic solutions “appear” at k− and “disappear” at k+ through Hopf bifurca-
tions. The emergence of other patterns in the interval [k− + ε ,k+ − ε ] is currently
under investigation.
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Kinetic Equations and Stochastic Game Theory
for Social Systems

Andrea Tosin

Abstract In this paper we present mathematical tools inspired by the kinetic theory,
which can be used to model the social behaviors of large communities of individuals.
The focus is especially on human societies, such as the population of a certain coun-
try, and on the interplays between concurrent social dynamics, for instance economic
issues linked to the formation of political opinions, which sometimes can even de-
generate into dramatic extreme events with massive impact (Black Swans). Starting
from Boltzmann-type models, we present an evolution of the classical approach of
statistical mechanics, whose hallmark is the use of stochastic game theory for the de-
scription of social interactions. By this we mean that the latter are modeled as games
whose payoffs, however, are known only in probability. This is consistent with the
basic unpredictability of human reactions, which ultimately cannot be compared to
deterministic mechanical-like “collisions”.

1 Introduction

Human societies are definitely complex systems, which modern applied mathemat-
ics is expected to help unravel [1]. The modeling of human behaviors appears indeed
to be one of the next challenges of the applied mathematical research [29]. Thanks
to its innate reductionism, mathematics can succeed in shedding some light on those
intricate decision-based mechanisms which lead people to produce, mostly uncon-
sciously, complex collective trends out of relatively elementary individual interac-
tions.
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Several complexity issues, however, need to be addressed, which make the math-
ematical approach to social systems quite different from that to more classical phys-
ical systems (such as e.g., fluids or gases).

First of all, as already mentioned, large scale collective behaviors, which are ul-
timately the most interesting ones to predict, emerge spontaneously from interac-
tions among few individuals at a small scale. This phenomenon is known as self-
organization [26]. Collective behaviors can be sometimes quite irrational despite
the fact that individual interactions follow relatively rational rules. The reason is
that each individual is normally not even aware of the group s/he belongs to and of
the group behavior s/he is contributing to, because s/he acts only locally [2]. Conse-
quently, no individual has full access to group behaviors or can voluntarily produce
and control them. Therefore, models are required to adopt multiscale approaches
able to retain the proper amount of localized individual interactions, often expressed
over networks [24], also within a collective description.

Secondly, individual interaction rules can be interpreted deterministically only up
to a certain extent, due to the ultimate unpredictability of human reactions. It is the
so-called bounded rationality [7,27], which makes two individuals react possibly not
the same, even if they face the same conditions. In opinion formation problems this
issue is of paramount importance, for the volatility of human behaviors can play a
major role in causing rare and extreme events with massive impact, known under the
evocative name of Black Swans in the socio-economic sciences after the celebrated
book [31]. Mathematical models should be able to handle, within the aforesaid mul-
tiscale perspective, such stochastic effects at the level of individual interactions. In
many cases, it is questionable whether they can or cannot be schematized as standard
white noises.

Several other hallmarks of social systems, viewed as living complex systems,
might be listed. For a more comprehensive coverage we refer interested readers to
the recent literature [6,11,12,14]. Here we confine the attention to the two issues set
forth above, showing that a suitable evolution of the classical “collisional” kinetic
approach can be a promising way of tackling them.

The kinetic representation is a mesoscopic one, meaning that it provides an en-
semble statistical description of the particle system while grounding the evolutionary
dynamics on small scale interactions among the individuals. As such, it is a possible
option for dealing with the previously mentioned multiscale interplay between indi-
viduality and collectivity. Nevertheless, collisions among classical particles of inert
matter are mostly ruled by deterministic mechanical principles, such as the balance
of linear momentum and energy, which are not directly available in the case of inter-
actions among living particles. In fact the latter are able to actively develop decision-
based behavioral strategies, which, as recalled above, are neither fully deterministic
nor actually mechanical. Therefore it is necessary to duly evolve the usual collisional
framework so as to include forms of stochasticity in one-to-one interactions.

It is worth remarking, however, that unlike inert matter, whose mathematical de-
scription can be often grounded on consolidated physical theories, living matter still
lacks a precise treatment in terms of quantitative theories. Hence, apart from the
mathematical framework, the detailed modeling of small scale dynamics contains
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inevitably some heuristics. If, on the one hand, this can be a handicap for the predic-
tive reliability of the models, hence for their immediate “industrial” use, on the other
hand it offers mathematics the great opportunity to play a leading role in opening new
ways of scientific investigation. Mathematical models can indeed fill the quantitative
gap by acting themselves as paradigms for exploring and testing conjectures about
the inner dynamics of systems. The latter may be much simpler than the observable
large-scale outcomes and nevertheless much more difficult to isolate and ascertain
phenomenologically. In doing so, it can happen that models put in evidence also
facts not yet empirically observed, whereby scientists can be motivated to perform
new specific experiments aiming at confirming or rejecting models’ conjectures.

Finally, mathematics itself can take advantage of these applications for develop-
ing new mathematical methods and theories. In fact, nonstandard applications typ-
ically generate challenging analytical problems, whereby the role of mathematical
research as a preliminary necessary step for mastering new models also at an indus-
trial level is enhanced.

Coming to the structure of this paper, Section 2 introduces the basic ideas of the
kinetic approach applied to social systems, which are then formalized in Boltzmann-
like mathematical equations in Section 3. Next, Section 4 presents the evolution of
such mathematical structures under the perspective of stochastic game theory. The
latter proves to be a valid complement to the standard kinetic approach for mod-
eling the intrinsic randomness of human behaviors. Interestingly, the new class of
kinetic equations thus obtained contains classical “collisional” equations as a par-
ticular case. Section 5 discusses then a few meaningful variations of the mathemat-
ical framework suitable to capture further hallmarks of living social systems, which
make the latter different from particles of inert matter. These variations include the
so-called nonlinearly additive interactions, which essentially refer to the influence of
the milieu on the individual decision-based dynamics, and the use of discrete micro-
scopic states of the particles. Finally, Section 6 presents an example of application
concerning the interplay between wealth redistribution policies and the evolution of
the mass opinion about the doings of a certain government.

2 The kinetic approach

Social systems can be mathematically schematized as systems of particles, viz. in-
dividuals, which interact with one another thereby changing in time a certain state,
which defines their social behavior. We generically call this state activity and denote
it by u ∈U , U ⊆ Rn being the activity domain. Particles with state u are also called
active particles.

Often u is a scalar variable, i.e., n = 1. For example, it can represent the opinion
of the individuals about a certain issue and its domain can be an interval such as
U = [−1, 1], where u = −1 stands for the strongest disagreement and u = 1 for the
maximum agreement. Alternatively, if u is a political opinion, or an intended vote,
then u =±1 can represent the inclination toward either extreme wing of the political
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scenario. In socio-economic problems, u can instead denote the social class of the
individuals. In this case, the domain U can be either a subset of the positive real axis,
if u is intended to represent the material wealth, or again the same interval as before,
if u is used more in the abstract as an indicator of poverty (u = −1) or wealthiness
(u = 1).

When u is a vector variable, i.e., n > 1, the social behavior of the active particles
is determined by various interconnected aspects accounted for by the components
of u. For instance, the support or opposition to a government by the population of
a country can be intimately related to the economic issues of wealth redistribution
among the social classes. In this case, u can be taken as a two-dimensional variable,
the first component denoting the level of well-being of the individuals and the sec-
ond one their opinion about government’s doings (cf. Sect. 6). More in general, a
vector-valued activity can be handled by means of a decomposition of the system
in functional subsystems, a topic that we will not specifically treat here. For a deep
analysis we refer interested readers to [4–6].

The primary goal of models of social systems is to describe how the distribution
of the activity within the considered population of active particles changes in time,
in order to predict the evolution over time of social scenarios. To this purpose, in the
kinetic approach one introduces the so-called one-particle distribution function

f = f (t, u) : [0, +∞)×U → R+,

such that f (t, u)du gives the (infinitesimal) number of active particles whose activ-
ity at time t belongs to the (infinitesimal) volume du centered at u in the space U of
microscopic states. Under suitable integrability assumptions, namely f (t) ∈ L1(U)
for all t > 0,

NV (t) :=
∫

V
f (t, u)du, V ⊆U

is the number of active particles whose activity at time t belongs to a certain Borel-
measurable subset V of the state space. Hence NU(t) is the total number of particles
of the system at time t. If the latter is conserved in time, then f can be normalized
with respect to it thereby becoming a probability density. In this case, informative
statistics concerning the activity distribution can be computed as moments of the
distribution function f , under the necessary further integrability assumptions.

A kinetic model consists in an evolution equation for the distribution function f
derived consistently with the aforesaid meaning of the latter. In particular, the model
has to formalize the concept of interactions among active particles, linking them to
the time variation of f . A quite general conceptual scheme that can be adopted is the
following:

Time variation
of particles with

activity u ∈U
=

Gain
Number of particles
with pre-interaction
activity �= u which
get activity u after

the interaction

-

Loss
Number of particles
with pre-interaction
activity u which lose

it after the
interaction
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the gain and loss of particles with state u being evaluated in the unit time in terms
of the statistical information provided by f . In particular, it is useful to recall two
fundamental assumptions underlying the modeling of interactions in most kinetic
models:

(H1) Only pairwise interactions are considered, meaning that interactions involving
more than two active particles at once are disregarded as higher order effects.

(H2) The factorization of the two-particle distribution function f2 is assumed:

f2(t, u1, u2) = f (t, u1) f (t, u2)

in order to come to expressions of the gain and loss terms which only require
the knowledge of f . This amounts to neglecting two-particle correlations when
estimating the pairs of particles involved in the interactions, a fact that one has
to accept as an approximation, however useful, of physical reality.

In the next sections we will present a few kinetic equations derived within this
framework. They evolve from classical Boltzmann-type to more recent mathemat-
ical structures motivated by the quest for models able to include the specific com-
plexity features discussed in the Introduction.

3 Boltzmann-Type models

Let us assume that pairwise interactions among active particles are deterministic,
i.e., that there exists a mapping C : U2 → U2 such that (u, v) = C (u∗, v∗) is the
post-interaction pair of activities corresponding to the pre-interaction pair (u∗, v∗).
In particular, we require C to be a change of variable, i.e., one-to-one and onto. Then
Boltzmann-type kinetic equations write, in the present context, as

∂ f
∂ t

= Q[ f , f ], (1)

where Q is the (bilinear) interaction operator expressing the balance between gain
and loss of active particles with activity u:

Q[ f , f ](t, u) =
∫

U

(
1

JC (u∗, v∗)
f (t, u∗) f (t, v∗)− f (t, u) f (t, v)

)
dv

=
∫

U

1
JC (u∗, v∗)

f (t, u∗) f (t, v∗)dv︸ ︷︷ ︸
Gain

− f (t, u)
∫

U
f (t, v)dv︸ ︷︷ ︸

Loss

. (2)

Models of social systems variously relying on the mathematical structure (1)–(2)
can be found in, among others, [20,21,23,25,28,32], possibly with the inclusion of
suitable interaction kernels (cf. Sect 5).

The pre-interaction activities u∗, v∗ appearing in the gain term have to be un-
derstood as functions of the post-interaction ones u, v. In particular, they are those
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which generate the pair (u, v) after the interaction, namely (u∗, v∗) = C−1(u, v). In-
tegration with respect to v then counts all interactions which make one active particle
shift to the activity u, independently of the activity earned by the companion particle
(a similar argument holds also for the integration with respect to v in the loss term).
Finally, JC denotes the Jacobian of the transformation C :

JC (u∗, v∗) := |det∇C (u∗, v∗)|,
which is needed for mass conservation purposes. By performing the change of vari-
ables (u, v) = C (u∗, v∗) in the gain term it can be checked that it results indeed∫

U
Q[ f , f ](t, u)du

=
∫

U

∫
U

(
1

JC (u∗, v∗)
f (t, u∗) f (t, v∗)− f (t, u) f (t, v)

)
dudv = 0,

whereby integration over U in Equation (1) yields

d
dt

∫
U

f (t, u)du = 0.

Hence the total number NU of active particles is constant in time. This property is
often rephrased by saying that either the operator Q or the interactions that it models
are conservative.

Remark 1 (Interactions as games) It is useful, also in view of the extensions that
we will discuss in the next sections, to interpret pairwise interactions among active
particles as two-player games. According to the terminology used in game theory,
we can compare the pre-interaction activities u∗, v∗ to the game strategies by which
the two players, viz. the active particles, approach the game, namely the interac-
tion. Then the post-interaction activities u, v are the payoffs of the game, that either
player will use as new game strategy in future interactions. Within this analogy, the
game described by Equation (1) is evolutionary, because the distribution of players’
strategies evolves in time.

4 Stochastic game models

One of the most distinguishing complexity features of social systems recalled in
the Introduction is the bounded rationality: the volatility of human behaviors makes
it possible that individuals do not react in the same manner when facing the same
situation. Then, recalling also Remark 1, we can draw a parallelism between the
rationality of the behavior of active particles and the determinism of the game by
which we model their interactions. A deterministic game, i.e., one featuring a de-
terministic relationship between pre- and post-interaction strategies, means a fully
rational behavior. On the other hand, the concept of bounded rationality calls for



Kinetic Equations and Stochastic Game Theory for Social Systems 43

game-type models of interactions in which the post-interaction strategies (payoffs)
are known only in terms of a certain probability distribution. Therefore we use the
term stochastic games for this type of interactions.

Stochastic game-type interactions can be implemented in Equation (1) by duly
generalizing the structure of the interaction operator Q, particularly the gain term
(cf. [8]):

Q[ f , f ](t, u) =
∫∫∫

U3
P((u∗, v∗) → (u, v)) f (t, u∗) f (t, v∗)du∗ dv∗ dv︸ ︷︷ ︸

Gain

− f (t, u)
∫

U
f (t, v)dv︸ ︷︷ ︸

Loss

. (3)

In practice, the mapping C is replaced by the transition probability density P ,
namely the probability density of the payoff (u, v) conditioned to the pre-interaction
strategy pair (u∗, v∗). The following property must hold:∫∫

U2
P((u∗, v∗) → (u, v))dudv = 1 ∀(u∗, v∗) ∈U2, (4)

which ensures
∫

U Q[ f , f ](t, u)du = 0, hence again the conservativeness of the inter-
actions.

From Equation (3) the deterministic setting of Equation (2) can be recovered by
assuming

P((u∗, v∗) → (u, v)) ∝ δC−1(u,v)(u∗, v∗), (5a)

where δ is the Dirac’s delta. Indeed this implies that, for a fixed post-interaction
activity pair (u, v), the only pre-interaction activity pair which can produce it is
(u∗, v∗) = C−1(u, v) (notice that in Eq. (3) it is convenient to regard P as a function
of u∗, v∗ parameterized by u, v). Since P has to be a probability density with respect
to (u, v), the correct scaling in Equation (5a) is actually

P((u∗, v∗) → (u, v)) =
1

JC (u∗, v∗)
δC−1(u,v)(u∗, v∗), (5b)

which guarantees the fulfillment of Equation (4).
An alternative form of the gain term in Equation (3) is obtained by defining the

quantity
A (u∗ → u|v∗) :=

∫
U

P((u∗, v∗) → (u, v))dv, (6)

which according to Equation (4) satisfies∫
U

A (u∗ → u|v∗)du = 1 ∀(u∗, v∗) ∈U2. (7)

It represents directly the probability density of the payoff u accessible by the active
particle with pre-interaction strategy u∗, given the pre-interaction strategy v∗ of the
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other particle. The interaction operator rewrites then as

Q[ f , f ](t, u) =
∫∫

U2
A (u∗ → u|v∗) f (t, u∗) f (t, v∗)du∗ dv∗

− f (t, u)
∫

U
f (t, v)dv. (8)

This new form of Q induces a useful terminology for identifying the particles
which take part in the interactions along with their respective roles:

• The particle with activity u, namely the generic representative entity addressed
by the operator Q, is the test particle.

• The particle with pre-interaction activity u∗, which can shift to u after the inter-
action, is a candidate particle.

• The particle with pre-interaction activity v∗, which triggers the change of activity
of the candidate particle, is a field particle.

Modeling social interactions as stochastic games via Eq. (8) means therefore assum-
ing that the candidate particle gets in probability the state of the test particle, and that
the latter loses it, because of kinds of “generalized collisions” with field particles.

4.1 Types of games

Equations (1)–(3) (or (1)–(8)) provide a mathematical framework which can be used
to generate specific models, up to detailing the transition probability density P
(or A ). This corresponds to specifying the social game that the active particles play
when they interact with one another. In order to classify some of the most popular
types of games, it is useful to introduce a metric d : U2 →R+ in the activity space U ,
which measures the distance between the activities of the interacting particles. For
U ⊆ Rn, d will be most often the usual Euclidean distance d(u, v) = |v−u|. Then
interactive games among active particles can be characterized by the relationship
between the pre- and post-interaction activity distances, d(u∗, v∗) and d(u, v), re-
spectively.

Cooperation or consensus

This game is such that
d(u, v) ≤ d(u∗, v∗),

see Figure 1. Therefore active particles reduce their activity distance, experiencing
a sort of attraction. If the activity is their wealth status, this corresponds to a coop-
erative attitude of wealthy social classes toward poor ones. If instead the activity is
an opinion, this corresponds to the tendency to agree (consensus).
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Fig. 1 Cooperating active particles reduce the distance between their activities

Fig. 2 Competing active particles increase the distance between their activities

Fig. 3 An active particle that learns from another one approaches the activity of the latter

Competition or dissent

This game is such that
d(u, v) ≥ d(u∗, v∗),

see Figure 2. Hence active particles increase their activity distance, experiencing a
sort of repulsion. If the activity is their wealth status, this corresponds to a competi-
tive attitude of wealthy social classes against poor ones. If instead the activity is an
opinion, this corresponds to the tendency to disagree (dissent).

Learning

This game is such that

v = v∗ and d(u, v∗) ≤ d(u∗, v∗),

see Figure 3. Here the main point is that one of the interacting particles learns from
the other, i.e., it approaches the activity of the latter. The second particle is instead
assumed not to change activity during the interaction. For instance, if the activity is
an opinion this may correspond to active particles open to persuasion.

Hiding-chasing

This game is such that {
d(u, v∗) ≤ d(u∗, v∗)
d(u∗, v) ≥ d(u∗, v∗).

see Figure 4. Here in principle both interacting particles change their activity but
with opposite goals: One of them behaves so as to increase the distance (hiding),
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Fig. 4 A hiding-chasing game is like a pursuit between an escaping and a chasing particle

whereas the other aims at reducing it (chasing). If the activity is the wealth status of
the particles, this may correspond to the case in which either wealthy social classes
produce further wealth that also poor classes benefit from or, conversely, the whole
society progressively loses purchasing power (because e.g., of a global financial cri-
sis) so that both wealthy and poor social classes become poorer and poorer.

Remark 2 The relationships above between the pre- and post-interaction activity dis-
tances are given deterministically, which is in principle appropriate only when the
transition probability density P is as in Equation (5b). In this case we also have
d(u, v) = d(C (u∗, v∗)). In general, for genuinely stochastic interactions, such rela-
tionships have to be thought of as referred to single realizations of the games. More
precisely, one should use the metric d for defining a subset V(u∗,v∗) ⊆U2 which, for
a given pre-interaction activity pair (u∗, v∗), carries all the transition probability (cf.
also Eq. (4)). For instance, in case of cooperation/consensus we define

V(u∗,v∗) := {(u, v) ∈U2 : d(u, v) ≤ d(u∗, v∗)}

and then we say that P((u∗, v∗) → (·, ·)) is supported on V(u∗,v∗), i.e.,

∫∫
V(u∗,v∗)

P((u∗, v∗) → (u, v))dudv = 1,

which implies that the P-probability measure of the set U2 \V(u∗,v∗) is zero, namely
that a transition from (u∗, v∗) to (u, v) with d(u, v) > d(u∗, v∗) is statistically im-
possible.

The other three cases can be handled analogously.

More than one type of game can be played simultaneously by active particles.
For instance, in [6, 13, 16] active particles cooperate or compete depending on their
pre-interaction activity distance compared to a reference threshold γ . In those works
the activity denotes the social class of the particles, the underlying idea being that
two particles with close wealth states, i.e., such that d(u∗, v∗) ≤ γ , may have con-
flicting interests whereas two particles with markedly dissimilar wealth states, i.e.,
such that d(u∗, v∗) > γ , may be forced to cooperate by an imposed social policy.
Other examples of distance-dependent game switch can be found in [3] referred to
applications such as electoral competition on the Internet and job mobility.
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5 Further extensions of the stochastic game approach

Equations (3) or (8) assume a constant unit interaction frequency among pairs of ac-
tive particles. An immediate extension, which has also a counterpart in the classical
collisional kinetic theory, consists in including an interaction rate, say η : U2 →R+,
which depends on the pre-interaction activities. Hence Equation (3) rewrites as

Q[ f , f ](t, u) =
∫∫∫

U3
η(u∗, v∗)P((u∗, v∗) → (u, v)) f (t, u∗) f (t, v∗)du∗ dv∗ dv

− f (t, u)
∫

U
η(u, v) f (t, v)dv

(9a)

and analogously Equation (8) as

Q[ f , f ](t, u) =
∫∫

U2
η(u∗, v∗)A (u∗ → u|v∗) f (t, u∗) f (t, v∗)du∗ dv∗

− f (t, u)
∫

U
η(u, v) f (t, v)dv. (9b)

Basically, η says how much frequent are interactions between two particles with re-
spective activities u∗, v∗. For instance, depending on the specific application it might
be argued that individuals with very different activities interact less frequently than
those with more similar activities. Hence, for example, in some cases one may as-
sume that η decreases with the distance d(u∗, v∗), cf. e.g., [13]. The particular case
of constant η can be reinterpreted as a model of a well mixed population, where each
active particle equally interacts with any other, see [16].

Two other conceptually relevant evolutions of these mathematical structures are
discussed in the next subsections.

5.1 Nonlinearly additive interactions

According to the form of the operator Q presented so far, interactions among pairs
of active particles are in some sense linear. This can be understood e.g., from Equa-
tion (9b) by rewriting the gain term as∫

U

(∫
U

η(u∗, v∗)A (u∗ → u|v∗) f (t, v∗)dv∗
)

︸ ︷︷ ︸
Total action applied by field particles

on the candidate particle with activity u∗

f (t, u∗)du∗.

Apart from the fact that the time variation of u∗ cannot be ascribed, in general, to a
deterministic microscopic rule, we see that the collective action of field particles on
a single candidate particle is formally a mean field-like superposition of effects.

In particular, we notice that the interaction rules expressed by the transition prob-
ability density are parameterized only by the pre-interaction states of the interacting



48 A. Tosin

particles. This implies that the presence of other particles, namely the milieu where
interactions take place, has no effect on the outcome of single pairwise interaction
instances. If this can be reasonable for mechanical interactions among inert particles,
it can be argued that social interactions among living particles can instead produce
different outputs also starting from the same inputs, because human reactions are
highly milieu-sensitive.

This discussion can be introduced in models (9a), (9b) by assuming that the tran-
sition probability densities P , A , respectively, depend also on the distribution func-
tion f . In fact the latter brings information about the collective state of the system,
namely indeed the milieu, where interactions develop. For example, in [13] the ef-
fects of social cooperation and competition on the wealth redistribution are exam-
ined under the assumption that either type of interaction is triggered by a threshold γ ,
which depends on the instantaneous distribution of the social classes. In more de-
tail, as already mentioned at the end of Section 4, it is assumed that cooperation
takes place between two individuals with sufficiently different wealth state, thus
when d(u∗, v∗) > γ , whereas competition occurs between two individuals with sim-
ilar states, hence when d(u∗, v∗) ≤ γ . The relevant point here is that the value of γ

depends on the social gap S, namely the difference between the number of poor and
wealthy individuals, in such a way that the higher S the higher γ , i.e., the higher the
inclination of active particles to competition in an attempt to individually raise their
own well-being. Using a scalar activity u ∈ [−1, 1] and agreeing that u < 0, u > 0
identify poor and wealthy social classes, respectively, the instantaneous social gap
can be computed as

S(t) =
∫ 0

−1
f (t, u)du−

∫ 1

0
f (t, u)du. (10)

Therefore γ , as a function of S, depends functionally on f and such a dependence is
transferred to the transition probability densities P , A for, as explained above, the
switch between cooperation and competition depends on γ .

When the transition probability densities depend on the distribution function we
speak of nonlinearly additive interactions. Formally nothing changes in Eqs. (9a),
(9b) but the notation, since the transition probability densities are now written as
P[ f ], A [ f ] in order to stress their functional dependence on f . On the other hand,
the gain term reads now∫

U

(∫
U

η(u∗, v∗)A [ f ](u∗ → u|v∗) f (t, v∗)dv∗
)

f (t, u∗)du∗,

whence we see that the total action in parenthesis applied on the candidate particle
with activity u∗ is still the sum of individual actions, each of which however depends
also on the distribution of field particles other than that triggering the interaction. Ul-
timately, the sum of the field actions does not scale linearly with the distribution of
field particles, whence the use of the expression “nonlinearly additive” to refer to
interactions in this context. Some aspects of the qualitative analysis of Equation (1)
with nonlinearly additive interactions are treated in the paper [9].
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Another source of nonlinearity in the interactions is the interaction rate η , which
for fixed u∗ can be compactly supported in U meaning that the candidate particle
does not necessarily interact with all field particles but just with a subset of them
(localized interactions). For instance, particles may be able to interact only with a
characteristic number of other individuals, say N0, which corresponds to their limited
capacity to retain and process the outer information. This fact can be expressed by
assuming that η(u∗, ·) is supported in the closed ball B̄R(u∗)⊆U centered at u∗ and
whose radius R is adapted in such a way that the number of field particles contained
in B̄R(u∗) equals N0. In formulas:

R = inf

{
r > 0 :

∫
B̄r(u∗)

f (t, v∗)dv∗ ≥ N0

}
,

where “≥” instead of “=” is necessary in order to guarantee that R be always well
defined (indeed, depending on the distribution f , a ball centered at u∗ and containing
exactly N0 particles might not exist). Consequently, η depends in turn on f because
suppη(u∗, ·) = B̄R(u∗) and R is defined via f . In order to stress this fact we write η [ f ]
rather than simply η .

Interactions of the type set forth above are often called topological. They have
been introduced in [10] with reference to the dynamics of swarms of birds and then
formalized mathematically in kinetic or measure-based models in [15,22]. Opposed
to them are metric interactions, which are still characterized by a compactly sup-
ported interaction rate η(u∗, ·) but the size of the support is fixed a priori on the
basis of purely metric arguments, for instance the fact that particles interact only
with close neighbors (in the sense of the distance in U). By definition, metric inter-
actions do not depend on the distribution of field particles, hence they actually do
not induce any further nonlinearity in the interaction operator Q.

5.2 Discrete state models

A social state is sometimes better individuated by means of classes (or ranges) of
values rather than by a continuous variable. This is particularly true when it refers to
originally non-numerical quantities, such as e.g., opinions or social classes, which
are mapped to numerical values amenable to mathematical analysis. Most of the ex-
amples cited so far are actually of this type, to which we further add [17–19]. It is
therefore of some interest to find the appropriate formulation of Equation (1), and
especially of the interaction operator Q, when the activity domain U is a lattice,
namely

U = {ui}i∈I ⊂ Rn, I ⊆ Zn.

Each discrete value ui of the activity is called an activity class, i being an inte-
ger multi-index. Parallelly, the kinetic function f is written as an atomic distribution
over such a lattice with time-varying coefficients:

f (t, u) = ∑
i∈I

fi(t)δui(u). (11)
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In particular, fi(t) is the number of active particles which at time t are in the activity
class ui. In the following we will also use the vector notation fff := ( fi)i∈I . Also P
and A , as probability densities over the payoffs u, v, take an atomic form, for now
payoffs belong to the above activity lattice:

P((u∗, v∗) → (u, v)) = ∑
i, j∈I

P i j(u∗, v∗)δui(u)⊗δu j(v),

A (u∗ → u|v∗) = ∑
i∈I

A i(u∗, v∗)δui(u). (12)

In view of Equation (6) it results A i = ∑ j∈I P
i j, with moreover

∑
i, j∈I

P i j(u∗, v∗) = ∑
i∈I

A i(u∗, v∗) = 1 ∀(u∗, v∗) ∈U2,

cf. Equations (4), (7).
In order to come to an evolution equation for the special distribution function (11)

we refer to the weak form of the kinetic equation (1), in which we read f (t, ·) and
A (u∗ → ·|v∗) conveniently as finite measures on U . Namely:

d
dt

∫
U

ϕ(u) f (t, du) =
∫

U
ϕ(u)Q[ f , f ](t, u)du

=
∫∫

U2
η(u∗, v∗)

(∫
U

ϕ(u)A (u∗ → du|v∗)
)

f (t, du∗)⊗ f (t, dv∗)

−
∫∫

U2
ϕ(u)η(u, v) f (t, du)⊗ f (t, dv) ∀ϕ ∈C∞

c (U),

C∞
c (U) being the space of infinitely differentiable test functions with compact sup-

port in U . Here we have used the form (9b) of the interaction operator Q with the
transition probability density A . Technical calculations using the form (9a) with P
are completely analogous, thus left as an exercise to the reader.

The weak form above is suited to the distributions (11), (12), which once plugged
into produce

∑
i∈I

(
d fi

dt
− ∑

h,k∈I

η(uh, uk)A i(uh, uk) fh fk + ∑
k∈I

η(ui, uk) fk fi

)
ϕ(ui) = 0

for all ϕ ∈C∞
c (U). Setting

ηhk := η(uh, uk), A i
hk := A i(uh, uk)

and invoking the arbitrariness of the test function we are finally led to

d fi

dt
= ∑

h,k∈I

ηhkA
i

hk fh fk − fi ∑
k∈I

ηik fk, i ∈ I, (13a)

namely a system of ordinary differential equations whose unknown is actually the
vector fff = ( fi)i∈I . In case of nonlinearly additive interactions the equation above is
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formally rewritten as

d fi

dt
= ∑

h,k∈I

ηhk[ fff ]A i
hk[ fff ] fh fk − fi ∑

k∈I

ηik[ fff ] fk, i ∈ I, (13b)

so as to stress the dependence of the interaction rate and the transition probabilities
on the discrete distribution function fff .

For fixed (h, k) ∈ I2, {A i
hk}i∈I is a discrete probability distribution over the

payoff ui, indeed ∑i∈I A
i

hk = 1. This guarantees, once again, the conservativeness
of the interactions. In fact summing both sides of either Equation (13a) or Equa-
tion (13b) over i yields d

dt ∑i∈I fi(t) = 0, that is, taking into account Equation (11),
d
dt

∫
U f (t, du) = 0.
Due to the discrete activity setting, A i

hk is directly the probability of the transition
from the candidate state uh to the test state ui triggered by the field state uk. In this
context, {A i

hk}h,k,i∈I is often called the table of games as it encodes the rules of the
game played by active particles.

6 An example of application to socio-economic dynamics

We now exemplify the use of the mathematical structures discussed so far, in partic-
ular Equation (13b), for addressing a problem of socio-economic dynamics which
has been extensively investigated in [6, 13].

The context is that of support or opposition to the economic policy of a gov-
ernment expressed by the population of a country depending on the individual and
collective level of well-being. Therefore the active particles are the individuals of the
population with a vector-valued discrete activity ui = (u1

i1
, u2

i2
) ∈ R2, the first com-

ponent representing their wealth state (social class) and the second one their opinion
about the government policy.

In more detail, we identify the following structured lattice of social classes and
political opinions:

U =
{

2
n−1

i1 − n+1
n−1

}
i1=1, ...,n

×
{

2
m−1

i2 − m+1
m−1

}
i2=1, ...,m

,

namely the Cartesian product of two uniformly spaced grids in the interval [−1, 1]
with respective grid steps Δu1 = 2

n−1 and Δu2 = 2
m−1 :

u1
1 = −1, . . . , u1

n+1
2

= 0, . . . , u1
n = 1, u2

1 = −1, . . . , u2
m+1

2
= 0, . . . , u2

m = 1.

Since we have n > 1 social classes and m > 1 opinion classes the domain of the
multi-index i = (i1, i2) is I = {1, . . . , n}×{1, . . . m}. We agree that u1

i1
< 0 repre-

sents the poor social classes and u1
i1
≥ 0 the wealthy ones, and likewise u2

i2
< 0 stands

for opposition and u2
i2
≥ 0 for support to the government doings.
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Fig. 5 The threshold γ between cooperation and competition as a function of the social gap S with
n = 9 social classes

Wealth redistribution is modeled as a cooperative/competitive game among ac-
tive particles as described in Section 4.1. In particular, the switch between either type
of game is regulated by a threshold γ as discussed in Section 5.1, which depends on
the social gap S:

S(t) =

n−1
2

∑
i1=1

m

∑
i2=1

fi(t)︸ ︷︷ ︸
total individuals

in poor social classes

−
n

∑
i1= n+3

2

m

∑
i2=1

fi(t)

︸ ︷︷ ︸
total individuals

in wealthy social classes

,

cf. Equation (10). We recall that if the activity distance is under threshold active par-
ticles compete, whereas if it is above threshold they cooperate. The graph in Figure 5
assumes then that in a society with predominance of wealthy social classes (S < 0)
individuals tend to cooperate (low γ) and, conversely, that competition gets stronger
and stronger (high γ) as the number of poor social classes increases (S > 0).

Alternatively one can assume that γ is constant, which means that the level of
cooperation or competition is independent of the socio-economic dynamics. Inter-
estingly, this can be interpreted as the fact that the government maintains the full
control over the wealth redistribution dynamics, as opposed to the previous case in
which they are instead left more freely to the market.

Opinion dynamics about the government policy are instead modeled mainly as a
self-conviction. The idea is that poor individuals in a poor society tend in particular
to distrust the government, while wealthy individuals in a wealthy society tend to
trust it. On the other hand, poor individuals in a wealthy society and wealthy indi-
viduals in a poor society feature the most uncertain behavior. In fact the former may
either distrust the government, in spite of the collective wealthiness, because of their
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low social condition or trust it, in spite of their poverty, because the collective af-
fluence gives them chances to improve their condition. Analogously, the latter may
either distrust or trust the government because of converse arguments. The mean
social class:

∑
i∈I

u1
i1 fi(t) (14)

is assumed as an indicator of the global economic condition of the society, namely
it is used to decide whether a society is poor (when it is negative) or wealthy (when
it is positive) on average.

Technically, the table of games A i
hk[ fff ] is modeled as the product of two factors

corresponding to wealth redistribution and opinion dynamics, respectively:

A i
hk[ fff ] = (A �)i1

h1k1
[ fff ]× (A ��)i2

h [ fff ].

The functional dependence of either factor on fff includes the influence of the social
gap (in A �) and of the mean social class (in A ��). By a careful modeling of the coop-
erative/competitive interactions underlying wealth redistribution dynamics, namely
the factor A �, it is possible to guarantee that the mean social class (14) is conserved
in time, a fact that we assume here. For the detailed expression of the table of games
we refer interested readers to the original paper [13].

Figure 6 shows some asymptotic scenarios predicted by the model starting from a
homogeneous distribution of social classes and political opinions in a society which
is economically “neutral” on average (i.e., the mean social class is zero). Two test
cases are considered corresponding to as many different values of the threshold γ ,
which is kept constant so as to simulate a strong governance on the economic pol-
icy. In both cases the model predicts the emergence of a group of interest formed by
wealthy social classes, which markedly trust the government policy. On the other
hand, poor social classes manifest a more varied political opinion encompassing all
opinion classes, however with a tendency to trust the government especially in the
context of a mainly cooperative economic policy (i.e., γ = 3).

Figure 7 refers instead to the case of a society which is poor on average (the mean
social class is −0.4) and considers both a constant and a variable threshold γ ruling
the switch between the cooperative and competitive attitude of the individuals. For
strong governance (constant γ) the asymptotic scenarios are qualitatively opposite
to those observed in Figure 6. The group of interest which now forms encompasses
poor social classes, which tend to markedly distrust the government policy. This can
be interpreted as an effect of the general lack of confidence due to the depressed eco-
nomic condition of the society. However, if the imposed policy is mainly cooperative
(γ = 3) then middle classes are still present, which express at least a mild support to
the government. Conversely, if the policy is highly competitive (γ = 7) then middle
classes disappear and only very wealthy ones, with quite mixed-up political opin-
ions, remain to counterbalance the even stronger radicalization to opposition of poor
classes.

Interestingly, the radicalization of the opposition predicted by the model is even
more stressed under a weak governance (variable γ), because wealthy social classes
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initial condition

Fig. 6 Asymptotic scenarios of the distribution of social classes and political opinions in a society
which is “neutral” on average (i.e., mean social class 0), under either a mainly cooperative (γ = 3)
or a mainly competitive (γ = 7) attitude of the individuals. A lattice with n = m = 9 social and
opinion classes has been used

may succeed in imposing large competition gaps for preserving their own well-being.
Then the society tends to split almost completely into the lowest class, which is
markedly against the government, and the highest class, which is instead innerly
torn as far as the support to the government policy is concerned. This situation can
prelude extreme events, such as popular rebellions, which could be unpredictable
simply on the basis of the supposed social trend under a stronger governance. Hence
model insights might serve as premonitory signals for the appearance of the so-called
Black Swans [31].

In order to bring the latter observation to a quantitative level, we can choose to
look at the time evolution of the distance between the distribution fff under strong
governance and the corresponding distribution under weak governance, starting from
the same value of the threshold γ . This amounts to computing, for instance,

max
i2=1, ...,m

n

∑
i1=1

| f strong
i (t)− f weak

i (t)| ,
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which is a particular norm in R2 of the difference fff strong(t)− fff weak(t). Of course,
also a different norm can be used since in finite dimension all norms are equivalent.
Figure 8 shows the time trend of this quantity for both γ = 3 and γ = 7 referred to
the test cases illustrated in Figure 7. It is interesting to notice the singular points
in both curves, morally comparable to tipping points typical of catastrophe theory,
which denote an abrupt turnround with respect to the possibly expected decrease to
zero of the distance between the two distributions. These singularities confirm that
at some point the social trend under weak economic governance departs from that
under strong governance, possibly preluding crucial radicalizations.

Fig. 7 Asymptotic scenarios of the distribution of social classes and political opinions in a society
which is poor on average (mean social class −0.4) under both constant and variable threshold γ ,
starting from either a mainly cooperative (γ = 3) or a mainly competitive (γ = 7) attitude of the
individuals. A lattice with n = m = 9 social and opinion classes has been used
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Using Mathematical Modelling as a Virtual
Microscope to Support Biomedical Research

Chiara Giverso and Luigi Preziosi

Abstract This chapter will explain what kind of support mathematics can give to
biology and medicine. In order to explain the concepts in practice cell migration
is used as a specific example. This phenomenon is of great biomedical interest be-
cause it is a fundamental phenomenon both in physiological (e.g. wound healing, im-
mune response) and pathological processes (e.g. chronic inflammation, detachment
of metastasis and related tissue invasion). Also a key feature of any artificial system
aimed at mimicking biological structures is to allow and enhance cell migration on or
inside it. At the same time anti-cancer treatment can become more efficient blocking
cell’s capability to migrate towards distant sites and invade different organs.

1 Mathematical models in biomedicine

In [3] J.E. Cohen foresaw for this century a brilliant future for the interactions be-
tween Mathematics and Medicine stating that Mathematics can be Biology’s next
microscope representing for Biology what it meant for Physics in the last century.
Already at the very beginning of the century the decoding of the human genome
and the start of what can be called the post-genomic era represented a test bench
for this conjecture. In fact, biologists started being swamped by an overwhelming
quantity of data to handle and organise. More importantly they have now to unravel
the underlying message and understand the link between gene expression, protein
production or inhibition and cell behaviour. In order to do that in an efficient way
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they soon realised that they had to rely on multidisciplinary collaborations to use
non standard mathematical and statistical tools.

This represented a “chance” to respond to other classical biomedical needs char-
acterizing bio-medical research. The first one consists in understanding starting from
some diagnostic images and data collected during a certain observation period: (i)
how the specific pathological condition developed and (ii) foresee the possible devel-
opments of the pathology in the possible different scenarios. Mathematically speak-
ing the former is an inverse problem and the latter is a direct problem. A further need
is to optimise the type of intervention and to identify the best therapeutic protocol
on the specific patient. This is an optimal control problem that need to be based on
reliable mathematical models.

It is then clear why there is a need to develop mathematical models that might
lead to reliable numerical simulations and how these might help optimising the pro-
tocols avoiding lengthy, costy, and improductive trial-and-errors procedures. In this
way Mathematics may act as a decision support system.

One has to keep in mind that bio-medical research already develops under the
concept of modelling, that in this case is represented by biological experiment either
in vitro or in vivo (for instance, the use of immuno-depressed mice instead of hu-
mans). In fact, going from clinics to labs the general procedure consist in trying to
simplify the phenomenon focusing on those aspects that are considered fundamental
for the understanding of the process, hoping that the crucial aspects are retained in
the biological model. This procedure is not far from that used to develop a mathe-
matical model starting from the phenomenological observation.

In fact, the high complessity characterizing all living systems and the uncount-
able relations existing among their many components make it impossible to describe
biological systems in full. They require to focus on specific sub-phenomena and the
introduction of drastically simplified models, both biological and mathematical.

In biomedical research, the phenomenological observation of a pathology may
suggest some experiments to be performed in vivo, ex vivi, or in vitro. The first are
the closest to the real observation on the patient but are also heavy from the eth-
ical viewpoint. The last are the most flexible, controllable, reproducible from the
experimental viewpoint, and relatively harmless.

Simulating the phenomena of interest can also help optimising the experiments,
helping in writing down a priority list that consists in identifying in advance the most
promising experiments and therapeutic factors and at the other extreme the less in-
fluencial strategies.

The crucial step in the modelling procedure sketched in Figure 1, is to pass from
a good model that is able to simulate known biological facts to the simulation of un-
known scenarios, of virtual drugs, not discovered yet, or of situations that have not
been tested yet, or can not even be tested. The advantage of supporting biomedical
research with mathematical models in this respect relies on the fact that in principle
spanning over the entire range of parameters can be done much faster than the time
required to prepare the experiments and to wait for the results.

In the rest of this chapter we will specify the support that mathematics can give
to medicine focusing on some studies done on cell migration.
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Fig. 1 The mathematical modelling cycle in biomathematics. The different colours refer to exper-
imental actions (yellow), modelling (orange), numerical (blue)

2 Application to cell migration and invasion

As an example we will base our reasoning on cell migration because this is a funda-
mental phenomenon both in physiological (e.g. wound healing, immune response)
and pathological processes (e.g. chronic inflammation, detachment of metastasis and
related tissue invasion).

Also a key feature of any artificial system aimed at mimicking biological struc-
tures consists in allowing and enhancing cell migration on or inside it. At the same
time anti-cancer treatment can become more efficient blocking cell’s capability to
migrate towards distant sites and invade different organs.

The importance of cell migration on substrates and through biological barriers
and the determination of the different factors involved in such a complex process is
a well established subject in the biological community. Indeed, in recent years, ex-
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perimental settings have been designed ad hoc in order to determine cell properties
and functions that are involved in the dynamics of motion.

In particular, from the biological point of view, it has been shown that the dy-
namic adhesion of cells with the surrounding environment via the expression of ad-
hesive molecules (mainly integrins) and the generation of the force necessary for
propulsion by contraction of cytoskeletal elements, along with the dimensionality of
the environment strongly affects cell’s migratory capabilities. Furthermore, the de-
formability of the cell, and in particular of the nucleus, are crucial for cell migration
in 3D structures, as in this case, cells have to find their way throughout steric obsta-
cles. This process can be supported by the production of proteolytic enzymes (e.g.,
matrix metallo-proteinases) able to degrade matrix components in order to open gaps
in the environment.

When the proteolytic machinery is inhibited, the migratory and invasive process
in three-dimensional environments is generally associated with significant cell and
nucleus deformation while passing through constrictions in the extracellular matrix.
In principle, the cytoplasmic region can easily adjust to any shape, whereas the nu-
cleus, which is 5-10 times stiffer than the surrounding structure, can resist to changes
in shape.

Mathematical models can be really efficient in this field, helping biologists in
studying the different factors involved and in understanding how changes in cell ca-
pability to adhere to the substrate, contract, deform and secrete proteolytic enzymes
can affect the overall process.

In the following in particular we will briefly summarize two different mathemat-
ical models related to cell migration and invasion of the surrounding environment.
In the first application we will present a discrete model aimed at understanding the
interplay of the different factors involved in cell migration in the invasive process
of cancer cells into the mesothelial lining. In this case the mechanical properties of
the nucleus are not considered, because the process is associated with intense secre-
tion of matrix metallo-proteinases and retraction of the cell composing the biological
barrier.

On the other hand, in the second application we will focus on the process of a cell,
with inhibited ability to secrete matrix metallo-proteinases into cylindrical channels
composed by extracellular matrix. In this case, the environment is supposed rigid
and thus nucleus deformability is a limiting factor in the process of migration.

2.1 A cellular potts model for ovary cancer invasion

A crucial process in the growth of a cancer, which makes it so difficult to be treated,
is the capability of cancer cells to reach distant organs in the body and form metas-
tases. For instance, ovarian cancer cells are able to form widespread intraperitoneal
dissemination throughout the abdomen and the pelvis. The process of metastasiza-
tion involves exfoliation of tumor cells as single cells or aggregates from the primary
tumor located into the abdominal cavity, and the successive implantation on and in-
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vasion through the mesothelial lining of the peritoneum. Mathematical models can
help understand the process of transmigration of ovarian cancer cells through the
mesothelial layer and direct biological experiments. In particular, to reproduce the
typical in vitro experiments used to study this process, both for single cells and for
cell aggregates or spheroids the process can be intuitively presented using a Cellular
Potts Model (CPM) [4]. CPMs can well capture mechanisms of cellular adhesion,
motion and the degradation of the extracellular matrix, interfacing with reaction-
diffusion models describing the diffusion and uptake of chemotactic factors and for
the release of matrix metalloproteinases from tumor cells.

The CPM is a grid-based stochastic approach in which each cell is represented
by a connected set of grid-sites [6, 8, 12, 13]. The behaviour of the cells and their
interactions, both mutual and with the local microenvironment, is then described in
energetic terms and constraints.

Referring to [17,18] for more details, the simulation domains is a d-dimensional
regular lattices Ω ⊂ ℜd , where d = 2,3 according to the specific application. Each
lattice site x∈ Ω ⊂ℜd is labeled by an integer number, σ(x). As classically adopted
in CPM applications, a neighbour of x is identified by x�, while its overall neighbour-
hood by Ω

�
x, i.e. Ω

�
x = {x� ∈ Ω : x� is a neighbour of x}. Subdomains of contiguous

sites with identical σ form discrete objects Σσ (i.e., Σσ = {x ∈ Ω : σ(x) = σ}),
which are characterized by an object type, τ(Σσ ).

The keypoint is then to identify a hamiltonian, whose minimization will drive the
evolution of the cellular system. It may be composed of many terms, some essential,
others optional, that sum up to form the full hamiltonian.

An essential term governs the geometrical attributes of simulated objects such as
cell size and stiffness and can be written as:

Hshape(t) = Hvolume(t)+Hsur f ace(t) =

= ∑
Σσ

[
κΣσ (t)

(
vΣσ (t)−Vτ(Σσ )

vΣσ (t)

)2

+νΣσ (t)
(

sΣσ (t)−Sτ(Σσ )

sΣσ (t)

)2
]

. (1)

The form of the hamiltonian depends on the actual volume and surface of the object,
vΣσ (t) and sΣσ (t) (which reduce, respectively, to its surface and perimeter in two
dimensions), as well as on the same quantities in the relaxed state, Vτ(Σσ ) and Sτ(Σσ ),
corresponding to its initial measures. The terms κΣσ (t) and νΣσ (t) ∈ ℜ+ represent
mechanical moduli in units of energy: in particular, κΣσ (t) refer to volume changes,
while νΣσ (t) relates to the degree of deformability/elasticity of the related object, i.e.
the ease with which it is able to remodel. Indeed, assuming that cells do not signif-
icantly grow during migration, the fluctuations of their volumes are kept negligible
with high constant values κΣσ = κ � 1.

Another essential term describes the adhesive interaction between cells or be-
tween a cell and a matrix component that can be written as:

Hadhesion(t) = ∑
x∈Ω ,x�∈Ω

�
x

Σσ(x) �=Σ
σ(x�)

Jτ(Σσ(x)),τ(Σσ(x�)). (2)
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The Js are binding energies per unit area, which are obviously symmetric and mea-
sure of the affinity between cell surface adhesion complexes on the membrane of the
two cells or with extracellular ligands.

Being more specific, usually cells reside in an extracellular matrix, which is dif-
ferentiated in a medium-like state, τ = M, and a fibrous-like state, τ = F . The
medium-like state reproduces the mixture of soluble components, which, together
with the water solvent, compose the so called interstitial fluid. The fibrous-like
state represents instead the network of insoluble macromolecules, such as colla-
gens, laminin and elastin, that associate into fibers. Coming to the binding energies,
JC,F < JC,M since, as widely demonstrated in literature, most cell lines in standard
conditions adhere more strongly with the fibrous part of the extracellular matrix than
with its soluble component. JC,C is instead kept high to avoid cell-cell adhesive in-
teractions that may affect their movement. By setting constant and homogeneous
values for the bond energies Js, we here assume a uniform distribution of adhesion
molecules on cell surfaces and of ligands in the external environment, without any
change during the observation time.

Other optional terms in the hamiltonian might be introduced to model chemo-
taxis, i.e., the motion towards higher concentrations of specific chemical factors, or
persistence, i.e., the tendency of polarized cells to keep their direction of motion.

The CPM can be easily implemented using CompuCell3D1 package [6, 9], an
open source modeling environment and pde solver, that allows users to easily define
their model. One of the advantages of CPM is to obtain a morphological description
of the process, that can be easily compared to biological experiments. Furthermore
the model allows to perform a systematic study of the different factors involved, in
the biological phenomenon. In particular, the simulation obtained in [4] are able to
reproduce surprisingly well the morphology observed during biological experiments
performed by N. Lo Buono (Laboratory of Immunogenetics, Department of Genet-
ics, Biology and Biochemistry, Torino), letting understand the importance of the
different families of adhesion molecules (i.e., cadherins and integrins) in the overall
ovarian cancer transmigration process.

In this case, the mathematical simulations can help in the definition of the princi-
pal factors to be studied through biological experiments. Indeed, through the math-
ematical model it is easy to study the relative importance of the different factors in-
volved in the process, suggesting to biologists the direction of future works (see, for
instance, [10, 13]). The numerical simulations shows that changes in the expression
of selected adhesive molecules, along with the release of tumor matrix metallopro-
teinases and the consequent degradation of extracellular matrix components are the
key players of the overall process [4]. In particular, it is demonstrated that a cru-
cial role in the transmigration of single cells is played by matrix metalloproteinases,
which are responsible of the extracellular matrix degradation, while the adhesion
affinity between tumor cells and mesothelial cells is crucial to determine the inclu-
sion of the tumor cell in the mesothelial layer. In addition to the previous phenomena
in the case of the spheroid invasion, the relative adhesion affinity between the tumor

1 http://www.compucell3d.org
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cells and between them and the mesothelial layer determines whether the invasion
is monofocal or multifocal. In any case, it is found [4] that mesothelial invasion
by single cells is more conservative, while the invasion of tumor spheroids causes
the disruption of the mesothelium. Indeed isolated cells can rapidly change their
shape to cross the mesothelium through gaps opened by the activity of the MMPs,
but, once the transmigration is completed, the mesothelial junctions are recovered
and the continuity of the layer is restored (see the left column in Fig. 2). On the
other hand, cancer spheroids, completely overtake larger areas of the mesothelium,
forming different foci of invasion and inducing apoptosis of the detached part of the
mesothelium (see the right column in Fig. 2).

The CPM allows to easily study the influence of different parameters in the overall
process, in particular, the influence of matrix metalloproteinases secretion (ϑ MMP),
of the contact energy between mesothelial cells (Jτm,τm), and of the contact energy
between cancer and mesothelial cells (Jτc,τm). Specifically, referring to the top panel
on the left of Figure 2:

• For low metalloproteinases activity (low ϑ MMP) and for high affinity of mesothe-
lial cells (low Jτm,τm) the cell can not pass thorugh the mesothelial lining and in-
vade the tissue below.

• For high affinity of cancer cells with mesothelial cells (low Jτc,τm) the cell gets
trapped in the mesothelial layer and will subsequently replace the physiological
tissue with a pathological one.

The simulations give an indication of the morphology acquired by cells during
the process (qualitative behaviours) and of the time (in Monte Carlo Steps, MCS)
required to accomplish the process of transmigration. The success of cellular Potts
models and of other individual cell-based models in the biological community is re-
lated to the fact that biologists and medical doctors see on the monitor something
similar to what they see in the microscope.

Of course, in order to obtain more details on the microscopic biological processes
involved, sub-cellular pathways governing the expression and the activity of adhe-
sion molecules and the secretion of the matrix metalloproteinases have to be intro-
duced in the model. Introducing the microscopic level of description and linking it
to the mesoscopic or the macroscopic level is a fundamental step from the biomed-
ical point of view. In fact, this is the level on which most attention is paid for drug
discovery and for the identification of potential therapies. Some efforts in introduc-
ing subcellular pathways in the discrete cellular model have been done as described
in [18] and references therein.

2.2 The role of nuclear mechanical properties

In [4] no distinction between the different compartments composing the cell body
(i.e. the nucleus and the cytoplasm at least) have been made. This particular im-
provement is essential when the channel size has the same dimension as the nucleus
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Fig. 2 From the formulation of the mathematical model to the validation of the model by compar-
ing the qualitative and quantitative results obtained with the CPM for a single cell transmesothelial
migration

that represents the most rigid element of the cell, because the cell can get stuck in
the network. Still using cellular Potts models this was done in [19,20] analyzing the
role of rigidity of both the extracellular matrix and the nucleus on cell migration.

The main outcome is represented in Figure 3 and consists in evaluating the cell
speed as a function of the mechanical and geometrical characteristics of the cells and
of the fibrous environment they live in. In particular, the simulations put in evidence
the existence of an optimal ratio of the dimension of the nucleus versus the pore size
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Fig. 3 Dependence of cell velocity from the pore size of the extracellular matrix

of the network to achieve faster migration. This result can be used to improve the
manufacturing of scaffolds used for wound healing that need to be populated fast by
fibroblasts and keratinocytes that operate to close the wound.

For what concerns continuum models, a first attempt to include nucleus mechan-
ical properties into the description of cell migration inside 3D substrates has been
done in [5], addressing the problem of cell entry into cylindrical extracellular matrix
structures.

A proper representation of the deformation experienced by the nucleus, treated
as an incompressible neo-Hookean elastic solid, is obtained in order to compute the
total energy required to deform the nucleus from the initial to the final deformed
shape. This energy is then compared with the total work done by active forces, gen-
erated after the adhesion of the cell to the surrounding extracellular matrix (integrin-
dependent migration). The adhesion of the cell with the substrate is fundamental in
order to activate the actomyosin contraction necessary for nucleus deformation and
cell movement along the track [22]. The traction force is related to the adhesion area
to its location. In fact, it is known that adhesion sites are particularly active in the
frontal part of the cell. Very recently it was possible to quantify this qualitative ob-
servation by solving an inverse problem [1, 21], that, given the deformation of the
network on which (or in which) the cell move, was able to compute the force that the
cell need to exert on the focal adhesions distributed on the membrane to cause the
measured deformation. This is another example in which a mathematical tool has
been used to get insight into the biological properties, specifically to transform indi-
rect experimental measurements on substratum deformation into theoretical evalua-
tion of the traction forces.

After postulating the mathematical model for active forces required to accom-
plish the process of migration inside the channel, some energy-based criteria are
identified. The energetic criteria proposed in [5] leads to the identification of some



68 C. Giverso and L. Preziosi

Fig. 4 Importance of deriving a mathematical model able to consider nuclear mechanical proper-
ties in the process of migration. R̃p = Rp/Rn is the ratio of the microchannel size versus the nucleus
diameter. A mathematical model able to capture the influence of nuclear mechanical properties on
the process of cell migration can be very useful in order to obtain the minimum size of the channel
which allow cell migration, once that mechanical and active properties of the cell are known, or in
order to derive the ratio between active and mechanical properties of a cell, starting from biological
experiments of cell migration inside channel of different size

characteristic parameters, which take into account the mechanical properties of cell
nucleus, the adhesive characteristics of the cell membrane, the active force generated
through cytoskeleton contraction and the aspect ratio between the channel radius and
the radius of the undeformed nucleus. In particular, a key dimensionless parameter
is GF

μ = ρbαECMFM
b /μ where ρb is the density of bonds, αECM is the extracellu-

lar matrix ratio, FM
b is the maximum force exerted on the nucleus, μ is the shear

elastic modulus of the nucleus. Summarizing GF
μ represents the ratio between cell

active/adhesive properties (i.e., the capability of the cell to form adhesive sites and
contract) and the mechanical properties of the nucleus.

The analytical and semi-analytical relations proposed in [5] provide the relations
between active and mechanical properties that should be satisfied in order to have
cells entering a channel of given radius. Therefore, knowing the adhesive, mechani-
cal and contractile properties of the cell, it is possible to derive the minimum channel
size and, conversely, observing experimentally the capability of a cell to enter cylin-
drical channels of different dimensions, it is possible to characterize the interplay
between mechanical and active properties (see Fig. 4).
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The results predict that cells are able to enter extracellular matrix-networks only
for pore radii bigger than a critical value, that can be determined a priori, depend-
ing on the stiffness of their nucleus and their capabilities of expressing adhesion
molecules in order to bind to the extracellular matrix. The mathematical findings are
in good agreement with the biological observation that a rigid cell body would nul-
lify any attempt of the cell to squeeze through channels and network gaps narrower
than the nucleus dimension, as observed in [15, 22].

Therefore the mathematical model presented in [5] suggests that mechanical prop-
erties of the nucleus are fundamental in the process of migration, and that, blocking
the capability of the nucleus to deform can potentially inhibit cell capability to mi-
grate in the surrounding environment.

From the biomedical point of view, the analytical relations obtained in [5] and
the results in [19, 20] could be applied to the design of synthetic scaffolds, with op-
timal values of pore size and fibre density, that may accelerate cell transport and
in-growth, critical for regenerative treatments (see Fig. 4).

3 Multiscale modelling

It is clear that cell and tissue behaviour depends on the interactions they have with the
environment. The latter depends in turn on several chemical cues, e.g., genetic infor-
mation, gene expression, activation of particular signaling pathways. Consequently,
even if one is interested only in describing a biological phenomenon from the macro-
scopic point of view, it becomes natural and fundamental to include into the models
at the tissue or cellular scale also the processes occurring at the sub-cellular scale,
e.g., the activation of specific protein cascades.

For this reason, some models developed to describe biomedical processes are
nowadays paying more and more attention to the chemical phenomena inside the
cell, nesting in the macroscopic (or mesoscopic) representation one or more mod-
ules accounting for processes at the microscopic scale. Thanks to the most recent
discoveries in the field of genomics, proteomics, and system biology, these descrip-
tions are expanding considerably, and, in our opinion, their use will increase more
and more.

In this respect, models at the cellular scale, such as the cellular Potts models
briefly described above, seem more flexible and suited to include sub-cellular mech-
anisms.

However, individual cell-based models and models based on partial differential
equations are not in principle in alternative as each one has its advantages and dis-
advantages. For instance, the latter are more suited and computationally cheaper to
describe the behaviour of tissues from the macroscopic point of view, but, as dis-
cussed above, it is more difficult to account for sub-cellular mechanisms such as
signal transduction, expression or internalisation of receptors, and so on. Conversely,
individual cell-based models can focus more closely on the cellular level, but they
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might become computationally expensive when using a large number of cells, and
inefficient in providing a general outlook on the system as a whole.

Luckily, it is often not necessary to keep the same level of detail throughout the
tissue. The idea behind what can be called interfacing hybrid models is to use the
modelling tools like a microscope, focussing on the cellular or sub-cellular level
where and when needed and blurring when such a detailed description is not needed.
The idea is to split the domain in several time-dependent sub-domains, and in using
in each piece of this moving puzzle a different modelling framework, e.g. cellular
Potts models and continuous models, so that it is possible to take advantage of the
positive aspects of both frameworks.

The first step in this process is to compare, for the same biological phenomenon,
the results obtained via different models. This way, it is possible to support the up-
scaling process and get an idea of the relationship between those parameters that
cannot be easily linked.

The next step would be to get the mechanical behaviour of non-growing tissues
described using individual cell-based models from standard virtual mechanical tests,
e.g., stress relaxation, creep and indentation tests, steady shear, and cyclic loading
and deformations. In our opinion, this might be done by building in silico experi-
ments, like those performed in rheology, for instance using cone-and-plate rheome-
ters. Ensembles of cells with some given microscopic characteristics (e.g., cell-cell
adhesion or cell compressibility) could then be put in these virtual experiments and
tested. One could get as output the macroscopic parameters to be used in the consti-
tutive equation of the multiphase model, that hopefully guarantee the preservation
of the mechanical properties when switching back and forth from tissues to macro-
scopic models.

All this must be supported by suitable mathematical procedures that allow mod-
els to cross-talk and is a big challenge for the future. In the meantime, other hy-
brid models have been developed. The most common one uses a discrete approach
(e.g., discretization of partial differential equations, cellular automata, individual
cell-based models, cellular Potts models) for some constituents and a continuous
approach (e.g., diffusion equations or more general partial differential equations)
for other constituents such as proteins and molecules in general. Typically, cells are
described using spatially discrete variables, while molecules and extracellular ma-
trix are described using spatially continuous variables. A brief review of different
hybrid models can be found in [2, 14] who also address what are the biggest prob-
lems to face in the near future to have handy models that are closer and closer to
the real biological phenomenology and can be a real support for the development of
medicine.

References

1. Ambrosi, D.: Cellular traction as an inverse problem. SIAM J. Appl. Math. 66, 2049–2060
(2006)



Title Suppressed Due to Excessive Length 71

2. Anderson, A.R.A., Chaplain, M.A.J., Rejniak, K.A.: Single-cell-based models in biology and
medicine. Mathematics and Biosciences in Interaction. Birkhäuser-Verlag, Basel (2007)

3. Cohen, J.E.: Mathematics is biology’s next microscope, only better; Biology is mathematics’
next physics, only better. PLoS Biology 2, e439 (2004)

4. Giverso, C., Scianna, M., Preziosi, L., Lo Buono, N., Funaro, A.: Individual cell-based model
for in-vitro mesothelial invasion of ovarian cancer. Math. Model. Nat. Phenom. 5, 203–223
(2010)

5. Giverso, C., Grillo, A., Preziosi, L.: Influence of nucleus deformability on cell movement into
cylindrical structures, Biomech. Model. Mechanobiol. (2013). doi 10.1007/s10237-013-0510-3

6. Glazier, J.A., Graner, F.: Simulation of the differential adhesion driven rearrangement of bio-
logical cells. Physical. Rev. E 47, 2128–2154 (1993)

7. Glazier, J. A., Balter, A., Poplawski, N.J.: Magnetization to morphogenesis: a brief history of
the Glazier–Graner–Hogeweg model. In: Anderson, A.R.A., Chaplain, M.A.J., Rejniak, K.A.
(eds.) Single-Cell-Based Models in Biology and Medicine. Mathematics and Biosciences in
Interactions, pp. 79–106. Birkhäuser-Verlag, Basel (2007)

8. Graner, F., Glazier, J.A.: Simulation of biological cell sorting using a two-dimensional ex-
tended Potts model. Phys. Rev. Letters 69, 2013–2017 (1992)

9. Hentschel, H.G.E., Glimm, T., Glazier, J.A., Newman S.A.: Dynamical mechanisms for skele-
tal pattern formation in the vertebrate limb. Proc. R. Soc. Lond. B 271, 1713–1722 (2004)

10. Lo Buono, N., Parrotta, R., Morone, S., Bovino, R., Nacci, G., Ortolan, E., Horenstein, A.L.,
Inzhutova, A., Ferrero, E., Funaro, A.: The CD157-integrin partnership controls transendothe-
lial migration and adhesion of human monocytes, J. Biol. Chem. 286, 18681–18691 (2011)

11. Marée, A.F.M., Grieneisen, V.A., Hogeweg, P.: The Cellular Potts Model and biophysical
properties of cells, tissues and morphogenesis. In: Anderson, A.R.A., Chaplain, M.A.J., Rej-
niak, K.A. (eds.) Single-Cell-Based Models in Biology and Medicine. Mathematics and Bio-
sciences in Interactions, pp. 107–136. Birkhäuser-Verlag, Basel (2007)

12. Merks, R.M.H., Glazier, J.A.: A cell-centered approach to developmental biology. Physica. A.
352, 113–130 (2005)

13. Morone, S., Lo Buono, N., Parrotta, R., Giacomino, A., Nacci, G., Brusco, A., Larionov, A.,
Ostano, P., Mello-Grand, M., Chiorino, G., Ortolan, E., Funaro, A.: Overexpression of CD157
contributes to epithelial ovarian cancer progression by promoting mesenchymal differentia-
tion. PLoS ONE (2012). doi:10.1371/journal.pone.0043649

14. Preziosi, L., Tosin, A.: Multiphase and multiscale trends in cancer modelling, Math. Model.
Nat. Phenom. 4, 1–11 (2009).

15. Rolli, C.G., Seufferlein, T., Kemkemer, R., Spatz, J.P., Impact of tumor cell cytoskeleton orga-
nization on invasiveness and migration: A microchannel-based approach. PLos ONE 5, e8726
(2010)

16. Savill, N.J., Hogeweg, P.: Modelling morphogenesis: from single cells to crawling slugs, J.
Theor. Biol. 184, 118–124 (1997)

17. Scianna, M, Preziosi, L.: Multiscale developments of cellular Potts models. Multiscale Model.
Simul. 10, 342–382 (2012)

18. Scianna, M, Preziosi, L.: Cellular Potts Models: Multiscale Developments and Biological Ap-
plications, Chapman & Hall/CRC Press (2013)

19. Scianna, M., Preziosi, L.: Modelling the influence of nucleus elasticity on cell invasion in fiber
networks and microchannels, J. Theor. Biol. 317, 394–406 (2013)

20. Scianna, M., Preziosi, L., Wolf, K.: A cellular potts model: simulating cell-and extracellular
matrix-derived determinants for cell migration on and in matrix environments, Math. Biosci.
Eng. 10, 235–261 (2013)

21. Vitale, G., Preziosi, L., Ambrosi, D.: A numerical method for the inverse problem of cell trac-
tion in 3D. Inv. Prob. 28, 095013 (2012)

22. Wolf, K., Wu, Y.I., Liu, Y., Geiger, J., Tam, E., Overall, C., Stack, M.S., Friedl, P.: Multi-
step pericellular proteolysis controls the transition from individual to collective cancer cell
invasion. Nat. Cell. Biol. 9, 893–904 (2007)



Ferromagnetic Models for Cooperative
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Abstract Ferromagnetic models are harmonic oscillators in statistical mechanics.
Beyond their original scope in tackling phase transition and symmetry breaking in
theoretical physics, they are nowadays experiencing a renewal applicative interest as
they capture the main features of disparate complex phenomena, whose quantitative
investigation in the past were forbidden due to data lacking. After a streamlined in-
troduction to these models, suitably embedded on random graphs, aim of the present
paper is to show their importance in a plethora of widespread research fields, so to
highlight the unifying framework reached by using statistical mechanics as a tool
for their investigation. Specifically we will deal with examples stemmed from soci-
ology, chemistry, cybernetics (electronics) and biology (immunology).
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1 Introduction

The history of theoretical investigation in collective ferromagnetic behaviors is
rooted back in the first decades of the twentieth century, when Lenz introduced a
model and – in the winter of 1921 – asked to his student Ising to solve it as, for
himself, such a research was too trivial. The Second World War, and in particular
Nazi persecution, estranged Ising from Germany (and from scientific interchanges)
up to late 1947, when, once back, somehow unexpectedly he discovered to be a fa-
mous physicist for his contribution in solving the Lenz model (which passed on as
the Ising model [8, 15, 28]).

At that time statistical mechanics was developed as a theoretical tool for investi-
gating the structure of matter (solid state physics, liquid and kinetic theories [7,22])
and the first concept of “universality” [21] highlighted how different physical sys-
tems behave in a very similar way close to criticality. Other decades had to elapse
before the scientific community started to realize that such “universal” behavior was
far from being restricted to the physical scenario, and a mature understanding that
“several element showing imitative interactions” may behave collectively as a fer-
romagnet – whatever the context – is nowadays achieved.

However, the boundaries of validity of the last assertion are still under investiga-
tion as our knowledge of ferromagnetism is growing and merging with “imitation”
[20], “cooperation” [16], “amplification” [26], “syncronization” [1], etc. Moreover,
disparate fields of sciences continually spring up: lapping (a part of) such boundaries
is the focus of the present paper.

What we need, as a theoretical benchmark, is the description of an ensemble of
dichotomic spins living on the nodes of random graphs. Hence, we first provide a
streamlined introduction to the statistical mechanics of ferromagnetism and a mini-
mal smattering regarding the underlying graph theory. Then, we turn to extrapolate
such an imitative behavior from the real world, stemming examples from several
fields of science as sociology, chemistry, cybernetics (electronics) and biology (im-
munology). Summarizing, we are going to show that:

• In sociology, focusing on a test-case among many [11,20], namely the phenome-
non of social integration of migrants inside a host community, we are going to
analyze as a standard quantifier the amount of mixed marriages (where “mixed”
means achieved by a native and a migrant): we will show that, once plotted against
the percentage of migrants inside the host community, its behavior is identical to
the one of observable typical of statistical mechanics (i.e. the magnetization ver-
sus the temperature), highlighting the key role – in imitative behavior – played
by each agent belonging to the community. We will show how (and why) this
phenomenon can be reabsorbed within the ferromagnetic phenomenology [12].

• In chemistry, in particular dealing with reaction kinetics as a concrete example,
many polymers and proteins exhibit cooperativity, meaning that their ligands bind
in a non-independent way: if, upon a ligand binding, the probability of further
binding (by other ligands of the same protein/polymer) is enhanced, like in the
paradigmatic case of hemoglobin [28], the cooperativity is said to be positive. As
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we are going to show, such a cooperative behavior in chemical reactions can be
perfectly described by the statistical mechanics of ferromagnetism [4, 19].

• In electronics, we find the hallmark of ferromagnetic behavior already in its fun-
damental bricks, namely in operational amplifiers [26]. As we will show, there is a
one-to-one mapping between self-consistency in statistical mechanics and trans-
fer function in electronics. In particular, when no amplification is present, such
a transistor can be mapped into an ensemble of non-interacting spins, but, when
the circuit is amplifying the input signal (hence the output is proportional to the
input by a constant of proportionality larger than one) interaction among its con-
stituents can be mapped into interaction among spins and, again, its behavior is
perfectly described by means of the statistical mechanics of ferromagnetism [4].

• In immunology, B clones (namely the ensemble of identical B cells producing
the same antibodies) can interact reciprocally by imitation (that immunologists
call “elicitation”): if a clone undergoes expansion and antibody release, its near-
est neighbor (in the idiotypic network, namely the random graph whose nodes are
the B clones and whose links are their reciprocal strengths of interaction [10,25])
will also undergo clonal expansion and antibody release too. Again, such a be-
havior is remarkably captured by the statistical mechanics of ferromagnetism [6].

Before proceeding, we notice that the three-dimensional Ising model is still un-
solved, and enormous efforts have been necessary, e.g. by Onsager and follow-
ers [15, 27], in order to solve the model at low dimensionality. However, for all
our examples, and away from the physical world (where the power-laws of gravity
and electromagnetic fields strongly require projection on two- and three-dimensional
structures), we will deal with the so called “mean-field” approximation. The latter
is completely solvable as it assumes spins interacting broadly on random graphs
(e.g. Erdös-Rényi topologies [17]) instead of peer-to-peer physical interactions on
lattices: while this feature constitutes an approximation in the pure-physical com-
munity, in all the branches of science we outline (as well as in several others), where
interactions are not short-ranged, this is perfectly reasonable, at both theoretical and
empirical levels. Indeed, the mean-field statistical mechanics, revealed itself as a
powerful and unifying instrument to investigate the complexity of our world: our
understanding of collective behaviors by interacting agents from this perspective is
an extremely exciting research field, still at the beginning, and we believe statistical
mechanics will become a stronger and stronger technology for this task in the near
future.

2 Definition of the model and thermodynamics

Let us consider an ensemble of N agents (spins), whose state is represented by a di-
chotomic variable σi =±1, with i ∈ (1, . . . ,N); through the paper, spins will assume
a different meaning according to the context. Agents interact with each other, if re-
ciprocally connected, via a positive coupling J, hence we can write an Hamiltonian
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for the system as

HN [σ |J] = − 1
N ∑

i< j

Ji jσiσ j −h∑
i

σi, (1)

where h is an external scalar field (magnetic in the physical literature) and the cou-
pling Ji j is set equal to either 1 or 0 according to a given probability distribution.
This choice automatically frames the model on an Erdös-Rényi graph [2]. By im-
posing Ji j = 1, when the link between i and j exists, we only lock the temperature
scale without changing the physics of the problem. Of course Ji j = 0 simply means
that the two corresponding nodes are not interacting.

The role of dilution, from a statistical mechanics perspective, at least at the level
of the mean values of observable, is simply to reduce the averaged strength recipro-
cally felt by the spins, but does not alter1 the physics [9, 18].

The thermodynamic of the model is carried by the free energy density
limN→∞ fN(β ) = limN→∞ FN(β )/N , which is related to the Hamiltonian via

e−βFN (β ,h) = ZN(β ,h) = ∑
{σ}

e
β
N ∑i< j σiσ j+βh∑i σi , (2)

where ZN(β ,h) is the partition function. For the sake of convenience we will not
deal with fN(β ,h) but with the thermodynamic pressure A(β ,h) defined via

A(β ,h) = lim
N→∞

AN = lim
N→∞

−β fN(β ,h) = lim
N→∞

1
N

lnZN(β ,h). (3)

A key role will be played by the order parameter, namely the magnetization m, that
reads as

mN =
1
N

N

∑
i=1

σi, �mN� =
∑{σ} mNe−βHN [σ ]

∑{σ} e−βHN [σ ] , (4)

where in the last definition the brackets �.� denote the Boltzmann average.
Note that the order parameter, namely a single function of the tunable parame-

ters that describes the “typical” behavior of the system, is nothing but the arithmetic
average of all the single degrees of freedom the system may use to respect thermo-
dynamics.

In order to solve for the free energy (strictly speaking for the pressure), namely to
obtain an explicit functional expression of A(β ,h) in terms of the tunable parame-
ters β and h and of the order parameter m, we are going to use Guerra’s interpolation
scheme [8,18,24]. The idea behind this approach is to interpolate between the origi-
nal system and a system of independent spins interacting with an effective field able
to simulate fictitiously the stimuli induced by the others. To this task we introduce
the following interpolating Hamiltonian

H(t) = tHoriginal +(1− t)Hone−body, (5)

1 As far as the network remains over-percolated. If the percolation threshold is crossed, the sys-
tem splits into independent subsystems and the analysis reduces to the sum of the analysis on each
subsystem.
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where t ∈ [0,1] is the interpolation parameter, and the corresponding (time de-
pendent) partition function ZN(t), pressure AN(t) and Boltzmann state �mN�t =
Z−1

N (t)∑{σ} mNe−βH(t). Choosing Hone−body[σ ] = −m̄∑i σi, once introduced a trial
parameter m̄ to be optimized at the end of the procedure, we can use the fundamental
theorem of calculus applied to the pressure:

AN = AN(1) = AN (0)+
∫ 1

0

dAN(t)
dt

dt, (6)

By a direct calculation is then trivial to show that the pressure of the ferromagnetic
model in Guerra’s interpolation scheme is given by

AN = ln2+ ln [cosh(β m̄)]−
(

β

2

)
m̄2 +

∫ 1

0

(
β

2

)〈
(mN − m̄)2

〉
t
dt

= Atrial(m̄)+
∫ 1

0
RN(t; m̄)dt, (7)

where Atrial(m̄) = ln2+ ln [cosh(β m̄)]−
(

β
2

)
m̄2 . The rest RN(t; m̄) = β/2�(mN −

m̄)2�t , that one wants to remove or reduce as possible, is positive defined and rep-
resents the fluctuation of the magnetization around m̄. Since in the thermodynamic
limit the magnetization is a self averaging order parameter, it is possible to find an
optimum m̄ such that P(m) = δ (m − m̄) and consequently limN→∞ RN(t; m̄) = 0.
From the positivity of the rest, it is easy to see that the optimum m̄ can be found
by minimizing the trial free energy −β−1Atrial(m̄). In this way we obtain the self-
consistent equation which rules the behavior of the order parameter itself (from the
previous considerations we can argue that the optimal trial parameter m̄ assumes the
physical meaning of the thermodynamic limit of the system’s magnetization itself,
i.e. m̄ = limN→∞�mN(σ)� := �m�):

�m� = tanh [β (�m�+h)] . (8)

In order to simplify the understanding of the bridges we pursue, it is convenient to
plot the behavior of the order parameter versus the two tunable parameters, noise
level β and external field h (see Fig. 1).

3 Ferromagnetic behavior in quantitative sociology

In the following we briefly summarize results obtained in the analysis of social net-
works, particularly focusing (for the sake of concreteness) on immigration phenom-
ena [11], reporting a quantitative result from [12].

In this context we want to show that classical integration quantifiers like the per-
centage of mixed marriages, once plotted versus the percentage of migrants inside
the host community, behaves as the magnetization versus the temperature of classi-
cal mean-field ferromagnetism, namely with the order parameter scaling as a square
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Fig. 1 Left panel: the behavior of the order parameter m as a function of the noise level β can be
formally described by a square-root function. Right panel: the behavior of the order parameter m as
a function of the external field h can be formally described by a hyperbolic tangent, i.e. a sigmoidal
curve

root of the tunable noise level. Calling Nimm the amount of immigrants in the host
country and the total population (of immigrants and natives) N = Nimm + Nnat and
defining γ = Nimm/N, a natural parameter for assessing change in integration quan-
tifier is the product Γ ≡ γ(1− γ) as

NimmNnat ∝ Γ , (9)

since it counts the number of possible cross-group links. By analyzing a database on
immigration and integration from Spain in the time window 1990–2000, we found
that the quantifier capturing the mixed-marriages displays non-linear behavior, in
particular it follows remarkably a square root (see Fig. 2).

Understanding such a behavior from a statistical mechanics perspective is quite
simple: let us consider two ensembles of agents, the natives, denoted by ±1 � σi,
i ∈ (1, . . . ,N) and the immigrants, denoted by ±1 � τμ , μ ∈ (1, . . . ,P). Of course
γ = P/(P + N). The values ±1 coupled to the possible values of σ and τ stand for
a positive attitude (+1), or its lack (-1), with respect to contracting a marriage with

Fig. 2 The plot shows the (normalized) amount of mixed marriages versus the percentage of mi-
grants inside the host country: squares are real data mirroring the decade 1990–2000 in Spain while
the continuous black curve is the best fit with a trial f (Γ ) = a

√
Γ with a ∼ 0.52± 0.02 and an

R2 ∼ 0.992. Note that here m plays as the magnetization in the mean-field Ising model while Γ

plays as the (rescaled) temperature. Data are from [12]
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an immigrant and a native, respectively. If we believe that imitation plays a role in
social networks, it is then possible to built an Hamiltonian as

H(σ ,τ) =
−1

P+N

N,P

∑
i,μ

σiτμ , (10)

that represents the following: stable (potential) couples are those where the mem-
bers are both happy or unhappy with the mixed marriage. What is unfavorable is a
long-term state where one of the two members wants the mixed marriage but the
other does not. We can then built the statistical mechanics machinery to see what
this prescription implies. The partition function reads off as

Z(β ,γ) = ∑
σ

∑
τ

exp

(
1

P+N

N,P

∑
i,μ

σiτμ

)
∼ ∑

σ

exp

(
γ(1− γ)

2N ∑
i j

σiσ j

)
, (11)

which is nothing but the partition function of a (single party) ferromagnetic model
with coupling J = γ(1− γ).

Following the previous section (as we reduced to that framework) we know how
to write the self-consistency, which reads here as

�m� = tanh [βγ(1− γ)�m�] ∼ β
√

γ(1− γ). (12)

Hence, if imitation has a key role in social networks we expect that the average atti-
tude of the population versus the percentage of migrants, and, ultimately the number
M of mixed marriages, depends on Γ as M ∼ √

Γ , exactly as we experimentally
found in this test-case (see Fig. 2).

4 Ferromagnetic behaviors in biochemistry

Chemical kinetics usually considers a hosting molecule P that can bind N identical
molecules S on its structure; calling Pj the complex of a molecule P with j ∈ [0 : N]
molecules attached, the reactions leading to the chemical equilibrium are the fol-
lowing: S + Pj−1 � Pj, and, as a convenient experimental observable, usually the
average number S of substrates bound to the protein is considered as

S = ∑
N
i=1 i[Pi]

∑
N
i=1[Pi]

= ∑
N
i=1 iK(i)[S]i

1+K(1) ∑
N
i=1 K(i)[S]i

, (13)

which is the well-known Adair equation [4], whose normalized expression defines
the saturation function Y = S/N. More generally, one can allow for a degree of se-
quentiality and write

Y =
K[S]nH

1+K[S]nH
, (14)

which is the well-known Hill equation [19], where nH , referred to as Hill coeffi-
cient, represents the effective number of substrates which are interacting, such that
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Fig. 3 The plot shows the saturation curve (the normalized amount of bind ligands) versus the log-
concentration of the substrate in a simple titration. Real data (◦) representing Ca2+-calmodulin-
dependent protein kinase are best fitted (solid line) using the self-consistency 1.16, with R2 ∼ 0.98.
Note that here Y plays as the (shifted) magnetization of the mean-field Ising model, while log(α)
plays as the external field h. Data are from [4]

for nH = 1 the system is said to be non-cooperative and the Michaelis-Menten law
is recovered while for nH > 1 it is cooperative. In order to bridge this scenario with
statistical mechanics, following [4], let us consider an ensemble of elements (e.g.
identical macromolecules, homo-allosteric enzymes, etc.), whose interacting sites
are overall N and labeled as i = 1,2, . . . ,N. Each site can bind one smaller molecule
(e.g. of a substrate) and we call α the concentration of the free molecules ([S] in
standard chemical kinetics language as used before). We associate to each site an
Ising spin such that when the ith site is occupied σi = +1, while when it is empty
σi = −1. A configuration of the elements is then specified by the set {σ}.

We model the interaction between the substrate and the binding site by an exter-
nal field h meant as a proper measure for the concentration of free-ligand molecules,
hence h = h(α). We can think at h as the chemical potential for the binding of sub-
strate molecules on sites: when it is positive, molecules tend to bind to diminish
energy, while when it is negative, bound molecules tend to leave occupied sites. The
chemical potential can be expressed as the logarithm of the concentration of binding
molecules and one can assume that the concentration is proportional to the ratio of
the probability of having a site occupied with respect to that of having it empty, and
we can pose h = 1

2 ln(α).
Similarly to the previous test-case drawn from sociology, here we focus again on

pairwise interactions and we use complete bipartite graph structure. Sites are divided
in two groups, referred to as A and B, whose sizes are NA and NB (N = NA + NB),
respectively. Each site in A (B) is linked to all sites in B (A), but no link within the
same group is present. As a result, given the parameter J and h, the energy associated
to the configuration σ turns out be

HN [{σ};J,h] = − 1
NA +NB

NA

∑
i=1

NB

∑
j=1

Jσiσ j −h
NA+NB

∑
i=1

σi. (15)
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Note that in (15) the sums run over all the binding sites: despite we deal with the
thermodynamic limit, this does not imply that we model macromolecules of infinite
length, which is somehow unrealistic, but that we can consider N as the total num-
ber of binding sites, localized even on different macromolecules, as boundary effects
can be reabsorbed in an effective renormalization of the couplings J ≥ 0.

A key point is that the saturation function Y (α) is closely related to the magneti-
zation in statistical mechanics m(h) as it reads off as

Y (α) =
1
2

N

∑
i=1

(1+σi) =
1
2
[1+ �m(h(α))�].

Recalling the expression for the self-consistency equation, we are immediately able
to see that Y (α) fulfills the following free-energy minimum condition

Y (α) =
1
2
{1+ tanh[J(2Y −1)+

1
2

log(α)]}. (16)

This expression returns the average fraction of occupied sites corresponding to the
equilibrium state for the system. In general, the Hill coefficient can be obtained as
the slope of Y (α) in Equation (16) at the symmetric point Y = 1/2, namely

nH =
1

Y (1−Y )
∂Y
∂α

∣∣∣∣
Y=1/2

=
1

1− J
. (17)

Further, the expression in Equation (16) can be used to fit experimental data for sat-
uration versus substrate concentration. As shown in Figure 3, the fit of experimental
data is very good and Hill coefficients derived in this way and the related estimates
found in the literature are also in excellent agreement.

5 Ferromagnetic behaviors in electronics

This section is dedicated to the understanding, within the statistical mechanics frame-
work, of collective behaviors in cybernetics; in particular, we focus on the electronic
declination of cybernetics because this is probably the most practical and known
branch [26].

Following [4], the plan is to compare self-consistencies in statistical mechanics
and transfer functions in electronics so to reach a unified description for these sys-
tems.

The core of electronics is the operational amplifier, namely a solid-state integrated
circuit (transistor), which uses feed-back regulation to set its functions.

An ideal amplifier is the linear approximation of the saturable one and essentially
assumes that the voltage at the input collectors is always at the same value so that
no current flows inside the transistor [26].

If we call Vout the output signal (in Volts) and Vin the input signal (in Volts) that
exits/enters the amplifier, and we call R2 (in Ω) the resistor that allows for retroac-
tion (feed back signal), then the transfer function of the system can be obtained as
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Fig. 4 Left panel: Schematic representation of an operational amplifier. Note that R2 modulates
the strength of the feed-back signal, the retroaction that allows amplification, as J modulates the
feed-back of a spin via its nearest neighbors in statistical mechanics. Right panel: Transfer func-
tion, namely Vout(Vin). Red line is the “ideal response”, where the transistor linearly amplifies,
while the green curve represents the real transfer function, showing the collapse to the asymptotes
±Vsat , where Vsat is the saturation value reached by the amplifier. Note the manifest behavior at the
hyperbolic tangent, typical of ferromagnetism. Data are from [4]

Vout = (1 + R2)Vin [26] (without loss of generality we set R1 = 1Ω for the external
resistor, see Fig. 4 (left)). Therefore, as far as R2 > 0, the gain is larger than one and
the circuit is amplifying the input.

To highlight our parallel, we note that the transfer function is an input/output re-
lation, exactly as the equation for the order parameter m. In fact, for small values of
the coupling J (so to mirror ideal amplifier), we can write

�m� ∼ (1+ J)h. (18)

Thus, the external signal Vin is replaced by the external field h, and the response of
the system Vout is replaced by the response of the system �m�. By comparison we see
that R2 plays as J, and, consistently, if on the electronic side R2 = 0 the retroaction is
lost and the gain is no longer possible: this is perfectly consistent with the statistical
mechanics perspective, where if J = 0 spins do not mutually interact and no feed-
back is allowed. The sigmoidal shape of the hyperbolic tangent is not accounted by
ideal amplifiers: this is because saturation is not included in the approximation we
discussed, however, it simply makes Vsat asymptotes for the growth, hence recover-
ing the expected behavior, as shown in Figure 4 (right).

6 Ferromagnetic behaviors in theoretical immunology

Concerning cooperation in biology, we focus on the field of immunology, as we spent
some years studying the emerging collective behavior of lymphocytes, see e.g. [3,5].

The immune system is a marvelous and extremely complex ensemble of different
cells and signalling proteins: we will focus only on a sub-shell of the whole system,
namely the population of B-cells, the soldiers dedicated to the antibody production.
Classical clonal selection theory [25] assumes that a host-body has an enormous
amount of different B-cells producing different antibodies. B-cells producing the
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same antibody are grouped into “clones” and the collection of all the clones forms
the “repertoire”. Clones have the peculiarity, beyond antigenic recognition, to re-
spond also to stimulation from other lymphocytes: if a clone is releasing antibodies
and those are complementary enough to the receptors of another clone, the latter
will start to release antibodies as well. This mechanism, called “elicitation” in im-
munology, strongly resembles imitative behavior and gives rise to the so called Jerne
idiotypic network [10], whose properties we want briefly to outline.

Proceeding along a general information theory perspective, we associate to each
antibody, labeled as i, a binary string Ψi of length L, which effectively carries infor-
mation on its structure and on its ability to form complexes with other antibodies or
antigens. Since antibodies secreted by cells belonging to the same clone share the
same structure, the same string Ψi is used to encode the specificity of the whole re-
lated B clone. In this way, the repertoire will be represented by the set N of properly
generated strings. Antibodies can bind each-other through “lock-and-key” interac-
tions, that is, interactions are mainly hydrophobic and electrostatic and chemical
affinities range over several orders of magnitude [25]. This suggests that the more
complementary two structures are and the more likely (on an exponential scale) their
binding. We therefore define χ as a Hamming distance, to measure the complemen-
tarity between two bit-strings and introduce a phenomenological coupling

χi j =
L

∑
k=1

[Ψ k
i (1−Ψ k

j )+Ψ k
i (1−Ψ k

j )] ⇒ Ji j ∝ eαχi j (19)

where α tunes the interaction strength.
Hence, different clones interact with external antigens and among each other with

a coupling given by their reciprocal binding affinities of the corresponding antibod-
ies. The latter can be formalized in Hamiltonian terms as follows:

HN(σ |J) = − 1
N ∑

i< j
Ji jσiσ j −∑

i
hiσi, (20)

where N is the total number of different clones (the size of the repertoire), the di-
chotomic spin σi may assume values +1 representing antibody release or −1 rep-
resenting quiescence and the positive coupling Ji j ≥ 0 ensures reciprocal elicitation
(imitation) when different from zero, and hi represents the antigenic load (implying
a response by node i).

Now a crucial observable is the weighted connectivity, defined as Wi = ∑N
j Ji j,

whose distribution P(W ), exploiting the fact that couplings are log-normally dis-
tributed (see Eq. (19) and [6, 10]), can be approximated as

P(W ) ∼ 1

W σ̃
√

2π
e
− (ln(W )−μ̃)2

2σ̃2 , (21)

where μ̃ and σ̃ are related to the Ji j distribution (a detailed derivation of these values
can be found in [6]). The last observable deserves attention as it can be compared
with experimental results performed on ELISA technology on mice, as reported in
Figure 5, depicting data from [6]: again, there is a remarkable agreement between
real data and ferromagnetic predictions.
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Fig. 5 Plot shows the cumulative distribution (frequency for the experimental part) of the weighted
connectivity shown by B-lymphocytes in mice. Data are elaborated from [6]: Rumbles are experi-
mental data, squares are Monte Carlo simulations with our P(W ) and the dashed black line repre-
sents the theoretical scaling of P(W )

7 Conclusions

In view of broad applications, suitable to help the scientific community in properly
framing complexity of Planet Earth into major scaffolds, in these notes we revised
the paradigmatic ferromagnetic mean-field scenario, embedding positive coupling
among spins on a random graph, such that nodes represent spins and links, when-
ever present, mirror their interactions.

Beyond a classical role in depicting the essence of phase transitions and spon-
taneous symmetry breaking in theoretical physics, this model, and more properly
the statistical mechanics approach to model cooperativity, is finding a renewed role
in tackling the emergent behavior of disparate systems as a function of tunable ex-
ternal parameters. Indeed, applications have focused on a broad range of systems,
all sharing the same microscopic structure, made of by several interacting elements
(theoretically denoted as “spins” and whose nature is specified by the particular ex-
ample considered) via positive (imitative) couplings.

In these notes we showed, trough several examples and comparisons with real
data, that in chemistry (with the example of reaction kinetics, where spins are lig-
ands), in biology (stemming from the idiotypic network of lymphocytes where spins
are B-clones), in sociology (by investigating migrant’s integration inside a host com-
munity where spins are the decision makers) and in electronics (analyzing the trans-
fer function of operational amplifiers, where spins are internal junctions), the statisti-
cal mechanics of ferromagnetism is able to properly describe the complex, emergent,
phenomenology of their order parameters.

Hence, the role of this review is to highlight a key, unifying, role performed by
this technique in showing that systems apparently diverse and unrelated, behave in
the same way once properly described. We believe that merging separate disciplines
by finding a “universal behavior” is an important requisite in order to quantify the
complexity of such fields, which, ultimately, reflects the complexity of Planet Earth,
focus of the present volume.
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The Near Earth Asteroid Hazard and Mitigation

Ettore Perozzi

Abstract Since the 1898 discovery of Eros, the first asteroid known to approach our
planet, the so-called Near-Earth Asteroid population has grown to exceed at present
10000 objects. As such it represents a threat for our planet as well as an opportunity
for science and exploration. An introduction to asteroid hazard and mitigation issues
is presented, together with basic mission design considerations.

1 Introduction

The Near Earth Asteroid (NEA) population is composed of celestial bodies of rel-
atively small size (rarely exceeding 10 km) whose orbital characteristics allow to
closely approach our planet. As such they are at risk of collision with the Earth and
much effort has been devoted in the last 20 years to evaluate the impact hazard and to
develop mitigation strategies. NEAs are also interesting for science because of their
link with meteorites, as primitive bodies hosting pristine samples of the raw material
from which the Solar System formed. In recent times NEAs have gained increasing
attention as potential extraterrestrial resources and as targets for the next step of hu-
man exploration. In this respect the asteroid retrieval mission proposal, which aims
to bring a small asteroid in a geocentric orbit farther than the Moon could fulfil both
objectives. Within this framework, mathematics has played a crucial role, from mod-
elling asteroid encounters and the associated uncertainties to evaluating the accessi-
bility of the NEA population for space mission design. In what follows reference to
the original techniques and the results achieved is given and some simple cases are
discussed in more detail.
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2 Celestial mechanics and close encounters

The very first observation of a celestial body undergoing close gravitational interac-
tion was not involving an asteroid, but a comet and specifically the 1770 appearance
of comet Lexell. Yet, as described in [23], this prompted the need for treating dif-
ferently the whole orbit determination problem and led to the development of new
mathematical models for dealing with it, thus paving the way for modern NEA im-
pact monitoring.

Comet Lexell was in fact discovered after a very deep encounter with Jupiter
which lowered its perihelion to the point of becoming an Earth crosser, while the
fact that after 1779 it was not seen again was due to a subsequent encounter with
the same planet which ejected it on a much larger ellipse. Yet the uncertainties with
which the comet orbit was known allowed multiple solutions due to the peculiarity
of the event involved, to which astronomers and celestial mechanicians were con-
fronted for the first time. The practice of dealing at once not only with an orbital
path but also with its possible variations through a parametrization process consis-
tent with the observations represented a breakthrough for properly facing trajecto-
ries undergoing strong gravitational interactions. This approach is nowadays exten-
sively applied to NEAs and it is at the core of state-of-the-art impact monitoring
techniques. Each time a new object is discovered, the whole region of confidence
associated to the nominal trajectory is analysed and the so-called VA (Virtual As-
teroid) trajectories are propagated forward in time searching for impactors. This is
not a trivial task if one wants to ensure the completeness of the solutions found,
in particular when the identification of VIs (Virtual Impactors, i.e. collision solu-
tions) are found. The widely different dynamical characteristics of the NEAs, the
large uncertainties often associated with discovery observations and the chaotic be-
haviour resulting from close encounters, have required to considerably extend the
domain of applicability of standard mathematical methods such as the least squares
fit for orbit determination, the LOV (line of variation) sampling and the algorithms
for searching minimum distance at close approach [14]. Also classical celestial me-
chanics issues such as Opiks theory of interplanetary encounters [17], MOID – Min-
imum Orbit Intersect Distance – computation [10, 11] and resonances exploitation
through resonant returns [6, 24], enter the problem and have undergone substantial
developments.

As an example of this attitude it is then worthwhile discussing how the Tisserand
quantity T , which was originally developed for the identification of comets, has as-
sumed a novel significance when applied to the different classes of small bodies of
the Solar System, as well for quickly providing some basic parameters when dealing
with close encounters. Derived from the general formulation of the Jacobi integral
in the three-body problem, the Tisserand quantity does not change when the small
body is far from the two primaries and can be espressed by knowing the semimajor
axis a, the eccentricity e and the inclination i of the small body orbit:

T =
1
a

+2
√

a(1− e2)cos i
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where the semimajor axis is measured in units of that of the primaries. Being an in-
variant of the Sun-Jupiter-small body dynamics, this quantity represented a powerful
mean for astronomers to check by very simple computation if two comets exhibiting
different orbital parameters were in fact the same object reappearing after a close
encounter with Jupiter, whatever deep.

A broader meaning to the Jacobi/Tisserand quantity is due to the seminal work
of Kresak [12], who pointed out that it could be used for dynamically characterising
the various populations of small bodies of the Solar System and their interrelations.
T is in fact related to the planetocentric velocity at encounter U by:

U =
√

3−T

measured in units of the planet velocity. Thus it is possible to clearly separate, for
example, Main-Belt Asteroids (T > 3) from NEAs. For the latter, one can also com-
pute rather straightforwardly the Earth flyby (or impact) velocity V by taking into
account the gravitational focussing of our planet:

V =
√

11.22 +U2

by going back to traditional units and introducing the Earth escape velocity of 11.2
km/s. As it will be shown below, this result can be used also for space mission analy-
sis and in particular for performing target selection for a NEA sample return mission.

3 Space Situational Awareness

The Earth, like the other terrestrial planets, is exposed to the NEA hazard as a re-
sult of the chaotic diffusion toward the inner solar system of asteroidal fragments
generated by major collisions in the main asteroid belt, located between the orbits
of Mars anf Jupiter. These fragments can be as small as dust grains thus completely
burning in the atmosphere or, in order of increasing size from meters to km-size
objects, landing on our planet as small meteorites, exploding catastrophically in the
atmosphere producing bright fireballs or hitting the surface at velocities high enough
to cause local or global damage.

Yet the Earth, unlike the other terrestrial planets, is inhabited by a human civiliza-
tion increasingly dependent from technology (e.g. power grids, artificial satellites,
high-speed communication networks). Therefore protecting the planet from cosmic
hazards means not only to be able to timely discover “dinosaur-killer” asteroids, i.e.
those large enough to threaten the survival of humankind, but also the much smaller
ones which are nevertheless potentially capable to produce direct or indirect casu-
alties associated to their fall. The corresponding mitigation actions can vary from
sending an interceptor into space to deflect the asteroid from its collision course with
our planet, to the evacuation of the interested region and/or to the implementation of
safety measures for citizens and sensible infrastructures. In the recent Chelyabinsk
superbolide event all injuries were due to the side effects of the shockwave produced
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by the in-flight explosion of the meteoroid and could have been certainly avoided if
the parent impactor were detected a couple of days in advance by simply instructing
the population on how to properly behave during the event.

Solving the NEA risk problem means to address with a high level of reliabil-
ity and completeness a number of logical steps; in all of them mathematics plays
a prominent role. Discovering hazardous objects comes first and the sharp growth in
the number of known NEAs at the beginning of this century witnesses the success of
the introduction of wide field sky surveys (Fig. 1). In the last ten years were found
ten times more NEAs than in the whole century starting with the discovery of Eros,
the first NEA, in 1898. Although this huge effort has led to the detection of almost
all NEAs larger than 1 km (i.e. those which are likely to produce global catastro-
phes leading to mass extinctions), only 10% of the hundred meter-size objects are
known to date. When dealing with the even smaller ones, yet still able to produce
substantial damage (the Chelyabinsk meteoroid estimate is of slightly less than 20
meters), then the figure drops well below 1%. In this respect it is important to point
out that with modern CCD technology, the ability to detect a faint moving object in
the sky depends not only on the characteristics of the telescope(s) used but also on
the data processing algorithms employed. A successful NEA sky survey must be ca-
pable of efficiently and autonomously inspecting all images produced by a telescope
network each night (which can be of the order of thousands for the next genera-
tion sky surveys) avoiding false detections and correctly correlating the point-like
sources belonging to the same object.

Once an object is detected orbit determination is needed to check whether the
object is a new discovery and if so impact monitoring is triggered. Both functions
make extensive use of the mathematical methods mentioned in the previous section
for dealing with planetary close encounters. Determining if and when the Earth could
be hit by a wandering asteroid and estimating the corresponding probability is at the
heart of the NEA risk problem. There are at present two software robots which ad-
dress this issue: CLOMON2 [15] and Sentry [4]. Both produce a list of objects which
have a non-negligible impact probability. This step in turn, leads to close the “risk
problem” loop, because it allows to rank the danger associated to each asteroid, thus
indicating to the observers which objects deserve urgent follow-up observations in
order to decrease the orbital uncertainty. An updated orbit determination and im-
pact monitoring loop is then performed. The iterations usually end when the orbit
improvement allows to exclude all impact solutions.

An intermediate case occurring rather frequently happens when the follow-up
observations are not deciding and the object becomes quickly unobservable, thus
leaving open the impact assessment at least until its next apparition. The only pre-
dicted impact to date, is that of 2008TC3, a 5-meter size meteoroid which produced
a meteorite fall in the Sudan desert.

At present two operational systems have been designed to receive as an input the
observations performed worldwide, carrying out routinely and with a high degree
of automation all the steps of the risk problem just described. These are NEODyS
(Near-Earth Objects Dynamic Site – http://newton.dm.unipi.it/neodys) developed at
the University of Pisa, and the Near Earth Object Program (http://neo.jpl.nasa.gov)
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Fig. 1 Histogram of the distribution of NEA discoveries in time. In 2012 the discovery rate raised
to almost 1000 objects per year (Courtesy ESA NEO Coordination Centre)

running at JPL. They use different methods for performing impact monitoring and
keep a strong link during operations thus providing the necessary redundancy for
dealing with stiff problems, such as those associated with the Apophis case [5], the
asteroid which in December 2004 scored the highest impact probability ever.

Within this framework Europe has recently initiated the Space Situational Aware-
ness Programme whose aim is to support the European independent utilisation of
and access to space for research or services, through providing timely and quality
data, information, services and knowledge regarding the environment, the threats
and the sustainable exploitation of the outer space surrounding our planet (cfr. the
ESA SSA Programme Declaration). The programme is structured into three Seg-
ments addressing Space Debris (SST), Space Weather (SWE) and Near-Earth Ob-
jects (NEO). The NEO Segment [7] has been designed to ensure a significant Euro-
pean contribution in the worldwide NEO hazard monitoring scenario, by focussing
on the discovery of small NEAs approaching the Earth [9] and on fostering the Euro-
pean excellence in NEO impact monitoring and physical observations [18]. The de-
ployment of the European NEO Coordination Centre has been successfully achieved
and precursor services are currently on-going (http://neo.ssa.esa.int).
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4 Accessibility and Mitigation

The NEA risk problem cannot be considered completely addressed until two further
steps are discussed, closely related to the feasibility of mitigation actions. In princi-
ple mitigation can be fully effective in that timely changing the impactor trajectory
in space could remove entirely the threat. Unfortunately the effectiveness of such a
strategy strongly depends from the warning time, i.e. the time elapsed between im-
pact prediction and when the impact actually occurs. If the warning time is too short
there is no possibility of preparing, launching and navigating a spacecraft toward
the asteroid for implementing whatever deflection strategy is foreseen (e.g. kinetic
impactor, gravity tractor, ion beam). Moreover, as shown by [3], the impulse needed
for last-minute deflection could easily assume unrealistic values.

Ground-based mitigation can only aim at damage reduction and this applies also
when the size of the impactor is likely to produce local damages to a level which
does not justify a space mission in terms of cost effectiveness.

Whatever the mitigation scenario, knowing the size, the composition and the in-
ternal structure of the impactor is essential in evaluating how effective mitigation
actions can be. Hitting with a massive spacecraft a loosely bound rubble pile celes-
tial body has widely different consequences on its trajectory than having to deal with
a monolitic structure. The same applies when an asteroid enters the atmosphere. A
one-meter metallic object is likely to reach the ground escavating an impact crater
tens of meters wide, while a rocky body with a porous structure will possibly produce
only a spectacular fireball. This is why physical observations of asteroids are impor-
tant for mitigation. Photometry allows to obtain indication on the object size, shape
and rotation state, while spectroscopy and polarimetry are used to identify composi-
tion and surface features. But of course only the direct exploration by spacecraft, and
in particular sample return missions, are able to provide the information needed to
model with sufficient accuracy the consequences of an impact on Earth or to quantify
the trajectory changes needed for a successful deflection attempt.

In this respect the Japanese Hayabusa spacecraft, notwithstanding a malfunction
of the sampling mechanism, has proven that NEA sample return missions are fea-
sible at a reasonable cost. The US Osiris-REX mission, presently under realization
phase, and the European Marco Polo mission, still under definition, both plan to re-
turn asteroidal samples back to Earth within the next decade. The basics of a kinetic
impactor mission demonstrator have been laid by the Don Quijote concept, ranked
as top priority by the Near-Earth Object Mission Advisory Panel [8]. In this scenario
an orbiting spacecraft is sent to the target asteroid, to be used for both, properly char-
acterize the object before another independent spacecraft is sent for impacting the
body, and measure with the desired accuracy the tiny deviation imparted.

In general mitigation can be considered as a specific case of the more general
problem of the accessibility of the NEA population. The wide range of orbital char-
acteristics exhibited by NEAs, from low inclination almost circular 1-AU Earth-like
orbits to highly elongated, high inclination ellipses, translate often into demanding
mission requirements. Depending on the specific case, a NEO can be more accessi-
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Fig. 2 The distribution of NEAs in the H-plot clearly shows that they are widely dispersed in terms
of delta-V. For comparison rendezvous missions to the planets are located on the upper dashed line
at the corresponding distances (1.5 AU for Mars, around 2.8 for the asteroid belt, an so on). Objects
with absolute magnitude less or equal to 22 (roughly corresponding to 100m in size) are indicated
by full circles while for smaller objects crosses are used instead

bile than the Moon [20] or more energy demanding than sending an orbiter around
Jupiter or Saturn.

The situation is shown in Figure 2, where the accessibility of the NEA popula-
tion is represented using an H-plot diagram [19], which displays the total velocity
change (delta-V) needed to transform an initially zero inclination circular 1 AU or-
bit into one identical to that of each object, as a function of its aphelion distance.
Should an asteroid have an eccentric coplanar orbit tangent at perihelion or aphelion
to that of the Earth, the corresponding point would be located along the lower thick
lines of Figure 2. Note that this latter orbit is identical to the intermediate Hohmann
transfer trajectory to that distance, i.e the basic astrodynamics tool originally devel-
oped to compute the accessibility of the planets (e.g. [22]). Thus any displacement
from the lower thick lines is a measure of the additional energy needed to lower or
rise the perihelia, as well as changing the inclination of the asteroid orbit. The upper
dashed line gives the delta-V needed to perform Hohmann transfers from the Earth
to circular orbits of increasing size, thus encompassing those of the planets.

Depending upon the mission requirements (e.g. science, mitigation, technology)
the H-plot can be used as a pre-optimization method for target selection because it
gives a quick, first-order estimate of the accessibility of candidate targets. As an ex-
ample, relying on this representation it has been possible to develop an innovative
design for a NEA sample return mission [16], where a “free ride” is given by an Earth
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Table 1 List of NEO mission target candidates with high Tisserand invariant (T). For each object
the following quantities are also reported: the Hohmann transfer delta-V (see text), the catalogue
number (if any, in brackets) , the asteroid name (or IAU provisional designation), the absolute mag-
nitude H (related to the size), the spectral type (related to the composition) and the Earth encounter
dates. For reference, H = 16 corresponds to km-size bodies, while H = 22 to 100 m class objects.
S-type asteroids have a stony composition, C-types are carbonaceous more primitive bodies

Delta-V (number) name H type Earth encounters T
(km/s)

3,359 (99942) Apophis 19.2 2021, 29 2.967
3,778 2000 EA14 21.0 2025 2.961
4,221 2002 NV16 21.4 2024 2.974
4,241 (25143) Itokawa 19.2 S 2.964
4,294 (89136) 2001 US16 20.2 2.989
4,407 2003 GA 21.2 2.998
4,692 2001 QC34 20.2 2014, 20 2.961
4,799 2006 QQ23 19.6 2014, 19, 24 2.960
4,803 1999 JU3 19.4 C 2020 2.971
4,867 (65717) 1993 BX3 21.0 2021 2.981
4,977 2006 SU49 19.6 2023, 29 2.964
5,111 2002 SR 21.7 2026 2.963
5,124 1991 JW 19.6 2027, 28 2.964
5,144 2002 TD60 19.3 2.999
5,229 1994 CJ1 21.4 2.978
5,258 2000 FJ10 21.3 2.981
5,277 2003 CC 20.2 2.980
5,318 2003 SD220 16.8 2015, 18, 21, 24, 27 2.967
5,347 2002 JX8 20.4 2023 2.965
5,437 1997 WB21 20.3 2020, 27 2.973

approaching asteroid for delivering the sample back to Earth. In this way the delta-V
needed for manoeuvring through the return leg of a traditional sample return mission
is not entering the energy budget of the mission. Target selection was performed by
checking up objects which were undergoing a close encounter with the Earth in the
desired time frame at a relative velocity (computed through the Tisserand quantity
T introduced in the previous sections) not exceeding the present technological limit
for the survival of a re-entry capsule in the atmosphere (12–13 km/s), and having
realistic delta-V requirements. Results are reported in Table 1.

Out of the 20 targets selected, only 2 have an already determined spectral type
(which gives an indication of the asteroid composition), while 4 undergo a close
encounter with the Earth below 0.05 AU within the timespan 2015–2020.

Note that some objects display encounters with the Earth repeating at equal inter-
vals of time, as in the case of 2006 QQ23 which, upon closer investigation, has been
found to be inside the 3:4 mean motion resonance with our planet. From a mission
analysis point of view this means that any given mission opportunity is periodically
repeated, thus translating into a dynamical behavior well known to celestial mechan-
ics [21].
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It is also interesting to remark that the lower V-shaped part of the plot, where the
most accessible objects reside, is dominated by small asteroids (black dots). This
can be explained by the increasing performances of NEA sky surveys and by their
continued operation, which increase the chances to discover fainter objects, and in
particular those in the vicinity of the Earth in unfavorable observing geometries (e.g.
remaining for a long time at low solar elongations). If until recently such objects
were considered not relevant for science and mitigation in space because visiting
or deflecting a 10-m asteroid is not cost-effective, the re-assessment of the strategic
plans of the major space agencies has brought them on the front line. In particular
the NASA plans to choose a NEA as the next step for the human exploration beyond
the Moon [1], and for the asteroid retrieval project [13], has re-opened target selec-
tion to this class of objects. An extreme accessibility could in fact drastically cut
the travel time for humans on a spaceship flying outside the shielding action from
cosmic radiation of the Earth magnetic field. Similarly, the rather complex, techno-
logically challenging (e.g. de-spinning the asteroid) and rather expensive in terms of
delta-V (consistent changes of the asteroid orbit) steps needed to transfer an asteroid
in a stable orbit in the vicinity of the Earth, call for small (less than 10m) targets to
become rather appealing.

5 Conclusions

The contribution of mathematics in assessing the asteroid hazard has been sum-
marised, showing that it enters in all the steps needed to address the NEA risk prob-
lem. In Figure 3 a tentative estimate of our present understanding of the frequency
of occurrence of cosmic impacts on our planet is shown, taking into account the
large uncertainties in the meteoroid size distribution, density distribution and in the
impactors composition.

The contribution of mathematical models and techniques is expected to further
increase in the near future, with the collaborative operation of the new generation
of ground based networks of wide field high sensitivity telescopes, which will scan
several times per night the entire visible sky. The number of NEA discoveries is
likely to grow accordingly thus putting into tight time constraints the impact mon-
itoring and early warning systems. Additionally data fusion techniques are needed
to profit of space based assets, even if their primary goals is not NEO observations
(e.g. the European Gaia mission). Finally, extensive mission analysis exploiting ad-
vanced celestial mechanics is needed for realising both, the challenging next step of
the direct explorations of a near Earth Asteroid (either manned or unmanned) and to
detect from space impactors coming from nearly the direction of the Sun, which can-
not be detected from the ground [25], as learned from the Chelyabinsk superbolide
event.
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Fig. 3 Impact frequencies and their severity can be extrapolated by known impact cratering and
superbolide events. (Courtesy ESA NEO Coordination Centre)
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Mathematical Models of Textual Data:
A Short Review

Mirko Degli Esposti

Abstract This contribution is the result of trying to put in a more systematic, updated
and readable form some notes I used in the preparation of my talk at the INdAM
Workshop Mathematical Models and Methods for Planet Earth, in Rome (May,
2013). The aim was to discuss some recent mathematical approaches to textual data
analysis, focusing on literary texts and on some specific topics and examples: uni-
versal statistical properties of written language and the nature of long correlations in
literary texts with specific applications to authorship attribution, keyword extraction,
and automatic text generation.

1 Introduction

Here I narrow my attention to three specific issues and their recent developments
concerning mathematical approaches to textual data analysis: in section 1, I tried
to summarise some new discussions on the meaning and origin of the old and well
known empirical Zipf’s law for words [37]. This is a huge argument with several
different aspects and I do not pretend to be either complete or original. This section
is fully based on the cited papers with the hope to stimulate their reading and some
curiosity. There are no personal contributions to the subject, besides the freedom of
putting some material and references together. In Section 2, I shift the attention from
frequencies of words (invariant by any shuffling of the text) to their (returning time)
distribution and long range correlations. While my motivations and interests come
from the recent paper in collaborations with E. Altman and G. Cristadoro [2], here
I mostly concentrate on the important approach of Montemurro and Zanette to the
quantification and extraction of semantic information based on distribution of words
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along the text. In particular, I like to recall the attention to a very recent and relevant
(in my opinion) application (by the same authors) to the intriguing case of the Voyn-
ich manuscript. Again, I do not pretend to be complete or original in the exposition,
but I hope to capture some attention to the problem and to the cited references. Fi-
nally in Section 3, I briefly discuss some mathematical approaches to authorship at-
tribution, recalling the problem and focusing on a very specific and recent case study
I faced (in collaboration with D. Benedetto and G. Maspero) and involving Basil of
Caesarea and his brother Gregory of Nissa, two influential 4th century Christian the-
ologians, and the attribution of specific and discussed works in their corpora. This
last section is heavily based on our recent paper [7] presented at the Workshop.

2 A new look at the old Zipf’s law

Let us look at a given text x as a sequence of N words x1,x2, . . . ,xN over a vocabulary
of d distinct words D = {ω1,ω2, . . . ,ωd}. For simplicity we assume that punctua-
tion marks and other non alphabetic symbols have been removed, that words are
any sequence of characters between two spaces and that they are kept in their orig-
inal form. Of course other choices are possible, depending on the aims and on the
applications: for example punctuation marks might play a role for authorship attribu-
tion, or words can be stemmed (a language dependent procedure) for some semantic
extraction or topic classification tasks. The most elementary statistical property is
clearly the frequency of different words in the text:

p j = p(ω j) =
1
N

�{k : xk = ω j}
It is clear that this empirical frequencies, often tacitly confused with probabilities,

are highly dependent on the text p j = p j(x,N) and are obviously invariant by word
shuffling. Together with the frequency, we also have a rank function r : D →N that
orders words with respect to their occurrence: r(ω) = 1 for the most frequent word,
r(ω) = 2 for the second most frequent word, and so on.

It was already in 1949 that the philologist George Zipf in Human behaviour and
the principle of least effort, after an extensive empirical study, found heuristic re-
lations between the frequency and the rank: p(ω) = C · r(ω)−z, where usually z is
slightly greater than 1 and C is a normalisation constant. In other words, in a double
logarithmic scale the frequencies decays linearly as the rank increases. Being this the
usual formulation of the famous Zipf’s law, it is in fact equivalent to a previous ob-
servation made again by Zipf in The Psycho-Biology of Language (1936) that states
that the number of words N(n) which occur exactly n times decays as: N(n) ∼ n−ξ .
Noting that for a word ω that appears exactly n times:

r(ω) =
∞

∑
k=n

N(k) ∼
∫ +∞

n
N(x)dx,

it is immediate to see that

z =
1

ξ −1
,

where in particular z = 1 for ξ = 2.
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Besides the possible interpretations of this empirical law, it is worth to mention
that as it is stated before, the scaling law between frequency and rank holds only on
specific regimes that strongly depend on the corpus. As discussed by [34], the origi-
nal form of the Zipf’s law report above describe correctly the statistical behaviour of
word frequencies only in the range middle-low to low of the rank variable: for a sin-
gle long literary text this means a small window around r ∼ 100 and r ∼ 2000 which
represent only a tiny portion of any significant literary vocabulary. The non-Zipfian
behaviour of high rank (low frequencies) words observed as a robust feature in large
corpora is not explained by the known model of the Zipf’s law but it is conceivable
related to non trivial aspects of the structural complexity of human writing. A more
complete experiment performed by Montemurro in [34] on a large corpus of 2606
English group reveals the robustness of the non-Zipfian regime in the region of low
frequent words (usually the ones related to the semantic content): while the Zipfian
region extends (only) up to r ∼ 6000 for this large corpus, while a second power
regime, decreasing faster than the previous, appears clearly for high ranks words.
Because of the poor statistics in the low frequency regime, it is not so easy to give a
precise estimate of this second power low, even if a decay exponent around −2.3 as
predicted by Montemurro is also quite compatible with the empirical observations by
Ferrer and Solé on an english corpus formed by a large number of short texts (writ-
ten and spoken) [18]. Since its introduction in linguistic, the Zip’s law or in general
power laws have been reproduced and investigate in physics, biology, earth and plan-
etary sciences, economics and finance, computer science, demography and the social
sciences, just to mention a few, essentially splitting in two the scientific community
(very roughly speaking): the ones that believe that Zipf’s law reveals fundamental
functional properties of the systems on one hand, and the ones, exactly because of
its broad universality, that argue against its relevance. There have been in fact many
arguments against the meaningfulness or relevance of Zip’s law [10, 12, 28, 33, 42].

On one hand, not only Zipf’s law holds also for any shuffling of a real text, when
any semantic or syntactic structure has been destroyed, but it also (at first sight)
reproduced by almost trivial stochastic processes: consider for example any given
finite alphabet of size d ≥ 2 and add to it a character that corresponds to the space.
Now construct a Bernoulli process (eventually not allowing two consecutive spaces)
where each character and the space are independently generated with probability p
and q respectively (d p + q = 1). If we define words as any sequence of characters
between two spaces, a good agreement with Zipf’s law seems to hold, at least asymp-
totically in the length [28, 29]. But it was only recently that rigorous statistical tests
on several types of random texts proved that the word rank histograms of these ran-
dom tests are in fact inconsistent with those of real texts [20].

On the other hand, going back texts, one can interpret the Zipf’s law following a
qualitative explanation given by Zipf himself based on the principle of least effort
that leads to an equilibrium between the work/effort of the speaker and the hearer,
the two main actors of any communication process. This explanation enforces the
re-use of already used words and leads to a model based on multiplicative stochastic
process introduced by the sociologist Herbert Simon, few decades after Zipf’s work
(see [44] and also [19] and [13] for a more modern approach). However Simon’s
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model is not able to reproduce power law exponent larger than one found in tex-
tual corpora of different languages and it is not capable to describe the non Zipfian
behaviour of high rank words. In this model new words are created at a constant
rate λ and, as noted in [45], it leads to a linear vocabulary growth N(t) ∼ λ t, con-
trary to the empirical observation that indicate a sublinear growth N(t) ∼ λ tγ , with
0 < γ < 1, where t denotes the total number of words and N(t) is the total number
of distinct words (Heaps’ law, [27]). It is exactly in [45] that in order to reproduce
realistic Zipf distributions, a new stochastic dynamical model has been introduced
based on a non linear rate of generation of new words. This is an interesting model
where the ratio of vocabulary growth is affected by two different processes that act
at different scales: a global interplay between multiplicative and additive process
in word selection that mimic small differences in vocabulary growth between texts
of the same languages, depending on the context and on the author’s style, and a
more robust and local process that resemble grammar and syntactic complexity that
in highly inflected languages (e.g. Latin) leads to faster proliferation of new words
(in these languages several distinct words are produced by a common root just by
declination and conjugation).

This is of course a sketchy and incomplete review of this huge subject. Personally
I’m not even so sure I’m able to capture all the relevance of the discussions concern-
ing the origin and nature of the Zipf’s law, but certainly it stimulates the investigation
of other statistical features of words (such as returning times or long correlations)
and of other natural components of texts, such as the characters n-grams. This is
certainly necessary if one is interested in one of the applications mentioned in the
abstract. We perform a small step in this direction in the following section.

3 Entropy of words and semantic content: the case of the
Voynich manuscript

As we have seen, Zipf’s distribution captures the scaling law among frequencies
of different words in a given text and it probably reflects global structural proper-
ties of languages. These global structures induce on one hand local short correla-
tions between words, mostly due to grammar and syntactic rules, but on the other
literary texts presents also long range correlations, going often beyond the size of
thousand of words, reflecting the semantic content of the text. To bring an example
deeply discussed in [2], take your favorite novel and consider the binary sequence
obtained by mapping each vowel into a 1 and all other symbols into a 0. One can
easily detect either structures on neighbouring bits or some repetition patterns on
the size of words. But one should certainly be surprised and intrigued when discov-
ering that there are structures (or memory) after several pages or even on arbitrary
large scales of this binary sequence. In the last twenty years, similar observations of
long-range correlations in texts have been related to large scales characteristics of
the novels such as the story being told, the style of the book, the author, and the lan-
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guage [1,3,4,14,15,31,35,39], even if a complete explanation of these connections
is still missing.

Recently in [2] we explain how long-range correlations flow from highly struc-
tured linguistic level down to the building blocks of a text (words, letters, etc...),
but while we refer the interested reader to the paper for more mathematical details
and experiments (War and Peace by L. Tolstoy is shown in the paper, while other
international novels are explored in the Supporting Information (SI)), here we like
to focus our attention to a very recent and nice paper by Montemurro and Zanette
that approaches a concrete case (the Voynich manuscript) with the use of simple but
powerful ideas regarding returning time distribution of words. Again, the presenta-
tion will be sketchy and incomplete, but I hope it can capture curiosity towards the
use of quantitative methods for approaching concrete philological problems. In the
last section I will discuss another concrete example in authorship attribution. A nice
theoretical approach with relevant practical applications to automatic keywords ex-
traction has been introduced already some time ago in [35] where the attention has
been shift from the simple frequency to the returning time distribution of a given
word, namely the integer sequence given by the number of words one has to read
before meeting the given word again. In this paper, starting from Shannon’s mutual
informations, the authors proposed a measure that captures the relationship between
the statistical structure of words sequences and their semantic contents. It is evident
that different words appear with different frequencies in different part of the texts
and we now know that the heterogeneity in the distribution of individual words is
related to the linguistic role of the world and also to the specificity of that word to
certain sections or parts of the text: while a functional word (i.e. a word with lit-
tle lexical meaning, such as prepositions, pronouns, auxiliary verbs, conjunctions,
grammatical articles or particles) almost evenly distributes among the different sec-
tion of a text, content words on the opposite tend to clusterize on specific parts of the
texts. Namely, the actual spatial distribution of content words with specific semantic
meaning among a given text deviates considerably from the typical spatial distribu-
tion that the same word would have if randomly shuffling all the words in the text.
To be more precise, following again [35], consider again a text x as a sequence of
N words x1,x2, . . . ,xN over a vocabulary of d distinct words D = {ω1,ω2, . . . ,ωd}
and assume that the text is divided into P equal parts of (word) length s = N/P.
Given a word ω , let n j = n j(ω) be the number of occurrences of word ω in the j-th
part of the text (∑P

j=1 n j(ω) = n(ω), the total occurrence of the word in the text):
p(ω | j) := n j/s can be interpreted as the probability of finding the word ω in part j,
j = 1, . . . ,P (note that ∑

d
k=1 p(ωk| j) = 1) and we can define two natural quantities:

• An entropy of the word associated to its distribution with respect to the given
partition of the text (n = n(ω))

HP(ω) := −
P

∑
j=1

n j

n
log2

n j

n
.

• An information measure associated to the word

Δ IP(ω) := p(ω)
[〈

ĤP(ω)
〉−HP(ω)

]
,
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where p(ω) = n/N is the overall frequency and
〈
ĤP(ω)

〉
is the same entropy

computed on a randomly shuffled version of the text and averaged over all pos-
sible realisation of the shuffling (computed analytically in [35]).

If words are ranked with respect to the information measure, the top words corre-
sponds to those more closely related to the semantic contents and can be considered
as keywords. Several experiments confirm the practical validity of this approach,
even if we believe that a more systematic evaluation procedures must be performed
in order to compare this method for keywords extraction with respect to other tra-
ditional (i.e. more based either on linguistic or computational linguistic methods)
extraction methods. Some personal experiments (not published) also indicate an in-
teresting cross-language stability of the method, yielding equivalent results when
keywords extraction is applied to the same text written in different languages. While
the parameter P that defines the partition text can be introduced a priori by consid-
ering natural scales of the text (e.g.: chapter, sections or paragraphs), it can also be
automatically estimated by a variational procedure that maximise the overall infor-
mation content of the text:

Δ I(P) :=
d

∑
ω=1

Δ IP(ω) =
d

∑
ω=1

p(ω)
[〈

ĤP(ω)
〉−HP(ω)

]
.

The previous method recently finds a very interesting application in a nice paper
by Montemurro and Zanette where keywords have been extracted in the particu-
lar and intriguing case of the Voynich manuscript [36]. This is a very interesting
case that poses fascinating challenges to everyone interested in mathematical and
statistical properties of languages. It is in fact a manuscript of about 250 pages, di-
vided in 5 sections (Herbal, Astrological, Biological, Pharmacological and Recipes),
with a clear medieval-codex look (carbon dating bring back its origin to the second
half of the fifteenth century) that was owned by the Polish-American antiquarian
Wilfrid Voynich since 1912 until his death in 1930. As described in [36], today the
manuscript belongs to the Beinecke Rare Book and Manuscript Library of Yale Uni-
versity and can be browsed online through the Wikimedia commons at the address
commons.wikimedia.org/wiki/Voynich_manuscript. It contains nice illustrations of
unknown plants, astronomical or astrological diagrams, and naked nymphs, bathing
in strange arrangements of pools or tubs connected by complex systems of pipes. But
what makes the manuscript so intriguing is the fact that not only the author, but also
the language used in the text are unknown and resisted any attempt of translation or
decryption: it appears to be written in an alphabet of about 40 symbols arranged into
words of variable length and it has been converted to a digital file using the so called
European Voynich Alphabet (EVA) [16]. Basically three (overlapping) hypothesis
can be made about the manuscript [40]:

• Cipher text hypothesis: the manuscript contains natural language text (for exam-
ple Latin or German) that has been non trivially encrypted.

• Plain text hypothesis: the manuscript is plain text in natural, not yet identified
language that either did not possess an original alphabet in the beginning 16th
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century or the system of writing appeared too complex to a medieval scholar.
The word length statistics makes East Asian languages, in particular Chinese,
the most promising candidate for this (Chinese theory). Alternatively, the script
could also have been invented together with an artificial language.

• Hoax hypothesis: the manuscript contains no meaningful text at all and it was a
fabrication during Renaissance time to attract rich book collectors, quite common
at that time.

Most of the quantitative investigations of the manuscript are based on a character
scale, where the manuscript is seen as a sequence of characters (space included) and
several statistical analysis tools have been used: from random walk techniques to
autocorrelation measures and higher order character entropy (see for example [40]
and [23]). But it was exactly in [36] that essentially with the use of the entropy
of words previously discussed the Voynich manuscript have been investigated by
addressing the large scale organisational structure which results from the distribu-
tion of words over the whole text. Referring the interested reader to [36] for further
details, it is interesting to notice that this new approach allows to extract the most
informative words, even if we do not know their meaning and to support at the end
the hypothesis that the manuscript possesses a structured information content.

4 Authorship Attribution: a case study

I believe that it is now natural to wonder if we can push investigations a little bit
further. For example, can we use quantitative methods to recognise the author of a
given text, at least when we can restrict to a finite number of possible authors? This
is essentially the aim of Authorship Attribution (A.A.) [22].

Research in A.A. seems to be a perfect meeting point for different sciences: infor-
mation theory, statistical computations, mathematical models and more in general
quantitative analysis have an object of study that is typical also of very different
disciplines, like literature studies, philology, history and in general humanities [41].
The interaction between philological and mathematical sciences in the analysis of
the problem is not only at the level of definition of the case and of discussion of the
results, but at the very level of development of the methods and of the experimen-
tal setting. For this interaction to be fruitful it is then mandatory to attack concrete
problems and not artificial ones. This could prelude to a loss of generality in the
research objectives and might appear a very narrow strategy. On the contrary, I’m
convinced that probing methods and techniques on very specific problems might
open new insight into fundamental and general results. This is exactly the case for
the very specific two authors problem studied in [7]: Basil of Caesarea [38] and his
brother Gregory of Nyssa [32] were two important bishops and theologians of the
4th century. Their thoughts and teachings were fundamental for the definition of
Christian doctrine of the Trinity, i.e. of God as one divine nature and three divine
persons.
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Their discussion was almost thirty years long and many works were devoted to it.
Epistula 38 (Ep. 38) is one of them. It is a letter that was transmitted in Basil’s epis-
tolary corpus [17], but that has been attributed also to his brother Gregory of Nyssa
as a dogmatic treatise addressed to their brother Peter (see [7] for more details on
this dispute).

The Corpus used in the study is composed by all the known works by Basil and
Gregory of Nyssa, The digitalized texts in Thesaurus Linguae Graecae (TLG) have
been used [47] and a unique coding and a common cleaning procedure has been
defined to normalise the texts. We refeer to [7] for more details on the cleaning pro-
cedure and also for a detailed description of the corpus (about 10 millions characters)
and its use. A first crucial assumption beyond all of our mathematical techniques is
that a text should be thought as a sequence of symbols chosen from an alphabet,
while the author is interpreted as a source of literary texts. Assuming that the text
is “just” a symbol sequence means not taking into consideration either the semantic
content of the text or its linguistic/syntactic/grammatical aspects: letters of the alpha-
bet, punctuation marks, blank spaces between are just abstract symbols, without any
hierarchy. The two methods we have implemented here are in fact the development
of two methods that have been already used in a project concerning the attribution
of Antonio Gramsci’s papers [5]. Essentially each method defines a kind of similar-
ity distance between texts: given any pair of texts, each method produces a positive
number we interpret as the distance between the texts.

Let us very briefly describe both algorithms, referring to [7] for further details.
The first method we used based on (characters) n-grams is probably one of the sim-
plest possible measures on a text, and it has a relatively short history in published
bibliography: after a first experiment based on bigram frequencies presented in 1976
by W.R. Bennett [9], V. Kes̆elj et al [21] published in 2003 a paper in which n-grams
frequencies were used to define a similarity distance between texts (see also [11]).
Here we present the version of the similarity distance as introduced and discussed
in [5]: we call ω an arbitrary n-gram, and we denote by fX (ω) ( fY (ω)) the relative
frequency with which ω occurs in text X (Y ). Dn(X) is the n-gram dictionary of the
text X , that is, the set of all n-grams which have non-zero frequency in X (similarly
for Y ) and we define what we will call the n-gram distance between text X and text
Y as1:

dn(X ,Y ) :=
1

|Dn(X)|+ |Dn(Y )| ∑
ω∈Dn(X)∪Dn(Y )

(
fX (ω)− fY (ω)
fX (ω)+ fY (ω)

)2

. (1)

Here, |Dn(X)| and |Dn(Y )| are the numbers of different n-grams in the two dictio-
nary, respectively, and the sum is taken over all the different n-grams occuring in
the two texts.

The second method we use to estimate the similarity between texts is based on
data compression and its role in the estimation of the entropy of a source. Data

1 To be more precise, dn is a pseudo-distance, since it does not satisfy the triangular inequality and
it is not even positive definite: two texts X ,Y can be at distance dn(X ,Y ) = 0 without being the
same.
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compression is nowadays a very well established field of information theory, thanks
to the founding papers published by J. Ziv, A. Lempel and their coworkers in the
1970s (cf., among others, [24–26] and the review paper [43]). They proposed a vari-
ety of compression algorithms (the family of) LZ algorithms, based on the idea of a
clever parsing (subdivision) of the symbolic sequence, i.e. to split it up into pieces
so that this separation can then be used to produce a shorter, equivalent version of
the string itself. In 1993 J. Ziv and N. Merhav [46] proposed a method to estimate
the relative entropy (or Kullback-Leibler divergence) between couples of informa-
tion sources. The relative entropy is basically a measure of the similarity between
the information emitted by the sources and they proved that a modified version of
an LZ algorithm, where the subsequences for a sequence are searched in another
sequence, can be used to approximate the relative entropy between the two sources
that generated such sequences. This important result was used in various subsequent
studies, among which [8] and [5], to deal with problems of text classification and
clustering. Following these ideas, we have introduced a new algorithm to estimate
the similarity between two symbolic sequences over a common alphabet (we refer to
the main paper for details about its implementation). This leads to a true compressor
program which effectively shows better compression rates with respect to gzip,
as shown in Table 1 in [7]. The details of this method are designed to optimize the
compression ratio in order to obtain a good estimate of the relative entropy between
texts. Because of this specific optimization, the complexity of the implementation
naturally increases.

A key point is that our methods are both quite sensitive to the length of the refer-
ence texts (in particular the entropic one). We faced this serious problem by using a
cutting procedure, together with (in few words) a new probabilistic ranking method
for attribution, in order to transform a problem of managing texts of different sizes,
in the problem of managing a different number of texts of the same size. In fact, our
procedure has been designed to work on two different scales of text length (again,
see [7] for details). Using the previous two methods (n-grams and entropy) on a large
controlled corpus of more than 200 works with known attribution, we were then able
to test the efficiency of the procedure. We just report here the following table from [7]
that shows the final results in terms of standard indexes from information retrieval
we have been used to measure the efficiency of our method:

Basil Gregor

recall 0.87 0.90
precision 0.96 0.93
F-measure 0.91 0.91

Concerning Ep. 38, it was not included in the previous computations, as many
other works, because its authorships is discussed. But after having verified the effi-
ciency of the method in discriminating between the two authors, a careful investiga-
tion of the disputed works has been performed. In particular Ep. 38 has been strongly
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attributed to Gregory and the quantitative results have been interpreted also through
philological considerations that we omit here, together with the other details. This re-
sult seems to suggest that the combination of philological and numerical techniques
in the design of the method is very effective. As far as we know, our method is the
first one able to analyse a real philological problem in authorship attribution of an-
cient Greek works and to give a clear result, in agreement with what was previously
known in scientific literature [30].
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Space Debris Long Term Dynamics

Anne Lemaitre and Charles Hubaux

Abstract Our lifestyle is strongly dependent on the presence of spacecraft: telecom-
munications, GPS or cellular phones, TV, Internet, climate watches, ecological stud-
ies, catastrophe prevention, military surveys, . . . Despite the technological progress,
the costs and the risks due to the space debris are increasing and can really stop or
drastically reduce the systematic replacement or extension of the present satellite
constellations, stopping the worldwide communication.

In the next years, a special attention should be dedicated to the space debris prob-
lematic, to protect the space environment and to allow technological innovations, in
the present framework of sustainable development.

In particular, more precise information about the dynamics and the behavior of
debris has to be collected; the methods and theories of classical celestial mechanics
are very suitable to describe the long term dynamics of these debris. Interesting re-
sults have been obtained by new approaches of the problem: the resonant description
of the dynamics of geosynchronous debris, the consideration of the solar radiation
pressure as an important perturbation, specially for objects with a large A/m coeffi-
cients and, because of the lifetimes of the debris, the use of symplectic integrators,
as for the natural bodies but adapted to the specific force model.

1 Introduction

The term space debris is used to characterize all non functional objects (fragments
of satellites, rocket parts, remains of explosions or collisions), of all sizes and all
chemical compositions, which orbit around the Earth at different altitudes.
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The number of space debris has dramatically increased in the last decades; since
Sputnik in October 1957, more than 6 000 satellites have been launched and about
200 exploded in space, either accidentally or on purpose. Indeed for strategic or polit-
ical reasons, especially during the Cold War, the nations did not hesitate to provoke
the explosion of a satellite to protect their innovative technological secrets. More-
over space missions did not care about the situation of satellites after their lifetime
and some of them are orbiting the Earth for years after their official inactivity date.
Only a small fraction of the objects in orbits are still active satellites . . .

The drag forces will rapidly bring back to the Earth most of the lowest objects,
characterized by altitudes between 500 and 900 kilometer (LEO, Low Earth Orbits).
Reminding that the lifetime of a classical satellite is estimated to a month for an
altitude of 300 km, a year for 400 km, 10 years for 500 km, decades for 700 km,
centuries for 900 km and millennia for 1200 km, the process is not fast. Even if the
drag is able to clean progressively the LEO region, the presence of a huge num-
ber of debris is responsible for collisions and consequently, generates a continuous
re-population of the region. For the highest ones, in particular for the very popular
geosynchronous orbits (GEO) situated at 36 000 kilometer of altitude and charac-
terized by periods of exactly 24 hours, the drag is inefficient, the objects orbit for
centuries, and the size of the space is not anymore a convincing argument.

Let us visualize the situation in two pictures: Figure 1 draws the number of de-
bris with respect to their distance to the Earth surface (altitude), with the three peaks
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Fig. 1 Density of Earth orbiting space objects with respect to their altitude. From [15]
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Fig. 2 Growth of debris (in the TLE catalogue) from 1957 to 2012. From NASA, www.nasa.gov

of concentration, for the LEOs, for the GEOs and, in between, for the very popular
12 hours period orbits (not far from the constellations GPS or GALILEO). Figure 2
represents the growth of listed objects with respect to time, from 1957 to nowadays.
Two recent catastrophic events are clearly visible on the graph: the deliberate explo-
sion of a Chinese satellite in 2007 (Fengyun)1 and the accidental collision between
two satellites, the active American telecommunication Iridium 33 and the inactive
military Russian satellite Cosmos 2251 in 20092.

These two figures only concern the listed objects; indeed a catalogue of about
16 000 debris (20 000 in 2014) is maintained and completed by NASA at each regis-
tered collision. It contains the objects larger than 10 centimeter for LEOs (and larger
than 1 meter for GEOs) which could really damage an active satellite and compro-
mise its mission. They are stored in a file called the two line elements or TLE as
reference to their format. More precisely, a two-line element set is a data format
used to convey sets of orbital elements that describe the orbits of Earth-orbiting ob-
jects. A computer program called a model can use the TLE to compute the position
of any satellite or debris at any particular time.

1 The 2007 Chinese anti-satellite missile test was conducted by China on January 11, 2007. A Chi-
nese weather satellite, the FY-1C polar orbit satellite of the Fengyun series, at an altitude of 865
kilometer with a mass of 750 kg was destroyed by a kinetic kill vehicle traveling with a speed of 8
km/s in the opposite direction.
2 The collision occurred on February 10, 2009, at 789 kilometer above the Taymyr Peninsula in
Siberia, when Iridium 33 and Kosmos 2251 collided at a speed of 11.7 kilometer per second. The
Iridium satellite was an American telecommunication satellite member of a constellation, it was
still operational at the time of the collision, while the Russian military satellite had been out of
service since at least 1995 and was no longer actively controlled.
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The risk of collision is real and avoidance maneuvers are performed regularly, by
the active satellites, the space shuttles or the ISS, increasing the cost of the missions
by consuming fuel.

However the TLEs only refer to the huge objects and represent the tip of the ice-
berg. Small-size debris (resulting primarily from fragmentations or slag and dust
residues from solid rocket motor firings) are much more difficult to detect. Various
approaches described in [15] have been used to assess their number. The estimated
number of debris is around 670 000 for sizes larger than 1 cm and more than 170
million for sizes larger than 1 mm. These debris are neither catalogued nor individ-
ually identified and even if we stopped all launches, the number of debris would
still increase for several years, just by collisions and fragmentations of the present
objects in orbits.

Special equipments and armor plating protections are now systematically sched-
uled for the spacecrafts, increasing their cost and requiring ever more powerful rock-
ets (because of their weight). Even if they are expensive, these protections are effi-
cient for the small debris, below the centimeter size, but not at all for larger ones. This
is why, presently, the most dangerous population is the intermediary one, between
1 and 10 centimeter, where the objects are too small to be followed individually but
are too big to be considered only as a dusty environment altering the surfaces.

2 Recent contributions of celestial mechanics

At the end of the nineties, the space debris population has drawn the attention of
the celestial mechanics community, traditionally involved in the dynamics of nat-
ural bodies. Indeed active probes have lifetimes of a few months or years, require
a high precision orbit and a full model, and are controlled by maneuvers to keep
their efficiency; the problems to solve are then very specific, mainly numerical, and
slightly different from natural bodies dynamics. At the opposite, space debris are
present for centuries, uncontrolled, and migrate everywhere following the pertur-
bations, similarly to natural bodies. Their stability, their global behavior, their long
term evolution, can be described by means of the same tools as other populations,
as minor planets, particles in rings, exoplanets, etc.

2.1 A resonant approach of the geosynchronous orbit

The geosynchronous orbit can be considered as a resonant situation (a complete rev-
olution of the satellite is performed in exactly the same time as a rotation of the Earth,
which means that the two corresponding frequencies are almost equal). By averag-
ing over the fast angles, a long term resonant motion, with a period of about 818
days, can be deduced, as well as an amplitude of the libration zone (see for exam-
ple [2] and [20]). Figure 3 gives a representation of the resonant motion in a rotating
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Fig. 3 Motion of geosynchronous space debris near stable equilibria in a rotating reference frame
as seen from the pole. The variations on the mean semi-major axis have been amplified for the
illustration by a factor 100, the unit being the exact geostationary radius. From [20]

frame (moving with the Earth) in the plane (a cosσ ,a sinσ), where a is the mean
semi-major axis and σ the resonant angle, difference of the two synchronous angles.
The width of the pendulum like resonant zone is about 70 km. This simple resonant
model can be taken as a first averaged integrable model, on which perturbations can
be added. The motion of geosynchronous debris can be described, up to a specific
order, by a classical perturbation theory and the integration on long periods of time
(several tens of years) is correctly performed, with a suitable elimination of the short
periodic terms. A similar work has been performed for the 12 hours objects, blocked
in a 1:2 resonance with the rotation of the Earth ( [16]).

2.2 The large A/m objects

Observations [17] have shown an unexpected concentration of geosynchronous de-
bris on highly eccentric orbits; they are characterized by very large values of A/m
(area over mass), a property which increases the effect of the solar radiation pressure
on their dynamics. This force can become the first perturbation after the two body
problem for light and large debris. In this case, this force introduces large variations
in their eccentricity (with a period of one year) and in their inclination (period of
dozens of years). The motion of such a body can be described by simple formulae
in eccentricity and inclination (first given in [4] and completed by [21]:

esinϖ � κ sinλ�−Cx (1)
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Fig. 4 Behavior of the eccentricity and of the inclination for very large values of A/m. From [19]

esinϖ � κ cosλ� cosε +Cy (2)

sin
i
2

sinΩ �−E sinψ (3)

sin
i
2

sinΩ � E cosψ +F (4)

with ε the obliquity, λ� the longitude of the Sun (in a circular orbit), e the eccen-
tricity, i the inclination, ϖ the longitude of the perigee and Ω the longitude of the
ascending node, ψ = ν t + ψ0. The constants Cx, Cy, F and ψ0 are determined by
the initial conditions. κ is a constant proportional to A

m and ν is proportional to its
square, ( A

m )2.
As shown in Figure 4, the eccentricity (starting from 0) can reach values up to

0.1 for A/m = 5m2/kg, 0.2 for A/m = 10m2/kg and 0.4 for A/m = 20m2/kg, while
the inclination always reaches the same maximal value (close to twice the obliq-
uity, about 46◦) but for periods shorter and shorter as A/m increases : 200 years for
A/m = 5m2/kg, 70 years for A/m = 10m2/kg, and 40 years for A/m = 20m2/kg.

Moreover using simple perturbation formulæ, the motion of the eccentricity can
be considered as a short periodic motion on the inclination, and can be superposed
to the long term motion of the inclination as shown in [10]. On a simple model (two-
body problem and solar radiation pressure), this approach has been compared to a
complete numerical integration and gives an excellent approximation, as shown in
Figure 5.
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Fig. 5 Behavior of the inclination on five years: averaged motion (continuous line), perturbed av-
eraged motion (dashed line) and numerical integration (curved continuous line). From [10]
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2.3 Chaos indicator MEGNO and frequency map

Chaos indicators are suitable tools to determine the long term dynamics of geosyn-
chronous space debris. ln particular, we use the Mean Exponential Growth factor of
Nearby Orbits or MEGNO [5], [6]. The first application of MEGNO to the space
debris was performed by [3].The MEGNO is easy to implement, from the equations
of motion combined with the variational equations, and gives an immediate answer
about chaos: if the mean MEGNO equals 2, the orbit is stable, if it is higher, the
orbit is chaotic [5]. The dynamics includes the central body attraction, the second
degree and order harmonics (J2, C22 and S22), the luni-solar interactions as well as
the solar radiation pressure (see [22] or [11]). Figure 6 shows an example of such
a stability map, obtained for the geosynchronous region, where the pendulum-like
shape is easily recognizable, signature of the 1:1 gravitational resonance.

These computations detected, for large A/m values, islands or curves correspond-
ing to secondary resonances, defined as local commensurabilities between the res-
onant angle σ , with its period of 818 days, and the angle λ⊕ and its period of 365
days. Thanks to the Frequency Map Analysis FMA [13], applied for the first time in
this context, more detailed maps were obtained and each secondary resonance could
be identified, in the libration and circulation zones of the pendulum, as shown in
Figure 7. The chaos indicator is the second derivative of the FMA, stable zones are
colored in blue and the most chaotic appear in red. In particular the map revealed the
presence (in the libration zone) of three stable islands inside the pendulum libration
zone.

A complete mathematical analysis, based on a succession of canonical transfor-
mations, in suitable action-angle variables, confirms this numerical result (the po-
sitions, the widths and the periods) [14]. These regions are especially interesting

Fig. 6 The MEGNO computed as a function of initial mean longitudes λ0 and semi-major axis a0
of the debris, in the plane (σ ,a). The mean longitude grid is 1◦ and the semi-major axis grid is
1 km spanning the 42164± 35 km range. The initial conditions (at 21 March 2000) are e = 0.1,
i = 0.004◦, Ω = ϖ = 0◦, with an area-to-mass ratio A/m = 10m2/kg. From [22]
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Fig. 7 Example of a chaos map obtained by the Frequency Map Analysis for the geosynchronous
region, in the plane (σ ,a) where σ is given in degrees and a in kilometer with respect to the exact
geosynchronous position. The bluer the indicator, the stabler the orbit. From [14]

because the debris can accumulate and stay for centuries, trapped in these secondary
resonances, ideal situations for churchyard or parking orbits for the old satellites and
for future ADR (Active Debris Removal).

2.4 Suitable integrators

To reproduce the motion of space debris on very long periods of time, different
techniques can be used: an averaged approach (MEAN) for long term dynamics of
geosynchronous objects, taking the resonance into account in the averaging pro-
cess [19], an osculating integrator adaptable to any telluric planet (NIMASTEP) and
pushing the numerical integration to high orders [7] and a symplectic one (SYM-
PLEC) which avoids the increase of the energy on very long periods of time. They all
include the luni-solar perturbations, the effects of the non sphericity of the Earth and
the solar radiation pressure, with a specific A/m coefficient. The two advantages of
the symplectic approach, in this context, are the stepsize and the quasi conservation
of the energy error (or of the semi-major axis error). Several symplectic approaches
have been compared, adapted from [23] and [12]. Comparisons between NIMAS-
TEP and SYMPLEC, on the semi-major axis, are presented in Figure 8. The stepsize
for the symplectic integrator (of type SABA4, following the classification of [12])
was chosen as 4 hours or 14400 seconds and for NIMASTEP (associated with an
Adams-Bashforth-Moulton integrator of order 10, ABM10) as 1152, 1004, 864 and
432 seconds. Only this last choice gives a stability of the semi-major axis, after 200
years, similar to SYMPLEC.
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Fig. 8 Absolute differences in semi-major axis between the symplectic (SABA4) and non sym-
plectic integrators (NIMASTEP with ABM10). Initial conditions are a = 42164.140 km, e = 0.1 ,
i = 5◦, Ω = ω = M = 0◦. The model includes the geopotential up to degree and order 4, the solar ra-
diation pression (with A/m = 0.01m2/kg) and luni-solar perturbations. The initial JD is 2455194.5
days. From [9]

2.5 The shadowing effects

If the solar radiation pressure plays an important role in the dynamics, as for the
large A/m coefficients, the crossing of the Earth shadow can not be neglected any-
more and has to be taken into account. However a simple switch (on/off) in the
numerical integration could be a source of numerical errors and is not compatible
with a symplectic scheme.

A nice mathematical approach has been proposed [9] replacing the crossing of
the umbra by smooth functions adapted to two situations: the cylindrical geometry,
where the Sun is assumed to be at infinity, and the conical geometry, where the Sun
is at finite distance from the Earth. Both models have been adapted to the symplectic
integrator SYMPLEC. The results proved the accuracy of the conical model, with
the succession of the umbra and penumbra regions (see Fig. 9), in comparison with
the cylindrical one.

The shadowing effects, following the pioneer works of [8] and [1], can also be
presented as perturbations acting on a reference model (two-body problem and solar
radiation pressure). A semi-analytical theory (based on an analytical Hamiltonian
but associated to a numerical integration of the explicit equations of motion) can be
deduced, showing the existence of a very long periodic effect (several thousands of
years) connected with the shadowing seasons. Even if this effect is much less impor-
tant than the J2 periodic contribution on the semi-major axis, it is well present and
could appear as a fundamental period in a frequency analysis.

The introduction of the shadowing effects in the model contributes to increase
the presence of chaos in the integrations, especially for high A/m coefficients. This
regular passage through the umbra perturbs most of the orbits and makes the motion
unpredictable after a few years, as a MEGNO analysis has clearly showed [11].
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Fig. 9 Cylindrical and conical geometry to model the passage of space debris in the Earth shadow.
From [9]

3 Conclusion

The mathematics, and more specifically the celestial mechanics, play an important
role in the understanding of the space debris dynamics. This uncontrolled popula-
tion has to be treated as a collection of bodies, and followed, modeled, anticipated
on long periods of time, mixing statistical and deterministic approaches. The active
debris removal (ADR) strategies are not only technological challenges, but will also
require imagination and creativity, rigorous and reliable previsions. The mathemati-
cal community has an important role to play, to protect and to build the planet Earth
in the future.
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Mathematical Models for Socio-economic
Problems

Maria Letizia Bertotti and Giovanni Modanese

Abstract We discuss a framework for the microscopic modelling of taxation and re-
distribution processes in a closed trading market society. For a prototype model and
some variants of it, we examine the emergence of income distribution curves which
exhibit “fat” power-law tails as the real world ones. We also incorporate tax evasion
into the models and we investigate, in particular, its effect on the income profiles.
Our findings are in agreement with the expectation that a fair fiscal policy and indi-
vidual correctness are effective tools towards the overcoming of social inequalities.

1 Introduction and some historical perspective

Issues like wealth inequality and the income distribution in a population or the ef-
fects of tax evasion certainly fall within the range of subjects of concern for us hu-
mans, inhabitants of the Planet Earth. Such issues have been the object of interest
virtually since ever. But, especially today, also thanks to the increased power of
computer simulations can mathematics help understand and explain the dynamics
of the emergence of collective patterns in complex socio-economic systems. In fact,
by providing suitable frames for modelling, analytical methods and computational
tools, mathematics can contribute to the exploration of possible scenarios, sometimes
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even suggesting to policy makers conceivable actions or welfare measures. Based
on these considerations, the above mentioned topics seem to us to deserve a place
under the theme “A planet organised by humans” in the MPE2013 program, see [1].

What we want to emphasise here is a particular perspective through which socio-
economic questions as those mentioned above, but more generally also mechanisms
underlying financial markets and similar matters, can be analysed. This perspec-
tive began to take shape, during the last decades. Unlike traditional views, it puts
the interactions among heterogeneous individuals at the very heart of the question.
In other words, it recognizes that these interactions play a crucial role towards the
self-organisation of the systems and the formation of the observable aggregate fea-
tures. This is quite different from the traditional viewpoint of mainstream economics,
whose cornerstones are the assumption of a representative agent and the rational
choice theory. According to the novel perspective, the behaviour at the collective
level is not and cannot be that of an average individual, but rather results from the
different individual peculiarities and their interplay.

A survey on this area and in this direction, especially one describing and com-
paring approaches of researchers from different disciplines, would take a number of
pages, also in view of the multiplicity of the specific issues addressed. To give at least
some references, we recall e.g. that arguments supporting the need of a behaviour-
and interaction-based approach to economics and finance can be found in the recent
book by A. Kirman [16]. Pioneers in this direction were, among others, T. Schelling
and B.W. Arthur. Two descriptive and insightful readings are e.g. [2] and [19].

The typical methodology employed in connection with the mentioned paradigm
primarily includes computational agent-based models [13]. Network theory also pro-
vides additional important ingredients since the structure of the relationships or links
between individuals clearly has a significant influence on the dynamics of socio-
economic processes. With regard to the tax evasion problem, agent-based models
and simulations have been developed and carried out e.g. in [8, 14, 22]. In these pa-
pers, behaviourally different agent types, such as honest, imitative, tax evaders and
so on, are considered. The focus is on the effect of individual interactions and en-
forcement mechanisms, including auditing and punishment procedures, on tax com-
pliance and on changes in individual behaviour patterns. A similar goal drives the
experimental approach described in [18].

On the other side, bottom-up approaches to the formation of the income distri-
bution have been investigated e.g. in [9–11, 20, 21], mainly by authors belonging to
the physics community. The reason for the presence of physicists among researchers
dealing with social and economic topics is that these topics refer to systems (pop-
ulations) composed by a large number of interacting elements (individuals). It is
therefore natural to investigate them by means of tools which were originally de-
veloped in statistical mechanics and in gas kinetic theory. Already L. Boltzmann
had suggested this as a possible route to be explored some day. It was more than a
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century ago, in a conference held at the 1904 St. Louis Congress:1

This opens a broad perspective if we do not only think of mechanical objects. Let’s consider
to apply this method to the statistics of living beings, society, sociology and so forth.

The denomination “econophysics” was coined by H.E. Stanley in the mid – 1990s
to designate the research field which explores the dynamical behaviour of economic
and financial markets employing statistical physics methods, [17].

The approach which we suggest has a mathematical character. It relies on a gen-
eral framework for the study of monetary exchanges in a closed market society in
the presence of taxation and redistribution. This framework was introduced in [4]
and was then exploited also in [6] and [7] towards the construction and investigation
of some specific models. Its roots lie in a discrete version, developed in [5] and sub-
sequent papers, of a generalized kinetic theory proposed in [3] and inspired by [15].
In fact, the structure introduced in [4] is a further development of the one in [5],
modified so as to take into account particular features of the novel situation. It is
expressed by a system of nonlinear ordinary differential equations and it describes
the time evolution of the income distribution, based on the knowledge of individual
interactions.2 It comprises as many equations as are the classes characterized by av-
erage income, in which one divides a population. Each equation gives the variation
in time of the fraction of individuals belonging to a certain class. The framework
contains various parameters, to be chosen on the basis of phenomenological obser-
vations. It enjoys a great flexibility. It allows, for instance, a very natural definition of
different taxation rates for different income classes and a division of the population
in classes whose incomes increase nonlinearly, what enables a better representation
of the “super-rich” classes.

Below, we will briefly discuss this framework. Then, by implementing particular
choices of some parameters, we will restrict our attention to some specific models.
We will then go over the various features of these models and, in particular, we will
report on the emergence of aggregate patterns in the income distribution curves,
which exhibit qualitative properties like those observed in the real world. Then, as
an extension of our previous work, we will incorporate into the models also the oc-
currence of tax evasion and we will draw some conclusion on its effect.

2 A general framework

A sketch of the mechanism which motivates the framework follows. For the sake of
conciseness, we avoid introducing here the more general case.

1 The text of the conference can be found under the title “The Relations of Applied Mathematics”
e.g. in the volume Physics for a New Century. Papers presented at the 1904 St. Louis Congress,
edited by Katherine Russell Sopka, Tomash Publishers/Amer. Inst. of Physics (1986), pp. 267–279.
2 As will be clear in the sequel, we consider here also interactions with a nonlinear adaptive nature.
Moreover, a single interaction does not lead here to a change of class of individuals as was the case
in [5].
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Divide a population of individuals into a finite number n of classes, each one char-
acterized by its average income. Let r1 < r2 < .. . < rn, denote the average incomes
of the n classes, and let xi(t), where xi : R → [0,+∞) for i ∈ Γn = {1,2, . . . ,n}, de-
note the fraction at time t of individuals belonging to the i-th class. In the following,
the indices i, j,h,k, etc. always belong to Γn, if no differently stated. Assume that
pairwise interactions of economic nature, subjected to taxation, take place. And call
S the fixed amount of money that people may exchange during their interactions.

Any time an individual of the h-th class has to pay a quantity S to an individual
of the k-th class, this one in turn has to pay some tax corresponding to a percentage
of what he is receiving. This tax is quantified as Sτ , with the tax rate τ = τk ≤ 1 de-
pending in general on the class of the earning individual. Since the quantity Sτ goes
to the government, which is supposed to use the money collected through taxation
to provide welfare services for the population, we interpret the welfare provision
as an income redistribution. Ignoring the passages to and from the government, we
may imagining that equivalently: in correspondence to any interaction between an
h-individual and a k-individual, where the one who has to pay S to the other one is
the h-individual, this pays to the k-individual a quantity S (1−τ) and he pays as well
a quantity Sτ , which is divided among all j-individuals for j �= n.3 Accordingly, the
effect of taxation and redistribution is equivalent to the effect of a quantity of inter-
actions between the h-individual and each one of the j-individuals for j �= n, which
are induced by the effective h-k interaction. To fix notations, we may distinguish
between direct interactions (h-k) and indirect interactions (h- j for j �= n). Any direct
or indirect economical interaction yields as a consequence a possible slight increase
or slight decrease of the income of individuals.

All this can be expressed through the system of the n differential equations

dxi

dt
=

n

∑
h=1

n

∑
k=1

(
Ci

hk +T i
[hk](x)

)
xhxk − xi

n

∑
k=1

xk , i ∈ Γn , (1)

where the direct transition probability densities Ci
hk ∈ [0,+∞), expressing the prob-

ability density that an individual of the h-th class will belong to the i-th class after
a direct interaction with an individual of the k-th class, satisfy ∑n

i=1 Ci
hk = 1 for any

fixed h and k and the indirect transition variation densities T i
[hk] : Rn → R account

for the indirect interactions and express the variation density in the i-th class due to
an interaction between an individual of the h-th class with an individual of the k-th
class. The T i

[hk](x) with x = (x1, . . . ,xn) ∈ Rn are continuous functions and satisfy

∑
n
i=1 T i

[hk](x) = 0 for any fixed h, k and x ∈ Rn.

3 The reason why individuals of the n-th class constitute an exception is a technical one: if an indi-
vidual of the n-th class would receive some money, the possibility would arise for him to advance
to a higher class, which is impossible.
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3 A family of models. Analytical results

To design within the general framework (1) a specific model, the expressions of
the Ci

hk’s and the T i
[hk](x)’s need to be further characterized. We follow here the path

of [4,6,7]. Referring to these papers for more details, we take Ci
hk = ai

hk +bi
hk, where

the only nonzero elements ai
hk are ai

i j = 1 for i, j ∈ Γn and the only possibly nonzero
elements bi

hk are of the form

bi
i+1,k = pi+1,k S

1− τk

ri+1 − ri
,

bi
i,k = − pk,i S

1− τi

ri+1 − ri
− pi,k S

1− τk

ri − ri−1
,

bi
i−1,k = pk,i−1 S

1− τi−1

ri − ri−1
. (2)

The elements ph,k appearing in (2) express the probability that in an encounter be-
tween an h-individual and a k-individual, the one who pays is the h-individual. If the
possibility is admitted that the two individuals do not interact, the ph,k are required
to satisfy 0 ≤ ph,k ≤ 1 and, of course, ph,k + pk,h ≤ 1. Apart from that, they can be
chosen with a certain arbitrariness. The expressions in (2), as well as similar ones in
the following, are defined only for meaningful values of the indices.

We take T i
[hk](x) = Ui

[hk](x)+V i
[hk](x), where the variation density corresponding

to the advancement from a class to the subsequent one, due to the benefit of taxation
is

Ui
[hk](x) =

ph,k Sτk

∑
n
j=1 x j

(
xi−1

ri − ri−1
− xi

ri+1 − ri

)
(3)

and the variation density corresponding to the retrocession from a class to the pre-
ceding one, due to the payment of some tax is

V i
[hk](x) = ph,k Sτk

(
δh,i+1

rh − ri
− δh,i

rh − ri−1

)
∑

n−1
j=1 x j

∑
n
j=1 x j

. (4)

As usual, δh,k denotes the Kronecker delta.
A theorem proved in [4] ensures that, in correspondence to any initial condition

x0 = (x01, . . . ,x0n), for which x0i ≥ 0 for all i ∈Γn and ∑n
i=1 x0i = 1, a unique solution

x(t) = (x1(t), . . . ,xn(t)) of (1) exists, which is defined for all t ∈ [0,+∞), satisfies
x(0) = x0 and also

xi(t) ≥ 0 for i ∈ Γn and
n

∑
i=1

xi(t) = 1 for all t ≥ 0 . (5)

We emphasize that in fact the only meaningful initial data x0 and solutions x(t) are
those with non negative components, whereas the constraint ∑n

i=1 xi0 = 1 simply ex-
presses a normalization. Ultimately, this well-posedness result guarantees that the
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solutions of interest are distribution functions and allows to further simplify the ex-
pressions of the Ui

[hk](x) and V i
[hk](x) in (3) and (4). They become linear in the vari-

ables x j and, accordingly, the right hand sides of the Equations (1) are polynomi-
als containing cubic terms as the highest degree ones. As proven in [4], the scalar
function μ(x) = ∑n

i=1 rixi, expressing the global income and, due to the population
normalization, also the mean income, is a first integral for the system (1).

Due to the fact that the value of n and the parameters rk,τk, ph,k are still to be
fixed, the Equations (1) actually describe a family of models rather than a single
model.

4 A specific model and related income distribution profiles

In order to investigate the long-time behaviour of the solutions of the equations (1),
we have to fix the parameter values. While noticing that in [4,6,7] also other param-
eter choices are discussed, we take here n = 25, and we choose r j = 10 j and

τ j = τmin +
j−1
n−1

(τmax − τmin) (6)

for j ∈ Γn, where τmin = 30% and τmax = 60%. Anyway, we will also mention dif-
ferent choices of r j, τmin and τmax. As for the ph,k’s, we choose

ph,k = (1/4) min{rh,rk}/rn

with the exception of the terms

p1,k = 0 for k ∈ Γn ,

ph,n = 0 for h ∈ Γn ,

ph,1 = (1/2)r1/rn for h ∈ {2, ...,n} ,

p j, j = (1/2)r j/rn for k ∈ {2, ...,n−1} ,

pn,k = (1/2)rk/rn for k ∈ {1, ...,n−1} .

This choice expresses a certain heterogeneity in the saving propensity of individuals
of different classes. We also take S = 1.

The resulting equations are well beyond analytical solutions. But, several simu-
lations give evidence of the facts outlined in the following subparagraphs.

Uniqueness of the asymptotic stationary distribution for any fixed value of μμμ

For any fixed value μ ∈ [r1,rn] of the global income, an equilibrium of (1) – namely
a stationary distribution - exists, which coincides with the asymptotic trend of all
solutions of (1), whose initial conditions x0 = (x01, . . . ,x0n) satisfy x0i ≥ 0 for all
i ∈ Γn, ∑n

i=1 x0i = 1, and ∑n
i=1 rix0i = μ . In other words, a one-parameter family of

asymptotic stationary distributions exists. We stress here that what remains constant
in these stationary distributions is the ratio of individuals in each class and not the
single individuals. Those continue to be susceptible to move from a class to another.
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Dependence of the asymptotic stationary distribution on the difference
between the maximum and the minimum tax rate

It is worthwhile also comparing the output of simulations relative to the model at
hand and others belonging to the same family. We refer here to models in which
n and the parameters rk, ph,k and μ , as well as the formula (6), are as above, but
different values of τmin and τmax are taken. What one observes in these cases is that
the profile of the asymptotic stationary distribution depends on the difference be-
tween the rates respectively applied to the highest and to the lowest income classes.
Specifically, to an increase of the difference τmax − τmin between the maximum and
the minimum tax rates, a growth of the middle classes at the asymptotic equilibrium
corresponds, to the detriment of the poorest and the richest classes (see also [4]).
Also the dependence on the conserved quantity μ might be investigated. Results for
different models can be found in [6].

Emergence of power-law distribution tails

The most intriguing property we want to highlight here is the emergence, for suit-
able values of μ , of a power-law decreasing behaviour in the higher income section
of the asymptotic stationary distributions tails. We emphasize that towards this goal
we restricted attention to initial conditions, i.e. initial distributions of the population,
having the majority of individuals concentrated in lower income classes.4 Of course,
these are the typical situations occurring in real world societies.

To give an overall picture, the asymptotic stationary distributions exhibit, for suit-
able values of μ , the following patterns: the density of the low income classes is
smaller than for the low-medium classes, the maximal density is achieved by the
low-medium classes and the density progressively decreases for the higher income
classes, according to a power-law. The reason of interest of this output is that it is
known since Pareto discovered it more than a century ago, and it’s also confirmed by
recent empirical data, see e.g. [10], that in several different countries and in different
times, the high-end of the income distributions follow a power-law.

The power-law behaviour of a function f (x) = cx−α is equivalently expressed by
the equation ln f (x) = lnc−α lnx. Therefore, if the distribution tail exhibits such a
behaviour, in the log-log plot in the variables x and f a straight line must be seen.
The number β = α −1 is known as Pareto index and was assessed by Pareto itself
to be approximately equal to 1.5. More generally, β was observed to take values
between 1 and 2.

We observe here that a power-law tail would be more clearly distinguished in
correspondence to an income range of at least two magnitude orders. In this con-
nection, we also investigated, besides linear class incomes, incomes which increase
exponentially as ri = c(1,67)i for some positive constant c. The basis 1.67 is cho-
sen in such a way as to obtain an income increase by a factor 100 when the class
index i increases by 9 (the tail of the distribution can be taken as the part relative to

4 Since the number of individuals is constant in time and only a finite number of income classes is
scheduled, if a tail is expected in the asymptotic distribution, the global income cannot be too high.
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Fig. 1 In each of the two rows in the figure, the panels on the left show the histograms correspond-
ing to an asymptotic stationary distribution, and those on the right display the log-log plots of the
right part of the distributions. We warn that the histograms are scaled differently from panel to
panel

the classes from i = 16 to i = 25). A rescaling of the discrete distribution function xi

is then necessary. In this case, the rescaling factor turns out to be proportional to the
reciprocal income r−1

i , so that that a power law tail maintains, after rescaling, the
power-law form, with a Pareto index equal to the index of the xi augmented by 1.

As a sample among many similar ones, Figure 1 illustrates (a discrete version of)
the power-law behaviour of the asymptotic distributions of the model with τmin =
45% and τmax = 60% for two different values of the global income μ .

We presume that the main ingredient for the power-law tail emergence in our
model is provided by the heterogeneity of the saving propensity of individuals. For
instance, if a transaction between a poor and a rich guy takes place, in general (except
for individuals of the poorest and the richest class) the quantity of money exchanged
is the same, independently of who is paying. Indeed, the effect of the mechanism
described above is the same as if, when trading, both individuals would pay a small
quantity proportional to the income of the poorest of the two. Accordingly, the saving
propensity of rich people is higher. We may conclude that the model entails a kind
of “protection” mechanism, which allows rich people to accumulate money and to
form a “fat” tail. In addition, possibly, also the lack of time-reversal symmetry plays
a role.
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5 A model with tax evasion

In this section we incorporate in the model a partial tax evasion occurrence and an-
alyze the difference, in correspondence to the same initial conditions, between the
asymptotic income distribution curves obtained in the presence of this illegal prac-
tice and the income distribution curves obtained in the presence of tax compliance.

There are in the real world different forms of tax evasion. Here, we restrict our at-
tention to the case in which this illegal practice provides an advantage not only to the
individual who on the occasion of a trade is earning money, but also to the one who
is paying.5 This may happen for example in connection with value added tax (VAT).
The payment of such a tax is largely based upon receipts and invoices. Accordingly,
typical features of the related tax evasion can be summarized as follows.

Let the individual who receives the money, for instance a trader, a professional,
an entrepreneur, and so on, be a k-individual. He may collude with the individual
who is paying him, a h-individual, offering a discount in exchange for the agree-
ment that no issuance of a receipt or invoice will be required. Then, the advantage
for the h-individual consists in the discount, while the advantage for the k-individual
is that, since there is no trace of the transaction, the gain can be concealed from the
tax return and this means tax evasion.

In order to incorporate the occurrence, at least to some extent, of such a behaviour,
we first recall that according to Section 2, in the case of tax compliance, when an
h-individual is supposed to pay an amount of money S to a k-individual, what equiv-
alently happens is that:

• The h-individual pays a quantity S (1− τk) to the k-individual
and he pays to the government a quantity Sτk.

Now, let θk < τk. To fix ideas, we took in particular

θk =
4
5

τk

when running the simulations, on which we are going to report here. Of course, also
this parameter could be variously tuned. The effect of a partial tax evasion can be
produced provided e.g. we postulate that, when an h-individual is supposed to pay
an amount of money S to a k-individual, as a matter of fact:

• The h-individual pays a quantity S (1− (τk +θk)/2) to the k-individual
and he pays to the government a quantity Sθk.

In this way, the h-individual pays less than he should, the k-individual gains in the
end more than he would have done in the tax compliant situation and the government
collects less than it should.

As already announced, our aim here is to compare the asymptotic income distri-
bution curves in the tax compliance case with those in the presence of tax evasion.
Towards this aim, we performed a relevant number of simulations, relative to pairs

5 We are taking into account also other evasion forms in work in progress.



132 M.L. Bertotti and G. Modanese

0.00

0.02

0.04

0.06

0.08

0.00

0.02

0.04

0.06

0.08

�0.004

�0.002

0.000

0.002

0.004

0.006

0.008

0.0

0.1

0.2

0.3

Fig. 2 In the panel on the left in the first row an asymptotic distribution in the presence of tax
compliance is showed; the panel on the right in the first row displays the asymptotic distribution
for the same initial condition in the presence of tax evasion; the histograms in the panel on the left
in the second row express the difference of the fraction of individuals in each class in the cases with
tax evasion and with tax compliance; finally, the histograms in the panel on the right in the second
row represent the percentage of variation in each class of the fraction of individuals when passing
to a tax compliance case to one with tax evasion. The histograms are scaled differently on different
pictures

of cases, the first one comprising tax compliance and the other one with tax evasion,
having the same initial conditions.

The simulations systematically show that the effect of the tax evasion is that there
is an increment in the number of individuals belonging to the poorest classes and the
richest ones at the detriment of the middle classes. It is also of interest to look at the
percentage in each class of the variation of the number of individuals, when passing
from the straight case to the dishonest case. Indeed, the increasing effect in the high
income classes may be observed to be larger for greater income; vice versa, in the
low income classes, it is larger for lower income. Correspondingly: those who ben-
efit from tax evasion are individuals of the richest classes; and the richer they are,
the most they benefit. In contrast, the situation of individuals having low income is
getting worse: many of them even pass to the lowest income class. The four panels
in the Figure 2 illustrate the typical output.

We also point out that the Gini index turns out to be larger when tax evasion is
present. This index provides a well known measure of inequality (in the present con-
text) of income. It can range from the value 0 for complete equality to the value 1
for the maximal inequality. It is obtained based on the Lorenz curve, which plots the
cumulative percentage of the total income of a population (on the y axis) earned by
the bottom percentage of individuals (on the x axis). In comparison with the Lorenz
curve, the line at 45 degrees represents a perfect equality of incomes. The Gini index
is defined as the ratio of the area between the Lorenz curve and the line of perfect
equality and the total area under the line of perfect equality. In the examples in our
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simulations we estimated the Gini index by calculating the area under the Lorenz
curve as a sum of areas of trapezia.

6 Conclusions

We discussed here a framework for the microscopic modelling of a closed trading
market society and for the description of the processes of taxation and redistribution.
We focused our attention on a prototype-model (and some variations of it) and for
that model we examined the emergence, starting from different sets of initial condi-
tions, of the income distribution curve. In particular, we investigated the effect on
this curve of tax evasion. The specific model we built is certainly rudimentary; how-
ever, it apparently captures some relevant ingredients of the problem. In a nutshell, it
produces income profiles with fat tails as in the real world, and it is in agreement with
the belief that a fair fiscal policy and individual correctness are effective tools for
the overcoming of social inequalities. Beyond this particular model, we emphasize
that our primary goal was to build a general frame suitable to establish the corre-
spondence between microscopic interactions and macroscopic patterns and to lead
to qualitatively reasonable results.

Before concluding, we just like to add a couple of remarks.
Plainly, the strategy of admitting a finite number of income classes entails the

introduction of some unnatural constraint in the problem. But, we think that in an
application-oriented perspective it is not so out of place: typically, in reports and
studies concerning real world populations, income distributions are not infinitely
extended, and often they are described by a finite number of income bins. Besides,
statements concerning the power law decreasing behaviour are not to be intended in
a strictly analytical way.

When running simulations for models defined by different choices of the param-
eters ph,k, one immediately realizes that these choices may have a significant effect
on the dynamics of the relative systems. And as a matter of fact, the choice of the ph,k

is characterised by a high degree of arbitrariness. This point deserves a deeper ex-
ploration: a calibration of these and other parameters more related to empirical data
is in order.

Somehow related is the problem of defining a network of connections. Of course,
frequency encounter rates between individuals of any given class with individuals
of another given class can be easily introduced. Instead, the models designed within
the framework at hand do not seem to be suitable to be equipped with networks hav-
ing single individuals as nodes: all individuals of a same class are considered to be
equivalent as far as their interaction behaviour with other individuals is concerned.

There are henceforth a number of further aspects and directions towards which
the investigation can be addressed. Among several ones motivated by an interest
of applicative nature, also the challenge of constructing analytical proofs of certain
computationally evident facts is attractive and stimulating.
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Climate as a Complex Dynamical System

Antonello Provenzale

Abstract Climate is a complex dynamical system, whose understanding is a fasci-
nating scientific challenge which has crucial implications on our society. Like any
science, the study of climate is based on data, measurements and experiments, and
requires the development of analysis and modeling tools to build a coherent view
of climate and its variability. In such a framework, the role of Mathematics and of
mathematical developments is essential. In the present contribution, I discuss the hi-
erarchy of climate models, mentioning both the progress of the last thirty years, the
role of mathematical approaches, and the many open questions which still need to
be clarified. The need for a coherent theory of climate is advocated, as a world-wide
effort to understand this fascinating manifestation of Planet Earth.

1 Planetary climates

The climate of our planet varies on all time and space scales, and the Earth has under-
gone periods which were much warmer than today (by 10 degrees Kelvin and more),
as well as times when it was definitely colder – and maybe covered with extensive
ice sheets as during the so-called Snowball Earth episodes. On the other hand, the
climate of our planet is also remarkably stable, and – till now – it did not push the
Earth into a final frozen state or into Venus-like conditions with surface tempera-
tures of several hundred centigrades. Stability and variability (in a limited interval):
these are, probably, the two most intriguing characteristics of the Earth’s climate.
Stability, in particular, is the characteristics that allows for the presence of complex
life, and – possibly – is at least partially a product of the presence of life [19].

The climate of our planet is a complex and complicated systems: it is compli-
cated because it is composed of many different sub-systems (atmosphere, ocean,
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cryosphere, soil, biosphere, and more recently anthroposphere), and it is complex
because these different components interact with each other in a nonlinear way, on
several space and time scales, and create many positive and negative feedback loops
which can amplify or moderate perturbations [24,25]. In addition, Earth’s climate is
subject to external forces, which also vary in space and time and induce changes to
which climate often responds in a nonlinear way.

The driving force of climate is solar radiation, without which there would be no
climate at all. Solar energy warms the planet surface, which re-emits infrared radia-
tion until an equilibrium is reached. Using the first law of Thermodynamics and the
Stefan-Boltzmann law, we can equate the incoming and outgoing energy fluxes and
obtain the surface temperature of the planet. Since the Earth is spherical and rotates
on itself, by averaging over one rotation period (that is, one day) we obtain

S(1−A)/4 = σT 4, (1)

where T is the surface temperature of the planet in Kelvin, S = 1367 W m−2 (on
average) is the solar constant, σ =5.67 ·10−8 W m−2 K−4 is the Stefan-Boltzmann
constant, and the factor 1/4 is the ratio between the cross section of the Earth (πR2

where R is the Earth’s radius) and the surface over which the heat is distributed
(4πR2). The parameter A is the albedo of the planet, that is, the fraction of solar en-
ergy which is reflected without entering the thermal machinery of planetary climate
(for the Earth as a whole, A ≈ 0.3). The simple equation written above provides, for
our planet, a value of about -18 degree Celsius, very different from the true average
temperature of the planetary surface, which is about 15 degree Celsius.

The reason for this discrepancy is that the Earth’s atmosphere is capable of par-
tially absorbing the outgoing infrared radiation (while it is largely transparent to the
incoming visible radiation), generating a greenhouse effect. The absorbed infrared
radiation is re-emitted and about half of the re-emitted radiation reaches the planet
surface, making it warmer than predicted by equation (1), while the upper portion of
the atmosphere becomes cooler. Planets without an atmosphere would not have any
greenhouse effect, and equation (1) would produce the correct surface temperature.

The fact that the Earth is spherical then generates a non-uniform distribution of
solar heating on the planet surface: in our case, with the axis of rotation almost per-
pendicular to the planetary orbit, the polar regions receive less energy than the equa-
torial regions. On a planet without fluid envelopes (that is, ocean or atmosphere), this
would generate strong temperature differences between the Equator and the Poles,
and there would be a local balance between incoming and outgoing radiation. On
Earth, however, there are fluids which can move and transport heat from the equa-
torial regions to the Poles, leading to a weaker temperature difference across lat-
itudes. This differential heating is at the very heart of the climate system: almost
all fluid motions in the atmosphere and the ocean (except tides and geothermally-
induced motions) are driven, one way or another, by the differential solar heating of
the planet. Clearly, the existence of a fluid envelope is a crucial ingredient to have
climate dynamics at all.

The amount of solar radiation reaching the Earth’s surface varies with time. The
fact that the Earth rotates rapidly with respect to its orbital period allows for ex-
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posing the whole planetary surface to solar radiation over one day (climate would
be very different for a tidally-locked planet). Thus, for most climatic purposes we
can average the incoming solar radiation over one day and ignore the insolation dif-
ferences between night and day. Then, the fact that the rotation axis is not exactly
perpendicular to the orbital plane introduces a seasonal modulation in the amount of
solar radiation received at different latitudes, which has important consequences on
climate. On much longer time scales, the variations in the Earth’s orbital parameters
induce slight variations in the amount and distribution of solar radiation reaching
the planet, with potential implications on long-term climatic variations such as the
alternance between glacial and interglacial periods [20].

The amount of energy emitted by the Sun could also vary in time (albeit recent
measurements indicate a very weak variation during the 11-yr solar cycle), and so
does also the chemical composition of the atmosphere. Large volcanic eruptions can
emit huge quantities of aerosols in the atmosphere, which can reflect solar radiation
and have a cooling effect on climate. In the last 150 years, human activities have
modified the composition of the atmosphere, with the emission of large amounts
of carbon dioxide and methane (gases with significant greenhouse effect), as well as
with the emission of aerosols (which, depending on composition and color, can have
a cooling or warming effect) and changes in the surface properties and land use. All
these anthropic effects represent a new forcing factor for the climate of our planet.

External forcing, however, is not the whole story. Climate varies owing to its
internal dynamics and to the interactions between its different components. Most
climatic processes are nonlinear and can generate multiple equilibria, oscillations,
and chaotic behavior. The atmosphere, by itself, can generate a complex dynamics
on relatively short time scales (from days to years), including the vagaries of weather
and the rich structure of planetary circulations. Even planets with a thin atmosphere
and no ocean (such as Mars) have violent and extremely interesting atmospheric
dynamics.

On longer time scales, the role of the ocean becomes essential, and the interactions
between the atmosphere and the ocean generate new and complicated phenomena.
The El Nino – Southern Oscillation (ENSO) is one example, as well as the interplay
of the atmospheric circulation with the wind-driven ocean circulation (and the deeper
density-driven, or thermohaline, ocean circulation). Changes in the cryosphere (ice
sheets, glaciers, snow cover, permafrost), in the vegetation and in land cover are all
primary players in the great game of climate variability.

As a conceptual example of climatic feedbacks, we can mention the Charney
mechanism [5], which produces multiple equilibria in semi-arid environments, as a
consequence of the interplay between precipitation and vegetation. Suppose that in
a dry environment, where vegetation is water-limited, a perturbation in land cover
reduces the amount of vegetation. As a result, more soil (sand) will be exposed,
and the albedo of the surface will increase: usually, the soil has higher albedo than
vegetation. Thus, more solar radiation will be reflected and the surface will become
cooler, and so will become the lower atmospheric layers which are in contact with the
surface. The atmospheric column will thus become more stable, and less convection
will ensue. Since convection is one of the basic atmospheric processes leading to pre-
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cipitation, the reduction of convection will imply a reduction in precipitation, with
a further negative effect on vegetation. A simple model of this mechanism indicates
that two possible stable states emerge, corresponding respectively to a vegetated
state and to bare soil conditions [4].

Of course, things are more complicated than this simple example: in addition to
the vegetation-albedo feedback, a reduction in vegetation implies a lower moisture
(and latent heat) flux from the surface to the atmosphere, a fact which further con-
tributes to the stabilization of the atmospheric column [9]. In many instances, the
reduction in latent heat flux is probably more important than the albedo change [1].
The reduction in precipitation, then, is often associated with a change in the pres-
sure distribution over large areas, with a corresponding modification in the regional
atmospheric circulation and monsoon dynamics [6].

In such a complex system, it is not easy to foresee what will be the response to
a perturbation in the external forcings: some feedback mechanisms can amplify in
unexpected ways the original disturbance, while others can reduce its effects. To try
to disentangle the workings of the climate system, we need to develop mathematical
descriptions, or models, of climate and its components.

2 The mathematics of climate

Science is based on data, observations, and experiments, and climate science is no
exception. In the last thirty years, our understanding of climate has greatly advanced,
mainly thanks to extended measurement networks which include ground data, atmo-
spheric soundings, oceanic measurements and satellite observations. Data are con-
tinuously collected, and – in many instances – they are made available to the whole
scientific community and to citizens following an ”open data” view. Data, however,
need to be managed, analyzed and used to develop, validate and falsify theories and
models. And as often happens in science, models and theories are framed in a math-
ematical language.

To build a climate model, we are forced to simplify the problem and decide what
is important and should be kept in the model, and what could be, at least temporar-
ily, discarded. This distinction is by no means universal, and the choice depends on
the type of problem we want to tackle. In principle, all processes are important, and
we should describe the dynamics of individual thunderstorms together with the slow
variations of the Earth’s orbital parameter. Such an approach is unfeasible and prob-
ably not even useful: instead of a brute-force approach where we put everything in
the same pot, it is more interesting to develop a hierarchy of models and descrip-
tions, trying to address specific problems and understand what are the causes of a
given behaviour.

Traditionally, climate models have been divided in a sort of hierarchy, from the
simplest to the most complex, with different purposes and different types of simpli-
fications [22].
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Process (or conceptual) models, based on explicit formulations and simplified de-
scriptions, aim at addressing specific questions and feedback mechanisms, such as
the Charney mechanism described above or the ice-albedo feedback [15]. Among
these models, the so-called Energy Balance Models have a long history [21], and
can be used to study issues such as paleoclimatic variability on long time scales or
extreme climatic conditions [14] and, more recently, the climate of planets outside
the Solar System [27, 30, 32]. These models usually consider only one spatial di-
mension along latitude, or even reduce the whole planet to a single homogeneous
element (box) with no internal spatial dependence.

Alternatively, one can develop simplified models for the vertical structure of the
atmosphere, the so-called radiative-convective models [29], to study processes as-
sociated with absorption and re-emission of infrared radiation in the atmospheric
column. Other models try to describe the multiple states of the thermohaline cir-
culation [28], the alternation between glacials and interglacials [16, 23], the inter-
action between the atmosphere and the ocean in the ENSO phenomenon [18], and
the interaction between the atmosphere and the vegetation [8]. All these models are
amenable to serious mathematical analysis, and often are formidable tools to learn –
and teach – the fundamental processes of climate dynamics. Of course, they have
an extremely limited ability to produce detailed climate predictions, and should be
intended mainly as research and understanding tools.

At the other end of the spectrum, Global Climate Models (GCMs) are based on
our current best knowledge of the climate system [31]. Such models try to include
“all that we know” about climate, and aim at producing reliable climate projections
for future decades. A lot of effort and energy has been spent in order to build, validate
and improve GCMs, and the last thirty years have witnessed a significant progress in
our ability to realistically model climate, its variability and its response to changes
in the external forcing. Such models are usually extremely heavy, require large com-
puting power and enormous storage to be run, and – a somehow disturbing aspect –
are so complicated that usually no single person knows the whole model: each re-
search group works on a specific aspect, and the final model is built by patching to-
gether the different components. In the last years, some of the big GCM source codes
have become publicly available, and the model themselves are to be considered as
community models. This is the case, for example, for the “EC-Earth” Earth System
Model [17], which is maintained by a European Consortium which includes several
countries and more than twenty research institutions (see http://ecearth.knmi.nl/).

Of course, nothing is perfect under the sky, and Global Climate Models are no
exception. For example, their spatial resolution is usually of the order of 50-100
km, and all processes below this scale cannot be directly resolved. Thunderstorms,
surface inhomogeneities, steep orography, cloud physics, and precipitation intermit-
tency, just to name a few, are not directly seen by the GCMs. Instead, these processes
are ”parameterized”: their small-scale dynamics is implicitly described in terms of
the large-scale properties, that is, the small-scale (fast) variability is slaved to the
large-scale (slow) modes. Sometimes this procedure works well, sometimes it does
not, and it is not easy to know in advance when it provides acceptable results. Here,
we enter the realm of turbulence, turbulent convection, land-vegetation-atmosphere
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interaction and microphysics, and there is room for a lot of work on fundamental as-
pects of process interaction across multiple scales and on the development of more
motivated parameterization schemes [26]. And, even, for addressing the question of
whether parameterization is always possible.

Besides the issue of parameterization, GCMs also have to cope with poorly un-
derstood phenomena, which are described by empirical laws: while the equations
for the large-scale motions in the atmosphere and the ocean are reasonably known,
our current description of vegetation dynamics is rather coarse, and many basic pro-
cesses in land-atmosphere interaction are treated only empirically.

Somewhere in between process models and GCMs, one finds the so-called
Earth System Models of Intermediate Complexity (EMICs), which are a sort of
stripped-down version of Global Climate Models, with simplified parameteriza-
tions, and can be run on local workstations [7]. One notable example is the
Planet Simulator developed at the University of Hamburg (http://www.mi.uni-
hamburg.de/index.php?id=216), which is used to study the climate of the Earth,
Mars, and Titan, and to explore different aspects of climate-biosphere interactions
[10, 13]. EMICs are complicated, but they can be managed and understood by indi-
vidual researchers or by small research groups. Their predictive ability is probably
more limited than that of the big GCMs, but they can describe several processes at
once and can be used to explore a large variety of climatic conditions. Depending
upon the point of view, one can consider EMICs as a more complicated version of
conceptual models, and use them to explore process interactions and extreme cli-
matic conditions. Alternatively, one can see EMICs as simplified GCMs which run
faster and require less computing power, and use them to obtain long paleoclimatic
simulations or an ensemble of many different realizations of climate variability un-
der a specified external forcing. Also EMICs have several drawbacks, but they are
probably the best ground where climate scientists, fluid dynamicists and mathemati-
cians can interact with reciprocal satisfaction, as illustrated, for example, by many
interesting results on the bifurcation analysis of oceanic flows [11].

3 Towards a theory of climate

In the last thirty years, we have learned a lot about climate, thanks mainly to new and
extensive measurements and to the efforts spent in developing detailed descriptions
of many climatic processes. As a result, the scientific community has now developed
powerful modeling tools which include process models, EMICs, and Global and
Regional Climate Models. The progress and success of climate modeling is huge,
and we are now able to produce reliable projections for the climate of the coming
decades, at least on continental and possibly regional scales. What clearly emerges is
that the continuous emission of greenhouse gases is leading to a further temperature
increase, continuing and perhaps emphasizing the warming trend which is evident
from the data of the last 150 years. Thus, both mitigation and adaptation policies
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are necessary, and they should be discussed and evaluated in front of cost-benefit
balances without hesitation.

However, it would be a capital mistake to think that we have had enough science,
and now we only need to run the models on larger and larger computers to know
what will happen in the coming decades. Climate still has many aspects which are
poorly understood, including the role of small-scale processes and the whole issue
of cross-scale interactions, the dynamics of clouds and of convection, the direct and
indirect effects of aerosols, the role of biospheric processes and many aspects of
ocean-atmosphere exchanges. To address these issues, the whole hierarchy of mod-
eling tools is necessary, as no single approach is a priori preferable, and new ideas
and interpretations should be developed. The hydrological cycle, for example, is one
of the most important components of the climate of our planet, and it has a crucial
impact on our own life. Still, precipitation intensity and variability are poorly repro-
duced by climate models, and a huge effort on further investigating such themes is
required.

While continuing the necessary and fundamental efforts on data collection, stor-
age and analysis, and the development of more sophisticated modeling tools, we also
need to come up with a theory of climate. Such theory should try to put together the
different pieces of the climatic puzzle, addressing the most important open ques-
tions, developing the proper mathematical descriptions, in a world-wide initiative to
understand one of the most fascinating and important manifestations of Planet Earth.
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Periodic Orbits of the N-body Problem with the
Symmetry of Platonic Polyhedra

Giovanni Federico Gronchi

Abstract We review some recently discovered periodic orbits of the N-body prob-
lem [8], whose existence is proved by means of variational methods. These orbits are
minimizers of the Lagrangian action functional in a set of T -periodic loops, equiv-
ariant for the action of a group G and satisfying some topological constraints. Both
the group action and the topological constraints are defined using the symmetry of
Platonic polyhedra.

1 Introduction

The N-body problem is the study of the motion of N particles, regarded as point
masses, which are subject to their mutual gravitational interaction. This problem has
been investigated for a long time and is useful for different purposes, e.g. to study
the stability of the solar system planets, or to predict possible collisions of asteroids
with the Earth.
For N ≥ 3 the problem is not integrable (in the sense of classical Mechanics) and,
even worse, chaoticity phenomena may prevent a reliable computation of the solu-
tions with numerical methods over the desired time span.

The importance of periodic orbits in the study of the N-body problem is well
expressed by the words of Poincaré: ce qui rend ces solutions périodiques aussi
précieuses, c’est qu’elle sont, pour ainsi dire, la seule brèche par où nous puissions
pénétrer dans une place jusqu’ici réputée inabordable [13].
In the literature there are different ways to prove the existence of periodic solutions
of this problem: continuation of known solutions, expansions by series, topological
methods, etc. Here we consider solutions whose existence is proved by means of
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Calculus of Variations. In the last years some new and unexpected periodic orbits
of the N-body problem have been found by variational methods; one of these is the
’figure eight’ [4,14], where three equal masses follow the same planar, eight-shaped
curve, with the same time law and a shift of 1/3 of the period one after the other. A
motion of this kind is called choreography [17]. For other results on periodic orbits
of the N-body problem see [2, 7, 8] and references therein.
In this short paper we review some of the results in [8], where the symmetry groups
of Platonic polyhedra play a fundamental role.

2 Calculus of variations for periodic orbits

We can choose the units so that the equations of motion of the N-body problem are

miüi = Uui(u), i = 1, . . . ,N, (1)

where m1, . . . ,mN are the masses of the particles and

U(u) = ∑
1≤h<k≤N

mhmk

|uh −uk|
is the potential. The map R � t → u = (u1, . . . ,uN) ∈R3N describes the evolution of
the positions of the N bodies in R3.
We introduce the kinetic energy

K(u̇) =
1
2

N

∑
i=1

mi|u̇i|2.

For a fixed period T > 0 we can give a variational formulation to the search for
periodic orbits of (1): the solutions are stationary points of the Lagrangian action
functional

A (u) =
∫ T

0
K(u̇(t))+U(u(t))dt (2)

on a set of admissible curves. In particular, we can search for periodic solutions
which are minimum points of A .
A natural environment for this problem is the Sobolev space H1

T (R,R3N) of T -peri-
odic loops (i.e. closed curves) in H1, with norm

	u	H1
T

=
(∫ T

0
|u(t)|2 dt +

∫ T

0
|u̇(t)|2 dt

)1/2
,

where u̇ ∈ L2 is the weak derivative of u in H1.
Using the integrals of the center of mass we can assume ∑

N
h=1 mhuh = 0. We intro-

duce the configuration space

X =
{

x = (x1, . . . ,xN) ∈ R3N :
N

∑
h=1

mhxh = 0
}

and consider the loop space Λ = H1
T (R,X ).
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Let E ⊆ Λ be a set of loops. We say that a functional J : Λ → R is coer-
cive on E if limk→∞ J (u(k)) = +∞ for each sequence {u(k)}k∈N ⊂ E such that
limk→∞ 	u(k)	H1

T
= +∞. Standard methods of Calculus of Variations, going back to

Tonelli [18], ensure the existence of minimum points of J in E (the closure of E
in Λ ) provided J is coercive on E.
However, the action functional A is not coercive on the whole space Λ ; we can even
find sequences {u(k)}k∈N ⊂ Λ such that

lim
k→∞

	u(k)	H1
T

= +∞ and lim
k→∞

A (u(k)) = 0.

Another obstruction is that minimizers of A may have collisions: this is a conse-
quence of Sundman’s estimates [1,20], and had already been noted by Poincaré [16]
for the case of three bodies. In fact, if u∗ is a minimizer with collisions, then close
to a collision time tc we have

|u∗(t)| = O(|tc − t|2/3),

therefore the contribution of collisions to the action A is finite.
We can recover coercivity by introducing constraints to the admissible loops. For

example in [10] the author proves that the whole family of isochronous Keplerian
orbits, including degenerate collision-ejection solutions, minimizes the Lagrangian
action of the Kepler problem in the set of T –periodic loops in H1(R,R2) winding
around the center of attraction exactly once, either clockwise or counter–clockwise.
This is a topological constraint and is sufficient to have coercivity.

Another way to obtain coercivity is by symmetry constraints. For example
in [5, 6] the authors restrict the minimization of the action to the maps u(t) ∈ Λ

such that:

u(t +T/2) = −u(t).

In both these examples the trajectories of any sequence {u(k)}k∈N with
limk→∞ 	u(k)	H1

T
= +∞ is such that

lim
k→∞

max
s,t∈R

|u(k)(s)−u(k)(t)| = +∞,

so that the kinetic part of the action diverges:

lim
k→∞

∫ T

0
K(u̇(k)(t))dt = +∞.

A general formulation for the use of symmetry constraints to prove the existence
of periodic orbits is given in [7]. Here the authors restrict the admissible curves to
the set ΛG of loops equivariant with respect to the action of a finite group G on the
space Λ = H1

T (R,X ).
Assume mi = m j for 1 ≤ i < j ≤ N. Consider a finite group G and its three rep-

resentations

τ : G → O(2), ρ : G → O(3), σ : G → ΣN ,
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that are homomorphisms on the orthogonal groups O(2), O(3) and on the symmetric
group ΣN of permutations of N elements. Through τ , ρ , σ we can define an action
of G on the loop space Λ by

G×Λ � (g,u) �→ g ·u ∈ Λ , (g ·u) j(t) := ρ(g)uσ(g−1)( j)(τ(g−1)t)

and an action on the configuration space X by

G×X � (g,x) �→ g · x ∈ X , (g · x) j := ρ(g)xσ(g−1)( j),

for each j = 1 . . .N, t ∈ R. We denote by ΛG the set of G-equivariant loops in Λ :
u ∈ Λ belongs to ΛG if and only if

g ·u(t) = u(t), ∀g ∈ G, ∀t ∈ R.

Moreover, let X G be the set of configurations in X which are fixed by every ele-
ment of G. A necessary and sufficient condition for coercivity (see [7]) is given by

Proposition 1 The Lagrangian action A , restricted to the set of G-equivariant
loops ΛG, is coercive if and only if X G = {0}.

Since X G = {0} if and only if

1
T

∫ T

0
u j(t) dt = 0, j = 1, . . . ,N, (3)

the trajectories of the N particles must share a common center (in the sense of the
integral average). This is a strong constraint to the motion.

We discuss now the problem of collisions. In the literature there are different
methods to show that a minimizer of A is collision-free. We consider two classes
of methods:

i) Level estimates: compute an a priori lower bound a for A (u∗), where u∗ is any
minimizer with collisions, and find an admissible loop v such that

A (v) < a ≤ A (u∗).

ii) Local perturbations: for each minimizer u∗ with collisions find a small admis-
sible perturbation u∗ +ξ such that

A (u∗ +ξ ) < A (u∗).

We recall two results that are useful to define local perturbations. The first is due
to C. Marchal [3]. In the Kepler problem with center of force O the action of the
parabolic collision-ejection arc AOB (going from A to B through O) is greater than
the action of the isochronous direct Keplerian arc joining A with B and, provided
A �= B, it is also greater than the action of the indirect Keplerian arc. If A = B the in-
direct arc does not exist. We can construct local perturbations of collision solutions
using these Keplerian arcs combined with a blow–up technique (see [7]).

The second result is also based on an idea by Marchal [3, 12], and has been later
generalized in [7]. Consider a family of admissible perturbations uσ , parametrized
by the directions σ spanning the whole unit sphere S2. If the integral average
1

4π

∫
S2 A (uσ )dσ of the values of the action over S2 is less than A (u∗), then there

exists a perturbation with lower action than u∗, even if we cannot exhibit it explicitly.
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3 Platonic polyhedra and orbits with symmetry and topological
constraints

We present some of the results in [8], where new periodic orbits of the N-body prob-
lem with the symmetry of Platonic polyhedra have been introduced.
The symmetry of Platonic polyhedra was already associated to the motion of celes-
tial bodies by J. Kepler at the end of the XVI century [11].

Let R ∈ {T ,O,I }, where T ,O,I are the rotation groups of tetrahedron, octa-
hedron, icosahedron. Hexahedron and dodecahedron have the same rotation group as
octahedron and icosahedron respectively. We set N = |R| and assume mi = m j = 1
for i, j = 1, . . . ,N.
We restrict the Lagrangian action to open cones

K = {u ∈ H1
T (R,X ) : u satisfies (a),(b)}

where:

(a) The motion u j of the j-th particle is determined by the motion u1 of the first
particle (that we call generating particle) through the relation

u j = R ju1, j ∈ {1, . . . ,N}

with {1, . . . ,N} � j → R j ∈ R a bijection such that R1 = I;
(b) The motion u1 of the generating particle belongs to a given free homotopy class

in R3 \Γ , where
Γ = ∪R∈R\{I}r(R)

with r(R) the rotation axis of R.

Conditions (a), (b) are a symmetry and a topological constraint respectively. The
superposition of these constraints allows us to produce orbits that do not share a
common center, unlike the ones in [7]. Moreover, assuming condition (a) holds, the
set Γ in condition (b) is exactly the set of points where collisions take place, if any.

3.1 Encoding the cones K

We describe two ways to encode the topological constraints defining the cones K .
Let R̃ be the full symmetry group (including reflections) related to R. The reflection
planes induce a tessellation of the unit sphere S2, as in Figure 1, with 2N spherical
triangles. Each vertex of such triangles corresponds to a pole p∈P = Γ ∩S2. Select
one of these triangles, say τ . By a suitable choice of a point q ∈ ∂τ (see Fig. 1) we
can define an Archimedean polyhedron QR , which is the convex hull of the orbit of
q under R, and therefore is strictly related with the symmetry group R. For details
see [8].
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Fig. 1 Tessellation of S2 for R = O and the Archimedean polyhedron QO

We can characterize a cone K by a periodic sequence t = {τk}k∈Z of trian-
gles of the tessellation such that τk+1 shares an edge with τk and τk+1 �= τk−1 for
each k ∈ Z. This sequence is uniquely determined by K up to translations, and
describes the homotopy class of the admissible paths followed by the generating
particle (see Fig. 2, left).

We can also characterize K by a periodic sequence ν = {νk}k∈Z of vertexes of
QR such that the segment [νk,νk+1] is an edge of QR and νk+1 �= νk−1 for each k∈Z.
Also the sequence ν is uniquely determined by K up to translations, and with it we
can construct a piecewise linear loop, joining consecutive vertexes νk with constant
speed, that represents a possible motion of the generating particle (see Fig. 2, right).

Fig. 2 Encoding a cone K . Left: the dashed path on S2 describes the periodic sequence t of trian-
gles of the tessellation. Right: the dashed piecewise linear path describes the corresponding periodic
sequence ν of vertexes of QO
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3.2 Existence of minimizers

We consider cones K ⊂ Λ such that the trajectory of u1 does not wind around one
rotation axis only. In this case we can prove that A |K is coercive (see [8], Pro-
position 4.1).

If A is coercive, standard methods of Calculus of Variations yield the ex-
istence of a minimizer. Let {u(h)}h∈N ⊂ K be a minimizing sequence, i.e.
limh→∞ A (u(h)) = infu∈Λ A (u). Up to subsequences, we can find a constant M > 0
such that A (u(h)) ≤ M for each h ∈ N. We can take M equal to the action of the
piecewise linear loop defined by the sequence ν that characterizes K . Then coer-
civity implies

	u(h)	H1
T
≤C, h ∈ N (4)

for a constant C > 0. Since Λ = H1
T (R,X ) is a reflexive space, there exists a sub-

sequence of {u(h)}h∈N weakly converging to a loop u∗ in Λ . From the bound (4) we
also have

	uh	∞ ≤C, |u(h)(t1)−u(h)(t2)| ≤C|t1 − t2|1/2,

therefore, by the Ascoli-Arzelà theorem, there exists a subsequence of {u(h)}h∈N uni-
formly converging to u∗ on compact sets. Hence u∗ ∈ Λ ∩K , with K the closure
of K in the C0 topology.
Moreover, the action functional A is weakly lower semi-continuous in Λ . In fact, if
{u(h)}h∈N weakly converges to u∗ in Λ , then it converges to u∗ also uniformly (up
to subsequences). By Cauchy-Schwartz inequality we have

liminf
h→∞

	u(h)	2
H1

T
≥ 	u∗	2

H1
T
. (5)

Then relation (5) and the uniform convergence of {u(h)}h∈N imply

liminf
h→∞

∫ T

0
|u̇(h)(t)|2 dt ≥

∫ T

0
|u̇∗(t)|2 dt,

and

lim
h→∞

∫ T

0
U(u(h)(t))dt =

∫ T

0
U(u∗(t))dt,

so that

liminf
h→∞

A (u(h)) ≥ A (u∗).

If {u(h)}h∈N is a minimizing sequence we conclude that the limit u∗ is a minimum
point of A .

There are infinitely many cones K and, therefore, infinitely many minimizers
u∗ ∈ K of A |K . However, we are interested only in classical solutions, i.e. in
collision-free minimizers. Next section is devoted to the exclusion of collisions for
minimizers in some particular classes of cones K .
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3.3 Collisions

Let S be the set of loops with collisions. Since ∂K ⊂ S, a minimizer u∗ has a
collision at t = tc if and only if u∗,1(tc) ∈ Γ .
Due to the topological constraints, the proof that a minimizer u∗ is collision-free
cannot use Marchal’s idea of averaging the action on a sphere [12], nor of averaging
over a circle as in [7]. We shall exclude total collisions by level estimates, and partial
collisions by local perturbations and by a uniqueness result for solutions of a class
of differential equations with singular data.

3.3.1 Total collisions

For some cone K there exist R ∈ R and M > 0 such that the additional symmetry

u1(t +T/M) = Ru1(t), (6)

is compatible with membership to K . We can restrict again the minimization to the
loops in K that fulfill (6). In this case, if the minimizer u∗ has a total collision, then
it has M total collisions per period.
We can estimate the action of u∗ with the action of a homographic collision-ejection
motion, with a minimal central configuration (see Propositions 5.1, 5.4 in [8]). In
this way, if u∗ has M collisions per period, we obtain the a priori estimate

A (u∗) ≥ aR,M := 3
(N

2

)1/3
(πMU0)2/3T 1/3,

where

U0 = min
ρ(u)=1

U(u), ρ(u) =
1√
N

( N

∑
h=1

|uh|2
)1/2

.

Rounded down values of aR,M for T = 1 and for different choices of R, M are given
in Table 1.

Table 1 Lower bounds aR,M for loops with M total collisions (T = 1)

R�
M 1 2 3 4 5

T 132.695 210.640 276.017 / /
O 457.184 725.734 950.981 1152.032 /
I 2296.892 3646.089 4777.728 / 6716.154

For some sequences ν , the action of the related linear piecewise loop v is lower
than aR,M . Therefore, minimizing the action A over the cones K defined by those
sequences ν , with the additional symmetry (6), yields minimizers u∗ without total
collisions.
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Fig. 3 For R = O two sides of different kind are enhanced on the Archimedean polyhedron QO .
The dashed side joins a triangle and a square; the solid side joins two squares

The integrals appearing in this computation can be expressed by means of ele-
mentary functions. Indeed we have to compute a sum of integrals of (at most) two
kinds due to the structure of the potential U and to the symmetry of the Archimedean
polyhedron QR , which has at most two sides of different kind1, see Figure 3. We
obtain the following formula (see [8], Proposition 5.5) for the action of the loop v:

A (v) =
3

2 ·41/3
N�2/3(n1υ1 +n2υ2)2/3T 1/3, (7)

where ni, i = 1,2 are the numbers of sides of the two different kinds in the trajec-
tory of v, � is the length of the sides (assuming the polyhedra are inscribed in the
unit sphere S2) and υi, i = 1,2 are the values of explicitly computable integrals, see
Table 2.

Table 2 Numerical values of �, υ1, υ2

R T O I

� 1.0 0.7149 0.4479
υ1 9.5084 20.3225 53.9904
υ2 9.5084 19.7400 52.5762

3.3.2 Excluding partial collisions

Assume u∗ has a partial collision at time t = tc. Because of the symmetry, the gener-
ating particle must collide on a rotation axis, say r. Actually all the particles collide
in separate clusters, and the number of particles in each colliding cluster is the or-
der oC of the maximal cyclic subgroup C of rotations around r in R. We can also
assume that collisions are isolated in time [2, 7].

1 Indeed for R = T all sides are of the same kind.
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The motion of the generating particle t → u∗,1(t), colliding on r at t = tc, satisfies
an equation of the form

ẅ = α
(Rπ − I)w
|(Rπ − I)w|3 +V1(w) , α =

oC −1

∑
j=1

1

sin
( jπ
oC

) , (8)

where Rπ is the rotation of π around the axis r and V1(w) is a smooth function.
Assume tc=0 and let w : (0, t̄) → R3 be a maximal solution of (8) with

limt→0+ w(t) = 0 . Then there exists b ∈ R and a unit vector n+, with n+ ⊥ r, such
that

lim
t→0+

ẇ(t)+Rπ ẇ(t)
2

= ber, lim
t→0+

w(t)
|w(t)| = n+ . (9)

The vector n+ corresponds to the ejection limit direction. This singularity can be
regarded asymptotically as a parabolic binary collision. In fact we can perform a
blow-up [7], [19] by considering the rescaled functions

wλ : [0,1] → R3, wλ (τ) = λ 2/3w(τ/λ ),

with λ > 1/t̄. The family of functions {wλ}λ converges uniformly in [0,1], as
λ → +∞, to the parabolic ejection motion

sα(τ)n+, sα(τ) = (33/2/2)α1/3τ1/3.

Analogous statements hold assuming limt→0− w(t) = 0, with a unit vector n−, n− ⊥ r
corresponding to the collision limit direction.

We say that a cone K is simple if the corresponding sequence t does not contain
a string τk . . .τk+2o such that

2o⋂
j=0

τk+ j = p,

where p ∈ S2 is the pole of some rotation R ∈ R \{I} and o is the order of p.

Given a minimizing sequence {u(h)}h∈N we can assume that each loop u(h)
1 , de-

scribing the motion of the generating particle, when projected on S2, crosses the
minimum number of triangles τk in a period (see [8], Proposition 4.4).
If the minimizer u∗, which is the limit of such a sequence, is such that u∗,1 has a colli-
sion on the axis r at time t = tc, then we can define a collision angle θ that represents
the angle between the incoming and outcoming asymptotic directions n+, n−, taking
into account the complexity of trajectories in the minimizing sequence (this allows
for example to distinguish between cases with θ = 0 and θ = 2π). Let or be the order
of the maximal cyclic group related to the collision axis r. If K is simple we have

− π

or
≤ θ ≤ 2π.

If θ �= 2π we can exclude partial collisions by local perturbations, that are con-
structed with direct or indirect arcs, and with the blow-up technique (see [8], Propo-
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sition 5.8). If θ = 2π we have:

i) n+ = n−.
ii) The plane πr,n generated by r, n = n± is fixed by some reflection R̃ ∈ R̃.

In this case we cannot exclude the singularity by choosing between direct and indi-
rect arc, because the indirect arc is not available. To exclude these kind of collisions
we use the following uniqueness result (see [8], Proposition 5.9) for solutions of
Equation (8) with singular initial data.

Proposition 2 Let wi : (0, t̄i) → R3, t̄i > 0, i = 1,2 be two maximal solutions of (8)
such that limt→0+ wi(t) = 0. If hi, bi, ni, i = 1,2 are the corresponding values of the
energy, and the values of b and n+ given by (9), then

h1 = h2 ,b1 = b2 ,n1 = n2 implies t̄1 = t̄2 ,w1 = w2 .

As a consequence, using the symmetry of the potential U , we have

Corollary 1 Let w : (0, t̄) → R3 be a maximal ejection solution of (8) and n+ =
limt→0+

w(t)
|w(t)| . Assume the plane πr,n+ generated by r,n+ is fixed by some reflection

R̃ in R̃. Then
w(t) ∈ πr,n+ , ∀t ∈ (0, t̄) .

A similar result holds for collision solutions w : (−t̄,0) → R3.
We can assume that all partial collisions of the generating particle satisfy condi-

tions i), ii) above. Indeed different kinds of collisions are excluded by local pertur-
bations. From Proposition 2 and Corollary 1 the generating particle must move on
a reflection plane, between two rotation axes. This contradicts membership to K ,
except for particular topological constraints, defined by sequences ν winding around
two axes only.
We conclude that, provided the cone K is simple, and the related sequence ν does
not wind around one axis, nor two axes only, then minimizing the action A in K
yields loops u∗ free of partial collisions.

3.4 Main results

For R ∈ {T ,O,I } we can list a number of periodic sequences ν , determined by
the elements νk, k = 0, . . . ,κν with κν the minimal period of ν , such that there exists
a T -periodic solution of the N-body problem in the same free homotopy class of ν

(see [8], Theorem 4.1). For example, assuming R = O , we can consider

ν ≡ [5,1,16,10,3,8,18,7,20,23,14,11,5],

where the numbering of vertexes of QO is given in Figure 4. This sequence corre-
sponds to the paths in Figure 2.
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Fig. 4 The Archimedean polyhedron QO with numbered vertexes

Assume T = 1 and let K be the cone associated to ν . The loops in K do not
wind around one axis only, therefore the action A restricted to K is coercive and
we can find a minimizer u∗ of A |K .
From the structure of ν we can restrict the minimization to the loops satisfying (6),
with M = 4. Then by Table 1 we have

aR,M ≈ 1152.

Now consider the linear piecewise loop v defined by ν , with the same velocity on
each linear path. Referring to the notation of relation (7) we have n1 = 8, n2 = 4, so
that by Table 2 we obtain

A (v) ≈ 703.2 < aR,M,

so that u∗ does not have total collisions.
Moreover, K is simple and ν does not wind around two axes only, therefore we

can exclude also partial collisions.
By Palais’ principle of symmetric criticality [15] we conclude that the minimizer u∗
is actually a critical point of the unconstrained action functional.
Finally, using the theory of elliptic regularity we conclude that u∗ is a smooth peri-
odic solution of the N-body problem.

An interesting feature of this orbit is that the particles do not share a common
center, i.e. relation (3) does not hold. This is a consequence of Theorem 4.2 in [8],
implying that the projection of a collision-free minimizer u∗ ∈K on the unit sphere
S2 crosses the minimum number of triangles compatible with membership to K ,
i.e. the same triangles in the sequence t that defines K (see Fig. 2, left).

In Figure 5 we sketch the motion of the N = 24 particles. The dashed hexahedron
is used as reference for the symmetry. The bodies may be divided into 6 groups of 4
particles, each group following a choreography. The path of one of these choreogra-
phies is enhanced.

Some movies with this and similar orbits can be found at the website [9].
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Fig. 5 Periodic motion of the N = 24 particles
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Abstract Future Internet will be composed by a tremendous number of potentially
interconnected people and devices, offering a variety of services, applications and
communication opportunities. In particular, short-range wireless communications,
which are available on almost all portable devices, will enable the formation of the
largest cloud of interconnected, smart computing devices mankind has ever dreamed
about: the Proximate Internet. In this paper, we consider superprocesses, more specif-
ically super Brownian motion, as a suitable mathematical model to analyse a basic
problem of information dissemination arising in the context of Proximate Internet.
The proposed model provides a promising analytical framework to both study the-
oretical properties related to the information dissemination process and to devise
efficient and reliable simulation schemes for very large systems.
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1 Introduction

So many events had a significant impact on our life in these last 50 years that it can
be difficult to narrow it down to a few. Flights have restricted our perception of dis-
tances, radio and television have made people aware of facts and news, dangerous
illnesses have disappeared thanks to vaccines while new antibiotics have helped the
recovery from many dangerous diseases, medicine has decreased childhood mor-
tality in many countries. The list could continue but we focus here on one of the
most sudden events of our last thirty years that impacts our daily life everywhere:
the advent of the Internet. More than one billion people on Earth use the Internet
nowadays.

Due to the importance of the Internet for our planet development, in Section 2 we
briefly list some important facts about it and its diffusion. Then in the same section
we present the past and the future role that wireless technology played and will play
for the development of possible future services of the Internet.

Next, we move to the problem considered in this paper, i.e., the dissemination of
information in large, disconnected mobile ad-hoc networks [28]. Such networks will
arise naturally in a possible Future Internet scenario, where an increasing number
of users carrying existing and novel wireless devices (smartphones, tablets, laptops,
smartwatches, smartglasses, etc.) will form the so-called Proximate Internet, i.e., the
largest cloud of interconnected, smart computing devices mankind has ever dreamed
about. In the Proximate Internet, users will be able to directly communicate among
themselves exploiting short-range radio communications, enabling a variety of in-
teresting applications, and making the search and distribution of information much
more efficient (in terms of spectrum usage, energy and monetary costs for the users)
than traditional (cellular) networks.

In this scenario, information spreads among the wireless nodes in an epidemic
fashion, i.e., like an infection in a human population. Hence mathematical models
developed for epidemiology can be applied, after properly adapting them to our spe-
cific context. Indeed, users carrying wireless devices are typically in motion over
a certain area (e.g., a city), and they can communicate with other devices within
a limited communication range. Hence the epidemic model must account for these
fundamental features.

The availability of mathematical models is of paramount importance to under-
stand and design future applications running in the Proximate Internet. For example,
models can predict the information dissemination speed, and thus the delays incurred
to reach far-away users, and the efficiency of the dissemination in terms of area cov-
erage, as function of a variety of system parameters.

The rest of the paper is organized as follows. In Section 2 we start with a gen-
eral introduction to the topic of mathematical modelling of the Internet. In Section 3
we provide a high-level description of the specific scenario of wireless content dis-
tribution that we consider in our work, before going into technical details. In Sec-
tion 4, we introduce some necessary background to the mathematical tools adopted
in our model. In particular, we briefly recall how to relate the discrete space and time
branching process, i.e. the Galton–Watson model, with its continuous time counter-
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part, i.e. the continuous space branching process. Then we add to each particle of
the branching model a movement mechanism and we introduce the resulting super
Brownian motion as a measure valued process suitable to describe the information
dissemination in a wireless cloud. For each of these processes we recall those prop-
erties which are most significant for our modeling purposes.

In Section 5 we present our model as an instance of super Brownian motion, ex-
plaining why this representation provides a much powerful performance evaluation
methodology than traditional detailed simulations. We conclude with directions of
future research and a with a detailed reference section which can be a helpful tool
for the interested reader.

2 Internet, Planet Earth and Mathematics

It is impressive to realize that the Internet has existed for a so short period cosider-
ing how strongly it changed the life on our Planet and the speed of its penetration
worldwide. In Figures 1 and 2 we illustrate the growth and the current presence of
the Internet in Europe. The Internet is also a formidable tool for the evolution of
underdeveloped countries where it allows the diffusion of books and culture as well
as to give long distance medical support to people living in unreachable areas of our
planet. The list of the changes determined in everyday life is incredibly long and
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this short contribution is not the place where to discuss such important political and
social events.

We prefer to just provide an example taken from our everyday experience as
mathematical researchers, that clearly shows the fundamental role played by the In-
ternet. The oldest between us still have memory of the incredible waste of time re-
lated with any bibliographic research less then twenty years ago. Youngest have
never spent hours in a department library consulting books of Mathematical Re-
views, writing down the references and then moving to look for the suggested jour-
nals, climbing ladders and moving heavy volumes up and down. Now we simply
Google the title or the subject of the paper eventually using Mathematical Reviews
online. When we recognize the title of an interesting paper a further click miracu-
lously let it appear on our screen. Going further, who has never checked the definition
of some mathematical object on Wikipedia for a fast suggestion?

The evolution of the Internet is so fast that we get immediately used to any change
and we finally disregard principia allowing the creation of these new tools. However
the improvements of the Internet are often related with mathematical results since its
first appearance. To cite a famous example we recall that the first network between
computers was made possible by Kleinrock with his mathematical theory of packet
networks, the technology underlying today’s Internet [30]. A more recent example
is the mathematical work of [8] underlying the algorithms of Google search engine
(many mathematicians are still working on their improvements).

The Internet is also a source of new questions of high mathematical interest. To
give a couple of examples, let us think to the preferential attachment phenomenon. In
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the Internet, preferential attachment makes nodes (that can represent either routers,
or web pages, or people in social networks) with higher degree to have stronger
ability to grab links added to the network. It is well known that preferential attach-
ment generates scale-free networks, i.e. networks whose degree distribution follows
a power law, at least asymptotically [4,11,21]. Various analytical results are known
for this model but, for example, its clustering coefficient is only numerically known
and its analytical expression is still an open problem.

Many other examples of open mathematical problems could be cited, determined
for example by congestion problems and transmission optimization [49].

We can pursue different philosophies to deal with fundamental problems related
to the current and future Internet which translates into different needs for mathemat-
ical models and analyses. Next generation Internet involves different topics that can
be roughly classified under the primary networking function to which they are re-
lated: routing, management and control (centralized or scalable), security (additional
overlap or part of the architecture), challenged network environments (continuously
connected–intermittent connectivity; tools for connectivity), content delivery (ro-
bust and scalable methods) are a possible classification of the involved topics.

Furthermore, each of these subjects can be studied both under the so called clean-
slate paradigm or as corrections and improvements of present situation. The clean-
slate design is the philosophy adopted by a project started at Stanford University1,
based on the belief that the current Internet has significant deficiencies that need to
be solved before trying to improve future features of our global communication in-
frastructure. The basic idea is to explore what kind of Internet we would design if we
were to start from scratch, with 20–30 years of hindsight. In this framework many
interesting mathematical problems arise. A good example coming from the area of
network security are the so called adaptive resilient hosts, based on the general idea
that a system should adapt to attacks by changing process code, perhaps also limit-
ing services temporarily2. Other typical examples arise in the context of congestion
control algorithms [1]. On the other hand, many studies renounce the clean-slate
approach, and just consider improvements of existing protocols and codes.

Almost invariably, while modelling the Internet, evident difficulties arise both
technically and mathematically, when the focus moves from an isolated problem to
the whole Internet, which is an incredibly complex system whose evolution is not
simply driven by technological factors.

In our work we focus on a specific problem related to the transmission of files
to large populations of users. Hence we recall some basic facts about this topic.
Wireless and wireline digital infrastructure currently coexist to transmit digital and
analog files of data, voice, video, text, image, fax and streaming media. This coex-
istence will grow up in the next future giving rise to new Internet services, day after
day more user-friendly. Due to the growing importance of the wireless technology,
we provide here a brief summary of its history. Wireless transmission has its ori-

1 Clean Slate Program, Stanford University, http://cleanslate.stanford.edu.
2 CRASH – Clean-slate Resilient Adaptive Secure Hosts, Cornell University, http://www.nuprl.org/
crash/introextended.php.
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gins around 1895 when Tesla and Marconi independently developed the wireless
telegraphy but its mathematical foundations date back to 1864 when J.C. Maxwell
mathematically predicted the existence of radio waves. Mathematical results were
then experimentally verified by D.E. Hughes who first transmitted Morse code. After
wireless telegraph in 1900 wireless technology was used to transmit voice over the
first radio and following developments determined the diffusion of radios around
the globe. Then wireless technology did not give rise to new epochal instruments
until the digital age of the Internet in the latter part of the twentieth century, with the
appearance of digital cellular phones, mobile networks, wireless network access and
so on. However the beginning of the Internet was wireline based and only recently
the power of wireless communications has been unleashed.

L. Kleinrock in his paper on the History of Internet and its Flexible Future [31]
recognizes the following five phases through which the Internet will evolve in the
next few years: nomadic computing, smart spaces and smart networks, ubiquitous
computing, platform convergence and intelligent agents. Indeed there is an increas-
ing number of travelling users that requests trouble free Internet services from any
device, any place and any time (nomadic computing). Meanwhile it is no more sci-
ence fiction to think to a cyberspace where intelligent sensors give the alarm in the
presence of sudden health problems of aged people or where we can use voice com-
mands to interact with devices in a room (smart spaces and smart networks). Ubiq-
uitous computing is related with the necessity to have Internet services available
wherever, for example to consult maps or train timetables. As Kleinrock remarks
it is ridiculous to travel with a number of electronic devices: cellular phones, note-
book computers, clocks, microphones, cameras, batteries, chargers. All these devices
should converge in one, equipped with all necessary technologies. Finally, intelligent
agents, i.e., autonomous software modules acting on data, observing trends, carry-
ing out tasks or adapting to the environment, will generate an increasing amount of
traffic that should use wireless channels.

Nowadays wireless technology is becoming absolutely fundamental both to ac-
cess the Internet in the traditional sense and to communicate locally with nearby
users and objects, like sensors and actuators (i.e., the Internet of Things). This evo-
lution is made possible by the increasing popularity of portable devices, and the
availability of a tremendous number of different services and applications enabled
by these devices.

3 Wireless information dissemination: system overview

In our problem, we exploit device-to-device (wireless) communications to distribute
information from one or more sources to a large number of mobile users belonging to
the same cloud (the Proximate Internet). The exploitation of local, short-range com-
munications (using for example WiFi or Bluetooth technology) permits to offload
cellular networks (3G/4G), with significant advantages both for cellular operators
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and for the users, who can obtain almost for free the contents they are interested in
directly from other nearby users.

More specifically, let us focus on a piece of information (an entire file or just a
portion of it), hereinafter called the message, which is initially stored at one or more
nodes (called the seeds). These source nodes might have retrieved the message from
the Internet by other means (i.e., different wired or wireless technologies) or they
can have generated it locally. The message can be transmitted to other nodes inter-
ested in it, but only within a limited communication range, depending on the specific
wireless technology (in the order or a few tens of meters). By so doing, the message
gets replicated in the wireless cloud in an epidemic fashion, reaching more and more
nodes with the passing of time. At the same time, nodes who have already received
the message may stop contributing to the dissemination process, due to several rea-
sons (the application is closed, the wireless interface is switched off, the message is
cancelled from the local memory to make room to other messages, etc). Furthermore,
users can move while carrying their devices, and we assume that the movements are
random and independent from user to user.

Our goal is to define a suitable mathematical framework to model the above mes-
sage replication process in the case of a very large number of users, so that we can
study the dynamics of wireless information dissemination over a large area (like a
big city). The model should be able to estimate basic performance metrics such as:

1. The delay associated to the transfer of the information, as function of the distance
from the source.

2. An index of the achieved city-level coverage, and in particular a measure of the
possible zones that will never be reached by the information.

3. The probability that an uncovered zone will be covered again after a reasonable
delay.

The availability of such a model would be very useful to plan and design applica-
tions exploiting the proximate Internet. For example, it could be used to optimize the
number and locations of the initial seeds, trading off the various costs associated to
bandwidth/energy/memory constraints, according to different objective functions.

4 Mathematical background: super Brownian motion

In this section we present a brief description of the simplest superprocess that can
be defined, arising as a weak limit of standard branching Brownian motions, the
so-called super Brownian motion. In the most basic model of super Brownian mo-
tion we have critical behaviour, branching is quadratic, and jumps are not admitted.
Plainly, more general models of super Brownian motions can be constructed, as we
will see in the following. We start by analyzing the underlying branching structure
and then we will add movement to the model.

Let us therefore first consider separately the branching structure. In practice the
evolution of the number of nodes (i.e., the amount of messages disseminated in the
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network) is governed by continuous state branching processes (CSBPs), introduced
by [24] and studied by various researchers during the past decades (see for exam-
ple [6, 10, 18, 22, 25, 27, 34–36, 38, 40, 42, 48]). In order to understand what a CSBP
is, we start by describing a related discrete time and discrete state space model: the
so-called Galton–Watson process. In general a Galton–Watson process [2,3,23,52]
models the evolution of a population composed by individuals acting independently
and behaving homogeneously. Individuals live for only one generation (one time
step) then they die producing a random number Z of offsprings with a non nega-
tive discrete probability distribution P(Z = z), z ∈ N∪ {0} and with mean value
EZ = ζ < ∞. Let us now write Nm, m ∈N∪{0} for the process counting the number
of individuals in the population at time m. We put N0 = 1 for simplicity (a single
initial progenitor) and write that

Nm+1 =
Nm

∑
j=1

Z j, m ∈ N∪{0}, (1)

where Z j, are independent and identically distributed random variables represent-
ing the random number of offsprings generated by individual j. By means of simple
calculations it can be proven that the mean value ENm = ζ m. The Galton–Watson
process is critical, subcritical or supercritical if ζ = 1, ζ ∈ (0,1) or ζ > 1, respec-
tively. See Figure 3 for an example of a realization of a Galton–Watson counting
process together with the associated underlying tree coding the whole genealogy.
For more information on Galton–Watson and related processes the reader can refer
to the already cited classical o more modern references.

Consider now a Markov process Y x
t , t ≥ 0, taking values in the positive real line,

starting from point x ∈R∪{0} and having right-continuous with left limits (càdlàg)
paths. We refer to [47] or [7] for an introduction to the general theory of Markov
processes. We say that Y x

t satisfies the branching property if

Qt(x+ z, ·) = Qt(x, ·)∗Qt(z, ·), (2)

Fig. 3 A realization of a Galton–Watson counting process (right) with its associated genealogy
tree (left). Births are indicated with circles while deaths are represented by black squares. Here time
is continuous but m = [t]. In this figure it is possible to appreciate how a complete tree is far more
rich in information than its related counting process



Superprocesses as Models for Information Dissemination in the Future Internet 165

where ∗ represents the convolution operator and (Qt)t≥0 is the associated transition
semigroup. This can be defined by its Laplace transform as

Eexp(−μY x
t ) =

∫ ∞

0
exp(−μy)Qt(x,dy) = exp(−xvt(μ)), μ > 0, (3)

where x ∈R+∪{0} is the starting point (initial population density) and the mapping
t �→ vt(μ) is the unique positive solution of the integral equation

vt(μ) = μ −
∫ t

0
φ(vs(μ))ds, t ≥ 0. (4)

The function φ in the previous equation is called the branching mechanism of the
continuous state branching process and in general it can be of the form [48]

φ(z) = bz+ cz2 +
∫ ∞

0
(e−zy −1+ zy)π(dy), z ≥ 0, (5)

where (y∧ y2)π(dy) is a finite measure concentrated on the positive real line and
b ∈ R, c ∈ R+ ∪ {0}. Note that the above representation is related to the Lévy–
Khintchine representation for the characteristic function of a Lévy process [5,32,46].
The three different cases of b > 0, b < 0, and b = 0 correspond respectively to the
supercritical, subcritical, and critical cases. As we recalled above one of the sim-
plest possible branching mechanisms is the quadratic (or binary) branching which
corresponds to

φ(z) = cz2, c ∈ R+. (6)

Continuous state branching processes with quadratic branching are of the critical
type and are known in literature as the Feller’s branching diffusions [18,44]. From (3)
it is possible to determine the mean behaviour

EY x
t =

∫ ∞

0
yQt(x,dy) = x exp(−bt), t ≥ 0, x ∈ R+∪{0}, (7)

for the general case (5). When the branching mechanism reduces to (6) we obvi-
ously obtain that EY x

t = x which characterizes a critical behaviour. In turn, when the
branching is quadratic it is immediate to calculate an explicit form of the function
vt(μ) (see for example [36]) as

vt(μ) =
μ

1+ ctμ
. (8)

Continuous state branching processes are very well studied models of population
evolution. For more in-depth results standard references include [6,24,32,34–36,48,
51], [39, Chap. 3], and many others. Furthermore, it is worthy of notice that CSBPs
arise naturally as weak limits of a sequences of rescaled Galton–Watson processes
when waiting times between splits become negligible (see for example [23,35,36]).
This last consideration will prove very useful in the interpretation of super Brownian
motion.
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Consider therefore the d-dimensional Euclidean space Rd and a random measure
(see [26]) on it determining the location of particles undergoing branching (both
births and deaths) at time t, written as

Xt =
1
β

∑
j

δ
B j

t
, t ≥ 0. (9)

In (9), for each alive particle j, the process B j
t , t ≥ 0, is a d-dimensional Brownian

motion on Rd with initial starting point x j
0 ≡ B j

0. Furthermore B j
t is independent of

Bi
t , i �= j, δ

B j
t

is a Dirac delta measure on B j
t , and β is a normalizing factor related to

the population size. The process (9) is a measure valued process on Rd representing
simultaneous motion of non-interacting particles.

Beside this, each particle undergoes branching such that the total number of alive
particles follows a Galton–Watson process:

Wt =
1
β

N[t], t ≥ 0. (10)

Note that branching occurs at time 1,2,3, . . . , that is the waiting times between
branching events are deterministic and all equal to unity. See in Figure 4 a sketch of
a possible realization of the complete process where particles move following inde-
pendent Brownian motions and branch at fixed times t1 = 1, t2 = 2, and so forth.

We are in fact interested in the weak limit of the rescaled processes

Xk
t =

1
βk

∑
j

δ
B j,k

t
, t ≥ 0, k ≥ 1, (11)

with B j,k
0 ≡ x j,k

0 . Clearly, aside the sequence (Xk
t )k≥1, we consider the related se-

quence of processes

W k
t =

1
βk

Nk
[kt], t ≥ 0, k ≥ 1, (12)
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Fig. 4 A sketch of a possible realization of the genealogy tree with Brownian movement. Death of
particles is represented by black squares
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which measures the total mass present (amount of messages in the network) and
where the branching waiting times are all equal to t/k. The relation which links
the two processes W k

t and Xk
t is clearly that �Xk

t ,1� = W k
t . Let us now consider the

space M(Rd) of finite measures on Rd . If the sequence of the initial measures con-
verges towards the finite measure ξ ∈ M(Rd) we have that (Xk

t , t ≥ 0)k≥1 converges
weakly towards an M(Rd)-valued Markov process Xt , t ≥ 0 (see [41], Theorem 2.1.9,
[17], Chap. 9). Correspondingly (W k

t , t ≥ 0)k≥1 converges weakly to a continuous
state branching process with a general branching mechanism (5). Since the underly-
ing spatial motion is of Brownian type, the process obtained is called φ -super Brow-
nian motion. In the simplest case of a quadratic (or binary) branching it is simply
called super Brownian motion. Relevant references for super Brownian motion and
superprocesses in general are [12, 16, 19, 33, 36, 37, 39, 43, 45]. Moreover, it should
be noted that also more general superprocess are already described in the literature
(see e.g. [13–15, 20, 50]).

5 Wireless information dissemination: basic model and future
directions

Now we can explain how the information dissemination scenario introduced in Sec-
tion 3 can be represented in terms of a super Brownian motion of the simplest kind,
as described in Section 4.

To do so, some simplifying hypotheses are necessary in order to obtain a tractable
model of the considered system. We assume that each user independently moves
over the infinite plane according to a simple random walk. We know that realistic
models of human mobility suggest that individuals’ movements should be modeled
through Lévy flights, i.e. as a random walk in which the step-lengths have a proba-
bility distribution that is heavy-tailed [9]. Alternatively truncated Levy flights were
proposed after analysing data [21]. However, for a first simplified model we con-
sider the movements of each user as a simple random walk, allowing us to adopt a
standard Brownian motion to describe the macroscopic mobility of each node.

While moving, nodes come in contact with other nodes (i.e., other nodes fall in
the communication range of the considered node), allowing the opportunistic, di-
rect transfer of the message of interest. A standard computation, that takes jointly
into account the node density, the transmission range, and the node speed, permits
computing the rate λ at which the message gets duplicated. We do not repeat the
details of this computation, which can be found in [29]. Hence, the birth rate λ can
be considered as a primitive system parameter.

We instead denote by μ the death rate of each node (i.e., the rate at which a node
transits to a state in which it no longer contributes to the message dissemination),
which is supposed to be given. At last, let σ2 be the infinitesimal variance of the
Brownian motion describing the macroscopic mobility of each node. Moreover, we
assume that, at time t = 0, there is a given number N0 of seeds, initially co-located
at the origin of the plane.
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Disregarding for now the nodes’ movements, these hypotheses characterize the
previously presented Galton–Watson tree, i.e. the model that describes the evolution
of a population that starts with a given size at time t = 0. Depending on the value
of λ with respect to μ the population becomes extinct with probability 1 (subcritical
case λ < μ and critical case λ = μ) or has a positive probability to survive forever
(supercritical case: λ > μ). When the population becomes sufficiently large its size
can be modelled as a continuous state branching process, as we pointed out in the
previous paragraph. Hence the number of nodes storing the message of interest can
be described through these processes.

However, nodes also move according to a random walk, and we are especially in-
terested in characterizing the distribution on the plane of the nodes who are currently
storing the message, as function of time. In our brief review in Section 4 we pointed
out that, when the size of the population is large and microscopic displacements of
the nodes are frequent enough, one can rescale the Galton–Watson tree with moving
particles obtaining a super Brownian motion.

For the super Brownian motion, results are available for the asymptotic speed
of diffusion. These results can be directly used to study the delay incurred by the
message delivery to far-away users.

In our case nodes move overR2 and the super Brownian motion is known to have
singular distribution on R2. Furthermore this distribution is uniform on its random
support. Then the study of the support properties of a super Brownian motion is a
possible approach to deal with the city coverage problem: we assume that each de-
vice covers a region of radius r, equal to its transmission range. This leads to study
the coverage of the support of the Super Brownian Motion through balls. The aim
of this study should be to determine which percentage of the plane is covered by at
least one ball. Possible zones that will never be reached by the information could
also be investigated following this approach.

Beside the above theoretical results, our model also allows us to devise efficient
simulation schemes for scenarios in which no analytical results are available, such
as those in which the birth and/or death rates of the nodes, and/or the infinitesimal
variance of the associated brownian motion, are a function of space and/or time. On
this regard, we emphasize that a brute-force simulation approach in which each node
is modelled in all details becomes infeasible for large number of nodes. In particular,
in the super-critical regime it is basically impossible to simulate the system after a
very short time, due to the exponential growth of the number of nodes. Therefore,
alternate simulation approaches are necessary.

Simulations represent the only methodology to study scenarios of particular inter-
est, in which the parameters of the process are not homogeneous in space (presence
of lakes, zones without inhabitants and so forth). The available techniques for these
simulations do not consider the singular nature of the super Brownian motion. Hence
reliable and efficient simulation methods will be the subject of future work, together
with the study of more theoretical results of interest for our application scenario.
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