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Preface – Transport and Reactivity of Solutions
in Confined Hydrosystems

The arid regions experience geopolitical and sociological problems which are
related to the lack of water. Yet, it is well-known that some residual water remains
inside the thinner part of the porous space in the soil, possibly being supported by a
non-rainfall recharge linked to dew formation. This residual non-evaporating liquid
in the unsaturated zone is occluded in thin pores and channels and can be stabilized
in various ways: by capillary bridges concavely curved towards the atmosphere,
by tiny filled porous spaces (solid-liquid-solid confinement) or by deposition on
solid surfaces as adsorbed thin films (solid-liquid-air confinement). The properties
of the liquid in each of these situations are of special interest for the management
of the mobility and retention of this residual water. The pathway of recharge water
downwards to aquifers through this unsaturated zone is very complex, particularly
because of combining structural and textural heterogeneities with preferential flow
coexisting with almost immobile water domains. Even deeper, in the saturated zone,
it remains still a challenge to safely predict the reactive pathway of water-rock-
pollutant interactions in natural settings, because of a similar complexity in the
relationship between the structure of the hosting porous network, and the reactivity
and migration properties of the guest fluids.

The scientific context is therefore wide enough, and the general aims of the
workshop were:

– To define and discuss the different angles of view towards confinement and
capillarity, with particular emphasis on the practical consequences in terms of
mass balance and flux in real channels and pores, either of synthetic or of natural
materials

– To bring together a number of leading scientists in the field of the theoretical
description, experimental investigation, and/or phenomenological modeling and
to have an inter-disciplinary exchange around the good, the bad, and the ugly in
each conceptual frame

v
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Altogether 30 participants from 11 countries attended the 5-day workshop. Some
additional colleagues working at the Ben-Gurion University of the Negev, quite
close to the workshop venue, attended some of the sessions. The main feature
of this group was its large interdisciplinarity: the scientific fields encompassed
nano-/micro-fluidics, fundamentals of surface forces, fluid physics, porous materials
science, tree physiology, soil hydrodynamics and chemistry, and reactive transport
in aquifers. This scientific scope allowed the group to tackle the “confinement-
phases-network” triangle at different scales with very different approaches. The
main goal of the present book of proceedings is to reflect the inter-disciplinary
exchanges experienced by the participants: sharing common knowledge from such
different points of view that, sometimes, it could be felt like different topics.

The book is organized thematically into four parts, preceded by a general
introduction to the surface forces which are clearly the nutshell of the special physics
arising around interfaces and inside restricted spaces. The first theme focuses
on pore water flow at different scales, either to describe its special features in
restricted spaces or to define the properties that cause the liquid to remain immobile
(“Flow: from nano- to mega-scale”). The second theme deals with the corresponding
topic of the solute movement and behavior under the same surface forces fields,
introducing the strong effect of coulombic forces in the discussion (“Ions, hydration
and transport”). The third theme starts the study of phase transitions with the liquid-
vapor phase transition of superheated liquid. Superheating is a common event in
natural thin channels and pores, especially under arid conditions, and the end of
this metastable state is reached through an explosive boiling (known as cavitation),
which is of fundamental and naturalistic value (“In-channels/pores cavitation”).
The fourth and last part goes beyond to the solid-liquid phase transitions and
their specific behavior when a growing crystal is confined in a thin channel or
pore and brought in nanometric proximity to the host solid (“Crystallization under
confinement”). Each part is briefly introduced by commenting the logics of the
different contributions with respect to the workshop guidelines and the global
questioning in the corresponding communities. In the rest of this foreword, we
would like to describe how the workshop itself was organized and which lessons
we learnt from this experience.

Scientific Program

The introductory lecture was delivered by Jacob Israelachvili, worldwide renowned
for his in-depth researches on surfaces and interfacial forces, on both experimental
and theoretical points of view. He presented the static (interaction) and dynamic
(viscous) properties of water adjacent to single mineral surfaces (solid-liquid
interface) as well as of water confined between two such surfaces. This topic allowed
him to open the discussion on the main force fields able to modify the classic
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behavior of liquids, which are the direct or indirect causes of many phenomena,
further elaborated during the workshop.

The seven other keynote lectures structured the program according to one
thematic session per half-day or day. The Tuesday was devoted to the nano-
scale (properties and mechanisms), in direct continuation of Israelachvili’s lecture.
The first half-day (keynote speaker: Sumita Pennathur) focused on nanofluidics
and especially on the role of electrokinetics. In this and subsequent sessions the
dynamic and static behavior of water confined in synthetic pores were discussed, and
many direct consequences or associated phenomena were developed: dissolution in
nanochannels, electrocavitation (induced by electro-osmotic flow), proton release
and pH of the in-filling liquid, ion or molecule transport, elastocapillary pressure
and the deformation of the channel host, seismoelectric effect. The second half-day
(keynote speaker: O. Vinogradova) dealt with the surface forces, not as a general
topic but related to diverse practical situations: slip on superhydrophobic surfaces,
the stability of confined electrolyte solutions, and the computer simulations of
solid/liquid interfaces with clay, cement, and polymer membranes.

The Wednesday (keynote speaker: Dani Or) focused on the pore scale processes,
especially on the conceptual modeling of the gas-liquid (evaporation, water flow
and retention, fingering) and solid-liquid equilibria (pressure solution) in natural
pores. Key observation was that moving from the designed “pure” materials to the
complexity and heterogeneity of natural samples requires to develop a simplified
sketch of the studied volume, only capturing the relevant features to account for the
evolution through time.

The Thursday was entitled “Pore/channel to network”, progressively shifting to
a global grasp of 3d materials and the role and properties of the in-filling fluids. The
first half-day (keynote speaker: Michael Steiger) was essentially focused on salt
crystallization in pores with the important issue of the location and the dynamics
of the precipitation, but also the way salts can colonize in-pore spaces. The special
behavior of hydrates in pores was studied, with the pore size effect but also the role
of the metastable solids. The second half-day (keynote speaker: John Sperry) was
related to the cavitation events in nature (trees xylem, soil channels, mud volcanoes).
This topic was approached by measurements in situ and ex situ, by analogous
experiments in labs and by thermodynamic calculations (equation of state).

The last half-day was devoted to the reactive transport issue, especially connected
to the correct way to involve local heterogeneities (pore spaces, chemical composi-
tion, water state) in the modeling of extended natural media.

Discussions

The format of the workshop did deviate from conventional scientific congresses that
mainly present validated results to its natural audience (“the community”). Here,
the speakers tried to present a state-of-the-art of questions and methods in their
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area, while presenting their own approaches and originality. That resulted in the
presentation of many ongoing investigations, making the debate less affirmative but
more reflective for many participants, even those belonging to the speaker fields.
The workshop also offered to many of us a chance to see phenomena closely related
to our own, but from different angles of view, described in different vocabularies
and studied by different methodologies.

The focus of the event was to encourage fruitful discussions hence all participants
were introduced at the beginning of the symposium, with their expertise and their
special interests. The lectures were held in an informal atmosphere making it
easy to intervene during the talk with commentaries or questions. The timing
was consequently difficult to follow, with lively exchanges of ideas and opinions
amongst the participants, during the talks and the question times. It was especially
noticeable that the general interest for each other did not fade through the whole
period of the workshop despite the broad range of topics. The discussions in the
technical sessions after the presentations did highlight some main topics, which will
be summarized in the following.

Outcomes

During the entire symposium it became obvious that the different communities are
speaking different “languages”. The gap between the micro-/nanofluidics commu-
nity and the natural pore sciences community for example was quite clear, despite
the fact that they share work on channels filled with liquids. The real difference
stems from their requisites and goals. The nanofluidics community works with well-
designed systems and pure materials and targets a global understanding of these
exact systems as well as the phenomena arising inside. The natural pores sciences try
first to understand which features are essential (in which perspective?) to afterwards
simplify the original (too complex) case studies in such a way that they can be
quantitatively modeled. The game is then to test the initial assumptions by matching
the results of simulations or modeling with practical observations or measurements.
We could as well highlight the gap between the theoreticians and the naturalists,
linked to the distinction between possible theoretical states (physical chemistry) and
practical states (natural observations).

These two distinctions, and all the new concepts learnt when listening to
colleagues from other scientific areas, made the workshop interesting for every
participant, lively and interactive. Meanwhile, the multidisciplinarity caused a sort
of limitation to define immediate practical outcome(s), though the cross-fertilization
was felt very useful by all the participants. Upscaling the nano-processes and
considering how they can act in natural settings at local (centimetric) and regional
(megametric) scales were defined as one of the main challenges of further research.
At the final round table, the participants expressed full satisfaction to have attended
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the workshop, predominantly because it broadened their scientific knowledge,
and improved their networking. The informal setting, the opportunity to have
discussions with colleagues from different, yet related, disciplines were often
outlined in after-workshop messages, as well as the chance to gain new perspectives
on research, especially by meeting potential collaborators. Despite this positive
feeling, many participants were reluctant to build a proceedings book, because the
workshop also highlighted the differences and the barriers from one community to
the other.

Most of the participants agree that in the future the impact of confinement,
superheating and capillarity on a better understanding of the natural phenomena
should be developed. The studies that coupled different properties, like the cavita-
tion processes (in nanochannels, membranes, glass capillaries, xylems, soil pores,
etc.), the special nanoscale transport properties (related to the electrical double
layer), the deformations due to the elastocapillary pressure (again, in different
materials), the interplay between the chemical composition of the filling liquids and
the surface forces, attracted much attention. Also critical is the use of well-defined
nanochannels, not only to understand fundamental properties but also to serve as
analogous materials to measure and quantify parameters specific to their scale. This
knowledge could be embedded in renewed large-scale modelling. The nanochannels
are known as key elements in “Lab on a chip” systems, but the workshop made clear
to the participants that they could constitute “Nature on a chip” model systems as
well.

The major outcome of the workshop was that the participants experienced the
gap between fundamental science and research applied to natural sciences, and
that the different communities talked to each other. By doing that, they started to
learn each other’s “languages” and were introduced to the problems and needs
of the others. The event was an excellent start of a multi-disciplinary effort
to develop cross-fertilization between physics, chemistry, biology, soil and earth
sciences.

Conclusion

Eventually, we hope that the present proceedings book will reflect the valuable
experience we lived through during this workshop, and will give a clear impression
to readers of the richness gained by crossing disciplines to go into the terra incognita
“where nobody feels comfortable”, as one of the participants summed up.

This workshop was supported mainly by the NATO (grant ESP.MD.ARW
984162), but benefited as well of supports from the French ANR (Agence
Nationale de la Recherche; grants CONGE BLAN-61001 & labex Voltaire
ANR-10-LABX-100-01), the French embassy in Israel, the MESAC Institute for
Nanotechnology (The Netherlands), and the University of Orléans (France).
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Most of the participants at the top of the Masada fortress, close to the workshop
venue: (from left to right) John Sperry, Sumita Pennathur, Itai Cohen, Dani
Or (front), John Selker (rear), Brian Berkowitz, Olga Vinogradova (front), Leo
Pel (rear), Michael Zilberbrand (kneeling), Michael Steiger, Attila Imre, Teemu
Hölltä, Harvey Scher, Dag Kristian Dysthe, Rosa Espinosa (kneeling), Yuri Aristov,
Chuanhua Duan (kneeling), Niels Tas, Rohit Karnik (kneeling), Jan Eijkel, Yukiko
Oka (kneeling), Lionel Mercury, Andrey Kalinichev, Isabelle Bergonzi, Arnault
Lassin, Vladimir Shilov, Shmuel Assouline, Marc Prat, Larissa Sologubovskaja.

France Lionel Mercury
Enschede, The Netherlands Niels R. Tas
Jerusalem, Israel Michael Zilberbrand
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Chapter 1
Interactions in Water Across Interfaces:
From Nano to Macro-Scale Perspective

Rosa M. Espinosa-Marzal

Abstract In this work we first revisit the surface forces between two (model)
mineral surfaces, mica, across an aqueous solution (KNO3) over a broad range of
concentrations. The significantly improved resolution available from the extended
surface force apparatus (eSFA) allows the distinction of hydrated-ion structures.
Above concentrations of 0.3 mM, hydrated-ion correlations give rise to multiple
collective transitions (4 ˙ 1 Å) in the electrical double layers upon interpenetration.
These features are interpreted as the result of hydrated-ion ordering (layering), and
are responsible for hydration forces, in contrast to the traditional interpretation
invoking water layering. At concentrations as low as 20 mM, attractive surface
forces are measured in deviation to the DLVO theory. The estimated hydration
number of the ions in the confined electrolyte is significantly below that of the
bulk. A confined 1–3 nm thick ionic layer condensates at concentrations >100 mM,
i.e. below bulk saturation. This study leads to new insights into crystal growth in
nano-confinement that differs from the classical theory of crystallization. Finally,
the impact of the properties of confined water or solution and in-pore crystallization
on the macro-scale description of soil water distribution is discussed.

1.1 Introduction

Confined water, with dissolved organic and inorganic matter, is abundant in the
narrow pores of soil, clay, rocks and biological systems. Surface interactions in
narrow spaces across aqueous solutions are the driving force for many nano-scale
phenomena such as ion exclusion desalination membranes, colloidal stabilization, or

R.M. Espinosa-Marzal (�)
Environmental Engineering and Science, Department of Civil & Environmental Engineering,
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2 R.M. Espinosa-Marzal

protein (un)folding and separation. Besides, a correct understanding of nano-scale
interactions aids in elucidating large-scale phenomena; as in Seurat’s pointillism
the precise interaction of distinct single dots of pure color leads to the creating
of a beautiful painting. Thus, the intrinsic properties of water either confined in
narrow pores or as an adsorbed thin film (i.e. confined at the liquid/vapor interface),
with dispersed clays and mineral grains, dissolved salts, organic matter, and living
organisms play a significant role on the whole picture describing subsurface water
distribution and flow, soil and rock weathering, and on keeping biological survival
under arid conditions (e.g. water accumulations for plant uptake and microbiologic
populations).

In fact, the mass balance of soil water at a macro-scale is influenced by the
properties of confined water through both, transport and reactive term. Regarding
the former, the effective soil permeability is pore-size dependent, which is described
by the pore-network tortuosity. Although the permeability of nanopores is strongly
reduced, there is still an exchange of water and solutes [1] that are confined in
narrow spaces -e.g. in clay interlayers-, with those present in capillary and macro-
pores, which affects the net water flow; viscosity of the confined solution, ion
diffusivity in thin films, ion binding to the surface and surface potentials mainly
determine this exchange. Concerning the reactive term, phase transitions involv-
ing water molecules and intermolecular interactions (e.g. capillary condensation,
evaporation, salt hydration/dehydration, salt crystallization/dissolution) need to be
included in the reactive term of the mass balance. Moreover, the properties of the
confined thin film between a crystal growing in a pore and the pore wall determine
the crystallization pressure and therefore they are directly involved in weathering
and landscape shaping [14].

In this chapter I first revisit the surface forces acting between two atomically
flat mineral (mica) surfaces in an electrolyte solution over a broad range of
concentrations up to the saturation limit, and show new insights into the properties
of the confined solution and into in-pore crystallization. The relevance of this
fundamental study to the macro-scale description of soil water distribution and
availability in arid areas is also discussed.

1.2 Theoretical Background

If natural minerals, such as calcite, clays, or quartz, are immersed in water or
electrolyte solution they acquire a surface charge. An excess of counter ions exists
in the proximity of the surface due to electrostatic interactions between dissolved
ions and the charged surface. The Stern layer and the diffuse layer of counter ions
form an electrical double layer (EDL) that significantly affects the way two such
surfaces interact in solution. The DLVO theory [10, 24, 49] is commonly used
as a benchmark to discuss the forces between surfaces that are slightly charged
in low-concentration electrolyte solutions (e.g. in refs. [38, 39, 22]). It does not
predict ion-specific effects [2], and, being a continuum theory, it must fail at the
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molecular scale [36]. Deviations from DLVO theory are reported in electrolyte
solutions at concentrations as low as 0.3 mM [38]; oscillatory surface forces
[39] with a periodicity of �2.5 Å and an exponential repulsion below separation
D � 5–10 nm [22, 44, 6, 25] are reported from direct force measurements with the
conventional surface forces apparatus (SFA). These early measurements suggested
that the oscillatory component of the so-called hydration force originates from a
layered water structure in the vicinity of the surface (D< 2 nm), the layer thickness
being equal to the diameter of a water molecule [26, 23]. Diverse mechanisms
have been proposed to explain the short-range monotonic part of the hydration
force, such as polarization of water molecules by surface dipoles, changes in the
dielectric constant of the medium, breakage of hydrogen bonds at the liquid-solid
interface, or the confinement of thermally mobile yet bound hydrated counter-ions
on the surface and in the Stern Layer (see review in [50]). If the binding energy
between hydrated counter-ions and the surface is higher than the energy released
by replacing them with hydronium, the hydrated counter-ions reside in the Stern
layer, their dehydration and steric effects leading to a repulsive surface force [38].
The experimental results by Pashley [38] show the ion specificity of these forces.
Pashley’s site-binding model was further improved by Miklavic and Ninham [35]
and later by Shubin and Kekicheff [44], who included the steric restriction normal
to the surface of the hydrated counter-ions in accordance with the triple-layer model
[44, 6]. All models consider the hydration repulsion to result from diverse properties
of water or (hydrated) ions within the Stern layer.

Moreover, it is accepted that high-frequency fluctuations in the polarization of
ions give rise to dispersion forces between ions and between ions and a charged
surface—so-called ion correlation interactions—that may lead to an extra attraction
between surfaces. Various models have been proposed [28–31, 32] and they agree in
as much as that this attractive force is relevant only at high concentration in divalent
and trivalent electrolytes [37]. Further discrepancies between these models and
experiments are expected, since water is considered as a dielectric continuum and
the ion hydration structure is commonly neglected. In particular, excluded-volume
effects of hydrated ions are ignored. Yet, Lee et al. [33] demonstrated by X-ray
reflectivity the need to incorporate such ion hydration explicitly at the molecular
scale to correctly describe the double layer. Molecular dynamics and Monte Carlo
simulations of the confined electrolyte solution are the only modeling tools that can
consider all these interactions (see [20] and the references mentioned there).

1.3 Materials and Experimental Method

Thin mica sheets were prepared by manual cleavage of optical-quality ruby mica
blocks in a laminar-flow cabinet. Sets of thin mica pieces of uniform thickness (2–
5.5 �m) were cut from the larger sheet into smaller (8 � 8 mm) rectangular pieces.
The mica sheets were then coated with a silver film of 40 nm thickness by means
of thermal evaporation in vacuum (2 � 10�6 mbar). The silvered mica sheets were
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glued, silver down, onto silica supports with cylindrical tops using epoxy resin glue
(EPON 1004 F). After gluing, the samples were immediately (<5 min) inserted into
the sealed measurement apparatus.

Potassium nitrate solution (KNO3) has been used as electrolyte solution in this
work. Solutions were prepared with ultrapure water (puriss. p.a., 0.2 mm membrane
filtered; Fluka, Sigma-Aldrich) as received and potassium nitrate (Sigmaultra,
>99.0 %; Sigma-Aldrich), at concentrations between 0.08 mM and 2.6 M, and
filtered with a 0.2 �m-membrane. At a temperature of 22 ıC the saturation
concentration of KNO3 is 3.1 M. The pH of the solutions was 5.6 ˙ 0.1 due to
CO2 dissolution.

The SFA [27, 48] is an instrument that directly measures forces occurring
between two mica surfaces. A central element of this method is the optical
measurement of the distance between the surfaces based on interferometry. The
two surfaces are cylindrically curved (R � 20 mm) after being glued to a disk and
facing each other such that the cylinder axes are crossed at an angle of 90ı. One
disk is supported by a spring and is approached towards the other using an approach
actuator, of which the position P is known over time. If there is a surface force,
this spring deflects by the amount D-P, with D the surface separation. Hence, the
surface force F results from the distance measurement as F D k(D-P), where k is the
stiffness of the spring with known values between 800 and 2000 N/m in this work.
The force, F, is normalized by the cylinder radius, R, to relate it to a thermodynamic
meaningful change of energy (viz. Derjaguin approximation) [9].

The two transparent mica layers form an optical thin-film interferometer. The
silver coating improves the reflectivity. White light is directed through the interfer-
ometer and the transmitted interference is analyzed in an imaging spectrograph.

A number of improvements in accuracy, resolution, speed, mechanical drift,
thermal stability, automation and imaging were incorporated into the extended
Surface Force Apparatus (eSFA) [18, 19]. Thus, the transmitted interference
spectrum consisting of fringes of equal chromatic order are analyzed by a numeric
fast-spectral correlation algorithm to determine both the distance D between the
surfaces at the point of closest approach (PCA) with an accuracy better than 20 pm
over a distance ranging from 0 to 10 �m, and the refractive index of the medium in
real-time.

After placing the surfaces in the eSFA, the fluid cell was purged for 1 h with dry
nitrogen and the mica thickness determined by means of thin-film interferometry
in dry mica-mica contact. Then the surfaces were separated to about 10 �m and
the eSFA cell filled with pure water (�80 ml) through an inlet that connects the
SFA with a sealed container. The liquid was pre-conditioned in the container to
22 ıC. Manual approach of the surfaces was then performed with a micrometer to
a separation of �1.5 �m. After thermal equilibration over about 3 h, approach and
separation of the surfaces was performed in plain water at constant rate (0.5 nm/s).
With a surface separation again of �10 �m, water was drained from the eSFA
cell, which was then filled with the salt solution that had been pre-conditioned in
the closed and clean container. The direct force measurements were started after
about 4 h of equilibration in solution and readjustment of the PCA. Two to four
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approach-separation cycles were measured with different solution concentrations at
constant rates ranging from 5 nm/s to 0.5 Å/s. All experiments were performed
at controlled temperature of 22.0 ıC in the fluid cell. The total duration of an
experiment series, in which an individual set of mica surfaces is submerged in
different solutions, was limited to 100 h to preserve cleanliness.

1.4 Experimental Results and Discussion

The force curves measured across KNO3 solution show a very clear qualitative
evolution over the considered concentration range. A distinction between three
phenomenological regimes: the “DLVO” regime at low concentrations, the “order-
ing” regime at medium concentrations and the “solidification regime” at high
concentrations was introduced and described in detail in [11]. Here we only discuss
some of the characteristic features.

1.4.1 Characteristic Features of the Surface Forces
in the DLVO, Ordering and Solidification Regimes

The theory developed by Derjaguin and Landau [10], Verwey and Overbeek [49]
(DLVO theory) describes the force between charged surfaces interacting through
a fluid medium. It combines the effects of the van der Waals attraction and the
electrostatic repulsion due to the so called double layer of counter ions assuming
that the fluid medium is a continuum. The electrostatic part of the DLVO interaction
is computed in the mean field approximation in the limit of low surface potentials.

The DLVO theory has been classically used to calculate surface forces between
mica surfaces in electrolyte solution at concentrations below � 100 mM using a
Hamaker constant of 2.2 � 10�20 J and the Poisson-Boltzmann equation assuming
either a constant surface potential or a constant surface charge during approach
[4]. A very good fit between DLVO theory and measurement can be obtained
below 0.3 mM (“DLVO” regime, Fig. 1.1a), the agreement being better assuming a
constant surface charge during approach. In the “DLVO” regime, the surfaces jump
into contact due to the dominant effect of van der Waals attraction.

In a small concentration range around 0.3–1 mM we could observe two distinct
transitions (Fig. 1.1a): the van der Waals instability (2 nm jump-in), followed by
a single film-thickness transition of size �D 5.8 ˙ 1 Å that occurs at a moderate
applied load of Ft/R � 1.2–12.9 mN/m. As in water, the mica surfaces also end
up in close contact after the second transition. Further investigations show [11]
that the potential associated with the hydrated ion layer at the interface can
counterbalance the van der Waals instability, preventing from mica-mica contact
until it is collectively expelled upon increasing the load. The occurrence of this
second transition announces the crossover to the “ordering” regime.



6 R.M. Espinosa-Marzal

1

10

0

F
/R

 [m
N

/m
]

0

D [nm]

0.32 mM

5 10 15

H2O

20

a b
layering transition

size   5.8 A

Fig. 1.1 (a) A jump into contact is measured in the DLVO regime, as shown for water
(�� 4.6 nm). The DLVO theory predicts well the surface interactions in this regime. In 0.32 mM
KNO3 solution, a jump is measured at D D 3.1 nm (�� 2.7 nm) but intimate mica-mica
contact is prevented. The arrow points at a film thickness transition �D 5.8 ˙ 0.3 Å during
further confinement at F/R D 12.8 mN/m. (b) Film-thickness transitions measured at different salt
concentrations. No transitions are observed in the DLVO regime where the van der Waals instability
masks detection of any weaker structural correlation forces. The multiple layering in the ordering
regime has a characteristic size of �D 4 ˙ 1 Å; only the final transition is smaller (2.9 ˙ 0.3 Å)
(Figures from [11])

At intermediate concentrations, in the “ordering” regime, the picture becomes
more complex, although the DLVO theory can still be used to fit the experimental
results at surface separations larger than �5–10 nm (Fig. 1.2a). At shorter dis-
tances the repulsive hydration force avoids the jump into mica-mica contact. The
abovementioned �D 5.8 ˙ 1 Å transition is replaced by multiple film-thickness
transitions of sizes 4.1 ˙ 1 Å at surface separations D � 3 nm, followed by one
characteristic final transition of smaller size �D 2.9 ˙ 0.3 Å, occurring at high
external load. The multiple film-thickness transitions are reminiscent of layering.

For each cycle, the external load was always increased up to 600 mN/m while
the last measured transition was generally observed below 200 mN/m. Clearly, we
cannot rule out that further structural transitions would occur at even higher loads.
As shown in [11] the reduced adhesion measured in the ordering regime suggests
that the mica-mica contact is no longer an intimate one and that ions must still be
present at the interface. Thus, this last transition is interpreted as forced surface-
association of hydrated ions.

The crossover to the “solidification” regime is characterized by an extra weaken-
ing of the double-layer repulsion at small separations (Fig. 1.2a, b). The reduction
of repulsion is already observed at 20 mM and becomes very clear in 30 mM
KNO3 solution. This reduction is not predicted from a simple DLVO model,
assuming invariant Hamaker constant. A long-range structuring of the solution is
also detected, typically at D< 8 nm, but these film-thickness transitions are rather
irregular and therefore different from those observed in the “ordering” regime.
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Fig. 1.2 (a) Measured forces during approach of mica surfaces in the ordering and crossover to
solidification regime. The dotted lines give the calculated forces according to the DLVO theory
assuming a constant surface charge and the full lines assuming a constant surface potential
(§s:�88 mV for 1.9 mM KNO3, – 75 mV for 3 mM, �57 mV for 10 mM and � 40 mV for 20 mM).
The arrows in the inset show the resolved transitions in the measured surface forces. (b) Measured
force-distance curves in 30 mM (empty squares and circles), 60 mM, 100 mM and 1 M (full
symbols) KNO3 solution during approach at 3 Å/s. The attractive force that was identified in the
transition to the solidification regime becomes dominant. An attractive force at surface separations
smaller than 5 nm leads to an energetic minimum characteristic of the solidification regime. Upon
further approach, a strong hard-wall repulsion is measured although no mica-mica contact has been
achieved. The thin lines give van der Waal forces at the three selected concentrations calculated
with the Liftshitz theory and neglecting retardation effects, fitted to the experimental results with a
Hamaker constant equal to 0.78 ˙ 0.13 � 10�20, while the thick line was calculated with a Hamaker
constant equal to 2.2 � 10�20 J characteristic of mica-solution-mica system at low ionic strength
(Figures from [11])

Above �100 mM, the surface force becomes attractive. This attractive surface
force was already reported by Israelachvili and Adams [25] and attributed to a
secondary minimum caused by van der Waals forces and recently by Perkin et al.
[40] but not further elucidated nor discussed. Figure 1.2a shows that it cannot be
described by the DLVO theory with an invariable Hamaker constant (thick line in
Fig. 1.2b).

The surface force exhibits a minimum at �2 nm in the attractive regime, which is
reminiscent of the minimum reported by Kjellander et al. [32] as predicted from ion-
dispersion forces and measured for divalent counter ions. Attractive interactions due
to ion-ion correlations are predicted by Kjellander and Marcelja [31] for divalent
cations and at high concentrations and surface charges. However, an ordering of
hydrated ions is neither considered nor predicted in the Kjellander model. An
important simplification of the Kjellander model is to consider water as a continuum
and to neglect ion hydration [33] and associated excluded volume. In contrast to
his predictions, we find that attractive forces are significant already at moderate
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concentrations, in monovalent salts at concentrations as low as 20 mM, and, with
relatively low surface charge of mica (max. 1 per 48 Å2).

We finally press against a hard solid with a thickness of 1–3 nm. This interfacial
solidification is characteristic for the concentration regime above 100 mM. Only
one single final structural transition is measured; it is variable in nature, i.e. the
transition size � ranges from 2.5 to 6.5 Å at applied loads from 10 to �100 mN/m
(Fig. 1.1b). It should be noted that a relatively low ionic strength, which can be
expected for water in both saturated and unsaturated zone, is required for ordering
and solidication regimes.

1.4.2 Correlations Between Hydrated Ions in Overlapping
Electrical Double Layers

Molecular layering is a known hard-sphere correlation phenomenon, which can be
discussed in terms of an oscillatory surface potential of periodicity close to that of
the size of the underlying molecules [21]. The observation of the involved structural
force for spherical fluids necessitates atomically smooth confining surfaces. It can be
observed by SFA as a series of mechanical instabilities or film-thickness transitions,
as found in this study.

Our high-resolution data, as well as new simulation results, allow a reinter-
pretation of the accepted theory for hydration forces. The size of the observed
transitions (4 ˙ 1 Å) is significantly larger than a single water layer and therefore in
contradiction to [26]. We thus conclude that the hydration (oscillatory exponential)
force is due to correlations and excluded volume effects that lead to ordering or
layering of hydrated ions in the overlapping double layers.

The range of structural forces increases with salt concentration and is detected
up to a separation of at least 3 nm. At such separations and concentrations, the sum
of charge of the counter-ions (here, cations) must be balanced by the presence of
anions and we speculate that these layers therefore consist of both hydrated anions
and hydrated cations alike. The physics of ordering is quite different in the case
of hydrated ions than it is for layering of hard-sphere molecular liquids, due to
hydration effects, and involved ion-ion, ion-water and ion-surface correlations, and
can only be studied by molecular dynamic simulations.

1.4.3 Concentration of the Nano-Confined Solution

The first hydration shell of potassium ion is a sphere with a diameter of 5.66–7.4 Å
with 5 water molecules [7]. The size of many film thickness transitions observed
in the ordering regime falls between the known sizes of the radius of a hydrated
potassium (or of a water layer) and the expected diameter of the first-shell hydrated
ion (Fig.1.1b). The irregular size of the transitions is attributed to the soft-sphere
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behavior of the hydrated ions, i.e. to the lack of a sharp energetic distinction between
hydration water and free water.

Since the size of a layering transition is an estimate for the size of the layering
objects, at least in the case of hard spheres, we can roughly estimate the effective
coordination numbers from the transition sizes. Both, coordination number and
size, decrease with increasing concentration in bulk solution. Coordination numbers
that are 5–8� smaller than the coordination number in bulk saturated solution
(�8.25) (see right Y-axis in Fig. 1.1b) are obtained. This confinement-induced
dehydration may be overestimated (different layering physics), but it is nevertheless
in qualitative agreement with the MD simulations of Malani et al. [34] for nano-
confined NaCl solution. At such low coordination numbers, a bulk solution would
be supersaturated, and consequently crystallization should occur immediately.

However, the saturation concentration of nano-confined solution is significantly
higher than that of the bulk solution due to the influence of the solid-liquid
interfacial energy of small crystals (i.e. large surface to volume ratio) on their
chemical potential [3]. Therefore, in solutions confined in a gap smaller than
10 nm, the influence of the interfacial energy, ”, on the saturation concentration
must be considered. This leads to an increase of the saturation concentration csat,D

with decreasing gap distance, according to csat;D D csat;1 exp
�

2�Vm
RTD=2

�
, where

� is the solid-liquid interfacial energy (36.4 mN/m for KNO3) and Vm the molar
volume of the crystal (47.9 cm3/mol for KNO3), R the gas constant, and T the
temperature. Accordingly a relevant decrease of the coordination number of the
ions for solution saturation in nano-confinement is obtained. For example, in a
gap of 5 nm, the coordination number for saturation is expected to decrease from
8.25 to 5.6 and in a gap of 2 nm to 2.4. Hence, the observed transition sizes
indicate that the solution might be near saturation already in the “ordering” regime.
Interestingly, this confinement-induced dehydration could explain the nucleation of
calcium carbonate between mica surfaces that Alcantar et al. [1] observed with the
SFA at concentrations below bulk saturation.

1.4.4 Nucleation in Nano-Confinement

It is reasonable to postulate that ions lose their individual mobility in the solidifica-
tion regime (i.e. condensation or clustering). Our estimated coordination numbers
are less than unity, i.e. several ions share a water molecule. They are closely packed
and largely dehydrated. Figure 1.2b shows a potential minimum for the mica-
mica surface force in 60 mM, 100 mM and 1 M KNO3 solutions at a surface
separation of �1.78–2.1 nm. If the attractive force is interpreted as a van der
Waals interaction between the surfaces, we obtain an effective Hamaker constant
of 0.78 ˙0.13 � 10�20. Such a small Hamaker constant could be explained with
a dielectric constant of ©� 10–15 and a refractive index n � 1.42–1.48 for the
medium between the mica surfaces, which is comparable, for example, with those of
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several imidazolium-based ionic liquids with diverse anions [45]. Thus, the confined
solution in this regime has structural and dielectric characteristics of a condensed
ionic liquid with strong attractive ion interactions. As obtained from the measured
solid-liquid interfacial energy (adhesion energy), it does have a smaller cohesive
energy than that of potassium nitrate crystal; we can depict an ionic condensate of
anions and cations held together by Coulombic, Van der Waals and a decreasing
amount of hydration interactions (and water content).

The formation of pre-nucleation clusters in unsaturated solutions has been
reported, e.g. for calcium carbonate, and other biominerals [17] under non-confined
conditions. This non-classical nucleation or crystallization theory considers that ion
clusters form in unsaturated solution as a result of entropic effects, which are not
considered in the classical theory and already have some structural features. It is
speculated that the release of the hydration shells of the ions to form clusters of
ionic polymers increases the degrees of freedom of the system, while in classical
nucleation only enthalpic terms are considered. The size of the clusters is of the
same order of magnitude as the solid layer observed in our experiments (�2 nm),
but there is still no evidence that relates the solid layer with the observed ionic
clusters in unconfined solution.

Since the ionic condensate exhibits elastic hard-wall properties, we cannot
further elucidate its internal structure with the eSFA. Recently we have measured
the electron-density distribution of diverse confined-solutions in the “DLVO” and
“solidification” regimes by synchrotron X-ray reflectivity to confirm the multi-
layering of hydrated ions [5, 41–43] and the ordered structure of these condensates.
This work is still on progress.

1.5 From Nanoscale to Macroscale Phenomena

Water retained in the pores of the Earth’s crust, in both saturated and unsaturated
zones, can be considered as an alternative source of water e.g. for plant growth
and microbiological populations, and therefore, it may contribute to the biological
survival of arid areas. To correctly assess the potential soil water capacity and
availability in arid areas, it is necessary to correctly establish a mass balance at a
large-scale, including the responses to changes in climate and landscape. The system
is indeed complex. The host, the soil, is subjected to weathering. In pore water, salts,
minerals, organic matter and living organisms are present. Molecular interactions
and resulting surface forces between the different species and at the interfaces affect
transport and reactive properties of water, which needs to be considered in the net
mass balance. This is discussed by means of selected examples in this section.

One goal of the previous section was to emphasize on the advances on under-
standing nano-scale properties of confined salt solutions in a pore. This can be
applied to the properties of interlayer water in clays and to clay-salt interactions.
Nano-scale properties rely on the force field across the thin film and lead to
structural features of the solution and a confinement-induced dehydration of ions,
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among others. These characteristics strongly influence the retained water content in
clays, and with it, that of flowing (or free) water. Moreover, retention of interlayer
water is relative: a narrow path (of the range of a few water molecules) does
not prevent the diffusion of water and ions into/out of the film even of hydrated
ions larger than the thickness of the film [1], although the transport is retarded
compared to that in bulk water. This leads to a continuous exchange of confined
water (and ions) with capillary and free water as a function of solute concentration
and temperature that effectively affect the transport term.

While water is necessary for microbiologic population, living organisms and
organic matter also affect substantially water properties (see [12] and references
mentioned there). We have recently reported the measured interactions between
selected biomolecules (glycoproteins) adsorbed onto mica surfaces across aqueous
salt solutions. The presence of these amphiphilic biomolecules influences notably
the structural surfaces forces and shifts the long-range repulsion onset from a few to
several tens of nanometers. These organic molecules need to be highly hydrated and
accordingly it is to expect that determined biofilms strongly affect water distribution
in the soil pore network. Besides, the presence of organic matter in clays might lead
to larger interlayer spaces and higher water contents.

Long drying periods lead to strong evaporation and higher concentration of
solutes in soil water in the unsaturated zone, and possibly in the saturated zone, too.
When reaching a critical super saturation, salts precipitate in pores. As discussed
in the previous section, a concentration gradient between thin film and free water
can be expected due to structural forces, and it needs to be known to predict
crystallization. On one hand, precipitated crystals reduce soil permeability by pore-
clogging [15] influencing the transport term in the net mass balance of soil water. If
the phase transition involves water (e.g. as part of a hydrated salt crystal), it induces a
sink/source in the mass balance. Besides, crystallization might also lead to a retained
solution thin film between the crystals and the pore wall even under strong drying
conditions [13].

In this chapter it was shown that crystallization in a thin film does not follow the
classical theory of nucleation/crystallization, due to acting structural forces. This is a
fundamental result towards the elucidation of clay-salt interactions. But also for the
crystal growth in large pore spaces, these results are of relevance: if a repulsive force
acts between the growing crystal and the pore wall, a thin layer of aqueous remains
between the crystal and pore wall, which permits diffusion of the ions to the growing
crystal surface [8, 16]. Due to the high ionic strength of the solution, EDL forces are
screened, and the repulsion results from structural forces in the electrolyte solution,
while the van der Waals force is attractive at salt-mineral interfaces. The pore wall
hinders the growth of the crystal in the supersaturated solution, which leads to
the action of the crystallization pressure or force of crystallization, dependent on
the solution super saturation [46, 47]. Crystallization pressure leads to stresses and
eventually to material failure. Hence, the described crystal-pore wall interaction is
involved in weathering of soil and rocks, and crack formation, which might open
new paths and pores for water accumulation and distribution. The concentration
in this thin film (and super saturation) can be (temporary) higher than that of the
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free water, which might explain “unexpected” salt weathering in some laboratory
experiments and in the field.

In contrast, if this thin layer of solution did not exist due to an attraction between
the crystal and the pore wall, the crystal would come into contact with the pore
wall, the growth would stop, and no crystallization pressure would be exerted
[14]. Thus, mineral and crystal surface properties (such as potential, and dielectric
properties) and resulting surface forces are key for the understanding of in-pore
crystallization and therefore, for the description of soil weathering and landscape
shaping induced by salt crystallization. Moreover, soil weathering directly affects
soil water distribution and flow.

Thus, surface interactions are strong at nano-scale and are the driving force for
many nano-scale phenomena and responsible for the properties of the confined
solution. This was investigated by measuring surface forces across a thin film of salt
solution in a narrow gap at different concentrations. By means of several examples it
was shown that a correct description of the reactive transport behavior of soil water
in arid areas and of its distribution, both in the non-saturated and saturated zones,
requires understanding the properties of water and solutions in confinement.
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Part I
Flow, from Nano- to Mega-Scale

Transport processes in soil occur on a dazzling range of scales: the processes that
determine molecular water absorption at the molecular level occur on a length scale
that is some 12 orders of magnitude smaller than the depth of some aquifers. The
processes at these vastly different scales can be studied in separation but will finally
have to be studied in their interrelationship. The contributions in this part deal with
analyses at various length scales somewhere in this tremendous range: they reach
from the scale of molecular flow via nanoscale and microscale flow processes to
meter-scale systems. We will see that the processes at the molecular scale can still
be studied in isolation in single channels and pores, but that the processes at larger
scales typically are many-channel problems that add the problem of connectivity.
In soils there even is an added complexity: here water transport is coupled to air
transport and dried-out regions can occur that isolate patches of water-filled soil.
Even at the very large scales of soils however, the molecular-scale forces will still
be present and play a highly important role.

Different length scales will bring about different types of flow. At the largest
length scales unbounded water will generally flow in a turbulent manner. In rivers
or lakes we find this type of flow, as well as in underground streams. When we
go down to the scale of the channels in between grains of sand, the wall is never
far away and the increasing influence of the friction with the wall will strongly
determine the path that the flow chooses, giving rise to so-called viscous or laminar
flow. When the length scale is further decreased, the influence of the wall will
become increasingly larger. At typical length scales of 100 nm, the surface charge
of chemical origin that is present on almost all materials, makes itself felt. This
surface charge attracts ions of the opposite sign forming the so-called electrical
double layer. When the ions in this electrical double layer are transported by solution
flow, an electrical field is generated which pushes back the ions against the flow
direction. A seemingly increased viscosity is then the result, and for this reason the
phenomenon is called the electroviscous effect. At even smaller scales finally, the
viscosity between hydrophilic surfaces really increases because the molecularly thin
layer of water directly adjacent to the wall actually does have a higher viscosity.
Between walls that have little affinity for water however, such as the walls of
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carbon nanotubes, water can almost flow frictionless. This stark contrast precisely
demonstrates the point that the surface instead of the bulk determines flow behaviour
at these smallest of scales. At the smallest length scales furthermore any description
of water as a continuum with bulk properties breaks down and must give way to a
molecular description, vastly increasing theoretical complexity.

In the above paragraph we considered single phase flow of aqueous solutions
through conduits or pores. When soil dries out, water transport occurs simultane-
ously with air transport. Water transport then often occurs only in thin adsorbed
films and along corners, where the capillary forces determine the shape of the
adsorbed volumes of water. In dried-out or half dried-out regions vapour diffusion
furthermore will carry the water across dried-out regions. The variable connectivity
between different regions of the soil will now vastly increase the complexity of the
water transport above the complexity already observed in channel networks entirely
filled with water.

Under part I we will see examples of all these length scales mentioned above,
and of both single-phase and two-phase flow in both artificial channels and real
soil samples. Coming to a description of the various contributions in this part,
the contribution of Youn et al. focuses on water transport in carbon nanotube
membranes, which represents the smallest length scale of single water molecules. At
the smallest scales surface properties dominate the bulk properties, and in this case
the low affinity of the carbon nanotubes for water leads to the surprising and highly
important phenomenon that the hydrodynamic flow resistance of carbon nanotubes
practically collapses. The authors show that this fact, together with the exclusion
of ions from the tubes by strategically placed ionic ‘guard molecules’ at the pore
entrances, can lead to very promising low-energy cost desalination membranes.

One scale up we find the contributions of Tas et al. and Bergonzi et al. Both
research teams use silica glass chips with artificial enclosed one-dimensional
nanochannels of dimensions from five up to a few hundreds of nanometers. The
contribution of Tas et al. describes two-phase flow in such channels. At the small
dimensions used the interfacial forces are huge, again due to the enormous surface
to volume ratio. The authors show that these enormous interfacial forces cause
mechanical deformation of the environment, an effect that will also be relevant in
soils. Another surface-related effect is the influence of surface charge leading to an
added resistance to solution flow because the generated charge transport generates
backward transport. Their contribution analyses this so-called electroviscous effect
and tries to separate it from the effect of the molecularly thin layer with decreased
viscosity directly adjacent to the capillary wall.

Bergonzi and Mercury use the same silica glass nanochannels and perform FTIR
measurements on the water confined therein. They analyse these measurements to
acquire information on the thermodynamic properties of the confined water over a
wide temperature range. Ultimately their analysis leads to knowledge on the forces
that keep the water attached to surfaces in soils and as such is highly relevant for the
description of soils.
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The next contribution comes from Berkowitz. We now scale up to the microscale
level and with this growing scale the added complexity of connectivity arises.
Berkowitz’ contribution thus addresses problems that are related to the transport
of both water and air in interconnected networks. By careful experiments using a
glass-etched porous 2D micropore model he demonstrates that porous media don’t
dry in a simple isotropic fashion. Instead the connectivity together with the capillary
forces often causes water to stay behind in isolated clusters. At subsequent refilling
of the system pockets of ‘old water’ can still remain, even after the ‘new water’
ran in. This study is of considerable importance to understand the fate of solutes
(pollutants) in soil.

Processes at the largest scale finally are addressed by Assouline et al. By careful
experiments and theoretical analysis on artificial soils systems they show that
heterogeneities in the soil cause permeability gradients, that will strongly influence
evaporation from the soil. They point at the importance of a continuous hydraulic
connection between water at different locations in the soil. When the permeability
is for example such that water in deep layers for a long time remains connected
by a water column to the water at the soil surface, very rapid drying can occur. It
should be pointed out that even though the processes observed here typically occur
at the meter-scale, one of the important forces in the system has its origins at the
pore-scale, namely the capillary force.

Summarizing this part we see a number of studies at different scales that illustrate
the different physics at play at different length scales. The physics at the small length
scales however does not become irrelevant at the longer scales, but continues to be
present and exert its influence. This causes the extreme richness of this field and
forms its largest challenge.

Jan C.T. Eijkel



Chapter 2
Confined Water in Carbon Nanotubes
and Its Applications

Seul Ki Youn, Jakob Buchheim, and Hyung Gyu Park

Abstract Unique nanoscale transport properties of carbon nanotubes (CNTs) have
inspired researchers for over a decade, initially with their analogies to various
biological pores and later with the potential impact on water purification. Water can
permeate through a nanometer-wide pipe of the CNT interior at rates far exceeding
those predicted by Hagen-Poiseuille formulation and measured in nano conduits
of different material, attributed to nano confinement, hydrophobicity, and smooth
potential energy landscape. Also, chemical addition to the nanotube ends was found
effective in electrostatic exclusion of ions without much loss of water permeability,
suggesting the emergence of CNT membranes for desalination and purification of
water resources. This article introduces Carbon Nanotube Nanofluidics by capturing
important findings and progresses made in the early developments of the area.

2.1 Introduction

Limited access to clean water defines one of the global sustainability issues facing
humanity today. Growing concerns of freshwater feeding to a significant portion
of the world population are calling for immediate attention from science and
technology [1, 2], pertaining to efficient seawater desalination and wastewater
purification. Membrane-based water purification is a popular, promising and widely
spread technological option today. Nanofiltration, reverse osmosis, and forward
osmosis using polymer membranes have been considered actively as a means for
clean water supply. Recent advances in nanotechnology and nanomaterial synthesis
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have allowed us to approach to scales comparable with individual membrane pore,
thereby enabling rational design and manufacturing of membranes and opening up
new avenues to processing water energy- and cost-efficiently.

Carbon nanotubes provide unique structures in studying nanoscale mass transport
and flow phenomena that can be employed in a variety of important applications.
Having nanometer-scale diameters of innermost walls whose graphitic surface is
atomically smooth, they give rise to newly discovered phenomena of ultra-efficient
transport of water through these ultra-narrow molecular pipes [3]. These findings
lead to a vision of permeable membranes incorporating carbon nanotube pores for a
filtration that could possibly address the global water stress issue. Important findings
and progresses in the emerging field of so called “Carbon Nanotube Nanofluidics”
are presented in this article.

2.2 Predictions of Water Transport in Carbon Nanotube

The task of observing and understanding water flows in CNT pores raises a set of
unique fundamental questions. First, it is surprising that polar liquids such as water
can fill narrow hydrophobic CNTs. Two arguments against water infilling of the
CNT interior are based on considerations of energetics and capillarity. In order for
a water molecule to move from bulk water to such a narrow CNT permitting only a
single-file water configuration, it should be given average energy of approximately
two hydrogen bonds. This unfavorable energetics was expected to prohibit the
entrance of water in narrow CNTs. The capillarity argument is based on the Young-
Laplace equation [4], which predicts that a very large pressure force would be
needed to fill the narrow CNT pore with water. However, counterarguments can
also exist. At a given temperature, water molecules share hydrogen bonding energy
as a statistical distribution. It is unclear whether this energy distribution will take
the same shape in bulk water and under extreme confinement, so called nanocon-
finement. In addition, the capillarity argument is based on a continuum assumption
in a way that a single contact angle value can be defined between water and CNT
mouth. Nevertheless, it is possible that thermal fluctuation of a confined system
would increase the variation in the contact angle values statistically, complicating
the applicability of the continuum-based prediction. The first answer to this debate
was presented by a molecular dynamics (MD) simulation. Hummer and colleagues
[5] used MD simulations to observe the infilling of an extremely narrow CNT
(0.81 nm in diameter and 1.34 nm in length) with water molecules. According to
their simulation result it is surprising that water molecules filled the empty cavity in
a CNT within a few tens of picoseconds and resided there for the entire simulation
time of 66 ns. More importantly, the water molecules under such a high degree
of nanoconfinement formed a single-file configuration, unseen in bulk water but
observed in some biological channels [5]. The simulation allowed for comparison
between binding energy distributions of water at bulk and under nanoconfinement
of CNT (i.e., nanotube water). Average binding energy is favorable for bulk water,
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but it is the weakly bound states that are reportedly less populated in nanotube water
owing to the narrowed distribution of water molecules in the binding energy space
under the nanoconfinement. As the result chemical potential of the nanotube water
is lowered, and the probability of finding water molecules in the open CNT interior
increases. This counterintuitive result could yet be a possible one partly because
CNT is hydrophobic but not superhydrophobic [6]. For example, a slight (25 %)
increase in hydrophobicity in the carbon-water interaction potential could turn the
stable water infiltration to bi-stability between water-filled and empty states, while
40 % more hydrophobic interaction completely emptied the CNT.

The second fundamental question is regarding the dynamics of water under the
CNT nanoconfinement. If water molecules can reside preferably in the CNT interior,
how would they diffuse along the nanotube? This question about dynamics could
be addressed by considering the shearing interaction between water molecules and
graphitic channels. Driven in an axial direction, each water molecule atop the CNT
wall would experience an energy landscape set by the overall potential interaction
between water molecules and carbon graphitic crystals. It has been shown that
the energy landscape can be smoothened if the graphitic surface takes a positive
curvature, as known as an egg carton analogy, like in the case of water confined in a
CNT [7]. Each water molecule right near the CNT wall could then experience less
energy consumption to overcome the energy hills and valleys, hinting that atomic-
scale smoothness of the wall may help water reduce the friction. Each rolling event
of a water molecule over a pair of the potential hill and valley can then be modeled
as a chemical reaction process. Babu and Sathian [8] has modeled this process by
the transition state theory to suggest that wall shear stress, or dynamic friction, of
water that shears the CNT channel can be expressed as a hyper sine function of the
axial transport velocity, which suggests that the water transport rate will increase
in proportion to the applied pressure drop, linearly for moderate flow rates and
nonlinearly for high speed flows.

The single-file water wire is unique in that they move collectively. When
mechanically biased by applied pressure drop in an MD domain the water wire
showed a fast conduction through the nanotube, a speed comparable to the transport
rate in aquaporins (4–6 H2O/ns) [9]. In a hydrophilic channel as narrow as these
CNTs, in contrast, water molecules cannot diffuse very fast because of a strongly
attractive interaction with the constituent atoms of the channel wall, causing a
strong friction mechanism. As the CNT dimension enlarges and the confinement
is relaxed it becomes possible that the nanotube interior accommodates more
“water wires,” and at large diameters, the confinement-induced hydrogen bond
ordering disappears. As the result, the water hydrogen bond network takes a bulk
configuration at the core part of the nanotube while remaining somewhat ordered in
the very vicinity of the wall [6].

Obviously, dynamics of the water transport in CNTs will hinge primarily on
the hydrogen bond configurations at various graphitic nanoconfinements. MD
simulations have attempted to provide an insight of the enhancement of water
transport with reference to continuum flow formalism, or Hagen-Poiseuille flow [7,
10]. These models agree qualitatively to each other in that the enhancement factor,
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Fig. 2.1 Water flow enhancement over the Hagen-Poiseuille flow with respect to the CNT
diameter. Comparison among different models and experiments

defined as the ratio of a water flow rate in a CNT to that of Hagen-Poiseuille formula
at the identical tube diameter, varies from quite high values of 102–103 orders of
magnitude at sub- to few nanometers of the CNT diameter to nearly unity at large
diameters. For the detailed relationship between the enhancement and the nanotube
diameter, nevertheless, they do not agree by exhibiting quantitatively distinct func-
tions (Fig. 2.1). Such disparity between models hints that, although much progress
has been made, the clear understanding of the water transport in CNTs is not yet
achieved completely. For example, detailed friction mechanism demands careful
investigations from experimental and theoretical ends. In the current understanding
the water transport enhancement in CNTs is attributed to the nanotube properties
including atomic level smoothness and hydrophobicity [11], as well as smoothening
of the potential energy landscape related to nanotube curvature [7]. According to this
frame of understanding, water transport in a strong nanoconfinement of the CNT is
described as parallel trains of several hydrogen-bonded molecular wires traveling
quite concertedly aloof from the wall (Fig. 2.2). This picture may allow drawing a
plug-like velocity profile for water flows in a CNT [12].

2.3 Experimental Verifications

Despite a number of efforts to verify the aforementioned predictions with some
breakthrough achievements, the field of Carbon Nanotube Nanofluidics today is still
featured by imbalance between many simulations and rare experiments. The absence
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Fig. 2.2 Trains of
hydrogen-bonded water wires
transporting in CNTs

of sufficient experimental data has hampered our detailed and comprehensive
understanding of the water transport under graphitic nanoconfinement. Nonetheless,
there exist several outstanding achievements worthy of notice.

Most of the early experimental investigations of CNT fluid structure and transport
have been inspired by Hummer and colleagues’ MD modeling studies. The first
experimental evidence of water infiltration of the CNT interior was obtained by
Kolesnikov et al. [13] and Gogotsi et al. [14, 15] Using neutron scattering methods,
Kolesnikov et al. have probed the structure of water in 1.4-nm-diameter, single-
walled CNTs to confirm the residence of water molecules inside the CNTs. At
cryogenic temperatures they could observe a single-file water wire surrounded
by a water nanotube of square lattices. Later, Gogotsi and colleagues observed
liquid molecules trapped in CNTs by transmission electron microscopy, which
provides direct evidence that liquid water can favorably reside inside CNTs at room
temperature.

The next experimental task was to measure directly the water transport dynamics
in CNTs. The challenge of the direct counting of water molecules is evident. Cur-
rently available direct flow measurement techniques may find limited applicability
to molecular transport through a single CNT, illustrated by the range of flow rates
predicted by MD simulations. For instance, Kalra et al.’s prediction [9] of ca. 6
H2O/ns per 0.8-nm-diameter CNT at around 430 atm converts to ca. 12 H2O/ns-
nm2. Assuming the bulk density of liquid water, this water flux is converted to a
volume flow rate lower than one atoliter per second, extremely small for the present
liquid flow measurement techniques.
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Fig. 2.3 Water permeation
through sub-2-nm
double-walled CNTs
(DWCNT) and a
15-nm-diameter
polycarbonate membrane
relative to Hagen-Poiseuille
flow prediction

One strategy of overcoming this challenge is to manufacture a manifold device
out of a large number of aligned CNTs, called a CNT membrane. The manufacturing
strategy is rather simple. First, CNTs are grown in a vertically aligned way with
the end tip of each being capped. Gap space among these aligned CNTs is filled
with a matrix material such as polymer or ceramic. Finally, the nanocomposite film
embedded with aligned CNTs spanning across the film is etched to cut open the
hollow interior of CNTs. Thus obtained structure is a thin film porous membrane
where the hollow interior of CNTs serves as graphitic pores. Two groups have
pioneered this membrane manufacturing avenue. Hinds and colleagues [16, 17]
have fabricated a CNT membrane out of vertically-aligned multiwalled CNTs of
6–7 nm inner diameters spanning a polystyrene thin film. They have reported orders
of magnitude rapid water transport relative to classical hydrodynamics predictions.
This membrane was later used to take a biomimetic approach of “gate keeping”
applied to macromolecules separation via hindered diffusion [18]. Water transport
under a stronger graphitic nanoconfinement was measured by another type of CNT
membrane employing narrow (1.6-nm-diameter) CNTs. Bakajin and colleagues
adopted a MEMS-compatible microfabrication process to produce this CNT mem-
brane [19]. This membrane allowed a closer comparison to the MD simulation
results. Indeed they obtained two-to-three orders of magnitude enhanced water
permeation rates relative to the continuum hydrodynamics prediction (Fig. 2.3),
in great agreement with MD predictions [9]. Later, Fornasiero et al. [20] attached
electrostatic charge to the membrane pore by tethering carboxyl groups at the
CNT pore entrance. At pH values of the membrane feed side higher than the
carboxylic pKa value (ca. 4.8), the deprotonated carboxyl groups generated a
negatively charged electric double layer that could screen the CNT pore from
anions entrance at feed concentrations around those of brackish water (a few
tens of millimolar) [21]. It is then the feed-side electroneutrality requirement
that could also impede the permeation of cations, thereby completing the charge
exclusion mechanism. It was turned out that difference in ionic strength and mobility
between anion and cation determines the ion exclusion or permeation by the CNT
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membrane: Donnan equilibrium mechanism (Fig. 2.4). For example, KCl rejection
by laboratory manufactured CNT membranes is around 40 % [20, 21], rather small
but posing huge room for improvement by further studies.

2.4 Perspective

The technological impact of such rapid water flows established above involves a
concept of an ultrapermeable membrane. This is a membrane that can be operational
at far smaller pumping power than a few hundred bars in usual membrane applica-
tions including seawater desalination of a reverse osmosis type. For instance, water
permeation through sub-2-nm CNT membranes has excelled the performance of
commercial membranes [19]. Additionally established, Coulombic exclusion of ions
in aqueous solutions suggests the use of the CNT membrane in water desalination,
purification, waste water treatments, and extra-purification for special purposes.

Findings from MD simulations suggest that CNTs can be used in applications
in which single-file water conduction is useful. For example, aquaporins almost
exclusively permeate water molecules (and no ions) at speeds not low at all. Hence,
one could envision seawater desalination and wastewater purification by membranes
to which highly narrow CNTs serve as pores.

2.5 Conclusion

Nanoscale confinement by molecularly smooth hydrophobic graphitic walls gives
rise to the unique phenomenon of ultra-efficient water transport, by some orders of
magnitude faster than through other pores of comparable size. MD simulations and
experimental measurements of water transport and ion exclusion are underscoring



26 S.K. Youn et al.

the great promise of CNT membranes in water desalination, water purification,
and nanofiltration. It is a rare combination of transport efficiency and selectivity
that makes CNT membranes a powerful platform for the next generation water
technology.
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Chapter 3
Static and Dynamic Capillarity in Silicon
Based Nanochannels

Niels Tas, Nataliya Brunets, Joost W. van Honschoten�, Jeroen Haneveld,
and Henri V. Jansen

Abstract In this chapter we review the fabrication of silicon based nanochannels
and their use in capillarity studies. Static capillarity measurements of the pressure in
isolated liquid plugs confined in hydrophilic nanochannels, confirm the existence of
capillary negative pressure, quantitatively in accordance with the Young-Laplace
equation. The negative pressure can be quantified through measurement of the
elasto-capillary deformation of the channel capping due to the pressure difference
with the atmospheric pressure. By measuring the capillary filling dynamics in
nanochannels of uniform and accurately defined height, different (apparent) vis-
cosity effects in confinement have been revealed. One effect (visible in insulating
sub-100-nm channels) is likely to be related to the influence of the electrical double
layer (an electroviscous effect), while the other effect (visible in conductive sub-
50 nm channels) seems to be related to a decrease in the effective channel due to a
thin immobile layer close to the polar or charged channel wall.

3.1 Introduction

We define capillarity as a change in the chemical potential of the liquid in a two
phase system, due to the curvature of the meniscus in confinement. Capillary action
plays an essential role in the retention of water in the unsaturated zone (the capillary
groundwater). Related phenomena, as for example cavitation and bubble formation
by enclosure of gas will have a large influence on transport in the unsaturated
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zone. Silicon-based nanotechnology offers techniques for precise fabrication of
artificial nano-pores. Often these channels are planar (in the plane of the substrate
wafer) facilitating microscope observation of liquid inside of these channels. The
combination of well-defined dimensions and observability makes silicon-based
nanochannels an ideal model system for fundamental studies in capillarity. In
Sect. 3.2 we will briefly review the main procedures to fabricate these nanochannels.
We will then move on to discuss measurements of static capillarity in nanochannels
and introduce the concept of capillary negative pressure (Sect. 3.3). Section 3.4 will
be devoted to discuss experiments of dynamic capillarity, i.e. the capillary filling
of nanochannels. These experiments give information on the (apparent) viscosity of
water and aqueous salt solutions in confinement, a topic which is relevant to water
transport in both the saturated and unsaturated zone.

3.2 Fabrication of Silicon Based Nanochannels1

Figure 3.1 illustrates the three main techniques for the creation of (1D-confined)
nanochannels: Sacrificial layer etching (left), bulk etching (middle), and spacer
layer technique (right). The sacrificial layer technique to produce nanochannels
is based on the thin film encapsulation of a strip of sacrificial material and the
subsequent selective removal of the sacrificial layer through access holes [1, 2]
Typical combinations of materials are silicon oxide as the sacrificial layer and
polysilicon as the structural material, or polysilicon as the sacrificial layer and
silicon oxide or silicon nitride as the structural material. The latter combination
provides optically transparent nanochannels. A practical issue in this fabrication
scheme is the finite selectivity of the etchant during removal of the sacrificial layer,

Fig. 3.1 The three main techniques for the creation of (1D-confined) nanochannels: Sacrificial
layer etching (left), bulk etching (middle), and spacer layer technique (right)

1This section is based on: van Honschoten JW, Brunets N, Tas NR (2012) Capillary action in
silicon based nanochannels In: Ondarcuhu T, Aime JP (eds) Nanoscale liquid interfaces: wetting,
patterning and force microscopy at molecular scale. Pan Stanford Publishing, Singapore.
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resulting in a tapered channel height (in the length direction). In the bulk etching
technique [3] a trench is slowly and accurately etched into the silicon substrate.
Wet anisotropic etching can produce the required smoothness and uniformity [4].
An enclosed channel is formed by bonding of a second wafer to the substrate
wafer containing the trench. This second wafer can be a glass wafer producing
an optically transparent channel capping. Using wet etching [4] uniform channel
heights typically in the range of 20–100 nm can be produced, with an accuracy of
a few nanometer. To define the channel height for even smaller channels, the spacer
layer technique [5, 6] is particularly suitable. Uniform and well defined spacer
layers of silicon oxide can be created on a silicon substrate by thermal oxidation.
Their thickness can be accurately measured before wafer bonding by ellipsometry,
creating channels as small as 5 nm in height with a precision better than 1 nm [7].
Note that in both the bulk etching and the spacer layer technique, in practice, at
least a native oxide layer of 1– 2 nm silicon oxide is formed prior to wafer bonding,
ensuring complete silica-based channel walls.

3.3 Static Capillarity in Nanochannels2

In sufficiently narrow lyophilic capillaries the negative Laplace pressure can exceed
the atmospheric pressure (often 1 bar in absolute value), and a negative absolute
pressure can develop in the liquid. Liquids can withstand a considerable tension due
to the cohesive forces between the molecules. The tensile stress developed when
the liquid is stretched is isotropic normal stress, therefore it is justified to refer to
it as a negative pressure. Reports about liquids under tension date back as far as
the late seventeenth and early eighteenth century, and originate from some of the
greatest scientists of all time, including Huygens [8] and Newton [9]. They address
the phenomenon that when a tube of a Torricelli barometer is completely filled with
mercury and then perfectly purged of air and inverted, the mercury inside sometimes
stayed top-full in the tube, suspended to heights as much as 75 in. [8]. This is
much higher than the expected 29 inches caused by the weight of the atmosphere.
In particular the explanation of Newton is remarkably accurate, referring to the
cohesion of the liquid particles to each other and to the glass composing the tube [9].
Tension in water plays a central role in the cohesion-tension theory of sap ascent in
trees as first proposed by Dixon and Joly [10], and has therefore drawn the interest
of plant physiologists. Classical laboratory methods to induce negative pressures
in liquids are the Berthelot tube method [11] based on isochoric cooling, and the
rotating capillary technique introduced by Briggs [12].

Bulk liquid at negative absolute pressure is superheated, which is a metastable
state. It is a metastable state because the system can move to a state of lower free
energy by creating cavities filled by vapour, however to create a cavity (vapour
bubble) an energy barrier has to be overcome [13]. If the liquid is at a pressure

2This section is based on: van Honschoten JW, Brunets N, Tas NR (2010) Chem Soc Rev 39: 1096.
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Fig. 3.2 Longitudinal section of a partially filled flat rectangular capillary. The pressure in the
liquid is equal to the ambient pressure p0 plus the negative Laplace pressure pLap. The channel
height is h the contact angle of the liquid to the channel walls is represented by �

p, then the work required to create a bubble of volume V and surface area A, filled
with vapour at a pressure pv is given by [13]:

W D �AC .p � pV / V D 4�r2� C 4

3
�r3 .p � pv/ (3.1)

where r is the radius of the bubble, and � is the surface tension of the liquid.
Assuming that the magnitude of p is much larger than pv, the work required to
create the bubble has a maximum 16 �3/3p2 for a critical radius [13]:

rcrit D �2�=p (3.2)

The capillary action in narrow lyophilic tubes, in open communication with the
surrounding atmosphere, can easily be stronger in magnitude than the surrounding
absolute atmospheric pressure. Figure 3.2 shows a longitudinal section of such a
capillary, partially filled with liquid. The absolute pressure in the liquid is given by
the sum of the ambient pressure p0 and the negative Laplace pressure pLap.

Assume in Fig. 3.2 that we have a thin rectangular capillary (height h<<width).
Neglecting the meniscus curvature in the lateral plane, the pressure of the liquid
phase pliq is given by:

pliq D p0 � .2� cos �/ =h (3.3)

where h is the channel height, � the surface tension of the liquid, and � the
contact angle of the liquid to the channel walls. If the liquid partially filling the
hydrophilic channel is water, capillarity induced negative pressure will occur when
the channel height is below approximately 1 �m. The first notion that capillary
action in narrow tubes can induce tension in the liquid was probably by Kelvin when
he derived what is now known as the Kelvin equation [14]. Experimental proof of
the existence of capillary negative pressure was provided by Wiig and Juhola [15]
through the measurement of a reduced density of water condensed in nano-porous
activated charcoal, though quantitative interpretation was hampered by the unknown
compressibility of water in the negative pressure regime as well as lack of exact
knowledge of the pore diameter.
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Fig. 3.3 Top view of a silicon oxide nanochannel (flat rectangular cross section) partially filled
by water [17]. The channel capping is a silicon oxide thin film which deforms under the negative
pressure load. This deformation can explain the peculiar shape of the meniscus [17, 18]

Through pull-off force measurements in a surface forces apparatus [16] con-
sistency with Young-Laplace equation could be confirmed in nanometric gaps,
however in this method the conversion from forces to pressures requires application
of the Kelvin equation. A direct indication for the existence of capillary negative
pressures was recently found by measuring the elasto-capillary deformation of
silicon based nanochannels [17]. Figure 3.3 shows a microscope image of the
typical shape of the meniscus (top view of a flat rectangular channel). The peculiar
curvature of the meniscus in the lateral plane can be explained by a downward
bending of the flexible channel cover. The downward bending can be quantified by
detailed analysis of the meniscus shape [17, 18]. Together with the known stiffness
of the channel cover it was possible to estimate the negative pressure of the liquid
to be, depending on the method to analyse the meniscus curvature, �17 ˙ 10 bar
[17] or �14 ˙ 8 bar [18]. Taking into account the measurement accuracy, this is in
accordance with Eq. (3.3) (�12 bar).

Liquid plugs like the one shown in Fig. 3.3 are remarkable stable and can
(depending on their volume and the speed of evaporation) exist for several minutes
up to hours. The explanation for this observation [17] is that when we substitute Eq.
(3.3) in the expression for the critical bubble size (Eq. (3.2)) we find (neglecting p0

with respect to the negative Laplace pressure) rcrit D h/cos(� ). This shows that for
capillary negative pressure the critical bubble size for cavitation is larger than the
size of the channel, so the liquid at negative pressure is in a stable state. Note also
that we have implicitly considered channels of uniform cross section.

A related technique to measure capillary negative pressure is to look at the critical
width of total collapse for nanochannels capped by an elastic cover plate [19].
Using this technique we measured capillary negative pressure in 80 nm channels
for different liquids (as a function of their surface tension). Figure 3.4 shows the
measured mechanical deformation pressure needed for total collapse (vertical) as a
function of the applied capillary pressure (horizontal). Although limited in accuracy
these results are indicative for the validity of the Young-Laplace equation in the
sub-100 nm regime.
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Fig. 3.4 Measured and
expected mechanical
deformation pressure versus
the capillary pressure [19].
The expected relation is
indicated by the solid line
with slope one, the dashed
line indicates the trend line
in the experimental data.
Where h0 is the initial
channel height, D�f(u) an
elasticity parameter, and wc

is the critical width for full
collapse [19]

3.4 Dynamic Capillarity in Nanochannels3

This section addresses the dynamics of filling of capillaries of arbitrary, though
uniform cross section, typically in the 10–100 nm size range. For simple liquids at
this length scale the continuum framework of hydrodynamics based on application
of the Navier-Stokes equations is still valid, as is discussed in detail in the review
by Bocquet and Charlaix [20]. Also the macroscopic contact angle and Young-
Laplace equation can be applied without modifications. For smaller cross sections
(hydrodynamic diameters less than roughly 10 nm) the influence of the disjoining
pressure on the microscopic contact angle and the meniscus curvature can be
become noticeable (in particular for water where the electrostatic contribution to
the disjoining pressures can be relative long ranging) and care should be taken
by applying the macroscopic Young and Young-Laplace equations The systematic
study of capillary filling of sub-10 nm channels is still in its infancy and will most
likely be subject of study of several groups in upcoming years.

3.4.1 Lucas-Washburn Equation for Infinite Stiff Channels

The filling dynamics of capillaries driven by the negative Laplace pressure was first
modeled by Washburn [21]. The filling speed is determined by the surface tension
� of the liquid filling the capillary, its (advancing) contact angle � to the channel
walls, the channel diameter d (or in the case of a rectangular cross section by the
width w and the height h) and finally by the viscosity 	 of the liquid. For sufficiently
long and narrow capillaries the flow of the liquid entering the capillary may be

3This section is based on: van Honschoten JW, Brunets N, Tas NR (2010) Chem Soc Rev 39: 1096.
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Fig. 3.5 Top view of a chip (appr. 1 � 1 cm2) used in capillary filling experiments (left) [23]. Zoom
in showing a still image of the filling of 30 nm channels (right) [7]

considered laminar and fully developed and the hydraulic resistance R D (pressure
drop �p)/(volume flow 
) follows from the Poiseuille flow model. Taking the
negative of the Laplace pressure for the pressure drop and realizing that the change
of the position x of the moving meniscus is related to the volume flow through dx
/dt D 
/A (where A is the cross sectional area of the channel) the following general
expression for the position of the moving meniscus as a function of time results:

xdx D �pLap
R� � Adt (3.4)

where R* is the hydraulic resistance per unit length of the liquid plug (R D xR*). As
the hydraulic resistance is proportional to the liquid plug length x, it follows that the
filling velocity decreases in time. More precisely, after integration the result is x2 �
t or x � t1/2. For example for a flat rectangular channel (w >> h) by substitution of
R* and pLap we find:

x D
s
� cos .�/ h

3	
� t (3.5)

In recent years this expression has been experimentally verified in silicon based
nanochannels with a perfectly defined rectangular cross section, and down to
channel heights of 5 nm [6, 7, 22–25] the qualitative x D at1/2 dependence has been
confirmed for water and aqueous solutions as well as for some organic liquids.
Figure 3.5 shows a photograph of a chip used in such experiments. Liquid can be
introduced in the access holes and fills the chip by capillary action, first through the
inlet microchannel, then through the nanochannels. Rulers have been etched next to
the nanochannels to follow the filling process in time.
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Fig. 3.6 Measured position of the moving meniscus as a function of t1/2 for filling of 5, 11, 23, and
47 nm deep nanochannels with DI water at temperatures of 22.7, 22.2, 21.6, and 20.8 ˙ 0.5 ıC,
respectively [7]

3.4.2 Results of Capillary Filling Experiments
in Nanochannels

Figure 3.6 shows an example of the measured position of the moving meniscus vs.
time in capillary filling of hydrophilic nanochannels by de-ionized water (silicon-
dioxide channel bottom and boro-silicate glass channel roof, rectangular cross
section h<<w). Note that down to the level of h D 5 nm the moving meniscus
can be observed by optical microscopy, for the smallest channel heights using
differential interference contrast (DIC) [7] or an embedded interferometer [25] to
enhance the contrast. In the analysis of the filling dynamics usually macroscopic
contact angles and surface tension values are used, which for small molecules should
be correct when channel hydraulic diameters are in the order of 10 nm or more.

While the qualitative agreement with the Washburn model is good, several
significant quantitative deviations have been observed. As they all concern slower
than expected filling they are usually described by a dimensionless apparent
viscosity 	app/	 larger than 1 (where 	app/	D 1 refers to the situation described by
Eq. (3.5)). Figure 3.7 shows the results as reported by Tas et al. [23] for filling of
silica channels (20 nm SiO2, boroslicate glass channel cover), by de-ionized water
(DI water) and aqueous 0.1 M NaCl solution. A significant slower than expected
filling for DI-water was attributed to the electroviscous effect, as the values of
	app/	 returned to one when filling the channels by aqueous NaCl solutions. The
electroviscous effect is related to the electrical double layer that is formed when
the capillary walls in contact with the liquid are charged (see Schoch et al. [26]
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Fig. 3.7 Ratio of the
apparent viscosity over the
bulk viscosity of de-ionized
water (blue) and aqueous
NaCl solution (red) as
derived from capillary filling
experiments [23]

for an extensive review of electrokinetic effects in nanochannels). Due to the flow
a net displacement of charge and an induced streaming potential results, which
results into a counter electro-osmotic flow in a part of the electrical double layer
that is closest to the channel walls [27]. A comparison [28] of the observed value
of 	app/	 with the theory of Levine, however, is not easy because of deprotonation
of the hydroxylated channel walls during filling [29], leading to a modified and
possibly axially non-uniform ionic composition of the solution filling the channels.
In addition, it is likely that the constant potential assumption should be replaced by
some form of charge regulation.

An important aspect of capillary filling, especially in channels having sharp inner
corners, is the formation of bubbles [30]. In sharp inner corners a strong capillary
suction develops, which leads to capillary “fingers” possibly proceeding in front of
the main meniscus. The length of these fingers depends on the filling time and the
“consumption” at the back by the proceeding main meniscus. As the main meniscus
slows down in time the length and volume of the fingers tends to increase and
eventually can lead to bubble formation through enclosure of air in front of the main
meniscus. It has been suggested [30] that the presence of bubbles can be responsible
for the sometimes observed slower than expected filling as shown in Fig. 3.7.
However, the Washburn model is derived for filling without bubbles and should
therefore only be applied up to the length where the first bubbles are formed [23].

3.4.3 The Viscosity of Water in nm-Confinement

Since the early 1970s there is a notion that water near polar or charged surfaces
is somehow ordered or structured, leading to a so called structural component
of the disjoining pressure. The first indications came from interpretation of the
disjoining pressure isotherms of wetting films of water on hydrophilic substrates
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[31], while unambiguous experimental proof came through application of the so
called Surface Forces Apparatus (SFA) [32–36] showing short range repulsion
forces between charged surfaces brought in close proximity (< 5 nm), in addition
to the double layer repulsion and van der Waals attraction as described by the
DLVO theory. Despite the enormous importance of water as a liquid in nature as
well as engineering systems, the exact nature of this hydration force as it is called
for water has still not been conclusively determined. The main mechanisms that
have been discussed in literature are related to the compression of hydrated ions
(ionic surface groups, adsorbed ions, or counter-ions in the electrical double layer),
orientation of water dipoles in the strong electric field near a charged wall, or the
hydrogen bonding nature of water. An important question that emerges is if and
how the supposed interfacial “structuring” of water affects its local viscosity. In
the early 1970s measurements of the flow velocity of liquid plugs in quartz micro-
capillarities driven by a disbalance between the capillary pressure and an applied
external pressure revealed an elevated viscosity of water up to 40 % in capillaries
of 0.04 �m [37]. These results could not be reproduced in nanometer thin films
in the SFA. A dynamic SFA technique revealed a viscosity of water equal to the
bulk viscosity, even in 2 nm thin films and under high salt concentrations necessary
to induce a strong repulsive hydration force between the mica surfaces [38]. A
similar conclusion was reached by SFA squeeze out experiments of thin water films
between silica surfaces [36]. More recently, in a SFA where also shear force can be
induced and measured, Raviv et al. [39] found that the viscosity of demineralized
water when confined to films of 3.5 ˙ 1 to 0.0 ˙ 0.4 nm between mica surfaces
remains within a factor three of its bulk value. Similar experiments with aqueous
salt solution (in the presence of repulsive hydration forces) show that the bounded
water molecules in the hydration layers retain the shear fluidity characteristics of
bulk water, with an upper limit estimated for the viscosity of 0.08 Pa � s (maximum of
80 times the bulk viscosity) [40]. Remarkably, recent AFM experiments, measuring
directly and simultaneously the normal and lateral forces of a nano-sized silicon tip
approach a solid hydrophilic surface, reveals orders of magnitude increase in the
viscosity of water with respect to bulk water in sub-nanometer confinement [41].
Capillary filling of silica nanochannels by water and aqueous salt solutions, reveals
a significant slower than expected filling in channels with heights in the range of 10–
50 nm [6, 7]. If interpreted as a viscosity effect, the averaged effective viscosity is up
30 % higher for 11 nm channels [7] (Fig. 3.8). The red line is a fit to the experimental
data assuming a highly viscous layer next to the hydrophilic channel walls. The best
fit is found for a thickness of this immobile layer of 0.9 nm at each interface. Filling
experiments under different conditions are currently carried out in our lab to test the
hypothesis that it is indeed the enhanced viscosity of hydration layers that causes
the observed slower than expected filling. Based on all experimental data available,
one must conclude that the question if and how hydration forces are connected to
viscosity changes of interfacial water has still not been completely answered.
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Fig. 3.8 Dimensionless
correction factor (pre-factor
of the denominator in Eq.
(3.5)) indicating a slower than
expected filling of water in
flat rectangular silica
nanochannels [7], as a
function of channel height.
The red line indicates the
effect of a solidified layer
next to the channel walls with
a thickness of 0.9 nm or four
monolayers

3.5 Conclusions

Planar silicon based nanochannels offer a unique platform for experimental studies
of capillarity in extreme confinement. In many cases processes inside the nanochan-
nels can be observed by standard optical microscopy. In lyophilic nanochannels the
extreme confinement can easily lead to large negative pressures in the liquid. These
can be measured by quantifying the elastic deformation of the channels. Dynamic
capillarity studies using water or aqueous salt solutions revealed an increased
apparent viscosity during capillary filling of nanochannels. The increased apparent
viscosity is attributed to an electroviscous effect in the case of insulating channels.
For channels well below 50 nm there is an additional effect leading to a strong
increase of the apparent viscosity. It is unclear if this is a real increase in the viscosity
of water strongly confined in hydrophilic channels. Alternatively, it could be caused
by the combination of the properties of water and immobile adsorbed ions.
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Chapter 4
Infrared-Thermodynamics Conversion as
a Function of Temperature: Towards
Confined Water

Isabelle Bergonzi and Lionel Mercury

Abstract An experimental method has been developed to calculate the thermo-
dynamic properties of water from its vibrational properties, relevant to study (in
near future) the properties of adsorbed or confined water. The infrared absorption
of the intra-molecular OH stretching mode of liquid water has been measured
over a wide range of temperature (from�10 to 90 ıC). The corresponding large
band has been decomposed into three Gaussian components standing for three
different water connectivities (percolation model) that feature the liquid state as a
function of temperature: network, intermediate, and multimer water. Measurements
evidenced that the components are differently shifted with temperature, giving a
quantitative insights into the internal energy change of liquid. A vibrational partition
function has been used to calculate the corresponding thermodynamic properties,
neglecting all energy components except the present intra-molecular vibrational
mode. Interestingly, the vibrational free enthalpy thus computed differs of the total
free enthalpy only by a multiplicative constant all along the thermal range.

4.1 Introduction

Liquid water presents a remarkable ability to fill in any cavity or channel, even of
nanometric dimensions (confinement), and to stay as thin films onto almost any
solid surfaces (adsorption). The term confinement relates to the influence of the
close solids on the sandwiched liquid, while adsorption is a confinement between
solid and air. Interestingly, confinement and adsorption are states that allow liquid
water to stay inside a pore network under arid or semi-arid conditions, affording
a minimum water content in soils, with the thin films hydraulically connecting
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capillary clusters confined in wedges, crevices or small channels. This minimum
water content directly impacts the soil wettability, its ability to host drought-
tolerant species, and to maintain residual microbial activity and mobility. In terms
of weathering, these water types are intimately contacting the host solid and also
stay immobile for long period of time, making them a probably important (and
overlooked) actor in the global mass balance.

Confined and adsorbed waters have properties that deviate from the bulk
water (e.g., [1–7]), which give them specific driving forces in terms of transport,
weathering, and biological habitats. Confined water is found in saturated and non-
saturated media, actually whenever liquid is occluded in host spaces smaller than
0.1�m (e.g., [8–12]). Adsorbed water is encountered in non-saturated media, as thin
films of nanometer to hundreds of nanometers thickness (e.g., [1, 13]). Despite this
large versatility in natural settings, the properties of these water types and the char-
acteristic thresholds describing their evolution with sizes/thicknesses are not well
apprehended in the natural sciences community. Meanwhile, their characteristic
properties are essentially measured at very high confinement around the nanometer,
and their thermodynamic behaviour in the 5–100 nm range is poorly known.

Infrared (IR) spectroscopy have been used to probe the water liquid state with
solutes addition [14], when adsorbed on surfaces [11, 15] or filling restricted spaces
[11, 12], at the solid-water or liquid-air interfaces [16]. These studies demonstrated
the sensitivity of the IR signal to record slight changes of the properties of liquid,
even for small amount of matter. This sensitivity indicates that vibrational energy
changes correctly probe energetic changes with environment. Among all the IR
absorption modes, the intra-molecular OH-stretching band revealed to be the most
significant, showing shifts both in terms of global shape, intensity and location of
the main peak. However, there is not a direct conversion of these IR shifts into
macroscopic thermodynamic properties to date. Some studies proposed a statistical
deconvolution of the IR and Raman spectra to obtain thermodynamic values of
diluted solutions of HOD molecules in D2O (or H2O), but this approach cannot
describe the IR spectra of normal water [17–19].

It is why infrared spectroscopic measurements have been targeted to record
the change in the vibrational properties of water trapped into artificial rectangular
channels having depths varying from 100 to 5 nm (1D nano-channels). However,
this chapter lets aside the confinement topic to deal with a required prior step:
devising a calculation method for the IR-thermodynamics conversion based on a
partition function, and calibrating it on a well-known thermodynamic change, here
the thermodynamic behavior of liquid water from �10 to 90 ıC.

4.2 Experimental Section

IR measurements were recorded in the 400–4,000 cm�1 spectral region with
a Fourier Transform Infra-Red (FTIR) micro-spectrometer (Nicolet Continu�m,
Thermo scientific), equipped with a XT-KBr beam splitter and a liquid nitrogen
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cooled Mercury Cadmium Telluride (MCT) detector (250 �m). The microscope
operates in confocal mode, using a 15� infinity corrected Schwarzchild objective
and a matching 15� condenser.

To avoid saturating the IR absorption signal due to the enormous amount of
water molecules per liquid volume, a thin film cell of varying thickness, down
to micrometer, has been developed. This cell is composed of two steel parts
compressing two BaF2 windows (13 mm � 2 mm), sealed with a fluorocarbon O-
ring. A liquid water drop is sandwiched between the two windows and the steel
parts are tightened to form a bulk water film roughly 1 �m thick.

The thermal change is controlled by a heating-cooling stage (THMS-600,
Linkam) with windows transparent to IR light. Briefly, the fluid cell is put on a
silver block at controlled temperature (˙0.1 ıC), and the acquisition starts after
5 min, which is the time needed to afford thermal homogeneity between the two
steel parts.

Each spectrum is recorded with a resolution of 4 cm�1 with 200 scans per
spectrum and no mathematical correction. The infrared absorption coefficient is
defined by:

A D � log
�
I0
.
I

�
(4.1)

where I0 is the transmitted intensity of the empty cell and I the transmitted intensity
of the cell filled with water. Spectra are recorded from �10 to 90 ıC.

4.3 Experimental Results and Discussion

4.3.1 IR Absorption Band

The infrared spectrum of liquid water consists of four main bands, spreading from
a few wavenumbers and 3,800 cm�1 [20]. The dominating feature of the IR water
spectrum is the band located at 3,400 cm�1 which corresponds to the stretching
motion of the covalent OH bonds. The HOH bending band (1,650 cm�1) follows
in the decreasing frequency order, then the libration band (675 cm�1), and finally
the “connectivity” band (200 cm�1). The two former bands correspond to intra-
molecular modes, either sensitive to the H-bonds environment (stretching) or not
sensitive (bending). The two latter reflect inter-molecular modes. The libration
mode, through small amplitude oscillations of the whole molecule, provides a
mechanism of rupture and rearrangement of the hydrogen bonds at a sub-picosecond
rate. The connectivity band arises from the longitudinal motion of the H-atom along
the H-bond axis (H-bond stretching) and therefore characterizes the level of H-
bonding between neighboring water molecules.
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Fig. 4.1 OH stretching band of liquid water as a function of the temperature. Inset displays the
three Gaussian components decomposition classically performed (see text)

4.3.2 OH Stretching Band

The OH stretching band centred at about 3,400 cm�1 is a sensitive probe of the
H-bond: the wavenumber increases with the distance between O atoms of two
molecules linked by H-bond (e.g., [21]). The absorption corresponds to intra-
molecular motions of the water molecules crossed by the IR beam, which depend
on the molecular environment. As a result, this is a molecular signal averaged
over macroscopic amount of matter. The width of the band echoes the energetic
distribution of H-bonds along the beam pathway and then is an image of the
molecular disorder, what justifies the intense study of this band (e.g., [22–24]).

The present measurements from �10 ıC (supercooled water) to 90 ıC (Fig. 4.1)
are in agreement with previous studies [25–27]: upon heating, the main peak
moves to higher wavenumbers (blue-shifted, from 3380.6 cm�1 at �10 ıC up
to 3436.5 cm�1 at 90 ıC), while the intensity diminishes and the shape visually
changes losing the lower wavenumbers and enriched on the higher ones. This shift is
classically interpreted by the direct effect of heating that disrupts water intermolec-
ular network and then promotes disorder (e.g., [22, 23]). This interpretation applies
as well to account for the shape change under heating. The decreasing absorbance is
readily accounted for, outlining that the resonance condition required for coupling
the OH stretching motion is obtained at low temperature [28].

These visual observations cannot be turn easily into quantitative calculations
because liquid water is a continuum of molecular configurations, each having its
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own behavior and influence on the change of the total energy. And the modeling
of the whole band in terms of discrete molecular energies cannot be performed.
The common strategy is to decompose the OH-stretching band into Gaussian
components, each standing for a certain type of water that features the liquid
at a given time. Decomposition into two (e.g., [29]), three (e.g., [20]) and four
components (e.g., [14]) have been performed, most often related to the purposely
existing water clusters. Actually, the vibrational mode causing the stretching motion
of the intra-molecular OH bond is sensitive to the strength of H-bonding between
molecules. The oscillator strength of a water molecule decrease when its local
coordination increases and the corresponding OH frequency is downshifted. The
notion of water cluster, and its relation to water structure, is problematic since it
is well known that the relaxation time of water is around the picosecond, several
order of magnitude quicker than the recording time of the IR absorption. It is why
this classic approach has been recently reformulated in terms of the percolation
model [30], each Gaussian component featuring an averaged coordination number,
probabilistically ranging from 0 to 4 [12, 20]. The best and most relevant decom-
position is done through three Gaussian components (inset in Fig. 4.1), ascribed to
three different types of water molecules. The low-frequency Gaussian is associated
to the fully coordinated water molecules, called Network Water (NW) also known
as ice-like water since the Gaussian peak is close to the ice’s (3,250 cm�1, [24]).
The high-frequency Gaussian is ascribed to the molecules with a low coordination
number, called Multimer Water (MW) and close to the IR characteristics of vapour
molecules. The Gaussian lying in-between has a coordination number close to two,
is called Intermediate Water (MW) and refers to the incompletely coordinated liquid
molecules. At the scale of one molecule, it is clear that each molecule experiences
the three coordination states over the experimental time (minute). The final band
represents how the molecular network promotes the different types of coordination
related to the energy available in the system.

4.3.3 Band Decomposition

The experimental bands were fitted with the software Igor and its Multipeak fitting
2.0 package. Brubach et al. [20] suggested that the three Gaussian components
were linked to the five species described by the percolation model [30]. This model
calculates the variation of the coordination number of one water molecules with its
immediate neighbors, with temperature. The number of intact H-bonds per molecule
is given by the following probability:

pB D nHB=z (4.2)

with nHB the number of established H-bonds and z D 4 the maximum number of
hydrogen atoms bonded to one oxygen atom (by covalent or intermolecular bond).



48 I. Bergonzi and L. Mercury

Molecules are thus divided into five species, by the possible number of intact H-
bonds they form with their neighbors, from 0 to 4. The fraction fj of water molecule
establishing j bonds is given by the relation:

fj D zŠ

j Š .z � j /ŠpB
j .1 � pB/z�j (4.3)

with j ranging from 0 to 4. The fraction of species j is a function of the temperature
T via the temperature dependence of pB written pB D 1.8 � 0.004T(K).

Brubach et al. [20] proposed to ascribe NW to species j D 4 and j D 3, IW
to species j D 2 and MW to species j D 1 and j D 0. The interesting point of
such interpretation is the implicit use of the ergodic principle to describe the
thermodynamic features of liquid water: the IR signal averaged over time echoes
the averaged energetic states making up this liquid.

Practically, fits were constrained to make the full width at half maximum of the
calculated Gaussian component to match the fraction of water molecules “types”
calculated by Eq. (4.3) with temperature (Fig. 4.2). Over �10 to 90 ıC, NW
fraction dominates up to 40 ıC, from which temperature IW starts predominating.
Interestingly, IW is the fraction that varies the less over the thermal range, while the
two others are anti-correlated in the expected way: NW decreases with temperature
while the MW increases, in agreement with the chaotropic trend afforded by heating
individual molecules that tend toward a vapour-like network organization. This
variation is in good agreement with the shape evolution of the OH band with
temperature: decreasing absorbance at low wavenumbers echoes the diminution
of NW molecular fraction while increasing absorbance at high wavenumbers is
naturally linked to the increasing MW molecular fraction. Gaussian maximum
are shifted toward lower frequencies with temperature (Fig. 4.2): NW main peak
moves from 3,315 cm�1 at �10 ıC to 3,219 cm�1 at 90 ıC, IW peak is displaced
from 3,455 cm�1 at �10 ıC to 3,384 cm�1 at 90 ıC and MW peak slides from
3,583 cm�1 at �10 ıC to 3,528 cm�1 at 90 ıC. This IR downshifting evidences that
the characteristic H-bond lengths of each water “types” decreases, what means that
the energy to maintain the corresponding network organization must increase due
to the additional thermal energy in the system. Otherwise, to keep its connectivity
level, each water “types” uses more energy.

As a consequence, the OH-stretching band highlights that the IR shift is a direct
measure of the internal energy change of the probed liquid. Summing up the three
contributions, should result in deducing the whole thermodynamic change from a
given reference state. In all that follows, the reference state is the pure liquid at
25 ıC and 0.1 MPa.

4.3.4 Thermodynamic Treatment

The conversion of the IR absorption band into thermodynamic terms requires a
description of the way the characteristics of each energetic state combine into
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the macroscopic value of the thermodynamic property. The relevant tool is the
partition function, here that proposed by Vand and Senior [31]. It is based on the
Némethy and Scheraga model [32], which is a continuum model based on the
concept of “flickering clusters”. The H-bonds formation in liquid water is described
as a cooperative process, i.e. H-bonds are established or broken simultaneously
depending on the local energy fluctuations. Short-lived regions of highly H-bonded
clusters thus take place surrounded by non H-bonded molecules. As a consequence,
the model features liquid with two main structures, clusters and non H-bonded
molecules. The water clusters can be monomer (one bond), dimer (two bonds),
trimer (three bonds), or tetramers (four bonds). Despite this “water structure”
background, the partition function is built through five species distinguished by their
coordination number (four water clusters and the non H-bonded molecules) and
an energy level is ascribed to each species, in an analytical approach completely
compatible with the percolation model. The molecules distribution between the
energy levels is determined by the corresponding Boltzmann factors, exp(Ei/kT)
where Ei is the energy of a given energy level and k is the Boltzmann constant,
and by the degrees of freedom allowed for the motion of each species. The
corresponding partition function Z writes as follows [32]:

Z D
X

Œn0;y1;xu�
g .n0; y1; xu/

YiD4
iDu

�
fi exp

�
� Ei

RT

��N0xi
(4.4)

where g is a combinatorial factor written g(n0,y1,xu) D N0 !/(N4 ! N3 ! N2 ! N1 ! Nu !),
Ni D N0xi is the number of molecules of each species, N0 is the Avogadro’s number,
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xi are mole fractions of each species in the bulk liquid, Ei are the energies of
each species and fi are the weighting factors describing the vibrational, rotational
and translational freedom allowed to each species, ascribed from IR and Raman
experimental data.

The present approach by IR-shift relative to a reference enables to neglect the
modes that are not sensitive to the varying parameter (temperature or confinement,
or any other). The intra-molecular IR changes are entirely featured by the OH-
stretching band, since the bending mode has a negligible thermal coefficient
(�0.1 cm�1.K�1; [33]). The inter-molecular modes (60–1,000 cm�1; libration and
connectivity bands) include as well the cooperativity between vibration and rotation
modes, and both change with temperature (e.g., [20]). Nemethy and Scheraga
[32] hypothesized that these intermolecular bands that appear in ice, express the
contribution of the clustered water. With their partition function, and experimental
values for the IR bands, they were able to accurately re-calculate the entropy, free
energy and internal energy of liquid water but failed with the specific heat of water.
Based on experimental measurements [34, 35], Vand and Senior [31] alternatively
proposed to describe the partition function with three species, each having a certain
distribution around a mean effective length l of H-bond in liquid water. As a
consequence, the energy of molecules in an energy band (mean effective length
l) will have a similar regular distribution about a mean value Ei. Vand and Senior
[31] selected arbitrarily a Gaussian distribution to describe the distribution of the
three energy bands, and the partition function becomes:

Z D
X3

iD1
giX

mi

�i

exp

�
1

4

	
�i

2X2

 �Ei

�
(4.5)

where X D 1
.
RT Ei is the energy of the ith species, giXmi is the power law

expression for the weighting factor fi that integrate thermal variation, � is the
bandwidth of the energy distribution and B is a constant.

At first sight, the partition function with three energy bands fits well the
decomposition into three Gaussian components done from the OH-stretching band.
Using the Gaussian changes as a function of temperature, the Vand and Senior
function offers a simple pathway to transform IR shifts into macroscopic water
energy changes. In liquid water, the bending and OH-stretching bands are intra-
molecular modes and only the latter moves with the temperature. In the meantime,
there are frustrated (with respect to vapor) rotational motions (librations, around
675 cm�1) due to the networking that changes the inter-molecular vibrational
mode of H-atoms. A second inter-molecular mode is featured by the hindered
translational (or connectivity) band (around 200 cm�1), which correspond to the
longitudinal motion of the H-atom along the H-bond axis (H-bond stretching)
and therefore characterizes the level of H bonding between neighboring water
molecules. Among these four bands, only two exhibit pronounced substructures that
significantly evolve with temperature (and probably confinement) (e.g., [12, 20]):
the OH-stretching band and the connectivity bands. These substructures characterize
the changing levels of H bonding in the molecular network that are directly related
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free enthalpies relative to 25 ıC. The solid line (calculated Gibbs free energy) is perfectly fitted by
the vibrational Gibbs free energy (open circles) multiplied by the constant C (C D 0.241546, see
text)

to the thermodynamic properties. As a consequence, the coming interpretation is
weakened by the sole consideration of the stretching band, while (at least) the
connectivity band contributes to the internal energy.

The IR-thermodynamics conversion corresponds to transform the total mean
energies value in Eq. (4.5) [31] into the three vibrational mean energies given
by the peak of the three Gaussian components, resulting in the “vibrational”
thermodynamic functions of liquid water as a function of temperature (Fig. 4.3a).
Consistently, the vibrational Gibbs free energy is smaller than the total Gibbs free
energy ignoring the contribution of the inter-molecular modes.

This first absolute calculation can be easily normalized at 25 ıC, and only the
relative change to this reference is calculated (Fig. 4.3b), removing all the modes
that are not sensitive to thermal change. Here again, �Gvib has a larger slope than
total �G, outlining that the intra-molecular vibrational mode is compensated by
another energetic contribution of opposite trend with temperature. Consistently,
rotational and/or translational motions tend to increase with increasing temperature
due to the decreasing of the coordination number of water molecules that favors non
H-bond molecules. Assuming that the frustrated rotation (libration) does not change
with temperature, and that any other rotation and/or translation modes impact the
total energy, we may propose that a simple subtraction lead to predict the change
of the inter-molecular connectivity mode. At this stage, obviously, an experimental
control of such statement must be done.

For the time being, the multiplicative constant C that enables to retrieve the
total �G (i.e. �Gtotal D C ��G
ib;) all along the thermal range demonstrates that
the thermodynamic changes under temperature, are as linear as the intra-molecular
OH-stretching mode. Thus, the decomposition of the OH stretching band into three
Gaussian components, coupled with the Vand and Senior partition function, allows
us to obtain a thermodynamic description, though incomplete, of water. Technically,
it is interesting to outline the compatibility between the percolation model and the
original Nemethy and Scheraga approach. The probabilistic H-bonds networking
can be assumed in the same continuum framework as that afforded by the flickering
water-structured clusters.
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4.4 Conclusion

The IR-to-bulk thermodynamics conversion has been explored following the OH-
stretching band behaviour with temperature. The method, based on the percolation
model and using mechanistic partition function, appears reliable and gives the
correct trend. However, it fails to become strictly quantitative, most probably by
overlooking the other significant contribution, mainly the connectivity band. These
effects need now to be evaluated with temperature, to decipher the missing link
between �Gvib and �Gtotal.

These results give confidence about the ability of the FTIR spectroscopy to probe
the thermodynamic properties of liquid water under given conditions. Thus, the
protocols to record IR absorption under confinement have been developed as well
as the design of the artificial channels with varying depth (1D nano-confinement).
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Chapter 5
Interchange of Infiltrating and Resident Water
in Partially Saturated Media

Brian Berkowitz

Abstract The interplay between resident water (“old water”) and infiltrating
water (“new water”) in porous media is examined through experiments in an
idealized 2D glass micromodel. The analysis is motivated by the recognition that
two complementary processes occur as water migrates through the vadose zone:
infiltration, when water advances downward through this zone, and drainage, which
follows infiltration events (precipitation and irrigation) when air displaces water
as the water migrates deeper into the subsurface. Residual water saturation after a
cycle of drainage is controlled by pores and pore clusters that retain “old water”.
During an infiltration cycle, “new water” flowing through the porous medium
will intermittently connect to these clusters and then will leave a new pattern
of disconnected clusters containing, presumably, both old and new water. In the
micromodel experiments, image analysis is used to quantify the miscible interplay
between old and new water over a cycle of imbibition by new water and drainage by
air in a domain that is partially saturated with old water. We demonstrate that some
old water remains in the system at long times within stable water pockets; these
pockets may remain stable even after a second cycle of infiltration. An implication
of this finding is that water scarcity under dry climate conditions may increase the
influence of mixing of infiltrating and resident water on water quality, particularly
in the uppermost aquifer layers.
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5.1 Introduction

The region situated from the soil surface to the water table can be regarded as a
porous medium partially saturated by water. During an infiltration event, either from
precipitation, irrigation or leakage, infiltrating, “new water” encounters the resident,
“old water”, and the two waters interact with each other [e.g., 1–4]. Using water
isotopes and/or conservative chemical tracers as proxies, several field studies have
demonstrated that the old water remaining in the vadose zone can be a significant
component of outflow into, e.g., streams or deeper aquifer layers for several hours
[e.g., 3, 5, 6], days [e.g., 7] and even years [e.g., 8] after infiltration of new water.
A few studies have attempted to investigate this phenomenon at the catchment scale
from a theoretical perspective [9]. From a phenomenological point of view, the old
water affects the flow pattern of the new water at the pore scale [10], controlling the
availability of pore space and solid surface to the new water. Moreover, this region
is a major environmental interface, with solid-liquid, solid-air, liquid-air and liquid-
liquid possible interactions. Because the old water might have had time to undergo
chemical interactions with the soil environment [11], and the new water may carry
various chemicals with it (e.g., fertilizers, pesticides, contaminants), the old and the
new water may widely differ in composition.

In these contexts, infiltration and drainage processes are relevant. Infiltration
refers to the invasion of new water into a pore space partially or fully saturated with
air, while drainage entails air entering a pore space partially or fully saturated by
water. During both infiltration and drainage, water and chemicals may move through
specific pore channels, leading to a highly non-uniform infiltration pattern; this well-
established phenomenon is often referred to as “preferential flow” [e.g., 4, 12, 13].
Moreover, the new water flowing through the porous medium will intermittently
connect to old water pockets inherited from the previous infiltration event. The
drainage that follows infiltration then leaves a new pattern of disconnected clusters
containing, presumably, both old and new water, which might in turn mediate
physical and biological processes. Depending on the nature of the flow pattern,
the amount of water actually leaving the domain may differ from the amount
that entered if smaller or larger amounts of residual water are trapped in the new
clusters. Three mechanisms evidently contribute to the old-new water interplay:
(1) displacement and flow of old water clusters as they become connected to new
channels; (2) partial or full mixing of old water with new water, possibly with
redistribution of the residual water clusters; and (3) diffusive transfer of water
molecules from old water to new water as new water flows through a channel.

A common technique to study infiltration and drainage mechanisms at the
pore scale is the use of chemically-etched 2D glass micromodels. Fabrication of
micromodels by chemical etching is described widely in the literature [e.g., 14].
The technique was pioneered by [15, 16] for visualizing immiscible displacements,
focusing on drainage of an oil-saturated medium by air; drainage of an oil-,
hexane-, or air-saturated medium by mercury; drainage of an oil-saturated medium
by a glucose aqueous solution; and infiltration of oil in an air-saturated medium.
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A similar approach was used by [17] to examine the effect of gravity on drainage of
a glycerol-saturated porous medium; [18] and [19] focused on pressure-saturation
relations, while [20] and [21] investigated transport of colloids in unsaturated,
fracture-matrix type micromodels. These experiments were in part motivated by
interest in the mobilization of residual oil by water and/or gas flooding [22], and
thus focused on immiscible displacements.

However, pore scale dynamics of old-new water mixing have received little atten-
tion. Relative to the experiments mentioned above, characterization of the dynamics
of the old-new water interplay is further complicated by the variably-saturated
nature of the system and the need for an effective means to differentiate between
the old and the new water. In this study, a glass-etched 2D micromodel was used
to visualize the flow and pattern of the old water, in a partially saturated medium
subjected to alternative infiltration and drainage. Three dyes were successively used
to color the injected water, enabling the distinction between the old and the new
water and providing a basis for image analysis of the patterns in time.

5.2 Experimental Section

The glass micromodel consisted of a regular lattice 73.3 mm (length) � 42.7 mm
(width), containing 4,500 regular diamond grains of size 660 �m on each side,
separated by eye-shaped channels 100 �m wide and 50 �m deep. The upper and
lower boundaries of the micromodel were designed to allow injection and drainage
along the entire inlet and outlet faces of the domain, respectively. The lattice
inlet consisted of a fine comb-like structure to ensure development of a uniform,
homogeneous front parallel to the inlet boundary; the outlet of the lattice was a
drain connected to two outflow channels, to ensure that air could enter the system
even after the initial water breakthrough. The outflow channels were open to air
(i.e., free drainage to atmospheric pressure), with the discharge point at the same
height as the bottom of the micromodel. The capillary potential of the lattice was
estimated from the pore dimensions of the micromodel [23, 24], with a value in the
range 5,000–6,000 Pa. Flow through the micromodel was controlled by a syringe
pump (Kd Scientific 100) to inject dyed water and air intermittently at controlled
rates. Experiments were conducted at 20 ıC under atmospheric pressure.

Water colored by molecular dyes was used as a visual tracer for the old-new water
interplay. Air was injected into the micromodel between each dyed-water injection
to achieve partial desaturation. Three dyed waters were injected sequentially:
aqueous solutions of blue erioglaucine at 0.01 wt. % (Fluka standard, increasing
the density of water by 0.01 %), yellow tartrazine at 0.1 wt. % (Sigma, dye
content � 85 %, increasing the density of water by 0.1 %), and red carmoisine at
0.1 wt. % (Fluka, dye content � 98 %, increasing the density of water by 0.1 %).
These dyes are used commonly in the context of vadose zone hydrology for field
and/or laboratory studies [25]. All of the solutions were prepared using deionized
water (18.2 M� � cm), and no air bubbles appeared during the experiments. Contact
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angles of the three solutions were measured using the static sessile drop method; on
clean glass, all of them were below 5ı. The dyes were confirmed to be conservative
by two preliminary experiments. First, small glass beads were plunged into baths
of, respectively, erioglaucine, tartrazine and carmoisine, and their mixes at various
ratios, for 2 h. The beads were used to represent a large surface area akin to the
surface area of the micromodel. Absorption spectra of the baths before and after the
experiment were compared for possible adsorption of the dyes or their mix onto the
glass beads; the spectra were identical. This experiment also controlled the stability
of the dye solutions and their mixes by sampling the surface and the bottom of the
baths separately. The duration of the experiment was extended to 24 h with the same
results. Second, each dye solution and mix was injected into the empty micromodel.
Analysis along the micromodel showed that the dyes were not retarded under the
experimental conditions.

At the beginning of a run, an erioglaucine solution was injected into the dry
micromodel, followed by injection of air. The resulting configuration, partially
saturated with old water (erioglaucine solution), was the starting point of a first
old-new water experiment. A tartrazine solution was then injected to represent the
new water, and interacted with the old water. After the tartrazine solution injection,
air was again injected into the system. Then, the system was partially saturated
with erioglaucine and tartrazine solutions. This new configuration was the starting
point of a second old-new water experiment, where the old water consisted of the
erioglaucine and tartrazine solutions. Note that the initial degree of saturation in the
micromodel for this second old-new water experiment was different than that at the
beginning of the first experiment with the tartrazine solution injection. In this second
old-new water experiment, a carmoisine solution was injected to represent the new
water, followed by air. Thus, every run corresponded to two successive old-new
water experiments, and the same analysis of the old-new water dynamics was carried
out on the two experiments. The change of syringes was a critical moment of the
runs as it could create fluid pulses. To minimize error due to alternating syringes, the
following methodology was applied: at the end of an injection, a clamp was applied
to the micromodel inlet tube, the syringe was changed, the pump was reconnected
to the micromodel, and the clamp was removed. A picture was then taken; if this
picture was nearly identical to the last picture of the previous injection, the change
of syringes was validated and the run proceeded; otherwise, the run was discarded.
Each run was performed twice; although the specific patterns differed between
replicates because of the stochastic nature of this type of phenomenon [e.g., 15].

For every injection (erioglaucine, tartrazine, carmoisine, and air), the same flux
and flux duration were used: 6.3 cm/h during 54 min (i.e., 0.14 mL/h or about 1.5
saturated pore volumes per hour, 0.13 mL total) for each injection of experiments
1 and 2 (letters g and h in the figures, respectively), 4.4 cm/h during 97 min (i.e.,
0.09 mL/h or about 1.1 saturated pore volumes per hour, 0.16 mL total) for each
injection of experiments 3 and 4 (b and c, respectively), 3.1 cm/h during 111 min
(i.e., 0.07 mL/h or about 0.74 saturated pore volumes per hour, 0.13 mL total) for
each injection of experiments 5 and 6 (a and f, respectively), and 1.2 cm/h during
220 min (i.e., 0.03 mL/h or about 0.32 saturated pore volumes per hour, 0.10 mL
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total) for each injection of experiments 7 and 8 (e and d, respectively). The fluxes
and flux durations for all of the experiments, and corresponding experiments and
letters, are summarized in Table 5.1.

These fluxes were chosen because they cover a range of flows relative to the
scale of the micromodel (0.03–0.14 mL/h corresponding to 0.32–1.5 saturated pore
volumes per hour); they are also comparable to those used in a field study [5]. At
the end of each injection, the syringe pump was stopped briefly, and the syringe
quickly replaced to inject the following phase. In all of the experiments, the capillary
number, Ca, the ratio of the effect of viscous forces to surface tension (Ca D�

v/¢ , with � the viscosity of water (Pa � s), v a characteristic velocity (m/s), and
¢ the surface tension between water and air (N/m)), was between 0.4 � 10�5 and
2 � 10�5, which is relevant to flow in porous media under a capillary-dominated
regime [26]. Between runs, the micromodel was rinsed with (1) deionized water, (2)
laboratory-grade ethanol, (3) deionized water, (4) 5 % hydrochloric acid, and (5)
deionized water, then left to dry at 50 ıC with desiccants under a light vacuum. This
methodology was tested previously on glass slides, dipped successively in the three
solutions for 2 h each, to ensure that the original contact angles were recovered.

The glass micromodel was placed vertically and lit uniformly from behind using
a transparency viewer. During the runs, photographs were taken at regular time
intervals using a digital single lens reflex camera (Olympus E-330, 13.5 � 18.0 mm
NMOS sensor, 7.5 megapixels) mounted with a Zuiko Digital 35 mm 1:3.5 macro
lens. The photographs were captured at the base value of ISO 100 to minimize
luminance and chrominance noise. To cover the size of the micromodel, the optical
magnification was approximately 1:4, corresponding to a spatial resolution of about
670 �m2 per pixel (average over all of the experiments). Depending on the flux, the
interval between two snapshots was 1 min (experiments 1–2), 2 min (experiments
3–6) or 3 min (experiments 7–8). To obtain statistics on the dynamics of the old
and new water distributions at the pore scale, image analysis of the snapshots was
performed. The raw files were processed using Olympus STUDIO 2.3, and then
cropped to isolate the central 85 % of the pore space to minimize wall effects.
Using The GIMP 2.2, the pictures were decomposed according to CMY, RGB and
LAB color-encoding systems, and a mask of the micromodel was superimposed
to isolate the pore space. The C layer, the G layer, and the Y layer minus the L
layer were found to be the best suited to identify the pure erioglaucine, tartrazine,
and carmoisine solution components, respectively. These best layers and adequate
thresholds were identified by trial and error on drops of different sizes on the
micromodel, under the same lighting conditions as the experiments; the goal was to
isolate all of the drops of a given dye while including none of the others. The pixels
containing a mixture of dyes were identified by addition/subtraction of other layers.
The air distribution was recovered by a simple subtraction of the pore space minus
the dyed water. Applying the thresholds also converted each layer into its binary
counterpart, which was then further analyzed using The Mathworks MATLAB
R2007b-R2009b. Processing and analyzing the snapshots took about 3 days for
each experiment on a desktop computer (Intel PENTIUM4 CPU, 3.00 GHz, 2.5 GB
RAM, 50 GB temporary memory). To validate the image analysis procedure,
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known amounts of dye were injected into the micromodel; image analysis was then
conducted, and the resulting amount of dye compared with the known value. The
relative error was approximately ˙5 %.

5.3 Experimental Results

Figure 5.1 shows the amount of old water remaining unmixed in the system relative
to the initial old water content (wci).

In the figure, time is normalized by the experiment duration to allow direct
comparison among the experiments. Thus, t D 0 corresponds to the beginning of
new water injection, t D 1 corresponds to the change from new water injection to
air injection at the inlet, and t D 2 corresponds to the end of the air injection, i.e.,
the end of each old and new water experiment. Note that the normalization is linear,
i.e., a time difference of 0.1 represents the same duration from the beginning to the
end of a given experiment. The degree of saturation was calculated by dividing the
amount of water in the lattice by the pore volume. Here, it was used to obtain the
initial (old) water content (wci) at the beginning of each old-new water experiment.
A flow rate of 6.3 cm/h (experiments 1–2) gave initial saturations, wci, of 20.2 and
23.1 % (which correspond to g and h). A flow rate of 4.4 cm/h (experiments 3–4)
gave wci of 11.0 and 15.2 % (b and c). A flow rate of 3.1 cm/h (experiments 5–6)
gave wci of 4.6 and 17.9 % (a and f). A flow rate of 1.2 cm/h (experiments 7–8) gave
wci of 16.0 and 15.7 % (e and d).

All experiments (Fig. 5.1) display an evolution in two steps: first, an initial rapid
drop in old water content; second, a slow decrease to a constant value. The amount

Fig. 5.1 Evolution in time of the old water remaining in the lattice as a percentage of the initial
old water content (wci)
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of initial old water remaining in the system at the end of each experiment, relative to
the initial amount of old water, tended to increase with wci (Table 5.1). The lowest
wci (4.6 %) is above this trend (10 % of the initial old water remained in the system),
likely due to the small amount of old water in the lattice to begin with and the
resulting poor old water connectivity. In general, the first step took place for t< 0.5,
with the transition time tt between the two steps increasing with wci (from tt D 0.16
for wci D 4.6 % to tt D 0.32 for wci D 23.1 %; see Table 5.1). The change from
the first to the second step corresponds to the new water breakthrough, wherein
the new water found its way through the pore space along a preferential pathway.
Because the second step represents a slow decrease, the amount of initial old water
remaining was governed mainly by the first step, and may remain in the system even
at relatively long times.

Because of the two successive old-new water experiments in each of the runs, it
was also possible to compute the amount of the very first old water (i.e., erioglaucine
solution) remaining unmixed as the system went through two successive cycles of
infiltration of new water and drainage (relative to the erioglaucine solution, the new
water was first tartrazine solution, then carmoisine solution). The amount of pure
erioglaucine solution remaining in the system at the end of the runs was 23 % for
experiments 1 C 2, 7 % for experiments 3 C 4, 10 % for experiments 5 C 6, and
1.2 % for experiments 7 C 8, relative to the initial amount of erioglaucine solution
at the beginning of experiments 1, 3, 5, and 7, respectively. The same amounts of
pure erioglaucine solution remained in the system at the end of the corresponding
experiments 1, 3 and 5; thus, the second infiltration cycle did not displace or mix
with the pockets of old water inherited from the first infiltration experiment. For
experiment 7, 12 % of the pure erioglaucine solution was found, while only 1.2 %
remained after experiments 7 C 8; note that these experiments employed the lowest
of the four flow rates.

Conservative tracer experiments were used to quantify the interplay between old
and new water in micromodel experiments. At the beginning of each experiment, the
new water occupied the pore space and established the main flow paths (Fig. 5.2a, b).
Subsequent air injection had little effect on the new water surface area but it caused
a decrease in the volumetric fraction of the new water, with air displacing the new
water away from the main pathways (Fig. 5.2c). In contrast, the distribution of old
water was not affected by the air injection: old water pockets connected to the flow
during the initial new water infiltration phase, but then remained relatively stable in
shape and location, and air injection (drainage) did not fragment them significantly.
The amount of old water that remained in the system at the end of each experiment
was generally higher for higher initial old water contents.

The time regime 0< t< 0.5 ended when the new water reached the outlet (i.e., the
inlet and outlet became connected, and the preferential pathways were established,
see Fig. 5.2a). The second zone (0.5< t< 1) corresponds to entry of new water into
a pore space with already established preferential pathways. The new water then
flowed into additional, secondary channels, but generally followed the established
pathways (see Fig. 5.2b), which translated into a slow increase of the new water
volumetric fraction. The third zone (1< t< 1.4) represents the replacement of new
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Fig. 5.2 Infiltration of new water in the lattice micromodel partially occupied by old water: (a) a
preferential pathway has been established through Area 1; (b) the new water occupies more of the
pore space (e.g., around Area 2) while the previous preferential pathway remains dominant; (c) air
has replaced new water at the inlet and the new water pattern is disconnected and less dense (in
particular, the new water receded from Area 1). These images were taken from one of the replicates
of Exp. 2 (h in Fig. 5.1), with a flux of 6.3 cm/h for each injection. Black denotes the old water,
light gray the new water, and dark gray the mixing of old and new water; the air and the solid
grains are in white. The remaining pockets can be noted, even close to the outlet, and the water
does not connect to the outlet

water injection by air injection; this led to a rapid decrease in the volumetric fraction
of the new water, with the distribution pattern of new water becoming disconnected
and less dense. This zone ends when the air at the inlet connected with outlet, and
the volumetric fraction for both the new and the old water did not significantly
evolve after that (fourth zone, 1.4< t< 2; see Fig. 5.1c for an example of the third
and fourth zone pattern). Note that for the first and second zones, evolution of
the volumetric fractions for the old and the new water were approximately mirror
images of each other. This suggests that the new water flowed mostly into pathways
that were previously occupied, fully or partially, by the old water. Once air replaced
new water at the inlet, evolution of the volumetric fractions for the old and the new
water stabilized.

5.4 Discussion and Concluding Remarks

Two successive regimes were identified throughout the experiments. The initial
regime corresponded to exploration of the pore space by the new water, while the
second regime involved the establishment of stable old water pockets not connected
to the main water or air pathways. The amount of old water remaining in the system
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was significant, and some old water pockets resisted invasion by new water even
after a second infiltration-drainage cycle. In some cases, nearly one quarter of the
old water remained in the system after a second cycle.

While relating laboratory experiments to real field-scale systems poses clear
difficulties in terms of scale and setup [e.g., 27], consideration of mass balance
data available from some field-scale experiments can be instructive for qualitative
comparison of the old-new water dynamics to the present laboratory results. In
particular, a two-step, two-regime behavior similar to the present results was
observed in field experiments, where contaminants were found to initially flush
rapidly, followed by a long-time low-level contamination of streams [28]. A study
of the response of a catchment in the Tawhai State Forest (Westland, New Zealand)
to a storm [2] found that the storm runoff is generated by rapid transmission of new
water to the stream, a phenomenon analogous to the initial regime described in this
study.

In another experiment, a conservative tracer was applied to an undisturbed
2.05 � 6.3 m soil block, 0.64 m deep isolated in the Ouachita National Forest
(Arkansas, USA) [5]. Bromide was added to the first precipitation, and successive
precipitations containing no Br� were then applied; Br� measured in subsurface
flow during the second and third precipitations (no Br�) would therefore have
come from water stored in the soil (i.e., old water). Bromide concentrations in
subsurface flow were measured at various depths (14, 26, 44 and 64 cm); the upper
two thirds of the depth were a gravelly loam, and the lower third was a clay loam.
Old water contributions were calculated by mass balance. Various inflow intensities
were investigated, but each displayed a similar pattern of old water concentration
changes with time. The old water percentage in the outflow was seen to decrease
in two stages, which can be explained by the two regimes observed in the present
experiments (Fig. 5.1).

The combination of several dyes to separate individual water phases and quantify
their interplay at the pore scale constitutes a novel experimental effort to analyze the
fate of old water through successive infiltration events. It is interesting to note that
results of the present study exhibit traits similar to those reported in field studies. In
most cases, a significant amount of old water remains in the system. In particular,
the persistence of a significant part of the old water leads to a soil solution with
a different composition, as it has more time to react and to equilibrate with the
local soil components. This old water can act as a sink, and later as a source, of
contaminants [29]. Moreover, these microenvironments can play an important role
for flow and transport of water and solutes from land surface to the water table,
and more generally, in the coupled biological, geochemical and physical processes
occurring in this region.

The present experiments were conducted in a highly idealized 2D system.
Whereas previous studies at the catchment scale attributed the observed behavior to
the complex geometry of natural soils [30, 31], the present results suggest that such
behavior may also rise in regular, homogeneous, relatively high porosity media.
Undisturbed soils, which exhibit lower porosities, a wider variety of grain sizes
and a combination of macropores, aggregates, fractures and other structural features
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(bedding, lamination), likely increase this behavior with more significant air and
water trapping [32]. The amount of old water left in the system may thus be
underestimated relative to such systems. Full details and analysis of the experiments
discussed here appears elsewhere [33].

Extrapolating to consider the effect of changes in rainfall patterns, the proportion
of resident water can be expected to increase under dry climate conditions (at low
average water content of the unsaturated zone). Moreover, this water may partially
evaporate between successive rainwater inputs, increasing local concentrations of
chemical species; some of these stored chemicals could be harmful for human
health. Heavy rainfall, which occurs occasionally even in arid and semi-arid regions,
could dissolve and flush these chemicals into groundwater reservoirs, causing abrupt
deterioration of groundwater quality. For example, after the anomalously rainy
winter of 1991–1992 in Israel, with about 200 % of the average rainfall, salinity
of groundwater in pumping wells increased suddenly by several hundred mg L�1

[34].
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Chapter 6
Impact of Heterogeneity on Evaporation
from Bare Soils

Shmuel Assouline, Kfir Narkis, Stéphanie Veran-Tissoires, Manuel Marcoux,
and Marc Prat

Abstract Heterogeneity in soil hydraulic properties has a significant impact on
evaporation, and could be harnessed to reduce water losses and improve soil water
conservation. This is illustrated through the consideration of the effect of Darcy
scale heterogeneities resulting from horizontal layering. The impact of permeability
gradient and thickness of layers has been investigated from evaporation experiments
performed from homogeneous as well as horizontally multi-layered soil columns.
Two main cases are distinguished depending on the sign of the permeability
gradient, the unstable case when the permeability increases with depth and the
stable case when, on the contrary, the permeability decreases with depth. The
results indicate an interesting competition between stabilizing gravity effects and
destabilizing or stabilizing permeability gradient effects and lead to the emergence
of the concept of two-scale evaporation process.

6.1 Introduction

Evaporation is a key process for water exchange between soil and atmosphere.
Evaporation from bare soils depletes the water stored in the root zone during the
rainfall season and limits the establishment and spreading of vegetation cover, thus
initiating a vicious cycle leading to desertification. In cultivated fields, evaporation
reduces the amount of water available for crop growth, determines the water and
salinity regimes in the root zone, and consequently, affects yield and product quality.
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Fig. 6.1 Evaporated mass as
a function of time: the two
main regimes of evaporation
in a classical evaporation
situation

Drying processes are also of significant industrial and engineering importance
including food processing, paper production, cosmetic industry, and construction
activities. Evaporation from soils drew attention of researchers along decades
[1–3]. Notwithstanding the prominent role of evaporation, prediction of drying
rates from porous media remains a challenge. The evaporation rate is affected
by both atmospheric demand (humidity, temperature, and velocity of ambient air)
and by porous-medium pore space and transport properties (thermal and hydraulic
conductivities and vapor diffusion). Consequently, complex and highly dynamic
interactions between medium properties, transport processes, and boundary con-
ditions result in a wide range of evaporation behaviors as discussed in [4, 5]. The
understanding and the analysis of evaporation in homogeneous porous systems have
been greatly improved since the early 1990s thanks to pore network modeling and
invasion percolation (IP) theory, e.g. [6–14]. This type of approach is also well
adapted to the study of heterogeneous systems [15] and therefore is one of the
cornerstones of the present study.

In a typical evaporation situation (see Fig. 6.1), two main regimes are generally
distinguished. As sketched in Fig. 6.1, the first regime is characterized by the
presence of liquid water up to the surface of the porous medium. The pumping
effect due to capillary forces is sufficient to bring the liquid water from the inside
of porous medium up to the surface. The evaporation rate is the highest in this
regime and very often (quasi-) constant. Explaining why it is so, that is why the
evaporation rate remains constant whereas the overall liquid saturation decreases
is still an open question. The main factors, referred to as the invasion percolation
effect, the Suzuki and Maeda effect [16], and the films effect, are well known, e.g.
[17] and references therein, but the details, that is the relative significance of the
various factors for a specific situation, are generally not well understood. The second
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regime is characterized by the development of a dry zone adjacent to the surface of
the porous medium. Because of the poor efficiency of the transport of the water
vapor by diffusion across the dry zone, the evaporation rate drops dramatically in
this regime. Notice that it is customary and more accurate to distinguish a cross-
over regime, referred to as the falling rate regime [4], between the two regimes
depicted in Fig. 6.1. Distinguishing only two main regimes is, however, sufficient in
the context of the present chapter.

Evaporation from a sample fully saturated initially is thus characterized by the
development of a two-phase zone where liquid and gas coexist. A key time in the
analysis of evaporation from a porous sample is when the surface of the porous
medium ceases to be fed by liquid water. This time marks the end of the first
period of high evaporation and the beginning of the second period of much slower
evaporation. Thus, this time corresponds to the time when the two-phase zone is
not in contact anymore with the porous medium surface. This is why characterizing
the extent of the two-phase zone has attracted a lot of attention in the studies on
evaporation. Suppose we are able to estimate the maximum vertical length Lmax

of the two-phase zone, then the end of first regime is when the length of the two-
phase zone reaches Lmax. This length depends on several factors: the forces or the
effects acting on the distribution of the fluid, namely the gravity, capillary and
viscous forces, the temperature gradients, the species gradients (when species like
ions, colloidal suspension, other molecules are present in the water), the structural
heterogeneities (as discussed below), the wettability properties, etc. This length is
easy to estimate from drainage theory in the simple cases where the temperature
gradients can be neglected, the liquid is a pure liquid and is wetting, and the effect
of liquid films can be also neglected. Liquid films refer to the capillary films that
can be present in the corners of the pore space, e.g. [18–21]. As shown in [21] for
the case of a model porous medium made of glass beads, the capillary films can be
present over a large zone outside what we would be referred to as the two phase zone
in drainage theory. This is sketched in Fig. 6.2. The presence of capillary films can
dramatically extent the duration of the first regime of evaporation. Thus, when the
films effect is significant, the length Lmax must of course include the film region. The
significance of the film effects depends on several factors, such as the contact angle
(the lower the contact angle, the greater the probability to observe a significant film
effect), the geometry of the pore space (corners or other geometrical singularities
must be present), the evaporation rate and the pore size (viscous effects in the films
limit the extent of films; thus smaller pore sizes for a given evaporation rate lead to
a lower extent of film region).

In what follows we assume that the film effects can be neglected. Under these
circumstances, the length Lmax of the two phase zone can be determined thanks to
the theory of invasion percolation in a gradient (IPG), e.g. [9, 22] and references
therein. This shows that the scaling in 2D systems is quite different from the scaling
in 3D. Whereas the length of the two-phase zone can be reasonably estimated
using the classical continuum approach to porous media, e.g. [23], the situation
is quite different in two-dimensional systems because the mean position of the
drainage front corresponds in this case to the percolation threshold. The invasion
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Fig. 6.2 Sketch of main zones during evaporation in a stabilizing gradient when capillary films
effect is significant (a) or negligible (b); Lmax is the size of the two-phase zone where liquid and
gas coexist in the pore space

front (D the two-phase zone) is then an example of self organized criticality (SOC)
and this leads to non-trivial scalings [9, 24]. This brings once in while some
confusion when the fundamental differences between the 2D and the 3D cases are
not understood.

The consideration of Lmax is useful not only to determine the transition between
the two evaporation regimes but also to delineate the factors controlling the
evaporation process. As discussed in more details in [4], see also [23], one can
estimate the length Lmax corresponding to the competition between the capillary and
gravity effect, denoted by Lg , as well as the length Lvis corresponding to a two-phase
zone controlled by the competition between the capillary and viscous effects only.
The smaller of these two scales indicates which factor (in addition to capillarity)
is dominant. For example the extent of the phase zone is controlled by the gravity
and capillary forces when Lg<<Lvis whereas gravity and viscous effects are both
important when Lg � Lvis. When these lengths are much larger than the height H of
the sample, then the process is dominated by the capillary forces and the two-phase
zone can extent over the entire sample. This regime is referred to as the capillary
regime [4].

The IPG theory is also useful to distinguish two main situations, referred to as
invasion percolation in a stabilizing gradient (IPSG) and invasion percolation in a
destabilizing gradient (IPDG) respectively. The gradient evoked here is the gradient
in the pore occupation probability; see for example [9] and references therein for
more details. An IPSG pattern corresponds to the one shown in Fig. 6.2 and is
characterized by the presence of the two-phase zone (regardless of the liquid films)
over a region of finite thickness L. This is observed for example when gravity or
viscous effects are sufficiently important compared to capillary effects, Lg<H or
Lvis<H. A typical IPDG pattern can be obtained when the gas invasion resulting
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Fig. 6.3 Example of IPDG patterns at two stages of the invasion obtained in a two-dimensional
model porous medium when gravity effects induce a destabilizing gradient in the occupation
probability. Liquid phase in black and gas phase in white. Vapor escapes from the bottom of the
micromodel only

from the evaporation process is from the bottom side of the system, and gravity
and capillary effects control the phase distribution. A typical IPDG pattern at two
stages of the invasion process is shown in Fig. 6.3. In contrast to the case where gas
invasion is from the top and gravity effects are stabilizing (Fig. 6.2), gravity effects
are destabilizing when evaporation is from the bottom. Thus, here, Lg is still lower
than H but the occupation probability gradient is now negative. The occupation
probability decreases with the distance from the sample top as can be seen from
Fig. 6.3b, which shows a preferential invasion in the upper region of sample.

In the IPDG case the porous medium surface remains connected to the liquid
phase over a much longer period than in the IPSG case. As a result, the duration of
fast evaporation regime (first drying period) is much longer in the IPDG case. Thus
IPDG patterns favor fast evaporation whereas IPSG situations favor the formation
of a dry zone and thus a slower evaporation.

As discussed in the next section, the consideration of the above length scales
and a clear distinction between IPSG and IPDG situations help analyze the effect of
layering on evaporation.

6.2 Experimental Section

Laboratory scale experiments were carried out on columns. Columns of 50-cm
height and of 8-cm in diameter were packed to create bi-layered or multi-layered
systems using sands of different mean grain size. As a result, heterogeneous
columns with successive horizontal layers presenting increasing or decreasing
permeability (� grain size) were prepared. Two thicknesses for the layers were
considered: 2 and 7 cm thickness. The columns were gently saturated from below
with tap water. The bottom was then sealed and the columns exposed to drying.
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Fig. 6.4 Experimental set-up of multi-layer sand columns

The corresponding lower boundary condition is thus of zero flux at the bottom. A
small individual fan was installed close to the open upper top of each column. The
columns were weighted at very high frequency (every 10–15 min) using electronic
scales connected to a data logger (Fig. 6.4). Water mass loss and evaporation rate
were computed from the data. Reference evaporation rate was characterized by
evaporation from columns filled with water and subjected to similar conditions.

This leads to the results depicted in Fig. 6.5, which clearly show a significant
effect of the layering. For reasons that will be made clear below, the case where the
permeability (i.e. the grain size) increases with the distance from the column top is
referred to as the unstable case whereas the case where the permeability decreases
with the distance from the column top is referred to as the stable case.

The main results can be summarized as follows:

# 1 Unstable arrangements lead to faster drying than stable arrangements
# 2 The 2 cm layers-stable arrangement leads to slowest drying
# 3 The 7 cm layers unstable arrangement leads to fastest drying
# 4 The 7 cm layers unstable arrangement is first slower than the 2 cm layers

unstable arrangement then faster

To analyze and explain these results one must consider the effects influencing the
phase distribution. The viscous effects can be discarded because even the finer layer
is made of a relatively coarse material (mean grain size � 100 �m). Thus, gravity
and capillary effects have to be considered (because estimate of length Lg is lower
than column height H). The fact that the duration of first drying period is greater
with the fine sand in the case of the homogenous column is thus easily explained by
the fact that Lgfine> Lgcoarse (Lg / dp

� 2 where dp is the grain size [9]). As discussed
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Fig. 6.5 Variation of evaporated mass as a function of time for the different layers arrangement

for example in [25], layering in the absence of gravity and/or viscous forces can
lead to IPSG or IPDG invasion patterns depending on the sign of the permeability
gradient. In the case of a permeability gradient, the length scale Lk characterizing
the extent of the two-phase in the IPSG case depends on the grain size gradient, Lk

�
�
� d

p
k

d z

��1
, where k is the permeability. In a system made of grains of size dp,

k / dp
2 and thus Lk �

�
� d.dp/

d z

��1
. As reported in [25], a IPSG pattern is obtained

when d
p
k

d z < 0 whereas a IPDG pattern is obtained when d
p
k

d z > 0 (with z directed
from the top to the bottom). In the case of our column experiments, the increase
or decrease in pore size is not continuous but discrete since the column is made
of a limited number of homogeneous layers. This does not change the qualitative
behaviour. Thus an IPDG pattern due to layering is expected when the grain size
increases with the distance from the column top whereas an IPSG pattern is expected
when the mean grain size in each layer decreases from the top. This is why the
arrangement where the grain size increases (decreases respectively) with depth is
referred to unstable (stable respectively). Thus point # 1 is fully consistent with the

fact that IPDG patterns lead to fastest evaporation. The discrete gradient d
p
k

d z is
smaller when the layer thickness is 7 cm than for the 2 cm layer since this gradient
is roughly equal to difference in grain size between two successive layers divided
by the thickness of layers (D distance between the centres of two successive layers).
This implies Lk7cm>Lk2cm, which is fully consistent with point # 2. This is also fully
consistent with the first part of point # 4, that is the fact that the 7 cm layers unstable
arrangement first leads to a slower evaporation than for the 2 cm layers unstable
arrangement

To explain the second part of point #4, the fact that the 7 cm layers unstable
arrangement eventually leads to a faster evaporation than for the 2 cm layers
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unstable arrangement, one must realize that both the layering effect and gravity
effect affect the phase distribution during evaporation, which means that Lk and
Lg are of the same order of magnitude, at least at some moments during the
evaporation process. Such a situation, in which more than one length scale affects
the evaporation process, is referred to as a multiscale evaporation process [26]. Here
gravity effects are stabilizing regardless of the layer arrangement since evaporation
is from the top. Since Lg / dp

� 2, Lg decreases with the distance from the top when
the arrangement is unstable and decreases faster when the thickness of layers is
2 cm. It turns out that Lg becomes smaller than Lk faster with the 2 cm layers and also
reaches a smaller value since the grains forming the bottom layer in the 2 cm layer
unstable arrangement are bigger than for the 7 cm layer unstable arrangement. Thus
gravity effects eventually stabilize the invasion, which of course leads to a slower
evaporation than for a purely IPDG case (i.e. layering without gravity effects), and
this stabilizing effects appears sooner and is stronger with the 2 cm layers. This
explains the second part of point #4 and has been confirmed from pore network
simulations where it is of course easy to run the simulations with and without gravity
[26]. A more detailed analysis of the multi-layered column experiments is presented
in [27].

6.3 Conclusion

Evaporation from bare soil is greatly dependent on the factors affecting the liquid
and gas distribution during the process. In particular, it is important to predict when
the surface of the porous ceases to be hydraulically connected to the liquid still
present in the porous medium. The influence of the various factors can be assessed
from the consideration of the length scale characterizing the maximum extent of the
two-phase zone in the system. As other factors, such as the viscous effects or the
gravity effects, large scale heterogeneities such as horizontal layering can have a
great impact on the evaporation kinetics. This is a factor which one can play with to
enhance or, on the contrary, limit the evaporation.

To large extent, evaporation process in a porous medium can be conveniently
analyzed within the theoretical framework of invasion percolation in a gradient.
Although predicting the evaporation curve accurately remains a challenge, the
drying theory can thus be considered as well advanced, at least as regards the
microporous systems which have been the focus of most recent studies. By contrast
the nanoporous materials have been much less studied and specific phenomena
not important or present in microporous systems are expected. The emergence of
nanofluidics and associated investigation tools is clearly an opportunity to develop
or at least revisit the theory of evaporation in nanoporous materials, a widely open
and exciting topic.
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Part II
Ions, Hydration, and Transport

Aqueous solutions containing ions are ubiquitous in the world around us and their
properties and behavior influence a variety of processes. In biology, regulation of
ionic transport and pH is critical for the functioning of biological cells and tissues
and for the transmission of nerve impulses. This regulation is accomplished by
proteins called ion channels that transport or pump specific ions in and out of the
cell. In geology, dissolution and deposition of minerals and their precipitation can
sculpt rocks, shape landscapes, erode mountains, and generate intriguing features
such as stalagmites and stalactites. The stability of colloidal solutions is influenced
by ions in the solution into which they are dispersed; addition of alum that
dissociates into multivalent ions is widely used to clean water by flocculation of
colloidal impurities. The manner in which certain materials interact with ions is
also critical for realization of technologies such as seawater desalination by reverse
osmosis using semi-permeable membranes. While ions in aqueous solutions play
such a critical role in natural as well as artificial systems, only 100 years ago the
nature of ionic solutions was largely unknown.

The term “ion” was first coined by Michael Faraday in 1834, who observed that
something (unknown to him at the time) carried electrical current through a solution
in an electrolytic cell. “Ion” derives from Greek “šo�” which means to go (from one
electrode to another) [1]. The first major advance in understanding of the nature of
ionic solutions was made by Svante Arrhenius [2]. In his doctoral thesis submitted in
1884, Arrhenius pointed out that although neither salts nor pure water are very good
conductors of electricity, solutions of salts in water are. He was therefore the first
person to posit that electrolytes separate into ions when in solution. This idea failed
to impress his professors and earned him a low grade in his thesis, but the same
thesis later won him the Nobel Prize in Chemistry in 1903! Rapid developments
in the understanding of the nature and behavior of ionic solutions occurred in the
first decade of the twentieth century, when Nernst and others probed the question
as to whether ions are associated with water molecules, i.e. whether ions are
hydrated [3]. The experiments carried out to probe ion hydration seem surprisingly
crude in today’s days of advanced instrumentation: The basic hypothesis was that
if water molecules were associated with ions, then water molecules will move
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along with ions and get concentrated at the electrodes in an electrolysis cell! The
concentration of water at electrode surfaces (i.e. depletion of a dissolved non-
electrolyte) suggested that indeed ions “carry” water molecules.

As more evidence of the nature of electrolytes and hydration of ions was
emerging, Born’s theory of ion solvation published in 1920 was successful in
qualitatively explaining the energies of dissolution of different salts; the theory
explained how the dielectric shielding of charges allows ions to be dissolved in
water [4]. A major conceptual advance occurred in the same year, when Latimer
and Rodebush published a paper that pointed out the existence of the hydrogen
bond [5]. They wrote “ : : : a free pair of electrons on one water molecule might be
able to exert sufficient force on a hydrogen held by a pair of electrons on another
water molecule to bind the two molecules together : : : Such combination need not
be limited to the formation of double or triple molecules. Indeed the liquid may be
made up of large aggregates of molecules, continually breaking up and reforming
under the influence of thermal agitation.” It is now well-appreciated how hydrogen
bonding in water plays a critical role in governing the structure and behavior of
water and biomolecules, but it was only half a century later that sufficient progress
was made to fully appreciate Latimer’s conjecture. Three years after Latimer and
Born’s papers, Debye and Hückel proposed their famous theory that accounted for
electrostatic interactions between ions in solution, which explained the deviation of
electrolyte behavior from ideality [6]. In parallel, the nature of the interface between
water and electrolyte solutions was also being investigated. Louis Guoy in 1910 and
David Chapman in 1913 had developed the diffuse electrical double layer model,
which described the distribution of ions in solution next to a charged solid surface,
forming a “double layer” of charges (one in solution and the other on the solid
surface). In 1924, Otto Stern proposed a new model for the electric double layer,
which comprised a layer of surface-adsorbed ions first proposed by Helmholtz in
addition to the diffuse double layer concepts developed by Guoy and Chapman.
Thus, we can say that the foundations of today’s understanding of the structure of
water and ionic solutions, as well as the field of electrokinetics, were laid in the first
quarter of the twentieth century.

Later significant developments in understanding of the nature of ionic solutions
and their behavior at interfaces included the DLVO theory of colloidal stability
in the 1940s, which explained how the balance between van der Waals attraction
and electrostatic repulsion determined the stability of colloids. Even with these
developments, much debate remained about the structure of water and hydration
of ions well into the 1970s [7]. During this period several theories of the structure
of water were proposed, with debates in the early years ranging from whether
water molecule was (H2O), (H2O)2, (H2O)3 or a mixture of these forms [8],
to the “polywater” controversy in the 1960s. By the 1970s, new tools such as
NMR, vibrational spectroscopy, and surface force apparatus, as well as computer
simulation techniques were being employed to study the structure of water and
ionic solutions. The realization occurred that the structure of water was dynamic,
and it made sense to talk about correlations between the relative positions of water
molecules or atoms with respect to an ion or water molecule (“radial distribution
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function”), rather than talk about a fixed number of water molecules bound to an
ion [9]. The same decade saw the first measurements of ionic currents through
single ion channels in cell membranes by Sakmann and Neher [10], (which won
them the Nobel Prize in 1991), and direct measurements of forces between surfaces
that quantified the effects of van der Waals, electrostatic, and hydration [11]. The
1990s saw the discovery of the aquaporin water transporter channels by Peter Agre,
which also led to a Nobel Prize in 2003 shared with MacKinnon who elucidated the
mechanism of potassium ion channels. Electron microscopy and crystallography
helped shed light on the structure and function of ion and water channels in
cell membranes, with the interesting mechanism of selective water transport in
aquaporin being revealed only in 2001 [12].

These historical developments have led to our current understanding of ions
and hydration, in which two important length scales that affect ionic transport
have emerged [13]. The first length scale concerns the size of the hydrated ions,
most effectively described using the radial distribution function of water molecules
around the ion. This length scale is on the order of 1 nm. The second important
length scale concerns the range of electrostatic interactions in solution. This length
scale is characterized by the Debye length, which depends on the ionic strength
of the solution and ranges from about 1 �m in deionized water to less than 1 nm in
concentrated salt solutions. Transport of ions and water in confined systems changes
dramatically as either of these two length scales is approached. For example, if
channel geometries approach the nanometer length scale, hydration effects can
significantly alter transport properties. Such systems include carbon nanotubes,
small nanochannels or nanopores, and porous materials such as clays, zeolites,
graphene, and polymers that have nanometer-scale conduits or spaces. In contrast
to hydration effects, electrostatic and electrokinetic effects can play a role in larger
channels or conduits approaching the millimeter length scale. The layer of ions next
to a charged surface moves in response to electric fields, leading to electroosmotic
flows and other electrokinetic effects in microchannels and porous media. In smaller
channels, the surface charge can govern ionic transport and co-ions are excluded
[13]. Transport of ions and water in confined systems is thus intimately connected
to electrokinetic and hydration effects that occur at small length scales.

In perspective, it is only in the last two to three decades that sufficient compu-
tational resources and advanced experimental techniques have been employed for
understanding the structure and interactions of ions and water. On the experimental
side, characterization, control, and interrogation of interfacial phenomena are
difficult. Going beyond the continuum double-layer theories to account for the
behavior of ionic solutions at interfaces involves complexities that often necessitate
simulations. At the same time, the first decade of the twenty-first century has seen a
burst of research on nanoscale and microscale systems that often operate in aqueous
solutions containing ions where interfaces play a major role. As a result, tools and
techniques for controlling the structure of matter at the nanoscale have become
ubiquitous. Research has also shifted much of its focus from basic to applied,
with interdisciplinary methods and collaborations becoming the norm rather than
exceptions. Examples of problems being tackled in this new era range from how to
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design a drug molecule to bind a target protein in physiological solution, to flow
of water in carbon nanotubes for filtration, to control of surfaces of biosensors.
The molecular structures and behaviors of these systems are varied, and there is
no simple analytical theory that enables quantitative prediction of their behavior.
Simulations have become important in advancing our understanding of the behavior
of ionic solutions and interfaces, complementing and helping the interpretation of
experimental results.

The following chapters in this section describe various studies concerning the
behavior of ions and water molecules in systems ranging from nanoscale devices
to geological length scales, where confinement at the length scales of electrostatic
or hydration effects dominates the observed transport behavior. The chapter by
Duan describes deviations of ionic mobilities from bulk values observed in 2-
nm slit-like nanochannels. This behavior is attributed to the fact that the channel
height is comparable to the hydration length scales, possibly affecting the structure
of water and ionic hydration. The chapter by Karnik outlines transport of ions
through nanoscale defects in graphene, a recently discovered and much-studied
2-dimensional material that holds promise for applications in electronics, energy
storage, membranes, and other areas. The chapter by Kalinichev describes advances
in computational modeling of the structure and dynamics of water at crystal
surfaces. The final chapter in this section by Shilov provides an analytical treatment
of the siesmoelectric effect, where vibrations in the earth result in corresponding
electric potential oscillations due to the interactions between the charged surfaces
in the soil or rock and the ionic solutions contained therein. These chapters
illustrate the diverse range of ionic and interfacial phenomena in confined systems
being investigated in the twenty-first century using tools, resources, and conceptual
frameworks that were probably unimaginable just a century ago.

Rohit Karnik
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Chapter 7
Enhanced Ion Transport in 2-nm Silica
Nanochannels

Chuanhua Duan

Abstract Fluidic nanochannels with 1–2 nm in size are functional mimics of
protein channels, and have recently attracted significant attention for exploring the
transport of ions and molecules in confined liquids. Here we report ion transport
in 2 nm deep nanochannels fabricated by standard semiconductor manufacturing
processes. Ion transport in these nanochannels is dominated by surface charge until
the ion concentration exceeds 100 mM. At low concentrations, proton mobility
increases by a factor of four over its bulk value, possibly due to overlap of the two
hydration layers adjacent to hydrophilic surfaces. The mobility of KC/Na C ions
also increases as the bulk concentration decreases, although the reasons are not
completely understood.

7.1 Introduction

Protein channels have inspired the study of a new regime of fluid mechanics under
nanoscale confinement in artificial structures, which is now called nanofluidics
[1]. One of the unique aspects of nanofluidics is that the relevant length scale
is comparable with the range of various surface or interfacial forces in liquids.
These forces include steric interactions (0.1–2 nm in range), van der Waals forces
(0.1–50 nm in range) and/or electrostatic forces (1–100 nm in range). Among them,
electrostatic interaction is the most studied one. The changes in ionic concentration
[2] due to overlap of the electric double layers in channels that are 10–100 nm in
size have been extensively studied, leading to various discoveries such as local ion
depletion/enrichment [3, 4], active gated control of ion/molecules [5–8], rectified
ion transport [9, 10], and energy conversion from streaming current [11, 12].
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The size of the electric double layer is characterized by the Debye screening
length, which follows the relation lD / 1=

p
	 where 	 is the ion concentration. For

channels 10–100 nm in size, the effects of double layer overlap can only be observed
for 	< 10 mM, which is one order of magnitude lower than the concentration
of realistic physiological solutions. Since the Debye screening length at 100 mM
is about 1 nm, it is necessary to reduce the size of nanochannels to �2 nm to
manipulate practical physiological media. In addition to electrostatic interactions,
steric forces, such as hydration forces in water, as well as van der Waals forces
can become very important at these length scales. Hence, the interplay between
these multiple interactions in this size regime could give rise to phenomena that are
both rich in science and with multiple applications in biology [13], energy [14] and
environment [15]. However, the fluid mechanics in this regime have not been fully
explored, since it is difficult to make individual artificial structures of this size [13,
16]. Water and ion flows through single-wall carbon nanotubes have already shown
anomalous enhancements due to hydrophobic interactions [13, 15], which warrant
much deeper study. Similar flows in hydrophilic channels have yet to be studied.
Herein, we present a method to fabricate nanochannels that are 2 nm in height and
report results of ion transport in this unexplored regime.

7.2 Experimental Section

Figure 7.1 shows a 1-D confined 2-nm silica nanochannel device, which includes
two microchannels and four reservoirs. These reservoirs are located at the ends of
the microchannels for solution introduction/change and conductance measurements.
There are ten nanochannels bridging two microchannels in the middle of the device.
Each of them is 140�m long, 2�m wide and 2 nm deep. The height of these

Fig. 7.1 2-nm nanochannel device. (a) A bonded 2-nm nanochannel device with Pyrex substrate
on top. Microchannels are 1 cm long, 500�m wide and 60�m deep. Reservoirs are 2 by 2 mm2

through-holes. (b) AFM scan image of three nanochannels after surface oxidization
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nanochannels was confirmed by AFM measurements, which also indicated that the
channel wall has similar surface roughness (2 Å) as the original wafer surface.

This 2-D nanochannel device was fabricated based on an “etching and bonding”
scheme [17, 18]. Briefly, photolithography was first used to define the width and
length of the nanochannels. A delicate reactive ion etching (RIE) step was then
employed to create open 2-nm nanochannels. Afterwards, two microchannels were
patterned and etched using deep reactive ion etching. The top surface was then
deposited a 1-�m-thick oxide layer to protect both micro- and nanochannels during
the subsequent reservoir etching step. Reservoirs were patterned from the back side
of the wafer and DRIE was again used to form straight etch-through holes. After
this step, the oxide layer was removed by HF solution and the wafer was sent to a
1,000 ıC furnace to uniformly re-grown 500-nm-thick thermal oxide on all exposed
surfaces. The wafer was then diced into 1 cm2 dies and bonded with the same size
clean Pyrex die to seal the nano- and microchannels. This bonding step included a
1-min anodic bonding process (performed at 400 ıC under 600 V), and a 10-h fusing
bonding process (performed at 400 ıC) [18].

To test whether the nanochannels survived after bonding, we measured the ionic
conductance of pure deionized (DI) water, 1:1 DI water and ethanol, and pure
ethanol filled nanochannels. Ethanol filled nanochannels yielded almost zero con-
ductance (10.42 ˙ 5.04 pS) whereas water filled nanochannels provide a relatively
high value (147.80 ˙ 2.01 pS). The conductance of 1:1 mixture of water and ethanol
was almost half of conductance of DI water (74.65 ˙ 2.61 pS). These data indicate
that there were indeed nanochannels bridging two microchannels. Further test of
channel leakage were carried out by filling a solution containing fluorescent dyes
(100�M Rhodamine 6G in 1 M KCl) into the microchannels. Rhodamine 6G is a
positively charged fluorescent molecule with diameter around 1.3 nm. We failed to
observe any fluorescent signal from 2-nm-deep nanochannels although our system
has the capability to detect the fluorescent signal from a monolayer of R6G [18].
Since these fluorescent molecules have a comparable size with the channel height,
they may not be able to enter the channel due to steric repulsion, despite the fact that
negatively charged surface of the glass provide an attractive interaction for these
positively charged molecules. Similar tests were also run in 30-nm nanochannel
devices fabricated by the same bonding process. Fluorescent signals were only
observed from the designed channel area but not any other place, providing an
indirect but strong evidence for our leakage test.

Ionic conductance of various electrolyte solutions was measured by a Keithley
6430 sourcemeter. A matlab program was used to control the sourcemeter and
measurements were carried out at low voltage bias (˙50 mV) using a single spiral
out sweep sequence 0, C10, �10 : : : C50, �50 mV. Ag/AgCl electrodes were
used to make contact with the solutions. For each measurement, we measured the
conductance from reservoir 1 and 3 (total conductance) as well as reservoir 1 and
2 (microchannel conductance). The conductance from the nanochannels was then
extracted from these two measurements.



86 C. Duan

7.3 Experimental Results and Discussion

7.3.1 Time-Dependent Nanochannel Conductance

In the present investigation, we studied ion transport by experimentally measuring
the time and concentration dependence on ionic conductance along nanochannels.
Figure 7.2a shows the time dependence of KCl conductance at 10�M, 1 mM and
1 M. Since the nanochannel is 140�m long, KC and Cl� should diffuse from the
microchannels to the nanochannels in a really short time (within 5 s based on bulk
diffusivity). It was not expected to see any conductance change with time after
we completely rinsed the microchannels for 5 min. However, ionic conductance
indeed changed with time. At 10�M and 1 mM, it took about 10 h to reach
a saturation point. Although 1 M concentration took less time, the duration is
still much longer than the bulk diffusion time. Similar time dependence was also
observed in NaCl solutions. A possible explanation for such time dependence is that
ion diffusivity decreases significantly in such small channels. However, it is found
that the diffusivity remain at least within the same order of magnitude according to
the final conductance of 1 M KCl/NaCl solutions. Therefore, there must be some
other reason.

Fig. 7.2 Time dependent conductance in 2-nm nanochannels. (a) Time-resolved conductance of
KCl solutions. (b) Time-resolved conductance of HCl solutions. (c) Initial conductance at t D 5 min
of HCl, KCl and NaCl
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It is well known that silanol groups on silicon dioxide surfaces would dissociate
when it is brought into contact with aqueous solutions, giving protons to the solution
and resulting in negatively charged surface. These protons nearby the surface would
be slowly replaced by other cations in solution, which in turn can break the local
dissociation equilibrium and give rise to slow surface dissociation. This proton-
cation exchange process thus can be a slow process, especially when local proton
concentration is high [19].

Although proton concentration in KCl/NaCl bulk solutions is low (pH � 5 due
to CO2 adsorption), it could be relatively high inside 2-nm nanochannels due to
electrostatic attraction of the negative surface charge. For example, given a surface
charge density � D 1 mC/m2, the proton concentration could be as high as 10 mM
(nHC

� 2�=eh) in a unipolar solution [2, 5], where h is the channel height and e is
the electron charge. Such a high proton concentration could significantly delay the
proton-cation exchange process and thus result in time-dependent conductance.

To prove this argument, the time dependence of HCl conductance at various
concentrations was also investigated. As protons are the only cations in HCl
solution, the proposed proton-cation exchange process would not occur and the
conductance of HCl should exhibit a much weaker time dependence. This was
exactly what we observed: the conductance of HCl did not change with time at
concentration of 10�M and 1 mM and reach saturation at 1 M only after 10 min
(Fig. 7.2b). We also compared the initial conductance of KCl/NaCl/HCl solutions
at various concentrations. As shown in Fig. 7.2c, although the conductance of these
three solutions is different at high concentrations, at concentration below 10 mM, it
is found to be the conductance of DI water in which protons are the only cations.
These data suggest that protons likely occupy all available cation sites first. The fact
that initial conductance differs at high concentration suggests that corresponding
cations (KC/NaC) become more dominant at those concentrations. Consequently,
the cation exchange rate increases and the time duration to reach equilibration
decreases, being consistent with the time-dependent conductance in Fig. 7.2a. These
results add strong evidence for the hypothesis of the protons-cations exchange
mechanism.

7.3.2 Enhanced Ion Transport in 2-nm Nanochannels

The measured final conductance after 12 h incubation and the bulk predictions
for KCl/NaCl/HCl solutions are plotted in Fig. 7.3a. To better understand the
conductance characteristics, we also plot theoretical predictions based on the classic
PNP model and bulk mobility in Fig. 7.3b, c. This model considers change of surface
charge density based on the dissociation reaction and has quantitatively predicted
conductance of nanochannels with a feature height of 25 nm and above [18].

It is well known that conductance of nanochannels would generally fall into
two separate regimes: the surface-charge-governed regime and the bulk-behavior
regime. At low ionic concentrations, the conductance is governed by surface charge,



88 C. Duan

Fig. 7.3 Concentration dependence on conductance in 2-nm nanochannels. (a) Measured final
conductance of HCl/KCl/NaCl and corresponding theoretical predictions. (b) Estimated nanochan-
nel ionic concentration and surface charge density for KCl/NaCl solutions. (c) Estimated
nanochannel ionic concentration and surface charge density for HCl solutions. All predications
were made based on the classic PNP model where surface charge change due to surface dissociation
reaction and bulk mobility change due to overall ionic concentration have been considered [18].
This model has quantitatively predicted conductance of nanochannels with a feature height of
25 nm and above [18]

exhibiting a plateau with small but gradually increase with increasing concentration;
At high ionic concentrations, the conductance is determined by nanochannel
geometry and bulk ionic concentration [2], showing a linear increase with the
increasing concentration. For KCl/NaCl solutions, the measured final conductance
approaches bulk behavior only at concentrations close to 1 M (Fig. 7.3a). In
other words, the surface-charge-governed regime extends beyond 100 mM in 2-nm
nanochannels, making it relevant for physiological conditions. Different from these
salt solutions, the final conductance of HCl solutions starts deviating from bulk
behavior around 10 mM, which means the surface-charge-governed regime of HCl
solutions is one order of magnitude smaller than those of KCl/NaCl solutions. Such
two different ranges of the surface-charge-governed regime are well predicted by the
theoretical calculations. Consequently, we can use the calculated ion concentration
and surface charge to explain this conductance characteristic. As shown in Fig. 7.3b,
for KCl/NaCl solutions, KC/NaC concentration in 2-nm nanochannels is at least
one order of magnitude higher than Cl� concentration until bulk concentration
reaches 100 mM as a result of surface charge and channel confinement. Even at
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bulk concentration of 1 M, KC/NaC concentration (1.33 M) is still much higher
than Cl� concentration (0.79 M), indicating that 1 M is a transition concentration
between surface-charge governed regime and bulk behavior regime. In contrast,
there is no surface charge anymore when HCl concentration is above 10 mM due to
full protonation of the silica surface (Fig. 7.3c, also see ref. [7]), leading to a smaller
surface-charge-governed regime for HCl solutions in 2 nm nanochannels.

Besides the extension of the surface-charge-governed regime, another interest-
ing observation of the final conductance is the presence of a minimum in the
conductance vs. concentration curve. It was found that conductance in the surface-
charge-governed regime does not show a monotonic increase as the concentration
increases. Instead, it first slowly decreases and then increases with the increasing
concentration, showing a minimum between 10�5 and 10�4 M. The appearance of
this valley was also captured by the theoretical prediction and can be explained by
proton to salt-dominating conductance [20]. As evident in Fig. 7.3b, protons actually
contribute a large portion of the conductance at low concentrations. Although the
overall surface charge density and the total cation concentration increase with
the increasing concentration in the surface-charge-governed regime, the proton
concentration inside the nanochannel continuously decreases. Since proton mobility
is much larger than KC/NaC mobilites, the conductance increase due to concentra-
tion increase eventually cannot compensate the conductance decrease induced by
mobility change, leading to the presence of the minimum, which essentially provide
another strong evidence of the effects of surface charge and geometrical confinement
on channel conductance.

Although the theoretical predications can qualitatively reveal same conductance
characteristics as the experimental results show, these two groups of data do not
quantitatively match each other in the surface-charge-governed regime. There are
only two factors that can affect nanochannel conductance for a given geometry:
ionic concentration and ionic mobility. Since the PNP model are known to be
able to precisely estimate ionic concentrations inside the nanochannels, differences
between the experimental data and the theoretical predictions indicate that ionic
mobilities must have been changed in 2-nm nanochannels. We investigated such
mobility change of each individual cations in certain areas of the surface-charge-
governed regimes where only one type of cation is dominant. In these regimes,
cation mobility �nc in nanochannels was extracted from the measured conductance
G and surface charge density � as �nc D Gl/2w� , where l and w are the channel
length and width, respectively. The corresponding bulk mobility �bulk at this ionic
concentration (2� /eh) was calculated based on ref. [21], where the dependence of
ionic strength on ionic mobility had been considered. The ionic mobility at concen-
trations beyond the surface-charge-governed regime is difficult to estimate due to the
presence of multiple ions and thus is not discussed in this work. Figure 7.4a plots
the ratio of �nc:�bulk for 2-nm nanochannels as a function of bulk concentration.
Proton mobility was investigated in HCl solutions of concentrations from 10�7 to
10�3 M and also in KCl/NaCl solutions at 10�7 and 10�6 M because protons were
the dominant ions in these solutions (Fig. 7.3b, c). The extracted proton mobility was
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Fig. 7.4 Enhanced cation mobility in 2-nm nanochannels. (a) Ratio of ionic mobility in nanochan-
nel (�nc) to the corresponding bulk mobility (�bulk) as a function of reservoir concentration. (b)
Mobility as a function of channel height

found to be around 3.5 � 4 times the bulk proton mobility. KC/NaC mobility could
only be obtained in KCl/NaCl solutions from concentration 10�3 to 10�1 M where
KC/NaC became the dominant ions as shown in Fig. 7.4a. The calculated�2nm:�bulk

for KC and NaC overlaps at each concentration, indicating that there is no ion
specificity for these two monovalent ions in such 2-nm nanochannels although they
are indeed different in size [22]. It is found that the mobility of KC/NaC in this
regime shows a decreasing trend as the bulk concentration increases; whereas the
ratio of �2nm:�bulk is around 3 at 10�3 M, it approaches to unity at 10�1 M.

We believe that the increase of proton mobility comes from the geometrical
confinement and the structure of water near the surface. It is well known that
proton transport in water is based on a Grotthuss mechanism, where protons hop
from one water molecule to the next, resulting in transport of charge defects rather
than individual protons [23, 24]. This relay mechanism benefits from the organized
hydrogen bond network, yielding an increase of proton mobility in ice [25] and 1-D
ordered water chain [26, 27]. Adjacent to a smooth mica/silica surface is a 1-nm
hydration region where water molecules are more organized than bulk water [28–
30], i.e. during random fluctuations of water molecules, the timescale associated
with correlation in orientation is longer in the hydration layer than in the bulk, which
allows for better streamlining of proton hopping. For a 2-nm nanochannel, the two
hydration regions near the channel surface are likely to overlap. Consequently, water
in 2-nm nanochannels is much more organized and thus could exhibit higher proton
mobility than bulk water. The increase of KC/NaC mobility may also be attributed
to the organized water structure since monovalent ions could stay between two
organized water layers [30]. Although these ions still share the full hydration layers,
they could experience much less viscous force since water density is low between
two organized layers [31]. Another possible reason is that monovalent cations could
be dehydrated close to the charged silicon/mica surface in 1–3 nanochannels [32,
33]. These dehydrated ions are smaller than the fully hydrated ones, and thus could
move more rapidly.
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To further confirm our hypotheses, we investigated the height dependence of
HC/KC/NaC mobilities. As the hydration layer is only around 1 nm thick, the
portion of “organized” water in nanochannel should decrease as the channel height
increases. Consequently, a monotonic decreasing trend of the cation mobilities is
expected. This is exactly what we observed. Figure 7.4b plots cation mobility in
nanochannels with a height ranging from 2 to 25 nm. Mobilities of KC and NaC
ions were calculated based on conductances of 1 mM electrolyte solutions, while
proton mobility was obtained from conductance of DI water. There is a clear trend
that cation mobilities decrease as the channel height increases from 2 to 25 nm. In
25 nm nanochannels, the mobility enhancement is almost negligible and all cation
mobilities are close to their bulk values. These results provide strong support for
the hydration force induced cation mobility enhancement. It is worth noting that
although the above hypothesis explains mobility enhancement in the surface-charge-
governed regime, it cannot explain the decrease of KC/NaC mobilities as the bulk
concentration rises from 10�3 to 10�1 M. It is clear from the above discussion
that, while surface charge governed transport can be well explained, a complete
quantitative understanding about ionic mobility in 2-nm nanochannels will require
further study.

7.4 Conclusion

In summary, 2 nm nanochannels have been successfully fabricated using traditional
lithography approaches. We studied ion transport in these nanochannels by inves-
tigating time and concentration dependence of the ionic conductance. Our results
show that the ion transport characteristics of 2-nm nanochannels are not only
different from bulk behavior, but also different from characteristics of larger
nanochannels. 2-nm nanochannels showed a much broader surface charge governed
regime (up to 100 mM), which could be used to study biological phenomena
in physiological solution. They also present a relatively slow kinetics for cation
adsorption. Furthermore, they exhibit up to 4-fold increase in ionic mobility at
low electrolyte concentrations. For protons, we hypothesize that this is due to
overlap of hydration layer of the two surfaces and thereby providing a more
correlated hydrogen bonding network. The reason for the observed increase in KC
and NaC mobility is not understood. These enhancements of ion transport in 2-nm
nanochannels, in terms of both ion concentration and ion mobility, may find wide
range of applications in single molecular detection, fuel cells and batteries.

Note: This work is a revision of a previous paper titled “Anomalous ion transport in 2-nm
hydrophilic nanochannels”, which has been published in Nature Nanotechnology 5, 848–852,
2010.
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Chapter 8
Ionic and Molecular Transport Through
Graphene Membranes

Rohit Karnik

Abstract New membrane materials have the potential to address some of the
persistent challenges in water purification to improve the flux of water, selectivity
to ions or contaminants, and fouling resistance. With its atomistic thickness and the
ability to sustain nanometer-scale holes, graphene promises significant enhancement
in the flux of water while offering potentially novel transport properties. In this
work, the transport of ions and molecules through a single layer of graphene
were measured as a first step towards realizing practical graphene membranes.
Graphene grown by chemical vapor deposition (CVD) was transferred to a porous
polycarbonate support membrane, and the diffusion of different salts and molecules
was examined. While pressure-driven flow measurements revealed that the graphene
covered the polycarbonate support membrane, diffusion experiments showed that it
was permeable to salts, but not to larger molecules. This behavior was attributed to
intrinsic defects in graphene in the 1–15 nm size range.

8.1 Introduction

Several regions of the world including the Middle East, North Africa, eastern
Australia, parts of Central and South Asia, and the southwestern areas of North
America, face increasing scarcity of water due to the rising human population
and the consequent increase in the demand for water [1]. In addition to water
scarcity, a large part of the human population does not have access to clean drinking
water. Ensuring the security of water resources to meet the needs of the human
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society in future generations will require advances in conservation and efficient
use of water, as well as technologies to purify contaminated water or to desalinate
seawater and brackish water. Membrane-based technologies play a very significant
role in water purification: more than 40 % of the global desalination capacity
uses reverse osmosis through semi-permeable polymeric membranes [1], while
membranes are also widely used in filtration and purification of contaminated water.
Membrane-based processes are typically more energy-efficient and modular than
other processes, but suffer from fouling and limited flux (flow rate per unit area).
Furthermore, in the case of reverse osmosis membranes, the flux and selectivity
are intimately coupled to the membrane material, making it difficult to increase
flux while compromising selectivity. It is also difficult to create membranes that
reject a wide range of species; rejection of contaminants such as boron and arsenic
remains challenging. The performance of membranes for water purification and
other applications depends critically on the membrane material and structure. In this
context, new membrane materials may hold the key to further advancing membrane
technologies.

Graphene with its atomistic thickness [2], remarkable mechanical strength [3],
impermeability to even helium in its pristine state [4], and the ability to sustain
nanometer-scale pores, is a recently discovered material that promises significant
advances in membrane technology. While transport in polymeric membranes
typically involves sorption and diffusion in the case of reverse osmosis and flow
through relatively tortuous pores for nanofiltration and ultrafiltration, graphene
promises an ideal thin membrane with non-tortuous pores for high-flux filtration
where steric effects play a significant role. Recent simulations predict that graphene
is promising for gas separations and water desalination [5–9], while experiments
have demonstrated selective gas transport through graphene [10]. These studies are
a preliminary indication of the promise of graphene to impact membrane technology
for water purification. However, realizing practical working membranes is fairly
challenging. It will require several breakthroughs in graphene membrane fabrica-
tion, understanding of how to create pores in graphene and the transport properties
of the pores, development of defect-tolerant designs or strategies to eliminate
defects, and methods for fabrication of membranes and membrane modules. While
graphene can be obtained or synthesized in many different ways, chemical vapor
deposition (CVD) is capable of growing large-area graphene and it may be a likely
candidate for future membranes. Understanding the transport properties of CVD
graphene is important to enable future design of graphene-based membranes. In this
work, we report fabrication of macroscopic membranes comprising a single layer
of CVD graphene on a porous support and investigate the transport properties of
ions and molecules through the fabricated membrane. The work presented at the
conference and discussed here is reported in detail in a recent paper by O’Hern
et al. [11].
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8.2 Experimental Section

8.2.1 Graphene Membrane Fabrication

Graphene grown by CVD on copper foil (ACS Materials Inc.) was transferred
to a polycarbonate track-etched membrane support (Sterlitech Inc.) with 200 nm
diameter pores. In the first step, the graphene on the back side of copper was
removed by floating a piece of copper on ammonium persulfatecopper etchant
(APS-100, Transcene Inc.). The graphene side of the copper piece was manually
pressed against the polycarbonate membrane so that the two weakly adhered
together. The assembly was then floated again on the copper etchant at a pressure of
about 1.5 atm to completely remove the copper, leaving the layer of graphene on the
polycarbonate support. The membrane was rinsed in water and in a water-ethanol
mixture before being dried.

8.2.2 Transport Measurements

The graphene membrane was mounted in a stirred, custom-built side-bi-side
diffusion cell (Permgear Inc.). Pressure-driven convective flow was used for measur-
ing the coverage of graphene on the polycarbonate support. Both sides of cell were
filled with a solution of a dye (Allura Red) in water. One side was connected to a
larger water bath at the same water level by tubing, while the other side was filled to
a higher level. The higher water level induced a flow into the opposite side, and the
dye flowed into the larger water bath where its concentration was measured using
in situ UV-V absorption using a Cary 60 Spectrophotometer with a dip-in probe.
To measure the diffusion of salts or dye molecules, the corresponding solution was
filled in one side of the cell while the other side was filled with water. A conductivity
probe or UV-V probe was used to measure the increase in concentration of the
salt or dye with time on the other side. Dye molecule diffusion experiments were
performed in 0.5 M KCl to eliminate electrokinetic effects, and both sides were
connected to an external water bath to eliminate pressure gradients.

8.2.3 Graphene Membrane Characterization

The fabricated membranes were imaged using scanning electron microscopy (SEM)
using a Helios NanolabDualbeam 600 microscope at 1–5 kV. Images were captured
in secondary electron mode at a sample tilt of 52ı to enhance the contrast.
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To characterize the nanometer-scale defects, graphene was transferred to a com-
mercially available transmission electron microscopy (TEM) grid (Ted Pella Inc).
Scanning Transmission Electron Microscopy (STEM) was performed using a
NionUltraSTEM 100 at Oak Ridge National Laboratory at a voltage of 60 kV in
the dark field mode. The images (including Fig. 8.4a) were adjusted for brightness,
contrast, and gamma and spatially filtered to clearly reveal the graphene lattice and
defects.

Further details of the materials and methods are given in reference [11].

8.3 Experimental Results and Discussion

8.3.1 Graphene Membranes

The overall process for fabrication of the graphene membranes is shown in Fig. 8.1a.
Graphene transferred easily to the polycarbonate support membrane, and was visible
as a darker patch on the polycarbonate (Fig. 8.1b). SEM images clearly showed
graphene suspended over the 200 nm pores in the polycarbonate support (Fig. 8.1c).
Nearly all polycarbonate pores in the transferred area (�25 mm2) were covered
with graphene, as shown by the absence of large defects in the zoomed-out image
(Fig. 8.1d). A few defects were occasionally seen, most notably holes without
graphene or tears in graphene. From the SEM images, it was estimated that about
90–98 % of the pores in polycarbonate were covered with graphene. Several factors
were found to influence the quality of the transfers of graphene from copper to
polycarbonate [11]. Roughness of the copper on which graphene was grown was
detrimental to good quality membranes, presumably due to poor conformal contact
with the polycarbonate. Use of ferric chloride based etchant was found to severely
damage graphene due to formation of insoluble crystals during the etching process,
and ammonium persulfate was therefore used in this work.

Fig. 8.1 Fabrication of graphene membranes on polycarbonate support. (a) Fabrication process.
(b) Photograph of fabricated membrane. (c, d) SEM images of the membrane. Arrow indicates
defect where a polycarbonate pore is not covered by graphene
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Fig. 8.2 Pressure-driven flow measurements across graphene membranes. (a) Schematic of the
experimental setup. (1) and (2) are reservoirs on either side of the membrane, while (3) is the water
bath in which absorbance of the dye is measured. Flow of water (i) through the membrane driven
by the higher water level in reservoir (1) causes flow of dye into the bath (3). (b) UV-Vis absorption
measured in bath (3) for a polycarbonate membrane and polycarbonate membrane with graphene.
The leveling off of the curve in case of the polycarbonate membrane is due to the drop in the water
level

8.3.2 Pressure-Driven Transport Across Graphene

Pressure-driven flow was first used to check the coverage of graphene on the
polycarbonate (Fig. 8.2). If all polycarbonate pores were covered with graphene, no
flow is expected. Hence, the flow rate through the graphene membrane normalized
by the flow rate through just the polycarbonate support membrane indicates the
extent of graphene coverage on the polycarbonate support. Due to the 4th power
dependence of pressure-driven flow on pore diameter for cylindrical pores, any
pores in graphene smaller than about 50 nm would allow negligible flow of water
compared to the polycarbonate pore. Thus, this experiment measures the coverage of
graphene on a large scale and is not sensitive to smaller pores or defects in graphene.
As expected, transferring a single layer of graphene to the polycarbonate support
reduced the flow of water by about 90 % (Fig. 8.2b), which is consistent with the
coverage as observed under SEM (Fig. 8.1). This result verified that the graphene
was indeed covering most of the surface of the polycarbonate support.

8.3.3 Diffusive Transport Across Graphene

Diffusion of different species- potassium chloride (KCl), tetramethylammonium
chloride (TMAC), Allura Red dye, and tetramethylrhodamine-labeled dextran of
MW 70 kDa (TMRD) was examined across the fabricated graphene membranes
(Fig. 8.3). The approximate diameter of KCl and TMRD ions is 0.7 nm, while
that of Allura Red and TMRD is 1.2 and 12 nm, respectively. If graphene were
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Fig. 8.3 Diffusive transport across graphene membranes. (a) Schematic of experimental setup.
Diffusion of salt or dye from reservoir (B) across the membrane into reservoir (A) as indicated by
(1) causes a change in solution conductivity or absorbance that is measured in (A). Bath (C) is
used to equalize the pressure in the case of Allura Red and TMRD experiments. (b) Conductivity
increase in reservoir (A) in the case of the polycarbonate membrane and polycarbonate with
graphene. Dashed lines indicate range of data. The result expected if graphene were impermeable
and covered 90 % of the polycarbonate pores is also indicated. (c) Diffusive flux through the
graphene membrane normalized by flux through just the polycarbonate membrane. The three sets
of bars denote results for three different membranes. Error bars indicate 95 % confidence. The
horizontal dashed line denotes flux contribution expected from the polycarbonate pores that are
not covered with graphene, assuming 90 % graphene coverage

defect-free, a decrease in the diffusion rate of about 90 % is expected compared to
the polycarbonate membrane without graphene. However, diffusion measurements
with KCl revealed that the graphene layer blocked less than 50 % of the transport,
while the same membrane blocked about 90 % of the pressure-driven flow of
water (Fig. 8.3b). This result clearly indicated that the graphene was permeable to
KCl. In contrast to pressure-driven flow, the diffusive transport rate scales with the
square of the diameter for the cylindrical polycarbonate pores and linearly with the
diameter for isolated pores in thin membranes; for this reason, much smaller pores
in graphene can have resistance to diffusive transport comparable to that through
the polycarbonate pore over which the graphene is suspended, thereby producing a
detectable change in the diffusive transport rate. These results imply the existence of
smaller pores in graphene. The transport measurements of TMAC showed a similar
behavior (Fig. 8.3c). However, the diffusive transport rate of Allura Red was lower
for one of the three membranes measured, and that of TMRD was significantly
lower and more consistent with the 90 % blockage of the pressure-driven flow rate
(Fig. 8.3c). These results suggest that the graphene may have pores that are smaller
than the �12 nm size of the TMRD molecules.

8.3.4 Characterization of Intrinsic Pore Defects in Graphene

Direct visualization of the graphene lattice was performed using scanning trans-
mission electron microscopy (STEM). The graphene lattice is clearly visible in the
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Fig. 8.4 STEM characterization of nanometer-scale pores in graphene. (a) Micrograph showing
two pore defects indicated by arrows. (b) Pore size distribution

dark field mode, where the off-axis scattering intensity of electrons increases with
increasing atomic number. Small pores primarily in the 1–15 nm size range were
observed in the graphene (Fig. 8.4). These pores may have been introduced during
the transfer process due to the etchant, or have formed during graphene synthesis.
However, the APS-100 etchant used in the process did not significantly influence the
transport through graphene even after 3 days of exposure, indicating that the defects
must be intrinsic to the graphene. The existence of these pores can thus explain the
measured transport behavior and lower transport rate of the TMRD molecules.

8.4 Conclusion

Macroscopic graphene membranes comprising a single layer of CVD graphene on a
porous polycarbonate support were fabricated. Experimental setups were developed
to measure transport through these membranes under pressure-driven flow and
through diffusion. Pressure-driven flow measurements and SEM characterization
revealed that the graphene covered about 90 % of the polycarbonate support. How-
ever, diffusion measurements showed that graphene was permeable to potassium
chloride, but impermeable to the larger dextran molecules. This selective transport
behavior was found to arise due to nanometer-scale pore defects that were intrinsic
to the CVD graphene. These results demonstrate selective transport in graphene
membranes, but also show that the effect of intrinsic defects has to be mitigated
if graphene membranes selective to ions or small molecules are to be practically
realized.
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Chapter 9
Molecular Structure and Dynamics
of Nano-Confined Water: Computer
Simulations of Aqueous Species in Clay,
Cement, and Polymer Membranes

Andrey G. Kalinichev

Abstract Molecular-level knowledge of the thermodynamic, structural, and
transport properties of water confined by interfaces and nanopores of various
materials is crucial for quantitative understanding and prediction of many natural
and technological processes, including carbon sequestration, water desalination,
nuclear waste storage, cement chemistry, fuel cell technology, etc. Computational
molecular modeling is capable to significantly complement the experimental
investigations of such systems by providing invaluable atomic-scale information
leading to improved understanding of the specific effects of the substrate structure
and composition on the structure, dynamics and reactivity of interfacial and nano-
confined aqueous solutions. This paper offers a brief overview of recent efforts
to quantify some of these effects for individual H2O molecules and hydrated
ions confined at the interfaces and in nanopores of several typical hydrophilic and
hydrophobic materials. The first molecular layer of aqueous solution at all substrates
is often highly ordered, indicating reduced translational and orientational mobility
of the H2O molecules. This ordering cannot be simply described as “ice-like”, but
rather resembles the behavior of supercooled water or amorphous ice, although with
very significant substrate-specific variations.

9.1 Introduction

Most chemical reactions near the Earth’s surface involve fluid (aqueous) phases
and take place at fluid-solid interfaces or in confined spaces of mineral interlayers
and nanopores. These reactions affect many important natural processes, including
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mineral weathering, adsorption or release of environmental contaminants in soil,
drinking water quality, formation and behavior of ice nano-crystals and hydrated
mineral nano-particles in the atmosphere, the fate of CO2 in geologic carbon seques-
tration. The same interfacial phenomena are also at the core of many important
technological processes related to water purification and desalination membranes,
fuel cells, production and utilization of cement, etc. All these phenomena are
inherently multi-scale in time and space, and addressing the scientific and techno-
logical problems they pose is multidisciplinary. Molecular-level knowledge of the
chemistry and physics of interfacial and confined aqueous solutions interacting with
mineral surfaces and other substrates is essential to their understanding. Important
questions center on how water and dissolved species behave at the surfaces and in
nano-confinement by different inorganic and organic substrates.

Current understanding of hydrated mineral-water interfaces is far from complete.
Molecular-scale information is difficult to obtain experimentally due to the nature
of the materials (e.g., interfacial and bulk structural disorder, the presence of
molecular scale dynamical disorder with characteristic time scales that span many
orders of magnitude, the physical limitations on the samples that can be effectively
examined, and the difficulty of experiments under extreme conditions). Mineral
surfaces themselves vary by the arrangements and reactivity of individual surface
functional groups and the specific adsorption of inorganic and organic ions.
Even the utility of macroscopic thermodynamic concepts, such as the dielectric
constant and electric double-layer, remain open and are important questions driving
the current research [1–3]. Modern experimental probes, including synchrotron
light sources, high-resolution neutron scattering, time-resolved spectroscopy and
diffraction, scanning force microscopy, and multi-dimensional NMR spectroscopy,
are providing unprecedented, atomic-level and surface-specific information about
mineral-fluid systems [3–5]. However, it is often difficult to interpret these experi-
mental observations without parallel theoretical and computational studies [6, 7]. In
addition, the interaction with experimentalists is imperative for verifying theoretical
models and guiding larger scale simulation efforts. Connecting computational and
experimental results is crucial in addressing these questions and in bridging the
gap between the atomic- and nanometer-scales and the micron- and larger scales
that is essential for environmental, geochemical and energy applications of practical
importance [8].

The methods of atomistic computer simulations [9], often coupled to surface-
specific experimental results, are already mature enough to provide otherwise
unobtainable perspective into the structure, dynamics and energetics of fluid-mineral
systems [10]. Computational approaches range from traditional quantum chemical
methods to classical molecular dynamics (MD) and Monte Carlo (MC) simulations
using semi-empirical interaction potentials to emerging methods including quantum
molecular dynamics, metadynamics, and reactive force fields for molecular-scale
modeling [11–35]. Critical questions currently revolve around the effect of solid
surfaces on the properties of near-surface and nano-confined fluids, structural and
chemical modification of the surface by the fluid, the pathways of chemical reactions
at surfaces and in fluids, the connections between these reactions and fluid structure
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and dynamics, and the consequent effects on the pathways of dissolution and
precipitation. This paper provided a brief overview of our group’s recent efforts
to quantify some of these properties and processes at the interfaces and in nano-
confinement with several typical hydrophilic and hydrophobic materials by classical
MD simulations using the CLAYFF force field [12].

9.2 Computational Models and Methods

We compare the molecular structure of several qualitatively different substrate-water
interfaces. Crystals of metal hydroxides, like brucite, Mg(OH)2, or portlandite,
Ca(OH)2, can be naturally cleaved parallel to their (001) crystallographic plane,
resulting in an electrostatically neutral surface fully covered by OH groups oriented
away from the surface. They can easily form hydrogen bonds with interfacial H2O
molecules. Therefore, we will use the surface of portlandite as a reference model
of a hydrophilic interface [11, 20]. A similar hydrophilic surface can be created by
cleaving the crystal structure of quartz, SiO2, parallel to the (001) plane. In the
presence of water and at relatively low pH, this surface will also be fully covered
by OH groups [36]. In the structure of hydrocalumite, [Ca2Al(OH)6]Cl�2H2O, 1/3
of the divalent Ca cations are isomorphically substituted by trivalent Al, resulting
in a positive structural charge compensated by the presence of Cl�or some other
anions in the interlayer space and on the surfaces of this material, an anionic clay
[11, 20]. Similar to its neutral portlandite analog, its cleaved (001) surface is also
fully covered by OH groups and can be considered hydrophilic.

The structure of talc, Mg3Si4O10(OH)2, consists of so-called TOT layer (an
octahedral layer of [MgO4(OH)2] sandwiched between two tetrahedral layers of
[SiO4]) stacked along the crystallographic Z direction [18, 21, 27]. All tetrahedral
sites are occupied by Si forming [SiO4] structural units, and all octahedral sites
are occupied by Mg forming [MgO4(OH)2] units. The TOT layers are, thus,
electrostatically neutral and interact with each other only by weak by van der Waals
forces, reflecting the hydrophobic nature of the basal siloxane Si-O-Si (001) surface.
The TOT layered structure is typical for many clay minerals, which can develop
various degrees of negative structural charge due to the isomorphic substitutions
possible for both tetrahedral (e.g., Al for Si) and octahedral (e.g., Li for Mg) layers.
The emergence of negative layer charge is balanced by the presence of charge-
balancing cations in the interlayer space and on the surfaces of these minerals
and makes them more hydrophilic. Their interaction with water have already been
extensively investigated [12, 25, 26, 29, 30, 32, 37] and we focus here only on the
behavior of neutral talc, as a reference hydrophobic surface.

It is known experimentally (e.g., [38]) that mineral surfaces rarely exist in
nature in the atomically smooth ideal form as the ones listed above. To illustrate
the effects of nanoscale surface roughness of the substrate on the structural and
dynamic properties of the interfacial aqueous solution, the surface of tobermorite,
Ca5Si6O16(OH)2, is taken here for comparison. Tobermorite is also known as one
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Fig. 9.1 A schematic view of the molecular dynamics periodic simulation cell for the modeling
of a substrate-water interface. Bulk quartz SiO2 crystal is shown as tetrahedra (Si) and dark balls
(O). White (H) and dark (O) balls represent the O-H groups of the fully hydroxylated surface.
Approximately half of the surface O-H groups are bent to make hydrogen bonds among themselves,
while the other half – donate H-bonds to the interfacial H2O molecules, which are shown as white
(H) and dark (O) cylinders above the surface. H-bonds are indicated as thin dashed lines

of the so-called C-S-H (calcium silicate hydrate) phases in cement chemistry and its
surface properties control the behavior of confined water in the nanopores of cement
and concrete [11, 20].

The disordered interfaces of water filtration membranes are also typically
characterized by the surface roughness on the nanoscale and above. In this case,
the diversity of the surface adsorption sites can be very large and it is not always
possible to identify and investigate all of them individually on a truly atomistic level.
Nevertheless, computer simulations can still provide invaluable information about
the molecular mechanisms of the processes of membrane filtration. The effects of
various metal cations and their interactions with dissolved natural organic matter on
the process of bio-fouling of polyethersulfone (PES) desalination membrane is
taken here to illustrate the case [39].

All MD simulations described above were performed at ambient conditions in
the NVT statistical ensemble (constant number of atoms, constant volume, and
temperature T D 300 K) after a pre-equilibration in the NPT ensemble at T D 300 K
and P D 0.1 MPa using standard MD algorithms [9]. The mineral surfaces were
constructed by cleaving the bulk crystal structures parallel to the (001) plane.
The irregular polymer surface was created in the course of preliminary MD runs
of condensing a polyethersulfone polymer chain consisting of 60 monomer units
[39]. Each complete interfacial MD simulation cell consisted of a substrate slab
about 2–3 nm thick, and a layer of liquid water about 3–7 nm thick placed in
contact with them, as illustrated in Fig. 9.1. The water was pre-equilibrated at
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300 K and 0.1 MPa. Periodic boundary conditions [9] were then applied in all
three dimensions to produce models of the interfaces formed by infinite (in x- and
y directions) flat substrate layers interspersed with layers of water. In all cases, the
thickness of the water layer and the size of the cell in the z-direction (normal to the
surface) were sufficiently large to effectively exclude direct interactions between
two different substrate/water interfaces created due to the periodicity of the system.
The number of H2O molecules in the layer was chosen to reproduce the density of
bulk water under ambient conditions (�1 g/cm3). The final x-, y-, and z-dimensions
of the simulation supercells were approximately 2 nm � 2.5 nm � 10 nm with slight
variations depending on the nature of the substrate.

The MD time step was 1.0 fs, and each model system was allowed to equilibrate
for at least 500 ps of MD before an equilibrium MD trajectory for each model was
accumulated at 10 fs intervals during additional 500–1,000 ps of MD simulation.
The details of the MD simulation procedures and parameter settings for mineral-
water systems are described in previous publications [11, 12, 18, 20, 27, 37, 39–41].
The structural analysis of the near-surface water films was undertaken using atomic
density profiles in the direction perpendicular to the substrate surface and atomic
density maps within defined slices of the water film parallel to the surface. These
properties were all calculated by averaging over the last 500 ps equilibrium MD
trajectory of each system. The position of the mineral surface (z D 0) was defined by
the average position of the top-most surface oxygen atoms or of the corresponding
OH groups, depending on the substrate.

9.3 Simulated Results and Discussion

9.3.1 Interfacial Water Structure

Figure 9.2 shows the time-averaged atomic density contour map of Ow in the first
molecular layer of water on the (001) surface of quartz. It is important to note, that
unlike the surfaces of brucite [18] and portlandite [11], only about 50 % of the
surface hydroxyl groups on quartz are oriented away from the surface and easily
donate H-bonds to the interfacial H2O molecules. The other 50 % of the surface OH
groups are oriented parallel to the surface of quartz, form H-bonds to other surface
hydroxyls, and accept H-bonds from H2O molecules (Figs. 9.1 and 9.2). The surface
ordering of the H2O molecules is clearly observed in the time-averaged patterns
of the Ow distribution. Surface water molecules are significantly immobilized by
each accepting an H-bond from one surface OH group and simultaneously donating
one H-bond to another neighboring surface OH group. A similar pattern of H2O
ordering is also observed at the neutral hydroxylated surfaces of brucite [18]
and portlandite [11]. However, the charged hydroxylated surface of hydrocalumite
exhibits a completely different behavior where no H-bonds donation is possible for
the interfacial water molecules [11].
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Fig. 9.2 Contour maps of the
atomic density of oxygens of
H2O (Ow) within the first
molecular layer of water at
the fully hydroxylated (001)
surface of quartz, which is
shown below the contours as
tetrahedra (Si) and dark (O)
and white (H) balls. See
Fig. 9.1 for the detailed
notations

This is clearly visible from the comparison of the atomic density profiles for
Ow and Hw of these surfaces, which provide important additional insight into the
ordering of water molecules at the interface. Two orientations of H2O molecules
are energetically most favorable for the formation of stable hydrogen bonds to the
hydroxylated surfaces of portlandite and quartz (Fig. 9.3a, b). In one of them, water
molecules have one H-atom directed toward an O-atom of the surface hydroxyl,
thus donating an H-bond to the surface. This is reflected in the presence of a strong
peak at �0.2 nm on the Hw density profiles. In this orientation, the second H-atom
contributes to the peak at �0.35 nm. However, a stronger contribution to the 0.35 nm
peak in the Hw distribution arises from the other favorable H2O orientation, in which
it accepts an H-bond donated by the surface hydroxyl groups. In this case, both HH2O

of the surface water molecule contribute to the density profile peak at 0.35 nm. In
both preferred orientations of the surface water molecules, their O-atoms are located
approximately at the same distance from the surface (�0.25–0.28 nm). The ability
of the surface water molecules to both donate and accept H-bonds to the substrate
surface creates a very well developed H-bonding network across the interface with
the structure strongly resembling that of bulk liquid water. O-O and O-H radial
distribution functions of liquid water are shown as thick dashed lines in Fig. 9.3
to illustrate this similarity. The gOH(r) peak at �0.2 nm is a definitive signature of
donated hydrogen bonds in the system, while the gOO(r) peak at �0.45 nm clearly
indicates that the local ordering of the H-bonding network is close to tetrahedral – a
typical characteristic of bulk liquid water structure [42].

For hydrocalumite (Fig. 9.3c) the computed near-surface water structure is
strikingly different. Due to the positive structural charge of this substrate, the
H-bond donation to the surface by H2O molecules is prevented and the well-
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Fig. 9.3 Density profiles of Ow and Hw atoms of the interfacial H2O molecules as functions of
the distance from the surface (z) of four different mineral substrates: (a) Portlandite. (b) ˛-quarts.
(c) Hydrocalumite. (d) Talc. Origin of z is defined here for all surfaces as the average Z-coordinate
of the oxygen atoms at the substrate surface. The local density (�) is normalized with respect to the
corresponding atomic density in bulk liquid water (�0) and the radial distribution functions gOO(r)
and gOH(r) of bulk liquid water are shown as thick dashed likes for comparison. Stars mark the
characteristic H-bonding features of these functions

interconnected H-bonding network is not formed in the interfacial region [11],
despite the fact that the H2O molecules are strongly attracted to this surface and
it is clearly hydrophilic.

The atomic density profiles of the surface water on talc (Fig. 9.3d) show
that H2O molecules are located somewhat farther away than from the previously
discussed hydrophilic surfaces (Fig. 9.3a–c) and the H2O molecular orientation is
predominately parallel to the surface (the peaks of Ow and Hw are approximately at
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the same distance of 0.3–0.32 nm), in accordance with the hydrophobic character of
talc. However, donation of weak H-bonds is still possible to this surface, as is clearly
evident from the shoulders of the Ow and Hw distributions around 0.2 nm. Thus, talc
surface exhibits a weak degree of hydrophilicity under ambient conditions, which
can be most pronounced at very low relative humidity [33], or can even be turned
into a strongly hydrophilic surface by the application of very high pressures and
temperatures typical for the Earth’s mantle conditions [40, 41].

9.3.2 Interfacial Water Dynamics

The simulated diffusional dynamics of surface water is in agreement with these
observations: the H2O molecules have noticeably higher mobility at the hydrophobic
surface of talc and significantly lower mobility at all hydrophilic surfaces [18, 20].
Longer-time-scale MD simulations provide an additional opportunity to quantify
these relatively slow diffusional motions of interfacial by means of the Van Hove
self-correlation function (VHSCF) [9],

GS .r; t/ D 1

N

*
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where r is the coordinate of the molecule, t is time, and N is the total number
of molecules. This relationship describes the correlation in the positions of the
same atom at different times, such that 4�r2GS(r,t)dr is the probability of finding
an atom at distance r after a time t if the position of this atom was at the origin
r D 0 at the initial time t D 0. The Fourier transform of the VHSCF represents the
incoherent or self-intermediate scattering function (SISF), which can be directly
measured in incoherent quasielastic neutron scattering experiments and contains
detailed information concerning the single-molecule dynamics both in time and
space domain.

The calculation of this self-correlation function for the water molecules strongly
bound to the surface of tobermorite, which exhibits nanoscale surface roughness
strongly affecting the first two monolayers of H2O, shows a dramatic difference in
the dynamic behavior of adsorbed H2O (Fig. 9.4a), as compared with the diffusional
dynamics in bulk liquid water (Fig. 9.4c), and yields a characteristic time scale of the
diffusional process of the order of �m � 0.8 ns, in excellent agreement with NMR
measurements, indicating a mean time between diffusional jumps on the surface of
�0.8–1.0 ns [43]. The calculated long-time-scale VHSCF also points to a hopping
diffusional mechanism with a length scale of lm � 5.5 Å, i.e., close the characteristic
lattice dimension of crystalline ice between two neighboring strong H-bonding sites.
From the two-dimensional Einstein equation, D D hjr(t) � r(0)j2i/4� , the mean time
for jumps between surface sites from the NMR results yields a diffusion coefficient
of 0.9 � 10�10 m2/s, which is also in remarkable agreement with the average
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Fig. 9.4 Van Hove self-correlation functions for diffusing H2O molecules at the surface of
tobermorite (a) and quartz (b). The VHSCF behavior of H2O molecules in bulk liquid water (c) is
also shown for comparison

diffusion coefficient for all surface-associated H2O molecules obtained from MD
simulations (1.0 � 10�10 m2/s). Here, r is the mean jump displacement (assumed
to be 5.5 Å, from the results of the VHSCF calculations, Fig. 9.4a) and � is the
mean jump time, � � �m � 0.8 ns. This level of agreement definitely provides strong
support for the interpretation of the experimental results and strong encouragement
for further application of atomistic computational modeling techniques to study the
molecular scale properties of nano-confined water.

The hopping surface diffusion mechanism is not evident for the water molecules
at an atomically smooth surface, such as that of quartz (Fig. 9.4b): the corresponding
VHSCFs show only slight differences with the diffusional dynamics in bulk liquid
water (Fig. 9.4c).

9.3.3 Effect of Metal Cations on the Membrane Fouling

Prediction of ultrafiltration membrane performance is not generally possible without
performing pilot-scale tests because membrane fouling is related to membrane
material and solution chemistry. The inadequate understanding of membrane fouling
has in many cases hindered wider adoption of membrane processes in large-scale
drinking water treatment plants. Computational molecular modeling of the model
membrane-solution interfaces allowed detailed probing of the fouling process due to
the interaction of dissolved natural organic matter (NOM) with various metal cations
[39]. It was observed that divalent ions (Ca2C and Mg2C) may cause membrane
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Fig. 9.5 A fragment of the MD simulation box containing the polyethersulfone membrane surface
(cylinder representation), a calcium ion (large dark ball), and a molecule of natural organic matter
(ball and stick representation) coordinating to Ca2C by its deprotonated carboxylic group. All
interfacial water molecules are hidden for clarity

fouling not by forming “ionic bridges” between the negatively charged functional
groups on the membrane surface and the negatively charged functional groups of
NOM, but rather by promoting the aggregation of NOM molecules in solution.

Thus, even though the presence of truly dissolved NOM is not important in
the fouling process, it can contribute to fouling after being aggregated by divalent
ions. The partially neutralized Ca2C-NOM complex (Fig. 9.5) may be more easily
adsorbed at the membrane surface than a negatively charged NOM molecule.
However, it still remains unclear whether fouling is caused by the cation-mediated
NOM aggregation in solution or by stronger NOM-surface interactions in the
presence of divalent ions. Since only one NOM molecule was used in the present
model, NOM aggregation could not be quantitatively studied in this work. More
extensive MD simulations using multiple NOM molecules, employing much larger
size of the simulated systems, and much longer simulation times (at least on
the order of tens of nanoseconds) are necessary to quantitatively address these
problems.

9.4 Conclusions

The methods of computational molecular modeling in application to the mineral-
fluid systems have advanced dramatically in the past decade and have already
emerged as very powerful quantitative tools in the studies of the structure and
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properties of interfacial and nano-confined aqueous solutions. There is a growing
consensus, however, that the idealized mineral-fluid interfaces typically used in
the present-day molecular simulations and the relatively small assemblages used
in these models and in quantum calculations are at least an order of magnitude too
small in characteristic length (three orders of magnitude in volume) to effectively
address many critically important issues. A typical size of the systems currently
simulated is on the order of a few nanometers, but can reach up to 20 nm [26] for
classical force-field-based MD simulations which can probe the systems evolution
over tens of nanoseconds. However, the application of quantum MD is still limited
to the sizes <1.5–2 nm and time periods �10 ps. The inability to effectively
model realistic compositional and structural complexity is significantly impeding
further progress. For instance, idealized, defect-free mineral surfaces are of little
use in predicting local charge development, which is key to understanding surface
reactivity in real systems [13, 16]. Particle edges, surface defects, the surface
roughness on length scales of 10–100 nm play central roles in determining the
energetics and kinetics of dissolution, precipitation, sorption and catalytic reactions
at mineral interfaces, but these phenomena are currently modeled only very rarely
and on a limited scale [19, 21, 34, 35]. There is no doubt, however, that further rapid
development of supercomputing capabilities will allow such molecular simulations
to achieve truly realistic system sizes and time scales, thus significantly increasing
their practical value.
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Chapter 10
Two Generalizations of the Theory
of Seismoelectric Effect: Parameterization
Providing Suitability of Frenkel’s Theory for
Any Geometry of Soil’s Pore Space. The Role
of Thermoosmosis in Seismoelectric Effect

Vladimir N. Shilov

Abstract Seismic vibrations of water-saturated soils and rocks cause the fluid
motion relative to the charged interface and thus to the flow potential. Thus a
seismoelectrical wave is formed, in which the ratio of its sound and electrical
components carries diverse information about water in soils and rocks. As a result
electroseismic method is of importance for the problem of water resources and is
widely used in hydrogeology. However, at present it is possible to explain only
a small part of the information carried by the electroseismic signal. Empowering
the method depends on the improvement of equipment and measurement as well
as by means of the further development of the theory of seismoelectric effect.
This paper makes two steps in the development of theory. First, it manages to
express the seismoelectric field strength through the —-potential and through only
the macroscopic parameters of Frenkel’s classic theory, which makes it suitable for
any geometry of soil’s pore space. Second, for the first time the influence on the
seismoelectric effect is considered of thermoosmotic flow arising under the action
of temperature gradients which always accompany the sound wave.

10.1 Introduction

SeismÑelectric (SE) effect accompanies the propagation of an acoustic wave
through a soil and consists in the occurrence of an electrical potential difference
between points in the soil at different distances from the source of the wave. Classic
Frenkel’s theory (Ref [1]) explains SE effect by the fact that vibration of the moist
soil causes the movement of water together with the ions of diffuse part of the
electric double layer with respect to the charged surface of soil’s solid phase and

V.N. Shilov (�)
Institute of Biocolloid Chemistry, Ukrainian Academy of Science, Vernadskogo 42,
03142 Kiev, Ukraine
e-mail: shilov11@yahoo.com

L. Mercury et al. (eds.), Transport and Reactivity of Solutions in Confined Hydrosystems,
NATO Science for Peace and Security Series C: Environmental Security,
DOI 10.1007/978-94-007-7534-3__10, © Springer ScienceCBusiness Media Dordrecht 2014

117

mailto:shilov11@yahoo.com


118 V.N. Shilov

the displacement of these ions creates an electric field and correspondence potential
difference. Frenkel’s theory comprises two parts. The first one, the significance of
which goes far beyond description of SE effect, describes the interrelated vibrations
of two phases of capillary-porous system modeling the moist soil. This model
includes a solid skeleton – an elastic structure which is formed by solid particles
rigidly attached to each other, and liquid phase (electrolyte solution) which fills the
space within the skeleton. Frenkel developed first part of his theory at exclusively
macroscopic level (with such parameters as porosity, specific surface of solid
skeleton, its Young’s modulus, compressibility modulus of skeleton and liquid, its
density and viscosity; see below), without any kind of simplified models of the
geometry of the pore space. As a consequence of uncertainty and irreproducibility
of pore space geometry this macroscopic approach seems to be the most adequate
level for description of real soil. Just on this macroscopic level, Frenkel obtained the
expression for the relative velocity v of the liquid phase and solid skeleton. However,
in the second part of his theory, using this v for the calculation of SE field strength,
he goes beyond his macroscopic model and replaces it with a model “of a Poiseuille
flow of the liquid through a capillary tube with a radius r”. The first two sections
of our paper are devoted to the justification of a simple procedure that allows us
to express the SE field strength in terms of macroscopic parameters of Frenkel’s
model, without using an uncertain parameter r.

The last section of the paper is devoted to the consideration of the influence on
the SE effect of temperature gradients that arise due to the known adiabaticity of the
processes of compression-extension in the sound wave. As a result of the action of
temperature gradient on the liquid in surface layer, where the specific entropy (see
Refs. [2] and [3]) is different from that in the bulk liquid, thermoosmotic flow arises.
The displacement of the ions entrained by this flow in the diffuse part of the electric
double layer determines the contribution of thermoosmosis to seismoelectric effect.
The magnitude and sign of this contribution is determined by the magnitude and sign
of entropy excess in the surface layer. The latter, in turn, is highly dependent on the
degree of hydrophilicity or hydrophobicity of the surface of soil’s solid skeleton, and
the latter, of course, is different for wet or drought-prone soils. These circumstances
allow us to hope, that the inclusion of the contribution of thermoosmosis to SE signal
will help expand opportunities for the use of the SE method to obtain information
about the surface layers of the fluid in the soils of the arid zones.

10.2 Classic Formula for Seismoelectric Field Strength

Frenkel defined the strength Ee of SE field by means of Smoluchowski formula (see
also Ref. [4]) connecting it with an effective pressure gradient,

@pef
@x

:

Ee D � ©0© � —
� � ¢

@pef

@x
(10.1)
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here "0: electrostatic constant, " and �: dielectric constant and viscosity of liquid, —:
electrokinetic potential of the surface of solid skeleton, ¢: conductivity of the soil.

The problem of determining the expression for
@pef
@x

is hampered by the fact
that Smoluchowski formula was derived for the stationary case, when the fluid
filtration through the solid skeleton is given by the action of applied pressure
gradient in the absence of inertial forces, while the filtration which is responsible
for SE effect arises under the action of inertial forces in vibrating soil. To solve
this problem, Frenkel determines the velocity of fluid filtration through the solid
skeleton (equation without number after Eq. (44b) from [1]):

v D v2 � v1 (10.2)

where v1 and v2 are the local velocities of macroscopic elements of solid skeleton
and liquid phase.

Then he equates it with the bulk velocity of the fluid in the direct cylindrical
capillary radius r using Poiseuille formula (Eq. (44a) from [1]):

v D � r2

8�

@pef

@x
; (10.3)

by defining in such a way
@pef
@x

, he receives from Eq. (10.1) the expression for
seismoelectric field strength (Eq. (44b) in [1]):

Ee D 8©0© � —
� � ¢ � r2 v (10.4)

However, this approach to the definition of pef has an essential shortcoming:
it uses a simplified model of the geometry of the pore space where an uncertain
parameter appears, capillary radius r, and so we lost the benefits of the exclusively
macroscopic level description of the first part of Frenkel’s theory.

10.3 Parametrization Providing Suitability of Frenkel’s
Theory for Any Geometry of Soil’s Pore Space

To determine an alternative value of pef , we use the equation of motion of the liquid
phase of the soil (Eq. (22a) from [1]), together with definition given by Eq. (10.2):

¡2
@v2
@t

D K2r® � �

› � f v (10.5)

where ® D ��¡2
¡2

, ¡2 and K2: density and compressibility modulus of liquid phase,
�¡2: sound-induced variation of ¡2, k D › � f : filtration coefficient of the soil, f : its
porosity
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Taking into account the equation of state of the liquid phase (Eq. (15a) of [1])
connecting ® with hydrostatic pressure p2:

p2 D �K2®; (10.6)

we rewrite the equation of motion (10.5) in the following form:

¡2
@v2
@t

D �rp2 � �

k
v (10.7)

This equation reflects the fact that to unit volume of liquid phase in a macroscop-
ically small element of soil volume two forces are applied: the pressure force � r p2

and the viscous force ��

k
v from the solid skeleton.

In our definition of the expression for r pef we rely on the fact that the value
of “microscopic” current which arises when charged liquid in the diffuse part of
thin EDL moves near a small area of the solid surface, as well as the value of
the “microscopic” viscous force with which this area acts on a liquid, are both
determined by the value of the velocity gradient near the surface. But the sum of
such filtration-induced “microscopic” currents forms a macroscopic electric current,
as well as the sum of “microscopic” viscous forces forms the macroscopic viscous
force per unit volume, Fwisc D ��

k
v. So, the force Fwisc is directly connected

with a macroscopic current density, and hence with the seismoelectric field. This
macroscopic viscous force acting on the liquid from the solid skeleton, is presented
in Eq. (10.1) by a balancing pressure force, Fpef D � r pef , equal to Fwisc in
magnitude and opposite in sign, Fpef D � Fvisc.

The above considerations lead to the following definition of pef :

rpef D ��
k

v; (10.8)

After spending the following identity transformation on the right side of
Eq. (10.7)

¡2
@v2
@t

D �r 	
p2 � pef


 � rpef � �

k
v;

and using the definition (10.8) we obtain the equation:

¡2
@v2
@t

D �rp2 C rpef (10.9)

which is equivalent to Eq. (10.6), but without the viscous force, which was replaced
by the effective pressure gradient. Thus, it can be argued that the definition of r pef

by Eq. (10.8) is consistent also in the nonstationary regime (which is described by
both Eqs. (10.6) and (10.9)).
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Substituting Eq. (10.8) in Eq. (10.1) we obtain for the SE field strength, instead
of Eq. (10.4), the following:

Ee D ©0© � —
¢ � k v; (10.10)

Substituting the expression for the filtration velocity (Eq. (45) from [1]) in Eq.
(10.10) we obtain the final expression for the strength of seismoelectric field, in
which the —-potential and only macroscopic parameters of Frenkel’s model appear:

Ee D ©0© � —¨2¡2
¢

 
K2

¡2

“

“’
1

w02
� 1

!
u (10.11)

where

w0 D
s

1
�1C�2

�
E C ˇ

ˇ’K2

�
1 � K

K0

��
: sound velocity in the soil (see Eq. (33a)

in Ref. [1]); u: sound-induced displacement of small macroscopic element of soil
volume; ¨: cyclic frequency of the sound; ¡1, ¡2: true densities of solid and liquid
phases; ”1 	 ¡1(1 � f ), ”2 	 ¡2f : average (per total volume, occupied by the soil)
densities of solid and liquid phases; E, K: Young’s and compressibility modulus of
the soil; K0 and K2: compressibility modulus of solid and liquid phases, respectively;

’ D s
�
1
f

� 1
�

, 1 � s < 1
f

; ˇ D 1
f .1C˛/ , ˇ

’ D 1C .ˇ � 1/ K2
K0

.

Formula (10.11) has been obtained without the use of any simplified models of
geometry of the pore space, and is valid for any geometry of the solid skeleton, as
Smoluchowski formula (10.1) in the case of small thickness of the electric double
layer and as the results of [1] that were obtained on the macroscopic level. This
formula was first proposed in Ref. [5] but there was not given its justification.

10.4 The Role of Thermoosmosis in SE Effect

The previous results refer to the classical mechanism of SE effect when the fluid
moves by inertia in the pores of oscillating solid skeleton, simultaneously moving
the ions of diffuse part of electric double layer. The resulting electrical current is
manifested in SE effect. Here we pay attention to an alternative mechanism associ-
ated with thermoosmosis when the liquid moves within limits of the diffuse part of
the electric double layer under the influence of sound-induced temperature gradients
rather than under the direct influence of the mechanical movements of the phases.
Gradients of temperature always arise as a response to the fast variations of liquid
density in sonic wave, corresponding to adiabatic conditions, where there is interre-
lation (see [6]) between the gradients of temperature and pressure in the liquid:

gradT D ˇ2T

cp�2
gradp2 (10.12)
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Where cp and ˇ2: specific heat at constant pressure and temperature coefficient of
expansion for liquid phase.

To find grad p2, we use the equation of state (10.6), expressing in it sound-
induced variation of specific volume of the liquid phase, ®, through that of the soil,
™, ® D ™

“

“’
(see Eq. (28) from [1]) and using the relations: ™D � iqu (see Eq. (28)

from [1]), q D ¨
w0

(see Attachment) and w0 from Eq. (10.12). As a result of this
procedure, we get after simplification:

p2 D i¨K2f .1C ’/

( �
1C K2

K0

�
1 � f .1C ’/

f .1C ’/

�� 3
2

s
E CK2 .K0 �K/
K0 .”1 C ”2/

)�1
u

(10.13)

So, since i¨ � iq D �¨2/w0 (see Attachment), we get from Eqs. (10.12, 10.13):

gradT D @T

@x
D ¨2

w0
K2

“2T

cp¡2
f .1C ’/

(�
1C K2

K0

�
1 � f .1C ’/

f .1C ’/

�� 3
2

s
E CK2 .K0 �K/
K0 .”1 C ”2/

)�1
u (10.14)

If the specific entropy (entropy per unit volume) of the water in the surface layer,
s, is different from specific entropy beyond its borders, sV , by the value q D s � sV ,
then appears the bulk force equal to fb D � q � grad T (see Ref. [3]) giving rise to the
movement of liquid with respect to a particle surface. For quasi-planar layer, when
the characteristic size of the solid particles and the distance between them are much
greater than the thickness of the surface layer, l� , the fluid velocity is directed along
the surface, the Stokes equation, d

2vT
dy2

D �fb , will have the following form:

d2vT
dy2

D q.y/

	
rT; (10.15)

where y -is the distance from the surface.
The surface conditions reflect “sticking” of liquid to a particle surface (y D 0):

vT jyD0 D 0 (10.16)

and the absence of bulk force outside (y D 1) the surface layer:

dvT
dy

ˇ̌
ˇ̌
y!1

D 0: (10.17)
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Let us accept the exponential dependence of the excess of specific entropy in the
surface layer from q0 at the interface to 0 outside (y D 1) the surface layer:

q.y/ D q0 � e� y
lq ; (10.18)

where l� – the thickness of the surface layer.
Substituting q(y) from Eq. (10.18) to Eq. (10.15) and solving it with surface

conditions (10.16) and (10.17) we get:

vT .y/ D �rT
	

yZ

0

q � y � dy D �rT
	
q0lq

2

�
1 � e� y

lq

�
y

lq
C 1

��
(10.19)

The movement of liquid in the diffuse part of thin EDL gives rise to the surface
current:

IsT D
1Z

0

�.y/ � vT .y/ � dy (10.20)

From this it follows for the corresponding macroscopic electric current density:
IT D spIsT and for the contribution of thermoosmosis to the strength of the SE field:

ET D 1

¢
IT D sp

¢
IsT (10.21)

Where sp: the specific surface of the solid skeleton of the soil.
In order to find the distribution of charge density � in the diffuse part of

electric double layer, we express it through the potential distribution by the Poisson
equation:

� D �"0"d
2ˆ

dy2
(10.22)

The potential distribution is found from the Debye equation:

d2ˆ

dy2
D 1

RD2
ˆ; (10.23)

with surface conditions,

ˆjyD0 D &; ˆjy!1 D 0 (10.24)
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the first of which sets the potential at the inner boundary of diffuse part of electric
double layer equal to the electrokinetic potential −, while the second, as usual,
follows from zero potential outside the electric double layer.

The well-known solution of the problem, given by Eqs. (10.23) and (10.24), is:

ˆ D & � e� y
RD (10.25)

Where RD is the Debye screening length.
Substitution of (10.25) to (10.22) leads for �(y) to:

� D �"0" � &
RD2

� exp

�
� y

RD

�
(10.26)

Further we use the well-known formula of the Debye screening length, for the
case of a 1–1 electrolyte solution:

RD D
p
"0"RT=2F 2c0 (10.27)

where T: the absolute temperature, F: Faraday number, c0: the concentration of
1–1 electrolyte solution in a liquid phase far from the surface (outside the surface
layer and EDL). If we substitute Eqs. (10.19) and (10.26) in Eq. (10.20), and then
the result of the integration in Eq. (10.21), we obtain the final expression for the
contribution of thermoosmosis to the strength of the SE field:

ET D − � lq2q0RT ¨
2RD � sp

w02˜cp¢

1

¡2

K0K2

f .1C ’/ .K0 �K2/CK2

u (10.28)

All the designations are given above under the Eqs. (10.1), (10.5), (10.11),
(10.12), (10.18), (10.21) and (10.27).

Analyzing this equation, we first of all should pay attention to the fact, that
the fraction in its right side is always positive, since f (1 C’)< 1 (see in Ref.
[1], at the end of page 880). For example, it means, that for the hydrophilic solid
skeleton, when excess of entropy q0 near its surface is negative (see. Ref. [2], after
Eq. (10.86)), then the contributions of thermoosmosis and electroosmosis (given
respectively by the Eqs. (10.28) and (10.11)) to the strength of SE field will have
opposite signs.

From the figure below one can see, that for large enough magnitudes of both
the values of the thickness of the surface layer lq and of the specific surface of the
solid skeleton of the soil sp, the absolute value of ET may be close to that of Ee, or
even surpass it. So the influence of thermoosmosis in the case of hydrophilic solid
skeleton may significantly reduce the measured value of the strength of SE field and
this reduction carries information about the parameters of the surface layer of soil
water.



10 Two Generalizations of the Theory of Seismoelectric Effect:. . . 125

200

150

100

cm3

50

0
15

10

5

0.0
0.2

0.4

0.6

0.8

Ee

ET

m2

Sp (      )

lh(nm)

The following are values of parameters that were used in constructing the figure.
All these data, except for those related to the parameters of the surface layer q0 and
l� , are common in heavy clay soils. For the value of q0 and the range of the changes
in l� , we used the results of experimental and theoretical studies presented in Chap.
10 of the monograph [2].

Liquid phase "D 80, 	m � 10�3 kg

m�sec ,K2 D 2:17 � 109 N
m2

, ˇm � 2:09 
 10�4 1
oK

,
cp � 4200 J

kg� oK
, q0 D �50 J

oK�m3 , lq D 5 nm, c0 D 10� 1N. Solid phase: �m �
2:6

kg

m3
, K0 D 4 � 106 N

m2
. Soil: K D 0.5K0, E D 4 � 106 N

m2
, f D 0.7

10.5 Conclusion

The equation for the strength of the SE field in the classical mechanism of
seismoelectric effect has been obtained without the use of any simplified models
of geometry of the pore space, and valid for any geometry of the solid skeleton of
the soil. Furthermore the existence of a new effect is here theoretically predicted:
the contribution of thermoosmosis to the strength of the SE field. Accounting for
this effect in hydrogeological applications of the SE method offers the prospect of
obtaining information about the surface layers of the water contained in the soil and
rocks.



126 V.N. Shilov

Appendix

It should be noted that here we consider the case of a weakly damped plane
longitudinal sound wave propagating along the x-axis. Respectively, the time
and space dependence of every sound-induced value may be represented by a
multiplayer ei(¨t � qx), where ¨ and q D 2 œ are the cyclic frequency and wave
number; the sound speed is w D¨/q. All the vector quantities are represented by
their x-components. Operators r and grad denote differentiation by x, which, in
turn, reduces to multiplication by � iq and the differentiation with respect to t
reduces to multiplication by i¨.
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Part III
In-Pores/Channels Cavitation

It is common knowledge that at atmospheric pressure water is liquid in the
0–100 ıC range; below that range it turns into solid ice while above it, it turns
into gaseous steam. However, it is “not-so-common-knowledge”, that the previous
statement is false; water at atmospheric pressure can stay liquid outside of the
0–100 ıC range. Below zero, it can be undercooled liquid, above 100 ıC it can
be overheated liquid. In both conditions, the liquid state will be metastable, i.e. it
might turn – even spontaneously – into the corresponding stable phase by freezing
or by vapourization (cavitation) [1, 2]. This introductory paper and the following
chapter deals with liquid water (and aqueous solutions) metastable for the liquid-
vapour phase transition as well as with the corresponding relaxation process, known
as cavitation.

The fluid phase diagram (ice phases are omitted) can be seen in Fig. 1. One can
see three different curves. The medium one (dashed) is the vapour pressure curve;
this is the traditional “border” between liquid and vapour phases. The other two
curves are the so-called stability lines (or spinodals) [1, 3]. Reaching these lines
by changing the pressure and/or temperature, the initial phase (liquid or vapour)
cannot stay stable anymore and phase transition (boiling or condensation) have to
happen spontaneously. The upper spinodal marks the limit where vapour has to
condensate into liquid, while the lower one marks the limit where liquid has to
boil into vapour. Between the vapour pressure curve and the two spinodals one finds
the metastable region; we are interested in metastable liquid water, therefore only
the region below the vapour pressure curve will be introduced in detail. The region
marked as “forbidden states” (and sometimes erroneously marked as “instable liquid
states”) are too hot for solid (ice), too negative for liquid water and it is impossible
to have gas (vapour phase) under negative pressure, therefore these states cannot
exist in Water-World.

Let’s start with water at room temperature and atmospheric pressure; under these
conditions, the liquid water is stable. By increasing the temperature (and keeping
the pressure at constant value), the system can reach the vapour pressure curve at
373.15 K (100 ıC). Here, usually one can see very intense bubbling even inside of
the water and the liquid will turn into steam (vapour). This is the usual scenario,
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Fig. 1 Phase diagram of water without the solid (ice) phases, calculated by the IAPWS phase
diagram. Possible phases of the various regions are marked

but when the water is pure and external disturbances (mechanical vibrations, voices
or even cosmic radiation) is minimalized, one can see that the thermometer goes
above the 100 ıC, without observing boiling. Even in a high-school chemistry
lab one can overheat the water in some extent, usually with 4–5 ıC; under very
special laboratory conditions one can even overheat it by 200 ıC [4]. The overheated
water is a metastable liquid; at the same pressure and temperature the vapourous
state (steam) would be at lower free energy, therefore any small disturbance (like
knocking the container) would initiate a very rapid, explosion-like boiling to relax
to the stable vapour phase. The boiling might happen even without external trigger.
Inside of the metastable liquid the density will fluctuate; at some places the liquid
will be more dense than the average density, while at other places it will be less
dense; the fluctuations are stronger as one goes deeper into the metastable region.
Waiting long enough, at least one fluctuation will produce a region, where the
density is low enough to be called “vapour” instead of “liquid” and the size of
this region might be big enough to call it “bubble”; this is the point, where the
spontaneous boiling starts and the metastable liquid splits into a stable vapour and
also stable liquid phases. The new pressure will be equal to the corresponding (and
always positive) vapour pressure. Because the bubble is a “cavity” inside of the
liquid, the phenomena is also called “cavitation”.

In bio- and partly in geo-sciences (including soil-science) usually the “lower”
metastable liquid region (p< 0) is the important one; the “higher” one (p> 0) can
be neglected, due to the required high temperature. In biological systems as well
as in soils those temperatures usually do not appear; in geo-sciences they can be
relevant, but in this chapter we are dealing with systems (fluid inclusions) with lower
temperatures. The low-temperature metastable region has a very unique and strange
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feature, namely the negativity of the pressure. Negative pressure states are hardly
known, physicist and chemists can finish their education without knowing about
them; biologists at least mention them. This negligence has two reasons. First, the
way that pressure is usually explained in university-level education, does not allow
the existence for p< 0 states. Pressure is caused by the bounce of particles on the
wall; it is proportional to the (positive) number of particles and the (also positive)
speed of the particles. This is a good picture for gases, but not for liquids and solids.
The other reason is the metastable nature of these states, which makes experiments –
and even demonstration – hardly reproducible.

Huygens was the first who demonstrated the existence of negative pressure states
[5]. He used a Toricelli-tube (a glass-tube, closed at one end and filled by mercury);
when he turned the tube upside down – while the open end was immersed to a
pool of mercury – usually he obtained the fall-back of mercury column to 76 cm,
corresponding to the atmospheric pressure. But occasionally the liquid stuck; he
obtained a 1.5 m long mercury column, which fell back to the “normal” 76 cm
only after knocking the tube. This “usually” and “occasionally” was too much for
a scientist, living in an age, where everything was believed to be deterministic.
He asked the help of Boyle, Papin and others [6], but after a couple of years, he
gave up these experiments without reaching any answer. More than a century later
the new science of cohesion (between molecules) and adhesion (between the wall
and the liquid) was able to give the proper explanation for the phenomena, but the
new experiments started only in the mid-nineteenth century [3]. Since then, various
methods have been developed to generate negative pressure, usually applying some
external force to “pull” the liquid isotropically [7].

At the end of the nineteenth century, biologists realized that tall trees need some
extra force to transport sap to the top. One plausible theory was the “cohesion
theory”, where the sap was sucked up by moderate negative pressure [8]. This theory
has been supported by several direct sap-pressure measurements [9], as well as by
the observation of the embolism, the appearance of a cavitational bubble [10] in the
xylem capillaries, which is a very characteristic feature of metastable liquid states.
The mechanism of the creation of negative pressure and especially the mechanism
to re-fill the capillary after cavitation is still in need of some study; in some of the
following papers the recent state of these studies are summarized.

While most of the methods generating negative pressure apply some external
force for stretching the water, in narrow tubes and pore spaces this force is internal;
it is provided by the strongly curved liquid-vapour interface. It can be shown that
some of the properties of this capillary water differ significantly from the bulk water
[11]. Pore spaces similar to the xylem in size but more random in organization
can be found in soil; there are tiny water-bridges between soil particles. Due to
the negativity of their pressure, they can work as an adhesive and hence they can
provide stability for the soil and for other wet granular materials, like wet sand.
Obviously, cavitation can be enhanced by adding some extra external force to stretch
the capillary liquid; this force can be mechanical as well as electromagnetic [12]. On
the other hand, for nano-capillaries the size is not sufficient to have a proto-bubble
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to start cavitation – at least not inside of the capillary - therefore in these systems
the cavitation process itself might differ from the cavitation in bulk liquid [13].

Finally we should mention one more geo-system, where negative pressure
appears. In the sixties, Roedder [14] found some microscopic fluid inclusions in
rock samples. He observed that the fluid inside was still in liquid state. When
he tried to freeze the liquids in the inclusions, he obtained an enormous freezing
point shift which was explainable only by assuming that the liquid was under
deep negative pressure, meaning several hundreds of atmospheres. Since then, the
study of inclusions became an important tool to study deeply metastable aqueous
solutions [15].

The following chapters deal with properties of aqueous systems under negative
pressure, with the relaxation process (cavitation) from metastable to stable state and
with the effect of cavitation on some complex bio- and geo-systems.

Attila R. Imre and John S. Sperry
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Chapter 11
Evaporation-Induced Cavitation in Nanofluidic
Channels: Dynamics and Origin

Chuanhua Duan

Abstract In this chapter, we report a new mode of heterogeneous cavitation,
i.e. evaporation-induced cavitation in water-filled hydrophilic nanochannels under
enormous negative pressures. The liquid menisci in nanochannels are observed to
be pinned at the entrance while vapor bubbles form and expand inside during the
evaporation. It is observed that the growth rate of the vapor bubbles is controlled
by water evaporation at the channel entrance, which is actually significantly
enhanced due to absence of vapor diffusion along the nanochannel. We also report
previously unexplored bubble nucleation, growth, stability, translational symmetry
and dynamics that seem to be unique at the nanoscale.

11.1 Introduction

Water is known to be able to maintain metastable liquid state when its pressure is
below the corresponding saturation vapor pressure or even becomes significantly
negative (liquid in tension) [1–4]. However, if the negative pressure is large enough
and/or there are available nuclei, vapor bubble will form and expand inside the
liquid, a well-known phenomenon referred to as cavitation. Although the real
rupture of liquids, i.e. homogeneous cavitation, is hard to achieve in general,
heterogeneous cavitation has been widely seen in various areas and scales For
example, heterogeneous cavitation has been observed in bulk liquids near rotating
ship propellers and other hydraulic machines due to centrifuge force-induced
negative pressure and the presence of dissolved gas [2]. It has also been reported
in plant xylems (water transport microchannels) due to large evaporation-induced
negative pressure [1–4].
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Despite these abundant observations in macro and microscale, heterogeneous
cavitation in nanoscale confined liquids, where surface tension offers large negative
pressure, has not been reported. In contrast, it has been claimed that heteorogeneous
cavitation is unlikely to occur in nanofluidic channels as the required critical
size of the nucleation site has to be equal or larger than the smallest dimension
of the channel [5, 6]. Here we show that this argument is not necessarily true
and heterogeneous cavitation indeed can occur in certain nanochannels during
an evaporation process. The resulting enhanced evaporation and dynamics of
such cavitation are studied and quantitatively compared with several analytical
models.

11.2 Experimental Section

This cavitation phenomena were observed in nanochannel devices fabricated using
sacrificial layer releasing method [7, 8]. As show in Fig. 11.1, 1-D silica nanochan-
nels are buried underneath a microchannel (1 mm long, 40�m deep and 500�m
wide). All nanochannels are 120�m long, 4�m wide. The SEM cross-sectional
view indicates that these nanochannels have a small expansion at both entrances:
the nanochannel height at the channel entrance was about 20 nm larger than that in
the centre and gradually decreased to the centre value within a few microns. Such
local expansions were produced by SF6 plasma etching that was used to remove
native oxide of the sacrificial polysilicon layer before it was released in XeF2 gas.
Since SF6 not only etched silicon dioxide but also etched silicon, the channel height

Fig. 11.1 Embedded nanochannel device. (a). Schematic of the nanochannel device. (b). Micro-
scopic image of ten embedded nanochannels. (c). SEM cross-sectional view of a nanochannel



11 Evaporation-Induced Cavitation in Nanofluidic Channels: Dynamics and Origin 133

close to the entrance was thus larger than the rest of the channel. Although the
nanochannel height can be tuned by KOH etching, such local expansions remained
in all nanochannels with a central height from 20 to 120 nm.

In a typical experiment, deionized (DI) water was first introduced into nanochan-
nels through the microchannel. The device was then left in the atmosphere for
evaporation to occur. The drying process was recorded using a CCD camera
mounted on a Nikon TE 2000-U inverted microscope in the bright-field mode.

11.3 Experimental Results and Discussion

11.3.1 Cavitation Phenomena

In these nanochannels with local expansions at both entrances, it was observed that
the menisci were pinned at the channel entrance and a small bubble emerged at one
end of the channel. This bubble then rapidly propagated toward the center of the
channel until it stopped after a short time period in a certain position between the
emerging end and the center. Once the bubble become stationary, it started gradually
growing toward both ends of the nanochannel. During this process, if one end of the
bubble reached the center of the nanochannel, the bubble tended to break into two,
both of which then occupied in symmetric locations in the nanochannels. These
bubbles then continuously expanded inside the nanochannel until they reached at
the entrance of the channel.

Such bubble appearance/expansion during water evaporation is totally different
from a typical evaporation process in micro/nanochannels, where menisci recede
from the channel entrance till water is evaporated. Interestingly, the occurrence of
this phenomenon also did not depend on the temperature, ambient pressure and
gas concentration in water. Same phenomena were observed using degassed water
at various temperatures (25 � 70 ıC) and under varied pressure (20 Pa � 1 atm)
(Fig. 11.2).

11.3.2 Cavitation Origin

There are many questions raised by the above observations. The most intriguing
ones are where the initial bubbles come from and whether this process is a cavitation
process.

We found that the appearance of the initial bubble and the subsequent bubble
expansion are intimately connected with the local expansions at the nanochannel
entrances. In nanochannels without local expansion, bubbles were never observed
and menisci were seen receding from one side of the nanochannel till they reached
the other side. In nanochannels with local expansion, high-speed imaging revealed
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Fig. 11.2 Cavitations in 41-nm nanochannels during a evaporation process. Instead of menisci
recession, vapor bubbles occurred at the left entrance and then moved toward the center of the
channel before starting expansion. There are two symmetric stationary positions in each channel
that bubbles prefer to stay

Fig. 11.3 Trapped gas bubble at the nanochannel entrance during evaporation

that the meniscus first receded a short distance (up to several microns) into the
nanochannel. Afterwards, water thin film around the meniscus then remerged at the
channel entrance (see Fig. 11.3), entrapping a bubble. It is still not clear at this point
how the local expansion caused water to remerge (possibly due to Plateau-Rayleigh
instability and capillary condensation [9, 10]), but the trapped bubble definitely has
dimensions comparable with the channel feature size, and thus can be served as a
stable nucleus.

The following bubble expansion is believed to be facilitated by the negative
pressure of water during evaporation. The small radius of the menisci at the channel

entrance results in a pressure drop � 2�
.
h at the liquid/air interface [5, 11], where

� is the surface tension of water and h is the nanochannel height. The corresponding
water pressure in 20–120 nm 1-D confined nanochannels varies from �7 to �1 MPa.
Water is metastable at such negative pressures, which may trigger heterogeneous
cavitation and result in bubble expansion with the entrapped bubbles acting as
the nuclei [3]. In fact, entrapped bubbles have been considered as one of the four
possible mechanisms of cavitation introduction [3, 12]. To further ensure this bubble
expansion process is a cavitation process, a control experiment was performed
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Fig. 11.4 Vapor bubble growth rate (water evaporation rate) in the cavitation process. (a)
Observed linear bubble growth rate in 20, 58 and 111 nm nanochannels (b) Experimental results
and theoretical prediction of bubble growth rate in nanochannels with heights ranging from 20 to
120 nm. (c) Enhanced evaporation rate due to the presence of cavitation

where water was re-introduced into the system before bubbles reached the end of the
nanochannel. Since the re-introduction of water removed the evaporation-induced
menisci at the nanochannel entrance, water should no longer be under negative
pressure and vapor bubbles should collapse. This was indeed what we observed,
i.e. all bubbles disappeared immediately after water introduction, suggesting that
the final bubble content is water vapor and this bubble expansion process is indeed
evaporation-induced cavitation.

11.3.3 Bubble Growth Rate and Enhanced Evaporation

Another interesting aspect regarding this cavitation phenomenon is the bubble
growth rate. Figure 11.4a plots the total bubble length as a function of time for
20-nm, 58-nm and 111 nm nanochannels. Clearly, the total bubble length increases
linearly with time in all three channels and the bubble growth rate decreases with
the increasing channel height. This linear growth behavior and its height dependence
were further confirmed in all other nanochannels that have been investigated in this
work (see Fig. 11.4b). Such linear growth behavior suggests that the bubble growth
is not governed by conventional momentum-driven theory [13]; otherwise a gradual
increase of growth rate should be seen as there are less and less water needs to
be pushed towards the entrance. More likely, it is determined by water evaporation
at the channel entrance. In fact, although bubble expansion indicated that water was
continuously vaporizing in the bubble/water interface, most of the disappeared water
should still evaporate out from the entrance because the vapor bubble can only hold
at most 0.002 % of the disappeared liquid water due to the density difference when
menisci were pinned at the entrance. Consequently, the bubble growth rate is the
same as the water evaporation rate at the nanochannel entrance.

The evaporation processes can be treated as a steady-state vapor diffusion
problem using the concept of diffusion resistances [14]. Since the vapor does not
need to diffuse along the nanochannel, which is the case when mensci recede,
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the dominant diffusion resistance is actually the one along the microchannel.
Consequently, the evaporation rate can be expressed as a function of channel
geometry

U D 4Dwmhm�v .
n � 
1/
N lmwnhn�w

(11.1)

where D is the diffusion coefficient of water vapor in air; wm, hm, and lm are the
microchannel width, height and length, respectively; wn and hn are the nanochannel
width and height; N is the total number of nanochannels; �v is the saturated water
vapor density and �w is the liquid water density; 
n is the relative humidity at
the nanochannel entrance and 
1 is the relative humidity of ambient atmosphere.
Equation 11.1 indicates that bubble growth rate (water evaporation rate) U is a
constant for a given geometry and humidity condition. Furthermore, it clearly
shows that U is inversely proportional to the height of the nanochannel, U / 1/hn.
Figure 11.4b also plots the corresponding theoretical prediction of the evaporation
rate based on Eq. 11.1. The quantitative agreement between the experimental data
and the theoretical analysis indicates that this bubble expansion process is indeed
governed by evaporation at the nanochannel entrances.

It is worth noting that although evaporation limits the bubble growth rate, it
is actually significantly enhanced by the presence of this cavitation phenomenon.
Figure 11.4c shows the total evaporation length as a function of time in 20-nm
nanochannel device with/without cavitation. Clearly, there are totally two different
time dependence in these two cases. In the nanochannel where cavitation was absent,
although evaporation occurred faster than the theoretical prediction based on pure
vapor diffusion as a result of water thin film flow and/or corner flow, the total
evaporation length still showed L / p

t [15]. Compared with this square-root
time dependence, the linear time dependence in the nanochannel with cavitation
resulted in much fast evaporation, which may provide a new mechanism to explain
fast drying of nanoporous materials.

11.3.4 Bubble Dynamics

Besides bubble growth rate, it is also of interest to understand the bubble motion
and stationary locations during the cavitation process. Apparently there are two
symmetric locations on either side of the central line which the bubbles prefer to
move to. Such stationary positions also showed a height-dependence (Fig. 11.5)
but they did not depend on the evaporation rate and local humidity conditions. We
observed exactly same stationary positions in 70-nm nanochannels even when the
evaporation rate changed three times due to change of ambient humidity.

The occurrence of these stationary locations suggests that there are two
competing motions. One of them definitely stems from the evaporation-induced
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Fig. 11.5 Bubble stationary locations in 120-�m-long nanochannels

hydrodynamic flow, but this one can only drive the bubbles towards the entrance.
Therefore, there must be another motion that drives the bubbles towards the center of
the nanochannels. This motion also must have the same dependence on evaporation
rate as evaporation-induced hydraulic flow. Otherwise, the overall evaporation
effect cannot be cancelled out and the final stationary position will depend on
the evaporation rate. These requirements regarding the motion direction and
evaporation-rate dependence exclude all motion mechanisms based on surface or
geometry-induced Marangoni flows, but leave temperature-induced thermocapillary
flow as a possible explanation. We thus examined whether the balance between
thermocapillary flow and evaporation-induced hydraulic flow could predict the
stationary location. A 1-D steady state heat transfer equation was used to estimate
the temperature distribution along the nanochannel. It turns out there is roughly
a 0.03 k temperature difference between the channel entrance and the center. The
corresponding temperature gradient dT

dx
D .ln�2x/

ln

U�whnhlatent
kodo

reaches its maximum
value (1,000 K/m) at the channel entrance and linearly decreases to zero at the
center of the channel. Such a temperature difference around the bubble can
generate non-uniform surface tension, yielding a net water flow toward the cold
side (channel entrance) and thus pushing the bubble toward the hot side (channel
center). For the circular-disk-shaped bubble, the corresponding thermocapillary flux
is JThermocapilary D C r

�
d�
dT

dT
dx

wnhn, where C is a geometry-related constant, �
is the viscosity of water, r is the radius of the bubble and T is the temperature.
Note this flux changes with the bubble location because of the varying temperature
gradient. Ideally, such water flow would push the bubble all the way to the center
of the channel if there is no water loss at the channel entrance. However, water
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continuously evaporates there with a flux JEvaporation D Uwnhn. If the thermocapillary
flux exactly compensates evaporation-induced flux at a certain location, the bubble
will stop moving. The stationary location position thus can be predicted by

X D 1

2

 
1 � �kodo

C r�whlatenthn
d�
dT

!
(11.2)

where ko is the thermal conductivity of silica, do is the thickness of the capping

silica layer and hlatent is the latent heat of water evaporation. X D x
.
ln , is the

relative stationary position with X D 0.5 the center of the channel.
Equation 11.2 clearly shows that the predicted stationary position is only

related to the device geometry and material properties. In other words, for a
given nanochannel, such stationary positions are pre-determined, consistent with
the experimental results. Assuming a confined bubble with a diameter of 2�m,
theoretical predictions based on Eq. 11.2 even show excellent agreement with the
experimental results (Fig. 11.5). Therefore, it can be concluded that the bubble
motion and stationary position indeed result from a balance between a constant
evaporation-induced hydrodynamic flow and a thermocapillary flow. As both flows
actually originate from evaporation, this self-controlled motion is rather amazing.

11.4 Conclusion

In summary, evaporation-induced cavitation has been directly observed in transpar-
ent nanofluidic channels in the presence of large negative pressure. We found that
local expansions at the nanochannel entrances result in entrapped bubbles that act as
nuclei for such cavitation. The growth rate of vapor bubbles during this cavitation
process is determined by water evaporation at the nanochannel entrance, but water
evaporation in nanochannel actually benefits from the presence of the cavitation and
exhibits a much faster evaporation rate than evaporation without cavitation. There
are certain stationary positions for vapor bubble inside the nanochannel, which
can be explained by two competing flows driven by evaporation. Our visual study
combined with theoretical analysis can provide insight into cavitation in plants and
fast drying of micro/nanoporous materials.

Note: This work is a revision of a previous paper titled “Evaporation-induced cavitation in
nanofluidic channels”, which has been published in Proceedings of the National Academy of
Sciences 109, 3688–3693, 2012.
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Chapter 12
Electrocavitation in Nanochannels

Daniel S. van Schoot, Kjeld G.H. Janssen, Niels R. Tas, Thomas Hankemeier,
and Jan C.T. Eijkel

Abstract A novel method has been developed to cavitate aqueous solutions, which
is called electrocavitation. An axial voltage is applied in a nanochannel containing
an aqueous solution with a stepwise conductivity gradient. A combination of
electrical and viscous forces then generates a tension in the solution which, at
sufficiently low pressures, causes it to cavitate. Measurement of the current during
the experiment as well as optical observation provides knowledge on the time and
axial position of cavitation, after which the pressure at the cavitation position can
be calculated from a theoretical model in which also the —-potential is inserted,
which is separately determined from electroosmotic flow experiments. It is found
that generally the cavitation position coincides with the position of the conductivity
step. In several experiments the cavitation pressure in successive experiments on the
same channel became increasingly lower, suggesting a gradual removal of cavitation
nuclei from the system. We calculated that pressures as low as �1630 bar ˙10 %
have been reached, close to theoretically predicted pressures for homogeneous
cavitation. The platform performs reliably and can be easily controlled.

D.S. van Schoot • J.C.T. Eijkel
BIOS-Lab on a Chip Group, MesaC Institute for Nanotechnology, University of Twente,
Enschede, The Netherlands
e-mail: j.c.t.eijkel@utwente.nl

K.G.H. Janssen • T. Hankemeier
Department of Analytical Biosciences, Leiden/Amsterdam Centre for Drug Research (LACDR),
Leiden University, Leiden, The Netherlands

N.R. Tas (�)
Department of Transducers Science and Technology, MESAC Institute for Nanotechnology,
University of Twente, Enschede, The Netherlands
e-mail: n.r.tas@utwente.nl

L. Mercury et al. (eds.), Transport and Reactivity of Solutions in Confined Hydrosystems,
NATO Science for Peace and Security Series C: Environmental Security,
DOI 10.1007/978-94-007-7534-3__12, © Springer ScienceCBusiness Media Dordrecht 2014

141

mailto:j.c.t.eijkel@utwente.nl
mailto:n.r.tas@utwente.nl


142 D.S. van Schoot et al.

12.1 Introduction

The cavitation of water is a subject of considerable interest for water transport
in confined spaces such as in soil and trees and thus is studied both theoretically
and experimentally [1]. Water drainage from soil for example can be facilitated by
cavitation events [2]. Thermodynamics predicts pure water to become unstable and
cavitate at the spinodal pressure, which at 300 K is estimated to lie between �1,500
and �2,000 bar [1, 3]. Experimentally, the spinodal pressure cannot be reached
since cavitation occurs at lower pressures. In general during experiments both
heterogeneous and homogeneous cavitation can occur. Homogeneous cavitation
occurs in the water itself by loss of cohesion between its molecules, and thus can
provide information on the spinodal pressure. The homogeneous cavitation pressure
expected in a certain experiment can be calculated by assuming that cavitation nuclei
are continuously generated by thermal movement and that after nucleation surface
tension strives to close the nucleus while the pressure difference between nucleus
and water strives to expand it. Cavitation then occurs when the latter prevails. In
such calculations the homogeneous cavitation pressure of pure water depends on
temperature, observation time and volume and at 300 K lies between �1,400 and
�1,900 bar [4]. Heterogeneous cavitation on the other hand occurs at the interface of
water and surfaces such as container walls, or at the interface of water and impurities
such as particles or dissolved molecules. When it occurs it makes it impossible to
obtain the homogeneous cavitation pressure. The properties of the surface or the
impurity are here of central importance. Most often pre-existing bubbles are thought
to act as nucleation sites, which can for example be stabilized in surface cracks or
by layers of adsorbed substances [1].

In cavitation studies metastable water is created either by superheating or by
stretching [1]. Mainly three experimental platforms exist for the study of cavitation
by stretching: centrifugation of a tube filled with liquid perpendicular to its axis
[5], an acoustic wave generated by a piezo-electric transducer [3] and heating of
water inclusions in quartz inclusions followed by cooling until cavitation occurs
[6]. The former two methods quite reproducibly yield cavitation pressures around
�260 bar at 0 ıC, while the latter method shows much less reproducibility but has
yielded cavitation pressures down to �1,400 bar at 40 ıC, close to the theoretical
estimates [5]. To explain the discrepancy between the different methods, ubiquitous
stabilizing impurities have been assumed for the quartz inclusion experiments (such
as hydroxyl ions) or ubiquitous destabilizing impurities for the other methods (such
as hydronium ions) [7]. Shmulovich et al. explicitly studied the (de)stabilizing
influence of different electrolytes on the cavitation pressure of water in quartz
inclusions [8].

Recently we introduced a new platform to generate negative pressures which
we called electrocavitation [9]. The method relies on the generation of strong
electrical and restoring shear forces in an aqueous electrolyte solution filling a
nanometer-scale channel. Since our experimental procedure relies on the presence
of dissolved ions, no data on pure water can be obtained. The procedure however
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is eminently useful to investigate cavitation of aqueous salt solutions and especially
the influence of different salts. Since the procedure furthermore is rapid, a sequence
of experiments can be performed on the same channel yielding additional valuable
information.

12.2 Experimental Section

Channels of nanometer scale depth (‘nanochannels’) were manufactured in the
cleanroom of the University of Twente in borofloat glass wafers using lithography
and wet HF etching. The height of the channels was determined using a mechanical
surface profiler (Dektak 8, Veeco Instruments Inc. Plainview, USA) and found to
be uniform over the entire wafer at approximately 53 nm. The channel wafer was
thermally bonded to a second wafer and annealed. Subsequently through holes were
supersonically drilled. Each wafer contained 19 single channels, six 20 �m wide,
seven 10 �m wide and six 5 �m wide. The channel length was 35 mm and all
channels had rulers and a unique identifier. In this study only the 10 �m wide
channels were utilised.

A custom-built chip interface provided tubing inlets from the top and below,
aligned with the nanochannel access holes (Fig. 12.1). The table with the interface

Fig. 12.1 Cross section of the interface holding the wafer. The wafer can be aligned such that
one nanochannel can be selected, as is the case in the picture. The drilled holes were then aligned
with the tubing through which liquid can be pumped in the direction indicated by the blue arrows.
The liquid can make its way into the nanochannel by either capillary filling or by applying a
voltage between the High Voltage (HV) connector (on the right) and ground (on the left), creating
electroosmotic flow (EOF). These two connectors were connected to the power source by a coax-
cable. The nanochannels can be optically viewed from above as indicated by the arrow. Elastic O-
rings were manually placed into the setup to prevent any leakage. Silver/silver chloride electrodes
were employed for voltage application and current measurement
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Table 12.1 The solutions used in the cavitation experiments

Salt used
Concentration
(mM)

Ionic strength
(mM)

Approximate conductivity
(mS/cm)

NaHEPES 5 5 0.39
NaCl 9 9 1.35

10 10 1.35

can be moved to optically determine the exact position of cavitation. The liquids
were pumped through the wafer through-holes by a syringe pump (Harvard
Apparatus, USA). Voltages between �3 and C3 kV were applied using a HSV488
6000D power supply (LabSmith inc., Livermore, USA) controlled by a LabView
script. This same script was used to start and stop measurements. Data was gathered
at the ground electrode, which is connected to a current-to-voltage (IV) converter
and then to a DAC-PCI card at the PC. This IV converter converts the current into a
voltage and amplifies it by a factor 108 for the PCI-card. A specific voltage source
provides the IV converter circuit with the necessary voltages (C2.5 and �2.5 V).
The PCI-card has an input range of about �2.2 to C2.2 V, which translates to
a current between �22 and C22 nA. Digital (pre)processing and analysis of the
data was performed using Matlab (MathWorks Inc., Natick, USA). The syringes,
tubing and waste containers were extensively shielded and connected to ground.
An Olympus BX51WI microscope was used for optical inspection with bright field
and fluorescence imaging, equipped with a long pass filter cube (488 nm excitation,
518 nm emission), using a 10X magnification objective with a numerical aperture
of 0.25 (Olympus Corporation, Tokyo, Japan). Images and movies were recorded
using a Hamamatsu Orca-ER CCD camera and included HOKAWO software
(HAMAMATSU Photonics K.K., Japan) for reference and checking purposes.

The solutions used are shown in Table 12.1. We chose both salts to have sodium
(NaC) as the cation, so that a single counterion is present in the electrical double
layer along the channel axis and the axial uniformity of the —-potential during the
experiment is increased. The —-potential will generally be <�25 mV and therefore
will be proportional to the square root of the ionic strength which is also given in
Table 12.1.

The proper functioning of the current measurements was checked with high resis-
tance, high voltage resistors (Hymeg Corporation, Addison, USA). To determine
the —-potential, the electroosmotic flow (EOF) velocity was determined for every
channel prior to cavitation experiments, using the same salt solutions. By applying
a relatively low voltage (under 500 V), a low conductivity solution was replaced
by a high conductivity solution. From the time needed for the current to increase
to a new plateau value the EOF velocity can then be derived, which yields the —-
potential [10].

A schematic overview of a typical measurement cycle is shown in Fig. 12.2. After
the initial filling of the channel from the high voltage side by capillary action (2A
and B), both through holes were flushed with their respective solutions. After this
initial filling or a cavitation experiment the channel was filled entirely by EOF with
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Fig. 12.2 Experimental
procedure for one cycle of the
electrocavitation experiments
(see text)

Fig. 12.3 A cavitation event. In this case the low conductivity fluid is drained to the right. The
difference between the two pictures is one frame of 0.2 s. The cavitation front stays in place at
13.72 mm. This position can be compared to the position of the interface between the two solutions
of different conductivity which can be theoretically predicted from the — potential and applied
voltage

low conductivity solution by applying 500 V over the channel for 60 or 90 s (2C).
The voltage was then lowered to 0 V for 20 s and liquid was pumped through the
through holes. The voltage was subsequently reversed to �1,000 V, �2,000 V or
�3,000 V for 60 s. The high conductivity solution will now move into the channel
by EOF (2D), causing the pressure to decrease and leading to cavitation (2E).
Cavitation was detected both optically and electrically. The cavitation time was
taken directly from the current measurements since a substantial current decrease
was observed. The position was also determined optically as usually one of the
solution fronts remained in place. The voltage was then turned off again for 20 s
and the channel started to refill by capillary action while fresh fluid was pumped
through the through holes. The cycle from C to E was then repeated by setting the
voltage to 500 V again for 60 or 90 s. Each experiment consisted of four cycles.

12.3 Experimental Results and Discussion

In each channel, after determining the —-potential, electrocavitation experiments
were performed. Two subsequent recorded frames of a cavitation event are shown
in Fig. 12.3.
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Fig. 12.4 Schematic drawing of a nanochannel containing two adjacent electrolyte solutions, each
occupying half of the channel. The difference in conductivity between both solutions is assumed to
be very large, limiting the axial electrical field to the low-conductivity half where it generates EOF.
To assure a constant axial volume flow (as imposed by mass conservation), a pressure gradient is
generated as indicated, generating flow against the EOF at the right-hand side and with the EOF at
the left-hand side (arrows), and creating a negative pressure in the channel

The cavitation generation mechanism is thought to be the following. When
a nanochannel is filled with adjacent solutions of high and low conductivity
(Fig. 12.4), an applied axial potential difference will drop predominantly over the
low-conductivity solution, inducing a locally stronger EOF. To satisfy a continuous
mass flow a pressure gradient arises, generating liquid flow against the EOF in the
low-conductivity part and with the EOF in the high conductivity part. Due to the
high hydrodynamic resistance of a nanochannel this pressure gradient is very large,
resulting in a very low pressure at the interface between the two solutions.

An order of magnitude estimate of the generated negative pressure is obtained by
assuming that each electrolyte fills half of the nanochannel and that the potential
drop over the high-conductivity part can be neglected. It then follows from the
equations of pressure-driven flow and EOF [11] that the generated pressure drop,
�P, from the reservoirs to the midpoint in the channel is

�P D �6��V
h2

where " (F/m) is the dielectric constant of the solution, — (V) the zeta potential, V (V)
the applied potential difference and h (m) the channel height. For "D 7.5�10�10 F/m,
—D �50 mV, h D 50 nm and V D �3,000 V a negative pressure of �2,750 bar
results. This very low value indicates the potential of this method for liquid
cavitation studies. Using a similar but more elaborate theory, we theoretically
predicted the time dependent pressure profile in the channel in the remainder of
this chapter.

A representative example of an electrocavitation current measurement at 1 kV
is shown in Fig. 12.5, and shows one of the four cycles of which an experiment
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Fig. 12.5 One cycle of an electrocavitation measurement at �1 kV. See the text for the annotated
characters A–F

consists. The applied voltage is positive at first, so the NaHEPES solution will start
refilling the emptied (from a previous cavitation event) channel both by capillary
forces and EOF. This causes the current to rise as the conductivity greatly increases
from very low (i.e. empty channel) to that of the NaHEPES solution (A and
Fig. 12.2A and B). At some point, depending on where the cavitation in the previous
experiment took place, the channel will be fully filled with solution again. Now
the EOF starts to displace the NaCl solution with NaHEPES solution. This lowers
the current since NaHEPES has a lower conductivity than NaCl. (B) As the whole
channel gets filled with NaHEPES, the current stabilises. The voltage is then turned
off to pump and refresh the two solutions through the holes (C). Next, �1 kV is
applied over the channel. The channel starts filling with NaCl solution again, making
the current rise (D and Fig. 12.2D). At some point the pressure can become so low
that the solution cavitates (E and Fig. 12.2E). The channel drains and a residual
electrical current remains, most likely due to surface conduction (F). The voltage
is then turned off and the channel fills by capillary action while new solution is
pumped through the holes. The cycle then starts again.

The cavitation position is noted as the location where the liquid meniscus is
located after cavitation. Numerous optical observations confirmed that this is the
same place as where cavitation takes place, within a distance of maximally 50 �m,
which defines the error on the cavitation position. The cavitation time from the
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Fig. 12.6 The theoretical axial pressure in the nanochannel (horizontal axis) against time (vertical
axis), generated using an experimentally determined —-potential of �60 mV, an applied voltage
of �3 kV and solution conductivities of Khigh D 0.135 S/m and Klow D 0.0387 S/m and measured
channel height of 53 nm. The number next to each point represents the cycle number. The pressures
at the cavitation locations were (from left to right): �280, �720, �1,050 and �1,320 bar. Due to
an uncertainty in the —-potential of 10 % they can vary by 10 %

electrical current measurements is slightly influenced by the 50Hz-filter used and
reading errors and is taken as 0.1 s.

Several subsequent four-cycle experiments were performed in three different
channels at three applied voltages: �1, �2, and �3 kV, and the cavitation positions
and times were recorded. In some channels cavitation always occurred at approx-
imately the same position. In other channels the cavitation position in subsequent
cycles or experiments moved to positions further down the channel, whereby a linear
relationship was found between cavitation position and time. The first observation
suggests there may be local fixed anomalies in the channels such as discontinuities
in the —-potential caused by surface defects or particles. The second type of
observations suggests anomalies that can be removed or displaced on cavitation,
such as nanobubbles [12] or mobile particles.

Using the —-potential retrieved from the separate EOF measurements a prediction
of the movement of the front between both solutions can be made, as well as
of the spatiotemporal pressure distribution in the channel. Figure 12.6 plots these
data, with superimposed the results of the cavitation experiments. In the four
cycles recorded it seems that the cavitation location approximately coincides with
the theoretical position of the front. This implies that the cavitation takes place
at the point of lowest pressure which is the interface between the two solutions
moving with the same velocity as the EOF. The lowest pressure where cavitation
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occurs appears to be at data point number four, which corresponds to a pressure of
�1,320 bar ˙ 10 %, based on a measured —-potential of �60 mV ˙ 10 %. The errors
on the time and position also influence the exact value by a few tens of bar, though
this error is much smaller. It is interesting that the last cavitation event (point number
4) seems to take place after a lower pressure was already reached elsewhere in the
channel. This can be explained by assuming that cavitation still is heterogeneous,
and that the first anomaly in this cycle is encountered at this position. In subsequent
experiments at �3 kV on the same channel no more cavitation events were observed.
This implies that the homogeneous cavitation pressure of this aqueous solution
is below the lowest pressure reached in this experiment, which was calculated as
�1,630 bar ˙ 10 %. Interestingly, this value is very close to the theoretical value
using the thin wall approximation [3] of �1,600 bar for homogeneous cavitation in
an observation volume of �10�13 m3 and an observation time of �1 s [3].

12.4 Conclusion

A new method for controlled liquid cavitation is described, called electrocavitation.
It represents an experimentally flexible and reliable method for liquid cavitation
studies and pressures below �1,000 bar can be easily reached. Experimental results
suggest interesting data can be obtained both on cavitation at liquid impurities as
on homogeneous cavitation. Indications are found that the homogeneous cavitation
pressure of the aqueous solution used is below �1,630 bar ˙ 10 %.
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Chapter 13
Stability and Negative Pressure in Bulk
and Confined Liquids

Attila R. Imre

Abstract Negative pressure in liquids – especially in confined systems, like
capillaries – often acts as a cohesive force between the solid walls, surrounding
the liquid. These forces are responsible for various processes and phenomena, like
sap transport in trees or mud stability/mud slides of granular systems (like soil).
Due to the metastability of the liquids under negative pressure, different properties
(including the limit of stability) cannot be measured directly because the metastable
state might equilibrate back to stable ones (liquid C vapour) by cavitation, before
the end of the measurement. Therefore it would be crucial to have an equation of
state to describe the behavior of liquids (especially for water) in this region. We
are going to present some result – comparing experimental data, molecular dynamic
simulations and some analytical calculations -, showing which equations could be
used in the metastable region and which should be the special pre-cautions taken
during their use.

When we are talking about liquid water, probably most of us visualize “bulk” water;
the ocean, a lake, a river, maybe a cup of water. The bulk water is the most visible,
but not necessarily the most frequent form of this liquid. One might find huge
amounts of water – still in liquid phase – from the droplets forming a cloud through
the confined, capillary-like spaces in the soil, down to the tiny liquid inclusions in
the rocks. Even in living systems, water – although not pure one – can be in strongly
confined conditions; one should remember to the sap in the micrometer-size xylem
[1–4]. In arid regions – like deserts – one can find all liquid water confined into the
capillaries formed between the grains of the soil/sand. Although the pure bulk water
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and the pure confined water are chemically the same substance, they can have very
different properties. There are two main reasons for these differences:

– Within the bulk water, almost all of the water molecules are in the neighborhood
of the other water molecules, while in confined systems a considerable amount of
water molecules interact with the confining substance (like the wall in capillary
liquids or the air or other material in droplets).

– Confined water can be easily in metastable liquid state (superheated or under
negative pressure). Metastable states can be generated in bulk liquids too, but
they are more frequent – and sometimes even inherent – in confined ones. This is
one of the reason, while capillary water in arid regions can remain in liquid state,
instead of vapour.

In this chapter, we are dealing with the second problem, namely with the
metastability of liquid water. Liquid water should boil (i.e. turn to vapours) at
100 ıC, but might stay in liquid state too. The liquid state (overheated in this
case) will be metastable, which means that under those conditions, vapour would
be energetically more preferable state for the system. Metastability can be reached
either by heating (overheated states) or by decreasing the pressure. The pressure
decrease for a liquid does not have to stop at zero; it can goes to the negative region
(stretched liquids). In confined systems, pressure drop can be generated mainly
by the presence of strongly curved liquid-vapour interface (capillaries) or by the
cooling of an isochoric – constant volume – system (inclusion).

Properties of the metastable liquids differ from their stable counterparts, although
the transition is not sharp. It means that stable water at p D 1 bar and T D 99.9 ıC
physically – density, compressibility, etc. – very similar to the metastable one at
p D 1 bar and T D 100.01 ıC. On the other hand, going deeper to the metastable
region, the difference can be more characteristic; according to the most popular
water reference equation of state (IAPWS) [5], going from 99.9 to 299.9 ıC
(p D 1 bar) the density changes from 0.9584 to 0.6900 g/cm3, while the isothermal
compressibility increases a whole order of magnitude, from 4.90*10�4 1/MPa to
4.51*10�3 1/MPa. Additionally, upon reaching 594.6 K (321.5 ıC), we can meet a
so-called spinodal, which is the limit for stability; liquid has to turn into vapour here.

There are two basic problems with metastable liquids. First, one should know
the properties. It seems easy, just a few lines before we presented density and
compressibility data for slightly and deeply metastable liquid water. But that eas-
iness was just an illusion. The IAPWS equation of state (EoS) is a mathematically
complex equation, mainly to fit measured data in stable liquid and vapour phases.
As all fitting, it is good only in the fitted interval and lose the accuracy by leaving
it [5]. One might say, that then we should measure those properties directly in the
metastable region, but due to the nature of metastability, any invasive method – like
inserting a pressure gauge – can cause immediate break of the metastability [1–4],
therefore direct measurements are almost impossible. Therefore it is quite common
to use “common” equation of states in the metastable region, although theoretically
it is not a correct way. We would like to show here, what might be the problem with
the “best” equation of state, the IAPWS and we will try to find some solution too.
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Fig. 13.1 A subcritical water isotherm calculated from the Peng-Robinson equation of state,
showing two extrema (spinodals). Reduced quantities (subscript r) are calculated by dividing the
actual value with the critical value

First of all, one should be familiar with the concept of “stability” in fluid –
particularly in liquid – systems. An isotherm of a “traditional” equation of state
can be seen on Fig. 13.1. Traditional means that the equation is cubic in volume, i.e.
it might cross the zero three times and exhibit a maximum and minimum [6]. The
most known cubic equation of state is the van der Waals EoS, but for water it is very
inaccurate. Therefore for demonstration, we are going to use another cubic EoS, the
Peng-Robinson (PR) one [6, 7]. On Fig. 13.1, one can see a so-called “van der Waals
loop”, describing the volume (density) dependence of the pressure. The slope of the
curve is proportional with the isothermal compressibility. A system cannot be stable
with negative compressibility, because for a pressure increase (pushing) it would
react with volume increase (explosion). Therefore the part between the minimum
and maximum describes a physically non-existent “state”. The two extrema itself
are the two stability limits. The maximum is the stability limit where vapour MUST
turn into liquid, while the minimum is the stability limit, where liquid MUST turn
into vapour; this is the interesting one for us. One should keep in mind, that the
scales on the figure are reduced values; to get back the real spinodal pressure, they
should be multiplied by the critical pressure of the water, which is 22.06 MPa. The
stable, equilibrium conditions (calculated by the Maxwell-construction, when the A
and B areas are equal) are marked by arrows. The region between the equilibrium
and the spinodal represent the metastable states.

On Fig. 13.2, one can see the isotherms for the same temperature, but now not
only by the PR EoS, but also by the IAPWS EoS. One can see, that the two curves
are not only quantitatively, but also qualitatively are different. The two lines run



154 A.R. Imre

Fig. 13.2 Subcritical water isotherms calculated from the Peng-Robinson (grey) and IAPWS
(black) equation of states in the same pressure and volume ranges shown in Fig. 13.1. The two
extrema (marked 1 and 2) can be seen on both curves, but on the IAPWS line one can see something
else too

together only at the very beginning, as well as at the end of the scale, showing that
the stable liquid and vapour phases can be described by both equation with more
or less the same accuracy. The two extrema – and hence the spinodal values – by
the IAPWS EoS are only half of the ones given by the PR EoS, but this is only
the smaller problem. The big problem is the presence of two other extrema, which
can be seen better on Fig. 13.3, covering a much wider pressure range. These two
extrema can be characterized by two new spinodals, showing extreme values in the
gigapascal range. Here we should mention, that at lower temperatures, these values
can shift to the terapascal range [8]. These values corresponds to forces exceeding
the strength of molecular interactions, therefore they are obviously artificial. The
classical way to deal with these second peaks are the complete omission of them [7].
Although this is a good way to eliminate most of the problem, but one can easily see
that “inserting” these huge peak-and-valley combination between the other, much
smaller peak and valley (see Fig. 13.3), the curve around the small ones will be
greatly distorted. Probably this is the reason, while the spinodal pressures by the
IAPWS EoS are only half of the spinodal pressure by the PR EoS (see Fig. 13.4).

One might still say, that concerning the different spinodals, the IAPWS is the
“good” one, because in the stable region it is more accurate, but being theoretically
incorrect (having four spinodal, instead of two), this reasoning is not very convinc-
ing. Fortunately there are some more convincing reasoning. At the low-temperature
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Fig. 13.3 The full subcritical water isotherm calculated from the IAPWS equation of state. One
can see that this curve has four extrema; along with the two real spinodals (1 and 2) one can see
two artificial ones (3 and 4), reaching pressure values in the gigapascal ranges

Fig. 13.4 Phase diagram of water without the solid (ice) phases, calculated by the IAPWS (black)
and Peng-Robinson (grey) equation of states. While the vapour pressures (dashed lines) are more
or less the same, one can see very big difference in the predicted liquid-vapour spinodals (solid
lines). Vapour-liquid spinodals (dotted lines) are plotted for the completeness
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Fig. 13.5 Some advices to use the IAPWS EoS in the metastable region

region, Caupin and his co-workers – using state-of-art methods – measured some
liquid properties down to �26 MPa and compared them to the ones predicted by
the IAPWS EoS, finding very good agreement [9]. Using a bit less convincing, but
also promising method, Imre et al [8]. used a novel molecular dynamic method
[10] to obtain spinodal values from interfacial properties [11] and found quite good
agreement on higher temperature, down to �100 MPa. For more confirmation,
several mathematically independent EoS was compared concerning the predicted
spinodal pressures, and while generally the values were very scattered, there was a
group of EoS (the IAPWS one among them) giving very similar values at higher
temperatures [8]. This might be explained by the fact, that at higher temperatures,
the second, gigantic loop is smaller than at lower temperatures, therefore it might
influence the real spinodals in lesser extent.

On Fig. 13.5 the IAWS liquid-vapour spinodal is presented (the vapour pressure
is also plotted). The region, where the IAPWS EoS might be used without problem
is marked. For most of the capillary systems in bio- and geo-sciences, this will cover
the relevant metastability region. In nano-capillaries one might generate deeper
negative pressure, but in that case the water is already so much influenced by the
presence of confining wall that it cannot be considered as bulk one. In inclusions,
one might reach deeper negative pressures, where the usability of the IAPWS
EoS is more questionable; in that case it would be recommended to obtain some
independent confirmation about the estimated spinodal values [12, 13].
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In this short chapter we demonstrated that equation of states used routinely to
estimate properties of metastable water might not be a sufficient tool to do that in
case of deep metastability. We also tried to find the region, where the validity is still
fair. Fortunately this covers the range, relevant in most biological and geological
problems, including problems related to water confined into pores.

Acknowledgements The Author wish to express his appreciation to Prof. U. K. Deiters and
Dr. T. Kraska for their advices and for the German Humboldt Foundation for supporting his stay
in Cologne.

References

1. Debenedetti PG (1996) Metastable liquids: concepts and principles. Princeton University Press,
Princeton

2. Imre AR, Maris HJ, Williams PR (eds) (2002) Liquids under negative pressure (NATO science
series). Kluwer, Dordrecht

3. Trevena DH (1987) Cavitation and tension in liquids. Adam Hilger, Bristol, Philadelphia
4. Skripov VP, Faizullin MZ (2006) Crystal-liquid–gas phase transitions and thermodynamic

similarity. Wiley-VCH, Weinheim
5. Wagner W, Pru“ A (2002) The IAPWS formulation 1995 for the thermodynamic properties of

ordinary water substance for general and scientific use. J Phys Chem Ref Data 31:387–536
6. Deiters UK, Kraska T (2012) High-pressure fluid-phase equilibria – phenomenology and

computation. Elsevier, Oxford
7. Deiters UK (2006) ThermoC Project website, http://thermoc.uni-koeln.de/
8. Imre AR, Baranyai A, Deiters UK, Kiss PT, Kraska T, Quiñones Cisneros SE (2012) Estimation

of liquid-vapour spinodal of bulk water from interfacial properties, Fluid Phase Equilibria. Int
J Thermophys, in press. doi:10.1007/s10765-013-1518-8

9. Davitt K, Arvengas A, Caupin F (2010) Water at the cavitation limit: density of the metastable
liquid and size of the critical bubble. Europhys Lett 90:16002

10. Kiss PT, Baranyai A (2012) On the pressure calculation for polarizable models in computer
simulation. J Chem Phys 136:104109

11. Imre AR, Mayer G, Házi G, Rozas R, Kraska T (2008) Estimation of the liquid–vapor
spinodal from interfacial properties obtained from molecular dynamics and lattice Boltzmann
simulations. J Chem Phys 128:114708

12. Mercury L, Jamme F, Dumas P (2012) Infra-red imaging of bulk water and water-solid
interfaces under stable and metastable conditions. Phys Chem Chem Phys 14:2864

13. El Mekki-Azouzi M, Ramboz C, Lenain J-F, Caupin F (2013) A coherent picture of water at
extreme negative pressure. Nat Phys 9:38–41. doi:10.1038/NPHYS2475

http://thermoc.uni-koeln.de/
http://dx.doi.org/10.1007/s10765-013-1518-8
http://dx.doi.org/10.1038/NPHYS2475


Chapter 14
Experimental Superheating and Cavitation
of Water and Solutions at Spinodal-Like
Negative Pressures

Lionel Mercury and Kirill I. Shmulovich

Abstract The superheated liquids are metastable with respect to their vapour, what
means they can exist under arid conditions whatever the temperature: capillary
liquid residing in arid soils (desert shrubs, Mars sub-surface, : : : ), solutions in the
deep Earth crust, or water involved in rapid disequilibrium events (terrestrial or
submarine geysers). The superheating state changes the solvent properties of liquids,
and so modifies phase transitions (solid–liquid, liquid–vapor) P-T-X conditions.
The synthetic fluid inclusion (SFI) enables to fabricate micro-volumes of hand-
made liquid dispersed inside quartz, which readily superheat. Volumes of SFI are
intermediate between macro-systems, in which superheating is restricted to around
�30–35 MPa with very short lifetime, and nanosystems, wherein confinement
effects predominate and in which the host size is similar to the one of the critical
nucleus of vapour phase (huge nucleation barrier). This volume-to-metastability
relationship is still to be defined quantitatively, and we are targeting to combine ther-
mometric classical measurements with spectrometric characterizations, enabling to
establish the threshold between micro- and nano-systems precisely. Meanwhile, the
experiments performed so far illustrate the diversity of contexts and situations that
could be modelled by superheating issues.
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14.1 Introduction

Liquid water presents a remarkable ability to stay liquid against evaporative demand
by becoming superheated with respect to water vapor. Water can be readily
superheated by increasing the temperature higher than 100 ıC at constant 1 atm
pressure, or by decreasing its internal pressure, it becomes superheated even at
low temperature (Fig. 14.1a). Meanwhile, the driving force is toward evaporation
and so the liquid is prone to nucleate bubbles at any time, except if some reasons,
notably the trapping in a host solid, make the nucleation probability to decrease
and the lifetime to lengthen (Fig. 14.1b). It is why superheating is a feature closely
interwoven with capillarity and confinement, in which cases the closeness of the
solid walls make the infilling liquid to behave differently than the bulk.

As a consequence, the conditions of occurrence and the features of superheated
water are relevant to understand the dynamics of liquid water in arid (deserts)
and hyper-arid (Mars surface) settings, and its possible volume and influence as
a function of the environment. Experimentally, the most efficient way to produce
superheated liquid is to carry out an isochoric cooling on a liquid trapped in a strictly
closed container with rigid walls. With water, as the isochores are very steep (around
20 bars per degree) and the saturation curve is very flat, a slight cooling below
liquid–vapor equilibrium puts the occluded liquid under significant superheating
degree, even down to negative pressures (Fig. 14.1a). Negative pressure can be
sustained by condensed matter (liquid and solid materials) which is able to undergo
internal stretching or tensile stress without losing the cohesion of its structure (e.g.,
[4]).

Capillary water, common in non-saturated soils, has got superheated properties
without its limited lifetime because the capillary channel/pore has the size of the
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nucleating bubble, meaning that the boiling restoring equilibrium cannot start.
In this sense, capillary water is a superheated water “de-metastabilized” or “re-
stabilized” by geometrical constraints defined by the so-called Young-Laplace
equation. At the liquid-air interfaces, capillary water is at equilibrium with dryer
atmosphere than the bulk (Kelvin law), which is the driving force to “capillariza-
tion”. Actually, lower vapor pressure than the saturation value drives a liquid–vapor
system to either evaporation or capillarity.

Water located in restricted volume (“confined water”) has also peculiar properties
due to the additional thermodynamic term afforded by the surface fields from the
close walls (disjoining pressure effect). In many respect, confined water has got
similar properties than the capillary or superheated water. Interestingly, confinement
experimentally exhibits metastable behaviors (e.g., [5, 6]).

The present contribution reports experimental data obtained with synthetic fluid
inclusions on the extreme tensile strengths (negative pressure) that pure water and
aqueous solutions can attain and on the lifetime over which they can sustain them.
It has also the ambition to enlist the possible consequences of superheating (and
so capillarity, and/or confinement) in terms of macroscopic behaviors. Putting the
liquid under extreme conditions of tension gives pathway to measure directly how
the superheating properties, may drive specific behavior in the corresponding natural
settings.

14.2 Experimental Section

Synthetic Fluid Inclusions (SFI) are made in internally-heated pressure vessels
(IHPV, or “gas bombs”). The hydrothermal syntheses were performed at 750 MPa
in the 530–700 ıC range, during 8–13 days. For each run, the IHPV is loaded with
three or four Pt-capsules filled with quartz (2�2�12 mm, with the longest dimension
parallel to the quartz c-axis), the selected liquid (pure water or aqueous solutions
at the chosen concentration) and amorphous silica. Sealed capsules were placed
on a Ta or Mo holder wherein the temperature is controlled by two Pt-Pt 13 %
Rh thermocouples (certified to ˙1), and pressure measured by manganin gauges
after calibration at the mercury melting point. Once the required synthesis time
elapsed, the power supply is turned off and temperature decreases to 100 ıC in
1 min, while pressure is decreased by intensifier to 300 MPa. In a second step,
the IHPV is allowed to cool down on its own to room temperature and is finally
opened to recover the capsules and quartz samples the healing of which trapped the
liquid.

The microthermometric procedure consists of progressive heating on a “Linkam”
stage of one sample, in general containing initially the biphasic liquid C vapour
assemblage (L C V).
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The first step corresponds to the displacement along the saturation line, with a
progressive change of temperature, liquid density and bubble pressure (A to B path,
Fig. 14.2). At a particular density, the trapped liquid invades the whole inclusion
space: there is no more vapour and the inclusion is said to be homogenized (B point,
Fig. 14.2). The temperature at which this filling appears is then the homogenization
temperature, noted Th. Just before Th, vapour bubble is so small that it can
move along the minor thermal gradients within the inclusion, which results in
the appearance of a mobile shadow. Further heating drives the P-T conditions in
the inclusion along the isochore inside the stable domain of liquid (B to C path,
Fig. 14.2). Special care must be taken because overheating above Th may lead to
the decrepitation of the inclusion, especially at overheating greater than 30 ıC (but
10 ıC can be sufficient; see also [7]): this depends also on (at least) the shape of the
inclusion, its thickness and the distance to neighboring inclusions. One decrepitation
event can be detected when a further Th measurement on the same inclusion
increases by more than 1 ıC with respect to antecedent measurements. The second
step is the progressive cooling of the sample, which follows the isochoric path as
long as the inclusion remains homogeneously filled with liquid (C to D path without
nucleation at B, Fig. 14.2). The temperature of the bubble appearance is called
the nucleation temperature (Tn) and is always located within the tensile domain:
nucleation in fluid inclusions often disobeys the saturation conditions. The bubbling
at Tn produces either one-two big bubbles or a large amount of intermediate-sized
bubbles which explode violently.
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14.3 Superheating Limits and Lifetime

14.3.1 Measurements and Interpretation

The basic measurements are then of two types: first the (Th – Tn) gap at which
instantaneous nucleation occurs, and the time needed for a nucleation to occur
for any temperature set between Th and Tn (Fig. 14.3). The present dataset is
reported in Fig. 14.3, and lists hundreds of inclusions measured in more than 40
samples. (Th – Tn) gap are strongly liquid- and temperature-dependent, varying
the most for CsCl electrolytic solutions at low T (scattering over 80 ıC) and
denser pure water (scattering over 70 ıC). The smallest gaps are encountered with
dilute NaOH solutions whatever the temperature, and for each type of solutions,
the gap is narrowing with increasing temperature. This last feature fits well the
expected behavior considering the narrowing of the saturation to spinodal gap with
temperature (Fig. 14.1). A close discussion of the different trends is outside the
scope of this paper, some aspects are developed elsewhere [8].

The conversion of micro-thermometric measurements into internal pressure of
superheated liquids requires using an equation of state (EoS). Basically, measuring
Th enables to define the density of the trapped liquid at homogenization (Dh).
Assuming a perfectly isochoric cooling, the couple (Tn, Dh) can be readily turn into
(Tn, Pn), with Pn stands for the internal pressure inside liquid just before nucleation
(Fig. 14.4).

Two questions are actually embedded in such procedure: (i) applicability of EoS
to superheating state, and (ii) having the EoS characteristic of the measured solu-
tions. About the first issue, pure water EoS can be readily used for dilute solutions, in
which most of the molar content is made of water molecules (Fig. 14.4). However,
studying the saline solutions require to extrapolate the available EoS, not always
internally-consistent, toward the metastable state (e.g., [9]). As a consequence, inter-
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pretation are certainly correct in terms of global trends, but cannot be considered
as quantitatively precise for the time being. About the second issue, the general
feeling is toward admitting the continuity of behavior from stability to metastability,
meaning that superheated water is no more than a “particular” state of otherwise-
bulk liquid (e.g. [10–13]), but, here again, some doubts still need to be lifted.

A current experiment tries to quantify the internal stress in fluid inclusions, by
recording direct signals of the pressure change directly inside the inclusion, avoiding
any use of EoS. To do this, an aqueous solution of Na2WO4 has been trapped in
inclusion, because the Raman peak of this anion is pressure-dependent. Running
classic micro-thermometry path into a Raman spectrometer resulted in a continuous
Raman shift that demonstrates an increasing tension inside the trapped solution.
This experiment solved the challenge on the measurement itself (the shift is lower
than the absolute precision of the spectrometer) and provided direct evidence on the
internal tension of the occluded liquid: extrapolating the positive pressure behavior
(Fig. 14.5b), the tension comes to �432 bars. However, this experiment has not
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fully answered the question, since these Raman measurements cannot be compared
to EoS calculations, not existing for Na2WO4. Complementary experiments are
under way.

14.3.2 Lifetime and Cavitation

In terms of lifetime, the measurements have been fitted by the Classical Nucleation
Theory (CNT) which considers the work of creating LV surface compared to the
work brought about by the higher stability of the vapor embryo. Interestingly, the
CNT equation for homogeneous nucleation (the source of work in the system is the
thermal fluctuations) does not fit the data, but that for the heterogeneous nucleation
on a hydrophobic (and pure quartz is) surface does (Fig. 14.6).

These are preliminary results since the data are only acquired over 3 days for
restricted distance to instantaneous nucleation (�Tmax D 6 ıC). Interestingly, the
extrapolation of the fitted trend indicates that a very long metastable lifetime is
possible even for significant superheating state (�T � 18ı, possibly corresponding
to a tension down to �500 bars). The present target is to confirm the validity
of the heterogeneous CNT equation toward extrapolation, by performing longer
experiments increasing the range of distance to equilibrium.

One interesting feature should be additionally addressed: the role of the host
volume to stabilize the superheating as evoked in Fig. 14.1. This question is beyond
a simple academic interest and corresponds to understand the size threshold below
which the confinement effect would suppress the nucleation event, allowing to
safely produce highly superheated liquid.
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A first clue comes from an open question in the physics of metastability [17]:
among the different techniques available to produce superheating, only the SFI
enables to reach high level of metastability (Fig. 14.7a). A key difference between
SFI and all other technique is the way the liquid volume occupy the experimental
cell. In case of dynamic/capillary techniques there is only one experimental water
volume, so that the first nucleation event makes all the volume to boil. In case
of inclusions samples, liquid is dispersed as numerous micrometric cavities in
the same solid fragment, and the vapour nucleates at P,T conditions peculiar to
each inclusion. That means the geometrical confinement, even over hundreds of
micrometers (which make a pretty large volume), should help in pushing the
superheating state at larger value in inclusions than in the other experimental cells
without walls.

A second clue is afforded by the common relationship between the (Th � Tn)
metastability gap and the host volume (e.g., [8], see their figure 8a,b). However,
as apparent in Fig. 14.7b, this relationship is common but has exceptions or limits
(see also figure 8b in [8]), demonstrating that other factors are embedded in this
size factor, for instance the internal shape of the inclusions that reveals its degree
of equilibrium (“negative quartz shape”) [8]. Even Th itself can vary (over 1–3 ıC)
with the size of inclusion due to surface tension effects [22]. In another direction,
the size of the inclusion and the internal faceting of the space void, partly control the
properties of the SFI, notably the modes of their non-elastic deformation (stretching,
leakage, decrepitation) [7].

Here again, complementary experiments are needed to decipher how the size of
inclusions combine with other critical factors to control the behavior of inclusions,
notably the extent of metastability and the deformability.
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14.4 Expected Behaviour of Superheated
(Capillary and Confined) Water

14.4.1 Geochemistry of Phase Transitions

Capillary liquids have the same properties of superheated water, and most probably
confined water as well. Superheated water is known to be a very good solvent
for organics compounds as pesticides, making it the “ultimate green solvent for
separation science” (e.g., [23, 24]). This experimental observation can be easily
illustrated extrapolating the solubility line of different metals sulfides in aqueous
solution beyond the saturation LV line, down to the spinodal (Fig. 14.8a). Addition-
ally, the diagram shows that the cavitation which restores the equilibrium changes
the saturation conditions and contributes to precipitate the excess dissolved mass.
Interestingly, a recent study showed the ice nucleation just following the bubble
cavitation in superheated water [25].

In the second part of the figure, it appears that the gases are more soluble in
superheated/capillary water than in bulk water. Actually, this in-gassing effect could
be of significant importance to understand the global carbon cycle: the immobile
water trapped under tension in the capillary clusters of all the arid and semi-arid soils
of Earth are pumping in more atmospheric CO2 than expected without considering
the capillary role on dissolution. These findings are mitigated by the small volume
of capillary water at dry conditions that limits the total mass that can be actually
stored in soils.
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Fig. 14.9 (a) Cubic NaCl precipitation in round pore (radius D 5 �m), secondary precipitation of
concave-curved NaCl at the prior salt-pore contacts, and resulting deformation. (b) Raman shift
inside the quartz matrix around an inclusion filled with 5 m CsCl, and put at (Th � Tn) D 90 ıC
(unpublished results; Collab. CEMTHI, P. Simon)

14.4.2 Geochemistry and Geomechanics

The liquid under tension when trapped in solids exerts traction on the host solid,
and so contributes to the geomechanical balance at the pore scale [27]. Drying
experiments performed in micrometric round pore showed that a first precipitation
of cubic salt allowed the arising of capillary bridge at the salt-pore contacts that
generated a deformation of the host (Fig. 14.9a).

Another experiment is presently running, searching to record the constraints
induced in the surrounding solid by the tension inside a highly superheated
electrolytic aqueous solution (Fig. 14.9b). Interestingly, part of the surrounding
quartz is under slight tension (darkest part, to the left of the inclusion), while
another part is under compression (dark/light grey, to the right of the inclusion).
These two compartments are easily distinguished by two lines making a 120ı
angle between, classic in crystalline quartz. The current interpretation is that the in-
inclusion tension pulls up the right compartment that moves as a wedge and so is put
under overpressure, while the other rigid compartment does not move and undergo
the tensile elastic deformation. This first experiment demonstrates the complexity
of the stress field all around an inclusion, active as long as the liquid tension is
effective, and evidences the compensation effects due to the heterogeneity on the
matrix itself.

14.4.3 Explosivity

A superheated liquid is metastable with respect to its vapour and then able to
nucleate at any moment (Fig. 14.10a). During the eighteenth century, Rev. Dayton
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Fig. 14.10 (a) Intense and brutal boiling in 5 m NaCl: Th D 221 ıC; Th � Tn D 51 ıC (also
at http://www.iem.ac.ru/staff/kiril). (b) Soundwave accompanying the trapped liquid cavitation
recorded by an acoustic emission sensor (Euro Physical Acoustics)

already reported on the easiness to superheat a liquid and the associated explosive
danger [28]. Nowadays, this is a well-known class of industrial spills accidents,
connected to the Boiling Liquid Expanding Vapour Explosion (BLEVE) type (for
instance, [29]). As thermodynamically demonstrated [9], the superheating state of
the mother liquid does not increase so much the energy release at the LV phase
transition, but dramatically increases the rate of this transition. The power of one
explosion is the product of the energy release by the time of release, it comes to
the superheating boiling can be qualified as explosive because it is a rapid-phase
transition whose rapidity is depending on the superheating “level” [29].

The cavitation event produces a sound wave that can be recorded to charac-
terize the intensity of the prior metastability and estimate the mass that cavitates
(Fig. 14.10b). Additionally, several sensors can be used to detect the exact location
of cavitation which is not so valuable when working with transparent material like
quartz SFI, but could become interesting if using this system to record cavitation
event in heterogeneous porous systems.

Interestingly, the boiling of large bubbles in porous soils was evoked as a poten-
tially important factor to the transport in porous media (e.g., [30, 31]). Actually,
this boiling occurs in water immobilized against gravity due to the capillary forces.
The boiling breaking out this capillary suction makes the water body able to flow
again according to the gravitational field. This de-metastabilization event can also
be expected to move an initially continuously water body into a sum of dispersed
flowing/not-flowing water clusters, shaping a discontinuous water content in soils.

14.5 Conclusion

Superheated water is a special state which appears for different reasons (decreasing
vapor pressure, increasing temperature) and can be useful for different purposes.
First, the properties of superheated water are of interest for those situations during
which this special metastable state arises. Second, these properties also fit the

http://www.iem.ac.ru/staff/kiril
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capillary properties, because capillarity is no more than a superheated state without
metastability. However, an open question is the role the superheating plays in
the confinement of liquid in geometrical restricted pore spaces. But again, the
superheated properties could fit well with the confinement behavior.

On another point of view, this study outlines the shortage of knowledge about the
consequences in natural settings to contain liquid water with superheated properties
(whatever its actual form: confined, capillary, or strictly superheated). In particular,
the phase transitions (gas/solid-solution interactions, liquid–vapor explosive boil-
ing) are drastically changed that could impact significantly our understanding of the
mass transfer in the corresponding pore networks. All the results showed here need
to be extended and generalized, and relativized to the surface area of the liquid–solid
interface, and also to the volume of liquid involved and available for the reaction. A
completely overlooked aspect is the retention/flow duality and more generally the
consequences of the superheating on the transport functions of the infilling pores
liquid.
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Chapter 15
Plant Water Transport and Cavitation

Teemu Hölttä and John Sperry

Abstract Water transport in the xylem of plants from the roots to leaves occurs
under negative pressure. This makes the xylem sap vulnerable to cavitation.
Cavitation is a common phenomenon in plants, and it induces major consequences
on plant function by limiting the ability of the plant to extract water from drying
soils and transport it to the leaves. Decreased water conductive capacity due to
cavitation leads to decreased carbon assimilation rates by photosynthesis, and in
extreme conditions, to plant mortality. Many plant species have the capability to
refill xylem conduits, which have become air-filled due to cavitation.

15.1 Introduction

Water scarcity is probably the most important factor limiting the growth, yield and
survival of plants throughout the world [1]. Plants use water in metabolic processes,
but much larger quantities of water are lost in transpiration to the atmosphere.
Transpirative water loss is an inevitable consequence of carbon dioxide assimilation
in photosynthesis, as the exchange of both water and carbon dioxide between the
leaves and atmosphere occurs by diffusion through the same stomatal openings on
leaf surfaces. Large trees can use hundreds of liters of water per day (e.g. [2]). Water
vapor transpired from the world’s forests has a significant role in the global water
and carbon cycles, as well as on the energy balance of the lower atmosphere [3].
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The driving force for lifting water from the soil is created by capillary wicking
forces in cell walls that are exposed to the ubiquitous air spaces inside the plant body
[4]. The non-lignified cell walls are hydrophilic and retain water like a nano-porous
sponge despite evaporation into the air spaces. Surface tension and adhesion of
water to the cell wall material create air-water menisci that pull water up to replace
evaporative losses. The pull is transmitted to the pipe-like-conduits in xylem which
provide relatively wide (micro-scale), rigid, and low-resistance flow paths extending
to the distant roots. At the roots, the pulling force extends out to the water-filled pore
spaces of the soil. The plant functions as a highly sophisticated wick that is ramified
skyward to replace foliar water loss during CO2 uptake, and ramified underground
to draw from soil water reserves. As long as the capillary forces in the cell walls
exceed those of the soil pore space and the force of gravity, and as long as the xylem
conduits remain water-filled, water will move towards the leaves down a gradient in
sub-atmospheric water pressure.

A major threat to plant water transport is the problem of keeping the xylem
conduits water-filled. Xylem transport is a unique phenomenon in nature in the sense
that the transported water is under negative pressure, i.e. in a meta-stable state where
the liquid pressure has decreased below the saturation vapor pressure. This leads to
a constant threat of phase change of water to gas by cavitation. The xylem conduits
develop from living cells, and begin to function after protoplast disintegration and
cell death. Hence they are water filled from their inception. Subsequent cavitation in
the conduit water is a common occurrence and results in a gas-filled, or embolized
conduit that is unable to conduct water (Fig. 15.1). When embolized, the xylem
conduits are too wide to generate much suction by capillary action, hence as we
discuss later they can only refill with water if their water supply is near or above
atmospheric pressure.

Plants differ considerably in their ability to avoid cavitation. Plants from
consistently moist habitats do not have to pull very hard to extract the readily
available soil water, and some will start cavitating at pressures above (less negative
than) �1 MPa. Conversely, plants growing in seasonally drier habitats must be able
to pull harder to extract more tightly-bound soil water, and some can continue to
transport water to pressures below (more negative than) �10 MPa [5]. Avoiding
cavitation must come at a competitive cost; otherwise it would occur at pressures
negative enough to make it a rare event. Research in the area includes the mechanism
of cavitation and the basis of trade-offs with plant performance, and the process by
which many plants are able to reverse cavitation and refill empty xylem conduits.

15.2 Negative Water Pressure and the Cavitation Mechanism

Pressures in the xylem typically remain higher than �2 MPa, although pressures
to �10 MPa and below are not uncommon in desert plants [6]. Water pressure
in the soil is already typically below atmospheric, as water is held in capillary
pores between soil particles by matric forces. However, the majority of the pressure
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Fig. 15.1 Water flows through the xylem of a plant according to the water pressure gradient. The
exchange of water vapor and CO2 occur through the stomata in the leaves. The mechanism for
cavitation in the xylem is air-seeding, where air spreads from an adjacent conduit through the
pores in the pit membrane when water pressure is low enough. The pits are depicted as found in
angiosperm species. Pit structure in gymnosperms is slightly different. Symbols: J is water flow
rate through the xylem (� rate of water uptake from soil � rate of whole tree level transpiration),
k is hydraulic conductivity, x is transport distance (� tree height), PL,LEAF is leaf water pressure,
PL,SOIL is soil water pressure, PL,1 is water pressure in the stem xylem at location 1, PL,2 is water
pressure in the stem xylem at location 2, PG is gas pressure (� atmospheric pressure), rpore is radius
of pores in the pit membrane, � is surface tension of water, � is the contact angle between water
and the cell wall pore surface (™D 0 refers to a perfectly wettable, i.e. hydrophilic, surface), CO2

is the exchange of carbon dioxide through stomata, H2O is the exchange of water vapor through
stomata

decrease of water on its way from the soil to the leaves is typically caused by viscous
pressure losses in the laminar flow in the xylem. Only in very tall trees, pressure
losses due to gravity (0.01 MPa m�1) can be comparable in magnitude to viscous
pressure losses.

In general, cavitation occurs by homogeneous nucleation, i.e. by thermodynamic
fluctuations in the bulk of the liquid without being catalyzed by impurities or by
external disturbances, at pressures of approximately �140 MPa [7]. Cavitation
in the xylem of plants cannot occur by homogeneous nucleation as such low
water pressures are never reached in xylem conduits. “Classical” heterogeneous
nucleation is also likely to play a rather minor role in xylem cavitation, as its
occurrence at the pressures found in the xylem would require the existence of very
hydrophobic surfaces at conduit walls. According to both theoretical considerations
and experimental manipulations, cavitation is likely to occur by air-seeding [8].
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In air-seeding the gas phase is not created by thermodynamic fluctuations as in
“classical” nucleation of a new phase. Instead, air, which is already present within
the xylem, spreads from one conduit to another (Fig. 15.1).

Plants cannot completely avoid cavitation, but the xylem tissue is constructed
in a way which restricts the gas phase from spreading from one embolised conduit
to another by air-seeding until xylem pressure decreases low enough; Individual
xylem conduits are separated from one another by thin areas in the intervening cell
wall called pits. The thin “pit membrane” consists of cell wall material with small
pores. These pores constrict the movement of the air between conduits by surface
tension as long as the water pressure does not decrease too low. The condition for
air-seeding is

Pg � PL > 2�

rpore
cos � (15.1)

The experimental evidence supporting air-seeding as the primary cavitation
mechanism come from manipulation experiments testing Eq. 15.1. It has been found
that Eq. 15.1 describes the vulnerability of xylem to cavitation even in conditions
where (A) the surface tension is lowered by surfactants (e.g. [8, 9] and (B) the
pressure difference on the left side of the equation is induced by increasing the air
pressure, instead of decreasing the liquid pressure, e.g. [8, 10].

Notably, for air-seeding between conduits to be initiated, there must be an air-
filled conduit to begin with. A certain fraction of gas filled conduits appear to be
inevitable consequences of plant development. Protoxylem in growing tissues is
stretched to the rupture point, creating embolized conduits that serve as air-entry
points into the vascular system. Abscission of parts, whether leaves, roots, fruits
will similarly create air-filled conduits, as will damage from breakage or herbivory.
Any of these inevitable events introduce air into the vascular system, with only thin
pit membranes to prevent its further propagation throughout the conduit network.

An additional cause of cavitation occurs during freeze-thaw cycles. Gases that
are dissolved in the xylem sap are insoluble in ice, and gas bubbles are frequently
created as the sap freezes. If these bubbles are large enough and the negative
pressures low enough (i.e., Eq. 15.1, but with no contact angle and rbubble, i.e.
bubble radius, instead of rpore), the bubble will nucleate cavitation. Much of the
often extensive cavitation that occurs during the winter season can be attributed to
this mechanism [11].

15.3 Consequenses of Cavitation for Plant Function

Cavitation within the xylem has large consequences for plant function. Excessive
cavitation renders the plant incapable of extracting water from the soil and
transporting it to the leaves. Cavitation during drought is a major cause of declined
plant productivity, and a likely mechanisms of tree drought associated mortality
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worldwide [12]. Plants can avoid cavitation by restricting water loss from the leaves,
which increases xylem water pressure. However, cavitation avoidance comes at
the cost of reduced CO2 assimilation by photosynthesis, since CO2 and water are
exchanged between plants and the ambient atmosphere though the same small holes
in the leaves of plants, the stomata (Fig. 15.1). Water loss and carbon gain are
constantly being balanced by plants by regulation of the stomatal opening. Stomatal
closure is typically coordinated so that water pressure remains above levels where
massive amounts of cavitation would be induced. Longer term adjustments at the
whole plant level include reductions in leaf to sapwood area to decrease water loss
in relation to transport capacity (hydraulic conductivity, see Fig. 15.1) of the xylem.

The capability of the xylem to transport large amounts of water while maintaining
it in the liquid phase is thought to be one of the main constraints on tree function,
growth and the maximum height which trees can attain [13, 14]. Xylem structure can
be considered a compromise between the efficiency at transporting water, and the
safety from cavitation. Transport efficiency can be quantified in terms of hydraulic
conductivity, and in laminar flow, hydraulic conductivity is proportional to the
radius of the conduits raised to the fourth power. Thus, wide and long xylem con-
duits increase water conducting capacity. However, large conduits also apparently
decrease safety from cavitation. In the case of cavitation from freeze-thaw cycles,
this is because wider conduits produce larger bubbles when frozen, and larger bub-
bles trigger cavitation at less negative pressures. Cavitation by air-seeding, however,
is not mechanistically constrained by conduit size but by the size of pores of the pit
membranes (see Eq. 15.1). Nevertheless, data and theory suggest that the size of the
widest pit membrane pores will scale roughly with conduit size (e.g. [15, 16]). These
conflicting requirements for plant hydraulic architecture in terms of xylem conduit
size lead to differing hydraulic designs for different environmental conditions in
terms of water availability. The hydraulic conductivity of the xylem and its capabil-
ity to avoid cavitation thus ultimately limit the rate of plant metabolic processes,
such as CO2 assimilation by photosynthesis, similarly as the flow rate of blood
through animal blood circulatory system sets limits for their metabolism rates [17].

Another aspect of cavitation in the xylem is to serve as a water release
mechanism. When a xylem conduit embolises with gas, nearly all of the liquid water
inside that xylem conduit is released, which causes a temporary release of water
tension in the rest of the conduits. As xylem tissue is quite rigid, only a small amount
of extra water released from an embolising conduit will bring about a relatively large
increase in water pressure of the surrounding xylem tissue [18].

15.4 Plant Water Uptake from Air

In some cases the soil is not the only source of water for plants. Plants are also
capable of taking up water from the air, and this may be particularly important in
areas of regular fogs such as the Californian coast, where the largest trees in the
world, the Giant Redwood, live [19]. These trees may draw up to 20 % of their
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water from the air. Water may condense on plant surfaces, or the direction of water
vapor movement could be reversed to go from ambient air to air spaces within plant
leaves. This may happen since the negative pressures in the leaves of plants can
reduce the chemical potential of water below that of saturated vapor pressure in the
ambient air even at a relative humidity slightly below 100 % [4], i.e. before the
condensation on plant outside surfaces is expected to occur.

15.5 Measurements of Plant Water Pressure and Cavitation

Negative pressure in the xylem is difficult to measure directly since direct contact
of a pressure probe with the xylem water under negative pressure is likely to
induce cavitation. Perhaps the most common technique for measuring plant water
pressure is the so called pressure chamber technique [20]. In this technique, the
counter (positive) pressure required to push water out of plant leaves or branches
is measured, and this positive pressure is equated to be reciprocal of the actual
xylem (negative) water pressure. Thermocouple psychrometry is also commonly
used to measure the water potential of air that is in vapor equilibrium with the xylem
water potential; in the usual absence of significant solute concentration, sap water
potential is identical with the negative sap pressure [21]. Another less used method
of measuring xylem water pressure is to observe its effect on the minute changes
in xylem or plant stem diameter. Lowered water pressure within the xylem causes
water withdrawal from the living tissues within the plant, and also the xylem itself
contracts slightly when pressure in it is lowered [22]. The relation between xylem
water pressure and radial dimensional changes are very close to linear at the water
pressure ranges typically encountered in the xylem of trees, making this method
suitable for monitoring xylem pressure dynamics in field conditions. Cavitation in
the xylem is typically quantified by its effect on plant hydraulic conductivity, i.e.,
the ratio of flow rate to pressure gradient [23]. Cavitation can also be detected by
monitoring the ultra-acoustic emissions with sensors attached to the plant, as the
release of water and xylem conduit wall tension in connection with cavitation events
are large enough to be detectable [24].

15.6 Reversal of Cavitation

Hydraulic conductivity of the xylem that is lost by cavitation is replaced by growth
of new xylem conduits and by the refilling of the embolised xylem conduits.
Because the conduits are typically tens of microns in diameter, they can only
generate very weak capillary uptake when gas-filled, and so xylem pressures must
rise near to or above atmospheric pressure for refilling to occur. These higher xylem
pressures collapse the embolism by driving the gas into solution (or otherwise
expelling it from the conduit). Such pressures can be generated in the absence of
transpiration by osmotically driven root pressures. Spring root pressures in woody
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plants (prior to bud-burst) is important for refilling often extensive embolism that
accumulates over the winter [25]. Weak root pressures in root systems damaged
by soil freezing events have been implicated in birch dieback events [26]. Nightly
root pressures in herbaceous plants, visible as droplets of xylem sap exuded from
leaf margins (guttation), are associated with the reversal of day time cavitation
events [27].

Surprisingly, refilling of embolised xylem conduits has also been detected
even when transpiration is occurring and xylem pressures are too negative. This
observation implies there is an active pumping mechanism for increasing the
pressure in refilling conduits above that of the surrounding vascular system. [28].
The details of the pumping mechanism are not known, but its action has been
observed in intact plants by high-resolution computed tomography [29]. Water
appears to be secreted by living cells into the embolized vessels, gradually refilling
them. The process appears to be linked to phloem transport, starch hydrolysis,
aquaporin regulation, and other metabolic processes [30].

15.7 Experimental Results

Figure 15.2 shows a result from a manipulation experiment where a surfactant
was added to the xylem of a transpiring Scots pine seedling. The results are
from the study of Hölttä et al. [18]. As the surface tension of the xylem sap

Fig. 15.2 Results from a manipulation experiment where the surface tension of the xylem was
lowered by a surfactant in a Scots Pine (Pinus sylvestris) seedling. The surfactant caused a
temporary increase in leaf water pressure and stomatal conductance, followed by a strong decrease
in both
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was lowered, massive cavitation was induced in the xylem. Cavitation caused a
temporary increase in leaf water pressure as the embolising conduits released water
to the surrounding tissue, including the leaves. After approximately 2 h, most of
the water from the embolised conduits had been transpired, and the increase in leaf
water potential ceased. Leaf water pressure started to decrease again, despite strong
stomatal closure, since xylem hydraulic conductivity had been decreased due to the
massive amount of cavitation (see equations in Fig. 15.1).
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Part IV
Crystallization Under Confinement

Only about 3 % of the water on Earth is fresh water and more than two thirds
of it is present as frozen water in polar ice caps and in glaciers. The remaining
freshwater is mainly found as sub-surface water and is a major, yet not infinite, water
resource on Earth. Sub-surface water is found in the pore space of rocks and soil
and the movement of water and dissolved species through these porous media has a
large impact on the environment. Understanding the flow and transport processes
is essential in managing, utilizing and protecting the natural sub-surface water
reservoir. The porous media containing sub-surface water are variably saturated
covering the whole range from full saturation to partially saturated soils. In
unsaturated porous media water is present both as capillary water in small pores,
as liquid films on mineral surfaces and as capillary bridges in corners of angular
pores and in crevices. Surface forces strongly affect the properties of confined
water. Transport properties of confined water in variably saturated porous media
at different length scales are discussed in the various contributions to part I of this
book. Here, we consider additional influences on the transport properties of water
in porous media caused by dissolved species.

In arid regions where evaporation dominates the water balance, increasing
salinity and the enrichment of pollutants may cause significant long-term adverse
effects limiting the future availability of sub-surface water resources. Dissolved
species also have a strong influence on various properties of water that control
its transport through porous media. First of all, the water activity decreases with
increasing concentration of dissolved species. In a concentrated solution of sodium
chloride (NaCl), a ubiquitous salt quite commonly found in natural waters, the water
activity can drop to values as low as 0.75. Such highly saline solutions have a strong
influence on the vapor–liquid equilibrium both in bulk and in confined water and,
consequently, on the rate of evaporation (or condensation) and the rate of water
vapor diffusion in a partially saturated porous media. Other thermophysical proper-
ties of water that are affected by dissolved salts include viscosity, surface tension,
density and heat capacity. For example, in a saturated NaCl solution, the viscosity,
compared to pure water, is nearly doubled, the surface tension is increased by about
10 %, the heat capacity is reduced by about a factor of two and the solution density
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is increased by about 20 %. It is obvious that dissolved salts strongly affect various
thermophysical properties of water controlling its transport through porous media.

These influences are most pronounced at high salt concentrations that can evolve
in solutions containing very soluble salts at low relative humidity, i.e., under
conditions of rapid evaporation. However, even very soluble salts such as sodium
chloride may reach saturation in evaporating solutions. Depending on the exact
location of the evaporation front, crystalline deposits may then form on the surface
of the porous media (efflorescences) or within the pore space (subflorescences).
Crystallization within the existing pore space creates new solid–vapor and solid–
liquid interfaces and also secondary porosity. Hence, new water films and capillary
bridges may evolve. Crystalline deposits may also significantly reduce the total
porosity leading to a reduction of permeability due to pore-clogging. If crystals
growing in a pore may become confined between the pore walls, an additional
interface between two solid surfaces, the mineral surface of the pore wall and the
surface of the growing crystal, is formed. Due to the repulsion of the two solid
surfaces they are usually separated by a thin liquid film. Such solution films at the
solid–liquid–solid interface play a fundamental role in understanding such processes
in porous media as crystallization pressure and pressure solution.

Pollutants and other dissolved species in pore solutions in soils and rocks may
be also involved in various chemical reactions. Homogeneous reactions in the
aqueous phase include acid–base reactions, complex formation or redox reactions.
Important heterogeneous processes include sorption equilibria on mineral surfaces,
the precipitation of new solid phases as mentioned before, or, the dissolution of
a mineral constituent of the porous material in the pore solution. In order to
fully understand the transport of both water and dissolved species including the
fate of various pollutants (such as nutrients, organic toxicants, trace metals or
radionuclides) in unsaturated soils requires that all individual processes and their
interactions are carefully studied. Consequently, the modeling of the dynamics of
reactive transport is particularly challenging.

The contributions to part IV of this book cover various aspects of some of the
processes mentioned before. It is not the intention of this part to cover all aspects in
detail but rather to provide some insight to specific problems related to the general
topic of the workshop, i.e., confinement and capillarity.

The first two contributions start from a theoretical treatment of the thermo-
dynamics of stressed solids at the solid–liquid–solid interface at grain contacts.
The first contribution (Steiger) focuses on the generation of stress by growing
crystals (crystallization pressure) and discusses the influence of the curvature of the
solid–liquid interface of very small crystals in nanometer-sized pores on this crys-
tallization pressure. In the second contribution Dysthe focuses on the dissolution at
grain interfaces (pressure solution) and demonstrates that the thermodynamics of
crystallization pressure and pressure solution are the same, only the direction of the
process is reversed. Dysthe also provides an analysis of the kinetics of pressure
solution. Considering both dissolution rate and transport (diffusion) rate limited
kinetics he concludes that depending on the interface structure the rate variation
may cover orders of magnitude.
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Geochemical modeling in mixed pore solutions is dealt with in the contributions
of Lassin et al. and Steiger. It is demonstrated that a mixed electrolyte thermody-
namic model can be used to predict the thermodynamic properties (e.g. water activ-
ity, ion activity coefficients, density) in mixed multi-component electrolyte solutions
and to accurately calculate complex phase diagrams (Steiger). Lassin et al. focus on
the application of such geochemical models to predict the properties in capillary
aqueous solutions, i.e. solutions under negative pressure. They provide two exam-
ples of successful model applications to understand experimental results obtained
with capillary systems, i.e. the calculation of NaCl solubility in capillary bridges
and the calculation of equilibrium CO2 partial pressures over confined pore water.

The following chapters are concerned with salt and moisture transport and
salt crystallization during evaporation of saline solutions from porous media. Prat
reports on experiments to study the evaporation of a sodium chloride solution from a
model porous medium (using glass beads). A major focus in these studies is to better
understand the factors controlling the location of salt precipitation (efflorescence
vs. subflorescence) and the nature of the efflorescences that are formed. At least two
different types of efflorescences (patchy and crusty) are distinguished. While patchy
efflorescences do not seem to have a strong influence on evaporation rates, crusty
efflorescences significantly reduce evaporation rates. The author also identifies
several open questions to be addressed in future research. Weisbrod et al. largely
focused on the formation of subflorescences during evaporation of a sodium chloride
solution from a porous media. X-ray microtomography (CT) and 3D-imaging of the
porous media (dune sand) is used to correlate sodium chloride precipitation during
evaporation to changes in porosity and permeability. The latter were calculated using
lattice Boltzmann modeling. A significant reduction in permeability of about 60 %
due to the precipitation of NaCl in the pore space and the corresponding decrease in
total porosity is observed.

The following chapter deals with reactive transport modeling. Scher and
Berkowitz report on an implementation of particle tracking into a continuous
time random walk model. This model is applied to simulate different reaction
transport scenarios, including the dynamics of a homogeneous reaction (formation
of a CuEDTA2– complex) and a complex system of heterogeneous reactions
(dedolomitization, dolomite dissolution and calcite precipitation). It is demonstrated
that fluctuations of several key variables play a dominant role. Subtle changes in the
patterns of water flow may have significant effects on water quality.

While the previous chapters were largely concerned with evaporation of water
vapor from saline solutions in porous media, the final chapter of this section deals
with water vapor flow in the opposite direction. Gordeeva and Aristov report on
the extraction of water vapor from the atmosphere in arid regions using sorbent
materials. These materials consist of a porous host material and an inorganic salt.
The sorption capacity of the materials is significantly higher than in typical porous
adsorption materials (e.g. zeolites) due to additional water uptake by salt hydration
and deliquescence. The authors discuss the use and optimization of such materials
to utilize the huge atmospheric freshwater reservoir.

Michael Steiger and Marc Prat



Chapter 16
Crystal Growth and Phase Equilibria
in Porous Materials

Michael Steiger

Abstract In numerous research areas there is considerable interest in the phase
changes occurring in pore solutions. First, the pressure generated by crystal growth
of salts in confined spaces of porous materials is generally recognized as a major
damage mechanism. Second, dissolved salts strongly affect the moisture retention
and transport properties of porous media. This report briefly reviews recent advances
in the treatment of phase equilibria of salts in porous substrates. The first part deals
with the theory of crystallization pressure. In the second part model approaches for
the calculation of thermodynamic properties in mixed electrolyte solutions and the
calculation of phase equilibria are discussed.

16.1 Introduction

Mixtures of different soluble salts are commonly present in natural rocks and
soils but also in building materials, e.g. natural stone, brick or concrete. Most of
these salts are highly soluble and hygroscopic. Depending on the environmental
conditions they may be present in a porous material in dissolved form as pore
solution and are then subject to transport. Under dry conditions, as water evaporates
from the pore solution, salts may crystallize out and form efflorescences (on the sur-
face) or subflorescence (within the pore space). Other relevant phase changes apart
from evaporation–condensation at the air–solution interface and crystallization–
dissolution at the crystal–solution interface are changes of the state of hydration
of salts and the crystallization of ice, i.e. the freeze–thaw equilibrium.

M. Steiger (�)
Department of Chemistry, University of Hamburg, Hamburg, Germany
e-mail: steiger@chemi.uni-hamburg.de

L. Mercury et al. (eds.), Transport and Reactivity of Solutions in Confined Hydrosystems,
NATO Science for Peace and Security Series C: Environmental Security,
DOI 10.1007/978-94-007-7534-3__16, © Springer ScienceCBusiness Media Dordrecht 2014

187

mailto:steiger@chemi.uni-hamburg.de


188 M. Steiger

In numerous research areas there is considerable interest in the phase changes
occurring in pore solutions. First, the pressure generated by crystal growth of
salts in confined spaces of porous building materials such as stone, brick and
concrete is generally recognized as a major cause of damage in ancient monuments
and modern buildings [1–3]. Crystal growth is also considered as an important
weathering mechanism of natural rocks in a variety of environments not only
on earth, e.g. in deserts, dry Antarctic valleys and tropical coastlines, but also
on Mars. Crystal growth in porous materials is the result of phase changes that
are induced by variation of ambient temperature and relative humidity, RH.
Unfavorable conditions of temperature and RH may result in repeated cycles
of crystallization–deliquescence, hydration–dehydration and freezing–thawing,
respectively. Under such conditions, building materials and natural rocks are subject
to rapid decay.

Apart from these damage processes, dissolved salts also strongly influence the
water uptake and moisture transport properties of building materials and natural rock
or soil. For instance, due to their hygroscopicity salts strongly affect the sorption
isotherm of a material and dissolved salts alter the capillary transport properties,
e.g. solution density and viscosity, of the pore liquid. Finally, salts present in
crystalline form change the pore structure, i.e. the pore size distribution and the
permeability of materials. Therefore, in moisture transport models an accurate
representation of the behavior of salts and salt mixtures is required. This includes
(1) an appropriate model for the representation of the thermodynamic properties of
aqueous pore solutions and (2) the ability to treat the relevant solid–liquid phase
equilibria.

This report briefly reviews recent advances in the treatment of phase equilibria
of salts in porous substrates. The first part deals with the theory of crystallization
pressure. In the second part model approaches for the calculation of thermodynamic
properties in mixed electrolyte solutions and the calculation of phase equilibria are
briefly discussed.

16.2 Crystallization Pressure

It is generally accepted that the crystallization of salts is a major damage mechanism
in stone. Though experimental evidence that growing crystals can exert pressure in
porous materials was provided more than a century ago, until recently, there was no
agreement among researchers regarding the nature of the process responsible for the
generation of stress [4]. However, in recent years, there has been substantial progress
in understanding the thermodynamics of confined crystal growth and the generation
of crystallization pressure [5–8]. The following paragraphs present a brief summary
of the current state of knowledge.

Pioneering experiments at the beginning of the last century provided experi-
mental evidence that growing crystals can exert pressure against a constraint (e.g.
[9, 10]). Important conclusions were drawn from these experiments. First, in order
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that a crystal can continue to grow on its loaded surface a solution film must exist
separating the loaded face from its constraint. Otherwise deposition of matter and
growth in this contact region is impossible. The solution film acts as a diffusion path
allowing the exchange of ions between the solution and the crystal. It originates from
repulsive forces between the crystal and its constraint [5]. The second important
observation was that growth upon the loaded face of a crystal can only exert pressure
if this face is in contact (via the solution film) with a supersaturated solution. A
thermodynamic treatment of the situation of a growing crystal that is subject to non-
hydrostatic, anisotropic stress yields an equation for the pressure that is generated by
a growing crystal confined in void spaces of a rock or any other porous material [8]:

�p D RT=Vm ln .a=a0/ (16.1)

Here, the crystallization pressure is defined as the difference between the pressure
pc upon the loaded face of a confined growing crystal and the liquid phase pressure
pl, i.e., �p D pc–pl, while R is the gas constant, T the absolute temperature and
Vm the molar volume of the crystalline solid. The supersaturation is expressed as
the ratio of the activities of the dissolved species in the supersaturated (a) and the
saturated solutions (a0). For a dissociating solid of general composition

M
M X
X � nH2O • 
MMzC C 
XXz� C nH2O (16.2)

the activities a and a0 are expressed as ion activity products

a D a

M
M a


X
X a

n
w (16.3)

In Eq. (16.2) aM and ax are the activities of the cation M and the anion X, aw is
the activity of water and 
M and 
X are stoichiometric coefficients. The activity a0

of a saturated solution is equal to the thermodynamic solubility product of the solid.
The crystallization pressure generated by confined growing crystals induces

tensile stress within the solid matrix that might exceed the strength of the stone. As
a first indicator crystallization pressures may be compared to the tensile strengths of
natural stones that rarely exceed values of about 3–5 MPa. Crystallization pressures
for several salts commonly found in natural rocks and in building materials were
calculated using Eq. (16.1) [8]. Assuming realistic supersaturations, the resulting
crystallization pressures far exceed the tensile strength of most building stones
and may be sufficient to cause damage in most materials. A more sophisticated
treatment is based on the theory of poromechanics [11]. Applying this theory, it
was shown recently that there is good agreement between calculated crystallization
pressures using Eq. (16.1) and the crystallization pressure derived from deformation
measurements using theory of poroelasticity [12, 13].

Very high supersaturation can be easily realized in rewetting experiments such as
in the widely used durability tests of building materials or natural rocks. Typically, in
such tests a porous material is impregnated with a sodium sulfate solution and dried
at enhanced temperature (e.g. 60–105 ıC) such that anhydrous Na2SO4 is formed.
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Subsequently, after cooling to room temperature, the specimen is impregnated
again with a Na2SO4 solution leading to the hydration of Na2SO4. Repeating this
procedure several times sodium sulfate proved to be extremely destructive. Most
of the damage occurs during the impregnation phase and the destructive effect is
attributed to the growth of Na2SO4 � 10H2O (mirabilite) crystals from the highly
supersaturated solutions originating from the dissolution of anhydrous Na2SO4 [6,
14–16].

Crystals growing in confined space are typically not under homogenous but
rather under anisotropic stress. The derivation of Eq. (16.1) is based on the solubility
increase of a crystal face under pressure. The crystallization pressure is then the load
at which solution and loaded crystal face are just at equilibrium. Due to the solubility
increase with pressure it is clear that a pore solution, which is in equilibrium with
the loaded crystal face, must be supersaturated with respect to the unloaded faces.
Therefore, a confined crystal under anisotropic stress represents a non-equilibrium
situation and the crystal will always grow at its unloaded faces consuming the
actual supersaturation. In effect, the pressure generated at the loaded faces cannot
be maintained [8, 17].

As long as unloaded crystal faces are present, the evolution of crystallization
pressure in a porous material is a dynamic process that is controlled by kinetic
influences such as evaporation or cooling rates, the diffusion of ions in the free
solution and in the liquid film, the availability of unloaded crystal surface, and
the growth rates on the unloaded faces. Under such conditions it is very unlikely
that crystallization pressure builds up and remains constant over long periods of
time. More likely, high pressures occur as transients if high supersaturation in the
pore solution evolves temporarily as a result of sharp temperature drops or rapid
evaporation. Amplitude and duration of stress maxima depend on the parameters
controlling the degree of supersaturation. Such a dynamic behavior is confirmed
in experimental work on salt crystallization in porous stone during both cooling
[17] and re-wetting [13, 15] experiments. The stress relaxation is controlled by the
diffusion of ions from the loaded to the free crystal surface and the subsequent
growth at this crystal face. Espinosa Marzal and Scherer [17] attributed the slow
relaxation found in their experiments to the large diffusion distance in the solution
film at the loaded crystal surface.

It should be noted that under certain circumstances a permanent crystallization
pressure can also occur. Such an equilibrium situation can evolve if the unloaded
face of a growing crystal, due to its curvature, exhibits the same solubility increase
as the loaded surface of the crystal [18]. In this particular case, the loaded and the
unloaded faces are both in equilibrium with the same activity of the pore solution.
This is schematically illustrated in Fig. 16.1 showing a crystal growing in a large
spherical pore with small cylindrical pore entrances. As the solubility of a crystal
increases with decreasing size, the crystal exhibits different solubilities at different
crystal surfaces. The large crystal face (corresponding to the radius rP) has a lower
solubility than the small satellite crystal growing into the pore entrance (radius
rE). Hence, growth of the crystal into the small pore entrances requires a higher
concentration of the pore solution due to the greater curvature of the small satellite
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Fig. 16.1 Large crystal growing in a spherical pore with cylindrical pore entrances (Redrawn from
ref. [18])

crystals. At equilibrium, the concentration in the surrounding solution is just equal
to the solubility of the hemispherical crystal of size rE. However, this solution
is supersaturated with respect to the unloaded large crystal. Therefore, stress is
generated due to growth of the confined crystal in the large pore until equilibrium is
reestablished.

At equilibrium, the solution is saturated with respect to both crystal surfaces.
However, due to their different size the particle in the pore entrance is under ambient
pressure while the large particle must be under enhanced pressure. The pressure
generated in the large pore can be calculated from the solubility increase [18]. For
the particular geometry shown in Fig. 16.1 one obtains:

�p D 2�cl .1=rE � 1=rP/ (16.4)

where � cl is the crystal–liquid interfacial free energy. The treatment of other special
geometries and a general equation for �p is provided in reference [18].

Surface energy effects are not limited to the crystal–liquid interface and small
pores (i.e. <0.1 �m). Typically, the pores in natural rocks and soil are irregu-
larly shaped and are not well represented by idealized geometries like spheres
or cylinders. In contrast, angular pores with corners have to be considered. In
unsaturated materials liquid remains in the corners of partially filled pores forming
capillary bridges. The resulting curved liquid–air interfaces strongly affect both
water transport [19, 20] and crystallization of salts [21, 22].

Several salts can exist in different hydrated forms. Hydrated salts that are
commonly found in building materials or in natural rocks and soil include the series
Na2SO4 � nH2O, MgSO4 � nH2O and Na2CO3 � nH2O and these salts proved to be
particularly damaging in salt crystallization tests. As already discussed, the damage
mechanism in this type of experiments is essentially the formation of a solution



192 M. Steiger

supersaturated with a higher hydrated salt by dissolution of a lower hydrated or
anhydrous salt. The general form of such a hydration reaction is given by

M
M X
X � n1H2O C .n2 � n1/H2O • M
M X
X � n2H2O (16.5)

The equilibrium constant of this reaction is

K D pw;0=pw;eq D 1=RHeq (16.6)

where pw,eq is the equilibrium water vapor partial pressure, pw,0 is the saturation
water vapor pressure, and, RHeq is the equilibrium relative humidity for the
hydration–dehydration equilibrium of the two hydrates with n1 and n2 molecules
of water.

In the conventional salt crystallization test the hydration reaction is triggered by
impregnation of a porous material containing the anhydrous (or lower hydrated)
phase with pure water or a salt solution. Dissolution of this phase yields a
supersaturated solution and crystallization of the higher hydrated phase. According
to Eqs. (16.5) and (16.6), the hydration reaction can be also triggered by simply
increasing the relative humidity above the equilibrium value (RHeq). However,
many hydration reactions are kinetically hindered in the absence of a liquid
phase. This was confirmed recently in an in situ investigation of the hydration
of MgSO4âĹŹH2O in a porous substrate [23]. It was found that hydration and
formation of MgSO4âĹŹ6H2O was only rapid and complete at relative humidities
above the deliquescence humidity of the monohydrate. Under such conditions a
saturated solution of the monohydrate forms, which is far supersaturated with the
hexahydrate. It was further shown by strain measurements that the hydration of
MgSO4âĹŹH2O in confined space generates substantial stress resulting in consider-
able deformations of the porous substrate [23]. This study confirmed that hydration
reactions are particularly damaging if they proceed via a two step dissolution–
crystallization mechanism. Wetting and dissolution may be either triggered by direct
contact with liquid water (by imbibition) or indirectly by water vapor transport and
formation of a solution above the deliquescence humidity.

16.3 Modeling Thermodynamic Properties and Phase
Equilibria in Mixed Pore Solutions

Moisture transport models for both building materials and soil require an accurate
representation of the thermodynamic properties and phase equilibria in multicom-
ponent salt solutions. Relevant thermodynamic properties include the activities of
water and dissolved ions, which are both required for the calculation of phase
equilibria and the prediction of salt and ice crystallization. Other relevant properties
include thermal properties, e.g. heat capacities, and volumetric properties (densities
and compressibilities) of mixed solutions.



16 Crystal Growth and Phase Equilibria in Porous Materials 193

In geochemical modeling the molality-based Pitzer formalism [24] was
successfully applied in chemical equilibrium models [25] for the representation
of thermodynamic properties of natural waters. Most of the available databases
of model parameters are used to calculate sulfate and chloride solubilities in
concentrated brines. However, only few models include nitrates, which are quite
often found as contaminant salts in building materials. It was shown previously
that existing parameters may cause erroneous results if applied for the prediction
of solubilities in mixed solutions containing chloride and nitrate at high ionic
strength [26]. The ion interaction approach has been also used for the calculation of
volumetric properties [27] and heat capacities [28] in electrolyte solutions. Here, we
report on a molality based Pitzer model for the calculation of activities and densities
in mixed electrolyte solutions.

For the solubility reaction of a salt of general composition (Eq. (16.2)) the
thermodynamic solubility product is given by

lnKMX D 
M lnmM C 
X lnmX C 
M ln �M C 
X ln �X C 
0 ln aw (16.7)

where mM, mX, �M and �X represent the molalities and activity coefficients of the
cations and anions, respectively, and aw is the water activity defined as

ln aw D �
Mw

X
i

mi (16.8)

where 
 is the osmotic coefficient and Mw D 1.801528 � 10�2 kg mol�1 is the molar
mass of water. The calculation of solubility equilibria requires the knowledge of
activity and osmotic coefficients as a function of composition and temperature.
The equations used in the Pitzer model to represent the excess Gibbs energy of
electrolyte solutions are reviewed in reference [24]. The equations incorporate
an extended Debye-Hückel limiting law and a virial expansion representing short
range ionic interactions. Expressions for activity and osmotic coefficients are
obtained from appropriate derivatives of the Gibbs free energy equation. The virial
coefficients are treated as empirical quantities and are evaluated from experimental
data. The adjustable parameters are the binary and ternary interaction parameters.
Binary interaction parameters are evaluated from thermodynamic data of binary
solutions. Ternary interaction parameters are obtained from experimental data of
simple mixtures containing only three different ions, i.e. mixtures of two salts with
a common ion. Once all binary and ternary interaction parameters are evaluated,
the equations may be used to predict activity and osmotic coefficients in mixed
electrolyte solutions of any composition.

To use the model for solubility calculations the equilibrium constants KMX and
their temperature dependence are also required. Details of the determination of
the model parameters (interaction parameters, solubility products) are provided in
references [15, 26, 30]. Figure 16.2 depicts the results of the model parameterization
for the solubilities in the ternary system NaCl–NaNO3–H2O system. The symbols
represent the literature data that were used for the determination of the ternary model
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Fig. 16.2 Solubilities of NaCl and NaNO3 at the isothermal invariant points in the ternary NaCl–
NaNO3–H2O system; symbols represent literature data [29], lines are calculated solubilities

Fig. 16.3 Calculated solubilities (—) compared to experimental data [30] in the reciprocal
systems NaC–KC–NO3

�–SO4
2�–H2O (left, 25 ıC) and NaC–Mg2C–Cl�–SO4

2�–H2O (right,
0 ıC); xeq are charge equivalent fractions of cations and anions in saturated solutions (Redrawn
from references [26] and [30])

parameters. There is very good agreement between calculated and experimental
solubilities confirming that the model equations allow for an excellent reproduction
of the activities in mixed solutions even at very high ionic strength.

While binary and common ion ternary experimental data are used to determine
all model parameters, data from more complex systems are used to validate the
model. Therefore, the model can be tested by comparing predicted solubilities with
the available data of mixed systems containing more than three ions. Figure 16.3
shows a comparison of calculated and experimental solubility data in the systems
NaC–KC–NO3

�–SO4
2�–H2O and NaC–Mg2C–Cl�–SO4

2�–H2O. The solubilities
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are given as Jaenecke projections in terms of the charge equivalent cation and
anion mole fractions, i.e. xeq(KC) and xeq(NO3

�) in Fig. 16.3a, and, xeq(Mg2C)
and xeq(SO4

2�) in Fig. 16.3b. There is very good agreement between the model
calculations and the experimental data. It should be noted that the calculated
solubilities are true model predictions since solubility data of reciprocal systems
were not used in the parameterization of the model. The lines in the interior of
the square diagram are the saturation curves for solutions coexisting with two
solid phases. They define the crystallization fields of the stable solids, e.g. NaNO3,
KNO3, Na2SO4 � 10H2O, Na2SO4, NaNO3 � Na2SO4 � H2O and Na2SO4 � 3K2SO4 in
the NaC–KC–NO3

�–SO4
2�–H2O system. The intersections of the lines in Fig. 16.3

are the invariant points of the system representing the compositions of solutions in
equilibrium with three solid phases, which is the maximum number according to the
Gibbs phase rule.

Equilibrium models have been successfully used to predict the crystallization
behavior of mixed salt systems and the critical environmental conditions that
cause damage in historic monuments [e.g. 31]. A major problem in the modeling
of the crystallization behavior of salt mixtures arises from kinetic effects. The
formation of several salts is kinetically hindered such that metastable phases form
in the crystallization pathway. A prominent example is Na2SO4âĹŹ7H2O, which
is often formed instead of the stable compound Na2SO4âĹŹ10H2O [32, 33]. In
principle, phase equilibria involving metastable phases can be treated using the same
thermodynamic model [15, 30]. However, an equilibrium model cannot, of course,
predict the conditions under which a system follows a metastable crystallization
pathway.

Comprehensive reviews of the Pitzer ion interaction approach and the form of the
equations used for the calculation of volumetric quantities can be found elsewhere
[27]. The total volume V of a multiple-solute electrolyte solution is given by

V D n1V
0
1 C

X
i

niV
0

i C V ex (16.9)

where V1
o is the molar volume of water, V

0

i are the partial molal volumes of ions i
in solution at infinite dilution, n1 and ni are number of moles of water and dissolved
ions, respectively, and Vex is the excess volume of the mixed solution. Using the
molal concentration scale

V D 1000vw C
X
i

miV
0

i C V ex (16.10)

where mi are the molalities of the ions in solution, and vw is the specific volume
of water. The excess volume Vex is the pressure derivative of the excess Gibbs
energy. Hence, the ion interaction equations for volume calculations are obtained
by taking the appropriate derivation of the interaction equation for the excess Gibbs
energy [27]. These equations contain the pressure derivatives of the binary and the
ternary interaction parameters. The calculation of total volumes in porous media
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Fig. 16.4 Calculated and experimental solubilities in the mixed system NaCl–KCl–H2O (left) and
densities d of saturated solutions (right) at 20 ıC, x(Na) is the mole fraction of NaCl in the mixed
solutions, symbols represent experimental data [30]

also requires the knowledge of mineral densities. The model parameters for the
density model were taken from an earlier study [34]. A comparison of calculated and
experimental densities in mixed solutions of the NaCl–KCl–H2O system at 20 ıC is
depicted in Fig. 16.4. The left diagram shows the solubilities in the ternary system;
the right diagram is a plot of the densities of the saturated solutions shown in the left
diagram. There is excellent agreement between calculated and experimental data.

The treatment so far considers solubility equilibria in fully saturated porous
media. In very small pores and in capillary bridges, however, solubilities are affected
by the vapor–solution and crystal–solution interfaces. The additional influences
are the result of the low liquid phase pressure [22, 35] and curved crystal–liquid
interfaces [18]. Liquid phase pressure and curvature of the crystal–liquid interface
affect the thermodynamic solubility products. There is also an influence of pressure
on the activity coefficients that needs to be considered [36]. A detailed treatment of
these influences is beyond the scope of this short review. Preliminary results of our
attempts to extend our model including the calculation of freezing temperatures of
pure water and electrolyte solutions in mesoporous materials and the calculation of
solubilities in small unsaturated pores are provided in two recent reports [37, 38].
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Chapter 17
Shaping the Interface – Interactions Between
Confined Water and the Confining Solid

Dag Kristian Dysthe

Abstract The thermodynamics and kinetics of stressed solids with aqueous
solutions in the grain interfaces are summarized. The main focus is on pressure
solution and the connection to force of crystallization (crystallization pressure)
is shown. The largest driving force of pressure solution, the work term, is linear
in stress, all other contributions to the driving force are more than 3 orders of
magnitude smaller. The minor driving forces (strain energy, surface tension, surface
charges) are important for the transformation and stability of the interface structure
and thereby the kinetics of pressure solution. Interface structure and stability may
change strain rates up to 7 orders of magnitude.

17.1 Introduction

Fluids confined between solid interfaces less than a micrometer apart are ubiquitous
in nature [25]. In grain aggregates like soils, sediments and rocks the existence of
thin water films at grain contacts is a source of enhanced transformation of the
media. At the grain contact that confines a thin water film the surfaces of the solid
grains are in a stress state that differs from the grain surface facing water in the pore
space. If the water in the pore space is in equilibrium with the solid grain surfaces
the solid will dissolve in the contact and the material will diffuse through the water
film to the pore space. Inversely, if the water in the pore space is supersaturated in
some species they may diffuse into the grain contact and crystallize in the water
film. In the first case the grain aggregate will compact under external stress (or
due to it’s own weight), in the second case the grain aggregate may break under
local stresses generated by the crystallization. The stability of the solid-water-solid
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Fig. 17.1 The inverse processes pressure solution (left) and force of crystallization (right). Left:
The water (bule or light layered grey) in the pore space is in equilibrium with the solids at the fluid
pressure p. The grains are forced together causing a stress ¢ in the grain contact. Since �(¢)>�(p)
the solid grains (red or dark grey) will dissolve in the contact, diffuse out through the thin water
film and crystallize in the pore space (orange or intermediate grey) and h1 < h0. Right: The water
(light layered grey) in the pore space is supersaturated with respect to some solute. If �>�(¢)
there will be diffusion of the solute into the grain contact. Crystallization in the grain contact will
induce a stress ¢ that may push the grains further apart such that h1 > h0

interface affects both the kinetics of this process and the continued existence of the
water film in the grain contact. If the interface is unstable and water is expelled
from the contact, the aggregate solidifies and deformation stops. The questions of
thermodynamics and kinetics of the solid-water-solid interface at grain contacts is
therefore fundamental to understanding for example soil formation by weathering
and lithification of soils and sediments (Fig. 17.1).

As direct observations and measurements of natural grain boundaries are dif-
ficult, the transport properties of grain boundaries are often characterized by the
product between an effective thickness of the interface, �gb, and an effective
diffusion coefficient D. The fluid film thickness, �gb, can vary from about 1 nm
(four molecular water layers) to possibly 100 nm depending on the nature of the
mineral, fluids and the normal stress [10]. The diffusion coefficient, D, of ions in
water at room temperature is of the order 10�9 m2s�1 and may be reduced by one to
two orders of magnitude [1, 9] by the structure of a confined fluid film, depending
on the film thickness. Consequently, the product of fluid film thickness and diffusion
coefficient �gb D is of the order 10�20 to 10�16 m3s�1. These values are consistent
with the experimental results.

In the seminal work of Weyl [24] on pressure solution and the force of
crystallization, he used two models, one assuming an exponential relation and
one assuming independence between disjoining pressure and surface separation.
Weyl [24] had some evidence of the existence of a fluid film, but at the time it
was still considered hypothetical. He considered the fluid film to be continuous
with the bulk fluid, with the same thermodynamic properties like the dependence
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of solubility on pressure. The fluid pressure inside the fluid film was taken to be the
surface normal stress transmitted to the solid surfaces. Furthermore the assumption
of continuity, i.e. no jump in pressure and mass conservation resulted in the solution
of a continuously varying fluid film thickness in pressure solution (saturated bulk
solution) and a growth rim of a certain width during crystallization (supersaturated
bulk solution). This continuous stress distribution model of Weyl has been shown to
be in contradiction with experimental results [22].

To summarize so far, the fluid-like water confined between the solid surfaces:

• transmits normal stress between the solid surfaces;
• allows molecular diffusion at rates comparable to a normal liquid;
• should only with the greatest care be treated as continuous with the fluid in the

pore space and is perhaps better treated as a separate thermodynamic phase.

Actual grain contacts are not necessarily atomically flat and several conceptual
models of rough grain contacts have been proposed. These models all consider
the deformation of the solid surfaces: the grain contacts are formed by the non-
equilibrium processes of pressure solution and force of crystallization. We will in the
following focus on pressure solution and the different thermodynamic and kinetic
contributions to the development of grain interface structure.

17.2 Thermodynamics of Pressure Solution

In this section we will consider the effect of non-hydrostatic stress and the driving
force of pressure solution. The development of this theory, starting with Gibbs [13]
has resulted in many different approaches, both equilibrium and non-equilibrium,
to deriving the driving forces of pressure solution. Luckily, they all end up
with essentially the same driving forces. Except for temperature, T, we will use
capital letter symbols for extensive quantities and lower case symbols for intensive
quantities. Specific quantities are molar quantities, for example the molar volume is
v D V/N, where N is the number of moles in volume V. We will use subscript s for
solid and subscript l for liquid.

17.2.1 Chemical Potential of Solids in Contact
with Their Solution

We choose to start by the Gibbs, G, and Helmholtz, F, free energies of a solid of
volume V subject to a hydrostatic pressure p:

G D pV C F: (17.1)
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Fig. 17.2 Driving force of pressure solution: (a) Surface normal stresses on a grain and the
chemical potentials of the solid and liquid at the different interfaces; (b) Grain deformation
by transfer of a volume �V D l2•l under the same stresses resulting in the deformation work
W D�V(�11 � �22), enlargement on the right: contributions of surface curvature, r, to the
Helmholtz energy, f� , the “electrochemical” contribution of the surface charges, fsc, and the
contribution of dislocations, fd, in the original crystal. If a steady state deformation is reached,
the typical surface curvatures and surface charges must be constant and the only energy change on
deformation is proportional to the change in contact area�A D l•l (l is the characteristic dimension
of the crystal). If the precipitated material is without dislocations and unaffected by the stress
component ¢11 these energy terms, fd and fel are proportional to the displaced volume �V

Dividing by the number of moles, the chemical potential at surface i of a solid
(Fig. 17.2a) may be expressed as:

�s;i D �iivs C fs; fs D fel C fd C f� C fsc; (17.2)

where fs is the specific Helmholtz free energy of the solid and � ii is the stress
normal to surface i, defined as positive when pointing into the solid, thus p D
1
3

X
ıij �ij . The five terms contributing to the chemical potential are summarized in

the following:

1. The work related to surface normal stress accounts for the largest contribution to
the chemical potential of the solid adjacent to the surface: �sp,i D vs� ii, �sp D vsp

2. The elastic term of the specific Helmholtz free energy accounts for the non-
hydrostatic strain energy:

fel D vs
	
�ij � p
 d"ij D vs

	
�ij � p
 d�ij
.1 � 
/E (17.3)

where the latter equality is valid for isotropic solids with Young’s modulus E
and Poisson’s ratio �. The ratio between the energy due to hydrostatic pressure
and energy due to elastic strain (for the same magnitude of hydrostatic pressure
and non-hydrostatic stress) is �sp

fel
D .1 � 
/ E

�ii
� 1; 000 for quartz because
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the Young’s modulus is 1,000 times larger than the yield stress. Thus for most
rock materials and stress conditions, the energy related to surface normal stress
is much larger than the non-hydrostatic strain energy term.

3. The plastic strain energy, fd, of a crystalline solid is stored in defects, such as
dislocations. For a large enough density of dislocations, for example greater
than 1010 dislocations per cm2 for quartz, the free energy of a crystal can be
significantly increased. The energy of a dislocation can be divided in two terms:
the energy of the core of the dislocation itself, and the strain energy due to the
deformation of the crystalline lattice (Wintsch and Dunning, 1985). This induces
an increase of the solubility of quartz. For example, at 400 ıC and 300 MPa, a
value of 1010 dislocations per cm2 in quartz may induce an increase of solubility
close to 1 %. For non-deformed quartz crystals, the density of dislocations is
usually smaller than 109 cm�2, which is not sufficient to obtain a significant
increase of the chemical potential of the solid.

4. The surface energy contribution, f� D 2vs�
r

, to the Helmholtz energy may be
viewed as an enhanced pressure contribution to the chemical potential. The
Laplace pressure difference over a curved interface is �p D 2�

r
, thus for typical

interfacial energies of mineral-water interfaces of 0.1–1 J/m2 [21] a radius of
curvature of 10�6 m corresponds to pressures in the range 0.2–2 MPa. This
contribution to the Helmholtz energy affects a volume of typically the surface
area A times the typical radius of curvature, r, of surface roughness: rA, thus the
effects can only be found on small length scales, like for the organization of the
grain boundary.

5. The last term, fsc, is also a surface contribution to the Helmholtz energy
accounting for the effect of surface charges and ionic environment affecting the
local solubility and strength of intermolecular bonds of the solid. The term fsc

will only contribute to the change of energy of the system if the state of the
interface (ion concentrations etc.) changes during the process or if the area of
contact changes. The solid volume affected by this surface effect is the area times
some small length scale, � , typically a few molecular layers thick, i.e. �10�9 m.
This may be very important on a local grain boundary scale when the interface
structure is modified, but during the deformation of whole grains the total change
in surface energy is small compared to volume energies like �s,p, fel and fd.

Although the four latter terms are much smaller than the first term, they may
be very important in determining the local shape and organization of the grain
boundary.

17.2.2 Driving Force of Pressure Solution and Force
of Crystallization (Crystallization Pressure)

The classical way of calculating the thermodynamic driving force of a process is
to consider changes to a well defined thermodynamic system. Fig. 17.2b portrays
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the most important contribution in pressure solution, the work W performed by the
surroundings on a solid grain when a volume �V is moved from face 1 to face 2:

W D �V .�11 � �22/ (17.4)

Identifying this work as the change in free energy of the grain and dividing by the
mass of the volume �V displaced one obtains the “work term of the driving force”
of pressure solution:

��W D �sp;1 � �sp;2 D vs .�11 � �22/ (17.5)

which we may identify as originating from term 1 of the chemical potential of the
solid in the list above. Considering Fig. 17.2b, the total change in free energy of the
solid grain is

�G D �V
	
�sp;1 C fel;1 C fd;1 � �sp;2 � fel;2 � fd;2


C�Ar
	
f�;1 � f�;2




C�A� .fsc;1 � fsc;2/

��tot D 	
�sp;1Cfel;1Cfd;1��sp;2�fel;2�fd;2


Cr

l
x
	
f�;1�f�;2


C�

l
.fsc;1�fsc;2/

D �s;1 � �s;2 (17.6)

This demonstrates that the surface tension and surface charge effects are negligi-
ble as driving forces unless the grain size, l, is very small. The smaller terms (2–5
in the list above) of the chemical potential may, however contribute significantly to
the organization of the interfaces and thereby to the kinetics of the process.

How does this relate to chemical potential differences in the fluid phase? The
fluid chemical potential is

� .p;T; c/ D �0 .p;T/C RTln .a/ D �0 .p;T/C RTln .�c/ (17.7)

where R is the universal gas constant, T the temperature, a D¦c is the activity of
the solute, where � is the activity coefficient (�D 1 for an ideal solution) and c the
concentration of the dissolved solid material in the fluid, and subscript 0 signifies
the reference state of c D 0. The work term of the driving force for pressure solution
(Eq. (17.5)) yields:

��W D .�11 � �22/ vs D RT ln
a .�11/

a .�22/
(17.8)

Here we have expressed the solid chemical potentials in terms of the fluid chem-
ical potential, which is equivalent to using the solid–fluid equilibrium condition
�l,i(p,T) D�s,i(p,T). We have also assumed that the surface normal stress in the
grain interface is equivalent to the fluid pressure of a “normal”, bulk fluid. Eq. (17.8)
is the same as equation (16.1) in the chapter by Steiger in this book where (¢11–¢22)
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is the effective pressure (relative to the pore pressure p D ¢22) that a supersaturated
solution with activity a D a(¢22) may generate. This demonstrates that the thermo-
dynamics of pressure solution and force of crystallization (crystallization pressure)
are the same, only the direction of the process is reversed. The chapter by Espinosa-
Marzal of this book describes observations of the state of a nanoconfined aqueous
solution. Those observations question whether it is correct to describe the confined
fluid as a “normal”, bulk fluid, simply substituting the fluid pressure for surface
normal stress. Until further work has been done to clarify the thermodynamics of
the nanoconfined fluid we find it safer to stick with the formulation based on the
chemical potential of the solid.

We have already mentioned that pressure solution is a three steps process. During
the process the system is out of equilibrium and one must consider the chemical
potential along the entire path of the process. The first step is the subdivision shown
in Fig. 17.2b into the three steps and three driving forces.

Dissolution:

��D D �s;1 � �l;1 (17.9)

Transport:

��T D �l;1 � �l;2 (17.10)

Precipitation:

��P D �l;2 � �s;2 (17.11)

For a closed system, all three steps are necessary and one regains ��tot of
equation (17.6) where the driving force is determined by the solid grain only. For
an open system, �l,2 may be determined by long distance advection or diffusion of
material and one may consider only the first two steps of the process. Alternatively
one may choose to split the transport step as consisting of two parts, grain contact
diffusion (short range) and long range transport.

17.3 Kinetics of Pressure Solution

There is much insight to be gained in considering the limiting cases that one of the
three steps of pressure solution is much slower than the other two processes. These
limiting cases may for closed systems be translated into conditions on the driving
forces:

• Dissolution limited kinetics �l,1 D�l,2 D�s,2 )��D D�s,1 ��s,2

• Transport limited kinetics �s,1 D�l,1, �l,2 D�s,2 )��T D�s,1 ��s,2

• Precipitation limited kinetics �s,1 D�l,1 D�l,2 )��P D�s,1 ��s,2
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Using these assumptions, the driving force for pressure solution is identical
for the three cases; however the rate at which this occurs will depend on the
limiting step. Pressure solution of quartz is known to be dissolution limited at low
temperature, below 150 ıC [2] but is controlled by diffusion at higher temperature
[14], that of soluble salts like NaCl [23] to be transport limited, however, special
impurities that attach to the surfaces of calcite [26] and quartz [2, 3] may render
pressure solution of these minerals precipitation limited. We will consider the two
first steps in the following sections. The kinetics of precipitation in this context
does not distinguish itself from precipitation and crystal growth in other geological
context and we will not discuss it any further.

The main processes we consider here relate to two grains with a single grain
boundary. A sediment or a rock consists of an aggregate of grains and the deforma-
tion of the sediment or rock is the sum of discrete dissolution-transport-precipitation
processes. Consider an aggregate of spherical grains of average radius l. Let the
grain boundary radius be a and let the grain boundary fluid thickness be �gb.

Then the average grain boundary region has an area of � a2 facing the grains and
an area 2� a�gb facing the surrounding fluid. The fluxes of dissolution, jD, and
transport, jT , (moles per unit time per unit area) are related by conservation of mass,
jD� a2 D jT2� a �gb. The strain rate of the grain aggregate is then:

P" D 1

l

dl

dt
D 1

l
vsjD D 1

l
vsjT

2�gb

a
D 2vsjT�gb

l2 .a=l/
(17.12)

The relationship (17.12) is the basis for rate laws for aggregate deformation,
whatever expression of fluxes we choose.

17.3.1 Rate of Dissolution

We have already established that the driving force of dissolution is��D D�s,1 ��l,1.
There are several ways of treating the kinetics of dissolution using diffuse or sharp
interface conditions in a macroscopic description or by a more explicit description
of the discrete steps of the chemical reactions of dissolution.

In non-equilibrium thermodynamics the dissolution flux jD (moles per unit time
per unit area) is considered to be linear in the jump condition ��D at the sharp
interface [12, 16]:

jD D �k���D D �k�
s .�11 � �22/ (17.13)

where jD is the dissolution flux and k� a dissolution rate constant. This relation is
also inherent in diffuse interface (as opposed to sharp interface) models like the
Cahn-Hilliard equation [4] where transport in both bulk and through the interface is
treated as diffusion.
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From an experimental tradition where concentrations and rates are measured it is
more common to assume the dissolution rate to be proportional to the concentration
jump:

jD D �kc�c D �kcc .�22/
�
� .�11/

� .�22/
e
.�11��22/vs

RT � 1
�

(17.14)

Here we have rearranged Eq. (17.8) to express the difference in fluid concentra-
tions:

�c D c .�11/ � c .�22/ D c .�22/

�
� .�11/

� .�22/
e
.�11��22/vs

RT � 1
�

� c .�22/ .�11 � �22/ vs
RT

(17.15)

It is worth discussing in what range of stresses (�11 � �22) the last approximation
is valid and Eqs. (17.13) and (17.14) yield approximately the same result. The
approximation ex � 1 � x is wrong by a factor 2 for x � 1.25. Thus for quartz at
300 K we may calculate the reasonable range of stresses for the linear approximation
to be

.�11 � �22/ vs
RT

< 1:25 ) .�11 � �22/ < 0:13 GPa (17.16)

This is not very far from the yield stress of natural quartz (0.15–0.2GPa). The
difference between Eqs. (17.13) and (17.14) is therefore not very big at stresses
where pressure solution can be assumed to dominate over plastic strain as a
deformation mechanism. It is still of interest to get a better understanding of the
underlying basis for the assumptions. We will therefore discuss dissolution kinetics
based on the basic concept of rates of change limited by an activation barrier. This
is the basis of many statistical mechanical models and of the Arrhenius equation,
Eyring rate theory or transition state theory of chemical reactions. The following
example is not rigorous and is included to illustrate a possible rationale of three
aspects: non-linear rheology, electrochemical effects and confined fluid films.

Consider a liquid in a state where dissolved solid molecules are characterized by
�l and a solid at chemical potential�s>�l. Assume that there is an interfacial phase
or state between the solid and liquid where the solid molecules going from solid
to dissolved state (or inverse) have to be “activated” to the molar energy gA>�s.
This assumption of an activated transition state differs from the non-equilibrium
thermodynamic assumption of a sharp or diffuse interface with a linear transport
coefficient. The probability Ps-l of some molecule in the solid to cross the activation
barrier is

Ps�l D Ns

Zs
e�.gA��s/=RT (17.17)
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where Zs is the partition function of the solid and Ns is the number of molecules in
the solid adjacent to the interface. The probability of the opposite jump is

Pl�s D Nl

Zl
e�.gA��l /=RT (17.18)

where Nl is the number of molecules in the liquid adjacent to the interface. The
dissolution rate is proportional to the difference in probabilities:

jD / Nl

Zl
e�.gA��l/=RT

�
NsZl

NlZs
e.�s��l/=RT � 1

�
/ e�gA=RT

�
e.�11��22/vs=RT � 1

�

(17.19)

Here we have assumed that NsZl/NlZs � 1, that the system is dissolution limited
and regained an expression of the dissolution rate of the same form as equation
(17.14). Thus in cases where dissolution studies have shown that there is a
significant activation barrier, one may have to consider dissolution controlled
pressure solution as a non-Newtonian rheology. The apparent contradiction between
Eqs. (17.14), (17.19) and (17.13) is equivalent to the result of deGroot and Mazur
(p205) that “the linear relations of thermodynamics of irreversible processes hold
for chemical reactions when the condition A<<RT is satisfied” [5]. More recent
work ([17], chapter 7) demonstrates that one may obtain non-linear flux-force
relationships in the framework of irreversible thermodynamics if one integrates the
entropy production along the reaction pathway (that includes the energy barrier). A
proper treatment of transition state theory of dissolution in confined fluids and under
stress will be necessary to understand the electrochemical effects of ions in solution
and surface charges [19].

To sum up, inserting Eqs. (17.13) and (17.14) into (17.12), the dissolution limited
pressure solution strain rate of an aggregate is

P" D vsjD
l

D kcvsc .�22/

l

�
� .�11/

� .�22/
e� .�11��22/vs

RT � 1
�

� kcvs
2 .�11 � �22/

l

c .�22/

RT
D k�vs

2 .�11 � �22/
l

(17.20)

The limit of the linear approximation is commented above.

17.3.2 Rate of Transport

The transport flux, jT , by diffusion may be expressed as a diffusion coefficient, DK ,
times the gradient in chemical potential:
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jT D �DKr�T D �DK


s .�11 � �22/
r

D �DFrc; DF D DK

RT

c

�
1C d ln�

d ln c

�
(17.21)

where r is the transport length. The “kinetic” diffusion coefficient, DK is related to
self diffusion of molecules in the fluid and varies only slowly with concentration,
also close to the spinodal and critical points of the solution [8]. The “Fick diffusion

coefficient”, DF, however depends on the thermodynamic factor
�
1C d ln�

d ln c

�
that

equals 1 for ideal solutions and is zero at the spinodal of a mixture [8, 20]. This
means that diffusion limited pressure solution rate is always a linear function
of stress. If we had used the concentration formulation with the Fick diffusion
coefficient DF inserting Eq. (17.15) for �c we would have been led to believe that
jT was exponential in stress. The expression (17.21) for the transport flux may be
inserted into equation (17.12) to obtain the strain rate of an aggregate, but there are
still some parameters to be determined.

When material dissolves through the grain boundary region it has to be trans-
ported in this grain boundary region to a less stressed region. The important
phenomenological parameters for this transport are the diffusion coefficient of the
material in the grain boundary region, D, the effective grain boundary fluid thickness
�gb and the limiting transport length, r. Figure 17.3 summarizes the four main
models of the grain boundary and the “realizations” of the transport parameters
associated with each model. The model names have varied somewhat through
time and our naming scheme is specific to the parameter realizations tabulated in
Fig. 17.3. The oldest model, the thin film (TF) model of [24] assumes that the
entire grain boundary is smooth and kept apart by a fluid film as described in
the Introduction. The limiting transport length, r, is therefore the grain boundary
radius, the thickness of the grain boundary fluid is �gb D�gb,ff � 1–10(�100)nm
and the diffusion coefficient D D Dff D (10�1–10�2)Dbulk, where Dbulk is the bulk
fluid diffusion coefficient. The next model we will mention, which is a cartoon
model of the formal treatment of dynamic grain boundary structure proposed by
[18], assumes a dynamic roughness (DR) of the grain boundary. The real contacts
supporting stress are small and change from place to place as old contacts dissolve
and new contacts form. These points of contact do not limit the transport, the
limiting transport length is the grain boundary radius and the fluid that limits the
transport is not under stress, thus�gb D�gb,r � 0.1–10 �m and D D Dbulk. The third
model, the Island-Channel (IC) model, that has been ascribed to Gratz [6, 14] and
assumes that transport is limited by diffusion in thin fluid films between contacting
islands, thus r D disl, D D Dff and�gb D�gb,ff . The island size disl is some constant,
presumably in the range 0.1–10 �m. The fourth model, the Dynamic Island Channel
(DIC) model, based on quantitative experimental data for NaCl [11] is much like the
IC model except that the island size increases with time t since the last stress change
(be it an earthquake or a local grain rearrangement) as disl(t) D t1/3which results in a
dramatic strain hardening.
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Fig. 17.3 Five cartoon models of the grain boundary during pressure solution and the parameter
combinations that distinguish them. The rate limiting transport length, r, is either the entire grain
boundary radius, a, or an average island size, disl � (0.1–10)�m, that is either a constant or that
increases with time, disl(t) � t1/3. The grain boundary width, �gb, is either the fluid film thickness
�gb,ff � 1–10 (possibly 1–100)nm or an effective width of a rough contact, �gb,r � 0.1–10 �m.
The diffusion coefficient is either that of the bulk fluid, typically Dbulk � 10�9 m2/s @25C, or that
of a confined fluid film, Dff � (10�1–10�2)Dbulk. Inserting these values into the strain rate equation
one recognizes that the strain rate may vary up to 7 orders of magnitude depending on the type
of interface

We may summarize all four models using the fundamental parameters D, �gb

and r and rewrite equation (17.12) using the transport distance r for a and using
equation (17.21):
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In the last proportionality we have used the work term of the driving force
of pressure solution (equation (17.5)) for �� with ¢11 – ¢22 � ¢/(a/l)2 where a is
the load bearing grain contact radius and ¢ is the global effective stress. The last
15 years much theoretical work has focused on the stability of the grain boundary
in order to give a rational basis for the cartoon models presented here, but there is
still much work to be done to reach that goal.

17.4 Conclusions

Pressure solution and force of crystallization are important in Nature. We have
shown that the largest driving force is linear in stress, all other contributions to the
driving force are more than 3 orders of magnitude smaller. The minor driving forces
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(strain energy, surface tension, surface charges) are important for the transformation
and stability of the interface structure. Interface structure/stability may change strain
rates up to 7 orders of magnitude.
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Chapter 18
Geochemistry of Capillary Hydrogeochemical
Systems in Arid Environments

Arnault Lassin, Lionel Mercury, and Mohamed Azaroual

Abstract In arid environments, porous media are unsaturated with water which
is submitted to capillary constraints. The present chapter focuses on the geo-
chemical impacts of such physical constraints and how theoretical analysis can
help interpreting field or laboratory observations. The basic principles of capillary
geochemistry suggest that the fate of contaminants, either organic or inorganic, can
be significantly impacted in terms of reactive mass transfer in addition to flow and
transport processes. All these mechanisms are closely interconnected, what makes
the description of the behavior of such systems very complicated. An important
work still has to be done in order to achieve such a goal: a number of mechanisms
are not taken into account in the current state of development of the capillary
geochemistry, namely mechanisms that occur in the thinnest confining geometries,
like disjoining pressures, surface forces, etc.

18.1 Introduction

Porous media containing water in dry or arid contexts are only partially saturated,
which means that water is strongly bounded to the solid matrix either in a capillary
state or as thin hydration films on mineral surfaces. These particular features modify
the thermo-physical properties of the confined water compared to the free bulk
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water (see previous chapters). This, in turn, leads to dramatic modification of the
geochemical behavior of water-rock-gas systems compared to what is classically
observed in saturated porous media. Then questions arise: (i) how much different
and specific are these behaviors? (ii) What are their effective roles on mass and heat
transfers from the soil surface to the underlying aquifers and on the water quality of
these aquifers? (iii) In particular, what can be their role in the fate of pollutants and
pesticides? (iv) Could they also play a role in the response to the global warming
and the fate of greenhouse-effect gases?

In order to interpret observations made on the field or in the laboratory
(Sect. 18.2), theoretical developments have been performed (Sect. 18.3) for dealing
with such systems and for starting bringing some tentative answers to questions
above (Sect. 18.4).

18.2 Observations from Field and Laboratory Experiments

The first major field observations leading to the idea that the peculiar state of water
in unsaturated porous media could shift chemical equilibria were performed by Yves
Tardy and his collaborators [1–3]. These authors pointed out the coexistence of
local mineralogical heterogeneities in old lateritic profiles, where thermodynamic
equilibrium was expected. More precisely, they observed that hydrated minerals
(like gibbsite or goethite) preferentially precipitate in large pores while anhy-
drous or less hydrated minerals (e.g. kaolinite, hematite) rather formed in smaller
pores.

Recently, specific experiments have been performed in order to explore more
deeply the underlying mechanisms. Bouzid et al. [4] observed the formation of
differently shaped salt crystals in the pores of polycarbonate filters, depending
on the ambient relative humidity (RH) and the water repartition/dynamics in the
porosity. Using NMR technics, Rijniers et al. [5] measured the solubility of sodium
carbonate in a natural porous medium. They observed that this solubility varied as
a function of pore size on model porous materials of known pore sizes. The authors
recorded that the solubility of sodium carbonate increased with decreasing pore
size while sodium sulfate was not sensitive to pore size. Lassin et al. [6] monitored
the partial pressure of CO2 (pCO2) at equilibrium with samples of an argillaceous
rock at various RH. They observed that the equilibrium pCO2 was decreasing with
decreasing RH.

All these observations indicate that capillary and/or confined porous media
exhibit specific complex chemical behaviors compared to bulk water-mineral-
gas systems. Therefore, in parallel to these experimental works, theoretical
developments have been performed, as described in the following for capillary
systems.
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18.3 Theoretical Background

18.3.1 Thermodynamics of Chemical Reactivity
in Capillary Systems

The chemical behavior of capillary systems has been studied for more than 10 years,
and the theoretical framework is now well established for calculating the standard
thermodynamic properties of chemical compounds submitted to capillary pressure
[7–9]. Briefly, the Young-Laplace and Kelvin laws imply that pore water at physical
equilibrium with a given relative humidity is subjected to a pressure lower than in the
surrounding gas phase. For sufficiently low relative humidity, the internal pressure
of water – below the gas-water meniscus – can be negative. The corresponding
impact on the thermodynamic properties of water, dissolved species and minerals,
and therefore on operant chemical reactions can be calculated using the Thermo-
ZNS calculation code [9]. The latter includes the equations of state (EoS) of water
after Wagner and Pruss [10] and aqueous species after Helgeson et al. [11] and
Tanger and Helgeson [12]. The extended use of these equations to capillary systems
and negative pressures can be discussed (see Chap. 13 [13]). Their limit of validity,
in terms of pressure, is not known and specific studies would be necessary to check
or improve existing equations.

However, using the state-of-the-art EoS, one can show that capillary constraints
can significantly impact water thermodynamic and electrostatic properties like the
dielectric constant, ©, and its derivatives with respect to pressure and temperature.
As an illustration, the Born function Z (D �1/©) is plotted on Fig. 18.1 as a function
of temperature, at different pressures. This affects the thermodynamic properties
of aqueous species too, which depend on temperature and pressure, but also on
the dielectric properties of the solvent, namely water [11]. The apparent standard
Gibbs free energy of NaC, SO4

D and Cl� are plotted on Fig. 18.1, respectively, as a
function of pressure, at different temperatures. They show very different behaviors
from one aqueous species to another, and from positive to negative pressures. Since,
for every chemical reaction, the mass action law involves activity of aqueous species
rather than concentration, another parameter related to aqueous species may be
affected by capillary pressure. This is the activity coefficient by the means of the
Debye-Hückel coefficients A” and B” [9] which are functions of water density and
dielectric constant, and of temperature.

Consequently, the thermodynamic impact of capillary pressure on homogeneous
chemical equilibria (i.e. in water) cannot be foreseen easily. Obviously, this also
concerns heterogeneous equilibria (i.e. mineral-water and gas-water systems).
Furthermore, in addition to the single pressure effect, the chemistry of capillary
systems offers specific features called the anisobar contexts (i.e., where phases
can undergo different pressures). They apply particularly to gas-aqueous solution

13
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Fig. 18.1 Temperature and pressure dependence of various thermodynamic and electrostatic
properties of water and aqueous compounds: (a) Born function Z of water, and apparent standard
Gibbs free energy (b) of NaC, (c) of SO4

D, and (d) of Cl�

equilibria since a gaseous compound cannot undergo negative pressures whereas
its aqueous equivalent undergoes the internal capillary water pressure. A similar
situation can be envisioned for minerals initially present in the rock matrix. They are
submitted to the local pressure constraint when the porosity is saturated with water
and the same pressure applies to these minerals during desaturation regardless of
water content. On the other hand, if the capillary aqueous solution is supersaturated
with respect to a mineral, the latter should precipitate at the capillary water pressure.
Some evidence for this isobar/anisobar situation was obtained experimentally [4]
as explained in Sect. 18.4. According to the theoretical developments described
above, thermodynamic properties and thus solubility of a mineral differ according
to the isobar or anisobar context. As a general trend, anisobar conditions are less
favorable to mineral stability than isobaric ones, which is physically consistent.
The difference between these two contexts depends on the volumetric properties
of the mineral. In particular, hydrated mineral phases are generally more affected
by pressure than anhydrous ones. On the other hand, gases are expected to be more
soluble in capillary conditions.
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18.3.2 Thermodynamic Database

In order to simulate the behavior of hydro-geochemical systems, we use the well-
known PhreeqC-2 geochemical calculation code [14]. It allows calculating the
aqueous speciation of solutions, saturation indices of minerals, partial pressures of
gases, amounts of precipitated or dissolved minerals, etc. The use of this code at
temperatures and pressures far from the liquid–vapor saturation curve is possible
if appropriately adapted thermodynamic databases are available. Such databases
including both isobar and anisobar mineral dissolution/precipitation reactions were
generated using the Thermo-ZNS code indicated above. The reference thermo-
dynamic database implemented in Thermo-ZNS is the Thermoddem database
[15] which provides information on critically selected standard thermodynamic
properties of chemical compounds and reactions necessary for their calculation at
various temperatures and pressures.

18.4 Interpretations

Once the theoretical framework is defined, experimental observations evoked
previously can be interpreted quite simply. In this section we focus on experiments
from Bouzid et al. [4] and from Lassin et al. [6]. In the former work, the pores of a
polycarbonate filter were initially filled with a NaCl aqueous solution slightly under-
saturated with respect to halite. During the progressive drying of the filter, different
stages were observed and, applying the principles of capillary geochemistry, Bouzid
et al. [4] could provide the interpretation summarized hereafter (Fig. 18.2).

(a) Precipitation of (cubic) halite while porosity is still saturated with water. Part of
the volume of water which has evaporated is occupied by the salt. In some cases
the corners of the precipitated salt can touch the pore wall, thus modifying the
pore geometry.

(b) As evaporation proceeds, de-saturation occurs and capillary water goes in the
angular spaces created between the pore wall and the salt. A typical anisobar
context thus takes place between water and solids. The less soluble and most
supple solid (the polycarbonate pore wall) deforms while the most soluble
and less supple solid (halite) dissolves, its destabilization being predicted by
thermodynamics. The corners of the crystal are eroded.

(c) On the contrary, the isobar polymorph of halite, probably a nano-crystalline
or an amorphous halite, is stabilized and thus massively precipitates under the
capillary meniscus before water has totally evaporated.

All of these successive stages are fully consistent with the theoretical interpreta-
tion of the geochemical mechanisms in capillary context. They cannot be explained
by the classical geochemistry applied to water-saturated porous systems.
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Fig. 18.2 Successive reactive steps during the evaporation of a NaCl brine from the porosity of a
polycarbonate filter and calculated solubility product of halite as a function of capillary pressure,
both in the isobar and the anisobar contexts. (a) Precipitation of well crystallized cubic halite;
(b) establishment of capillary conditions and dissolution of the cubic (anisobar) halite angles; (c)
precipitation of isobar poorly crystallized halite under the capillary meniscus (Modified after [4])

The second series of experiments [6] recorded the CO2 partial pressure at
equilibrium with a clay rock in a closed system at various relative humidity values.
The rock (the Callovo-Oxfordian argillite) and its pore water are well known. A
geochemical model has been developed, involving mineral dissolution/precipitation
and cation exchange reactions at thermodynamic equilibrium [16], and is used as a
reference for describing this water-rock system. In particular, this model calculates
the correct in situ pCO2. By simply applying the principles of capillary geochem-
istry and without any parameter adjustment, Lassin et al. [6] could reproduce with
a good accuracy the observed decrease of the equilibrium pCO2 with decreasing
relative humidity, from 8 down to less than 1 mbar and from 100 down to 50 %,
respectively. The authors took into account the evaporation of water from porosity
and the consequent increase in salinity. They considered that anisobar alumino-
silicates could only dissolve according to the time scale of the experiments (from
6 to 18 months). On the other hand, more reactive minerals, like carbonates, were
initially present as anisobar phases and could evolve to their isobar polymorphs.
Here again, the observed equilibrium pCO2 could be reproduced only if principles
of capillary geochemistry were applied.
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18.5 Concluding Remarks

These results were obtained in very different porous hydro-geochemical systems
thus illustrating the wide applicability of the capillary geochemistry approach.
Consequently, a new interpretation of the observations of Rijniers et al. [5], amongst
others, could be done in the light of the principles of capillary geochemistry.
Applications to other domains can therefore be envisioned quite straightly. They
are related to industrial activities like CO2 (or more generally: non-wetting phases)
geological storage as well as nuclear waste repository in argillaceous rocks. They
are also related to natural environments which have been impacted by human
activity, in particular for studying the fate of inorganic and organic pollutants in
arid environments.

Results above also illustrate the significant impact that capillary pressure can
have on geochemical equilibria in arid environments. However, the obvious question
to ask concerns the volume of water involved and the consequences on the
mass/heat transfers through the porous medium. According to Pettenati et al. [17]
significant amounts of water can remain held in the porosity for low relative
humidity, depending on the pore network structure and petrophysical properties of
the soil.

On the other hand, the different chemical compounds present in the pore
solution can play a significant role on the air-solution interfacial tension and on
the wettability of the pore walls depending on their affinity to interfaces and on
their concentration in water. This may in turn affect the water content versus
relative humidity relationship, but also the relative permeabilities in multiphase
systems as well as the hysteresis and memory effects, etc., and thus the mass/heat
transfers.

The principles on which capillary geochemistry is based are fairly consistent
with approaches focused on other processes like crystallization pressure (see Chap.
16 [18]) and solution pressure phenomena (see Chap. 17 [19]). In such processes,
anisobar conditions are also encountered in confined porous media, with strong
relationships with pore water chemistry and shapes of interfaces. These similarities
suggest that a single and general formalism able to describe all the above systems
can be developed. An important work remains to achieve such a goal since a number
of mechanisms are not taken into account in the current state of development
of the capillary geochemistry. In particular, this approach only deals with bulk
properties of capillary water. It does not take yet into account mechanisms that
occur in the thinnest confining geometries, like disjoining pressures or surface forces
(see Chap. 1 [21]). Works are under progress in this direction (see chapters of
[22–24]).
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Chapter 19
Evaporation from a Porous Medium
in the Presence of Salt Crystallization

Marc Prat

Abstract The interplay between salt transport, crystallization and evaporation from
a porous medium is a topic rich in interesting open problems. This is illustrated
through the consideration of a few of them from experiments with model porous
media. We notably discuss the factors controlling the localization of crystallization
spots at the evaporative surface of a porous medium and the impact of surface
crystallization on evaporation kinetics.

19.1 Introduction

Evaporation in a presence of dissolved salt is a key process in several applications
such as the injection of CO2 in saline aquifers, the soil salinization problem and
the preservation of our cultural heritage (frescos, statues, monuments, etc). The
latter application is directly related to the damages that can be induced in a porous
material or at its surface by the salt crystallization, i.e. [1]. The damage problem is
generally studied in relation with the so-called crystallization pressure, e.g. [2, 3],
which is the key concept in order to evaluate the stresses generated within the pores
by the crystallization. According to the current theory, the crystallization pressure
notably depends on the local supersaturation, that is the amount of dissolved salt in
excess compared to the amount corresponding to the thermodynamic equilibrium
between the crystal and the solution. It is therefore crucial to predict the salt
concentration transient distribution within the system during the evaporation process
in order to be able to address the associated poremechanical problem or more
modestly to predict where the damages are likely to be generated in the materials.
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Even in the absence of coupling with poremechanical effects, the study is made
complicated by the various couplings existing between evaporation, salt transport
and crystallization. The main objective of the present article is to illustrate the
interplay between different phenomena (in the absence of structural damages). We
indeed believe that it is crucial to develop a much better understanding of the
trio: evaporation/transport/crystallization. A few obvious basic questions are: Is
evaporation in the presence of salt faster, identical or slower than for pure water?
How does the effect of salt on evaporation depend on the initial salt concentration?
Does the salt crystallize at the surface of the porous medium or within the porous
medium? These are the main points that will be addressed in what follows. The idea
is to give an overview of some key results. Details can be found in the references.
Also, we do not discuss in details evaporation with pure water, see [4] in the present
book for an introduction to evaporation in porous media. The results we discuss were
obtained with sodium chloride, which can be considered as a simple salt, notably
because it forms an anhydrous crystal.

19.2 Efflorescence/Subflorescence

Salt crystals appear in a solution when the dissolved salt concentration C reaches the
crystallization concentration Csat. The latter is generally greater than the saturation
concentration corresponding to the thermodynamic equilibrium between the crystal
and the solution. Depending on various factors, the crystallisation concentration can
be reached within the porous medium, leading to formation of subflorescence or
at the surface of the porous medium, which leads to formation of efflorescence
(Fig. 19.1). In classical drying experiments, the advection effect induced in the
porous medium by the evaporation process is sufficient to lead to a concentration
build-up at the surface of the porous medium, e.g. [6, 7], and thus to efflorescence.

Fig. 19.1 Efflorescence and subflorescence in a model porous medium [5]. Subflorescence refers
to crystallized salt structures inside the porous medium whereas efflorescence refers to crystallized
salt structures at the surface of the porous medium



19 Evaporation from a Porous Medium in the Presence of Salt Crystallization 225

Fig. 19.2 Example of cauliflower (or patchy) efflorescence (a) and crusty efflorescence (b)

Subflorescence can form at later stages when the liquid is not connected anymore to
the outer open surface of the porous medium or more generally when evaporation
takes place not at the surface but inside the porous medium.

19.3 Cauliflower Efflorescence and Crusty Efflorescence

As reported in [8] and illustrated in Fig. 19.2, two main types of efflorescence
are distinguished: cauliflower, also referred to as patchy, and crusty. The crusty
efflorescence forms a crust covering entirely the surface (the surface of the
underlying porous surface is not visible where the crust is present) whereas
the cauliflower efflorescence is discrete, characterized by well individualized salt
structures. As can be seen from Fig. 19.2a a significant fraction of the surface of
the porous medium remains free of efflorescence when the efflorescence is patchy.
The factors controlling which type of efflorescence is going to form are a subject
of investigation, [8, 9]. Patchy efflorescence will be favoured when the pores are
relatively big and the evaporation rate is small whereas a crust is expected when the
pores are smaller and/or the evaporation rate is high. Also, it should be mentioned
that distinguishing only two types of efflorescence is a simplification. It is likely that
the typology of efflorescence is richer, e.g. [10]. In our experiments, these two main
types can be clearly distinguished, notably through their impact on evaporation (see
Sect. 19.6 below).

19.4 Efflorescence Is Porous. Efflorescence
Growth Mechanism

Efflorescence is porous. This has been clearly established for the patchy
efflorescence using simple capillary invasion experiments (see Fig. 19.3) and X-ray
microtomography [11]. The dissolved salt is transported through the pore network
of the efflorescence structures up to their upper regions where the evaporation fluxes
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Fig. 19.3 Patchy
efflorescence is porous. A red
dyed aqueous solution put in
contact with a dry
efflorescence rises by
capillary forces up to the top
of efflorescence where higher
evaporation fluxes induce a
preferential deposition
of the dye

inducing the transport are higher. This leads to the preferential crystallization in the
upper regions of the salt structures. As a result the growth of efflorescence occurs
from above by successive deposition of salt crystals from above. This is therefore
an evaporation flux controlled growth, which has some obvious but not yet fully
studied connections with classical Laplacian growth processes (the vapour partial
pressure is governed by a Laplacian operator in the diffusive limit), see for example
[12] for an introduction to Laplacian growth.

The case of the crusty efflorescence is much less clear. The model proposed in
[9] for explaining qualitatively the transition from patchy to crusty as the mean
pore size of the underlying porous medium is decreased is based on the assumption
that the crusty efflorescence is porous. It has been also seen that the vapour can be
transported through a salt crust [13]. However, the details of the crust formation
and crust growth are a widely open subject. Further experimental investigations are
needed.

19.5 Factors Affecting the Localisation of Cauliflower
Efflorescence

One striking feature of the patchy efflorescence is the formation of discrete
crystallization spots at the porous surface (see Fig. 19.2a). This is interpreted as
the signature of the existence of local maxima in the salt concentration field at the
porous surface prior and up to the formation of first crystals. The existence of spatial
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fluctuations in the salt concentration field is explained by the spatial fluctuations
in the velocity field existing in the liquid phase. Because the advection effect is
significant, the spatial fluctuations in the velocity field induce fluctuations in the
concentration field. The factors affecting the salt concentration distribution and thus
the localization of crystallization spots at the surface are therefore intimately related
to the factors affecting the velocity distribution within the pores. As discussed in [9,
14] and [15], those factors are the disordered nature of a porous medium (D random
distribution of pore sizes), the evaporation flux distribution at the surface, e.g. [14],
and the possible Darcy’ scale heterogeneities of the medium, e.g. [15]. The more
detailed analysis reported in [9] leads to distinguish the impact of surface disorder
and internal disorder. The surface disorder refers to the spatial fluctuations in the
pore opening at the surface, which induce fluctuation in the evaporation rate at the
surface of each meniscus, and thus velocity fluctuations in the adjacent pores. The
internal disorder refers to the fluctuations in the pore size within the porous medium,
which induce fluctuations in the velocity field, and thus in the salt concentration
field.

As discussed in [9] and [15], salt concentration gradients are important only in
a region of size �(t) adjacent to the evaporative surface. This is a consequence of
the advection effect on the salt transport, see also [6]. As a result only the internal
disorder of this region of size �(t) is important. The disorder located further away
from the evaporative surface can generally be ignored.

The next question is why the patchy efflorescence continues to grow under
the form of well individualized salt structures. As discussed in [9] and [14],
this is explained by the screening of the porous surface free of efflorescence
located between the already growing efflorescence structures and the redirection of
dissolved salt present in the porous medium toward the growing salt structures. The
screening means that the evaporation flux at the porous medium surface between the
growing efflorescence structures tends to zero, which “kills” the advection effect and
thus the salt concentration build-up at the surface.

19.6 Impact of Efflorescence Type on Evaporation

As reported in [8], the type of efflorescence, i.e. crusty or patchy, has a great
impact on evaporation. The patchy efflorescence does not affect significantly the
evaporation process and can even enhance the evaporation rate compared to pure
water. By contrast the crusty efflorescence can greatly affect the evaporation process
and even blocks the evaporation. It has also been observed [8] that the interplay
between drying and the efflorescence formation leads to a non-monotonous variation
of the drying rate with the initial salt concentration when the efflorescence is patchy
but not when the efflorescence is crusty. This has to do with a porous medium
“coffee ring” effect due to evaporation fluxes higher at the periphery of the sample,
see [8] for more details. The ring effect is illustrated in Fig. 19.4.
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Fig. 19.4 Top view of the evaporative surface of a porous sample and illustration of the
efflorescence ring effect. Efflorescence first forms at the periphery of the porous sample owing
to evaporation fluxes greater at the periphery

19.7 Conclusion

Evaporation from a porous medium in the presence of dissolved salt is a particularly
interesting problem because of the complex interplay between evaporation, salt
transport and crystallisation. This field is widely open and many questions are still
to be answered. The detailed understanding of the crusty efflorescence growth and
the patchy/crusty transition are just two examples of interesting questions. A more
advanced understanding of the transport/crystallization problem is needed not only
because the crystallization can greatly affect the evaporation but also because the
salt concentrations that can be reached in the solution in contact with growing
crystals has a direct impact on the crystallisation pressure, and therefore the possible
associated poromechanical effects.

As for evaporation with pure water, e.g. [4], studies in recent years have mainly
focussed on microporous materials (pore size equal or greater than 1 �m). Very
little is in fact known for the systems involving nanopores (� pore sizes lower than
100 nm).
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Chapter 20
Micro-CT Analysis to Explore Salt Precipitation
Impact on Porous Media Permeability

Noam Weisbrod, Uri Nachshon, Maria Dragila, and Avrami Grader

Abstract The concern for water scarcity as a future reality for a growing proportion
of the planet is driving the need to understand in greater detail the role of water in
ecosystem sustainability and resiliency. Pertinent to this conversation is the role that
salt precipitation and salinization has on soil resources. This paper addresses this
task by presenting results of a detailed study on the reduction in gas permeability of a
porous media by subflorescent salt precipitation. Using high-resolution CT scanning
and detailed Lattice Boltzman Modeling, the three dimensional distribution of
salt was mapped and its effect on permeability was calculated. It was found that
salt precipitate mass increases towards the soil surface and that the effect of
subsurface precipitation on gas permeability was significant, potentially impacting
gas exchange processes between atmosphere and vadose zone. In addition, results
from the LBM were compared to estimates using the Koseny-Carman equation.
A good correlation between these two methods indicates that the Koseny-Carman
equation may be sufficient to calculate changes in permeability, providing a more
accessible tool relative to the more complicated LBM approach. This study has
made it clear that knowledge of the spatial distribution of salt precipitation is
essential for any estimation of gas permeability changes due to subflorescence.
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20.1 Introduction

Sodium Chloride (NaCl) is a very common salt in nature, and while it has
many benefits it is also noted for its detrimental effects in agricultural and urban
environments. Of increasing concern is the salinization of soil and water supplies
that impact the future availability of our natural resources. For these reasons it is
important to improve our understanding of its precipitation dynamics, its effect on
matrix properties, and its consequent impact on evaporation from porous media.
NaCl is known for its tendency to precipitate as an efflorescent salt crust above
matrix surfaces during evaporation [6–8], however, in many cases it may also
accumulate within matrix pores as a subflorescent formation. Such precipitation
may occur under conditions of a receding evaporation front. During the drying
process of porous media the evaporation front recedes into the matrix [4], resulting
in downward movement of salt crystallization sites.

Of specific interest here is the complex relationship between subsurface precip-
itation and its subsequent impact on evaporation. Reduction of evaporation rates
from porous media due to salt precipitation within (subflorescence) and above
(efflorescence) the pores is a known phenomenon, well discussed in Nachshon et al.
[6, 7]. The reduction in evaporation rates is explained as the results of an increase
in matrix resistivity to vapor flow. Nachshon et al. [6, 7] examined and quantified
the impact of NaCl efflorescent salt crust formation on matrix resistivity for vapor
flow. It was found that the precipitated surface crust reduces evaporation rates by
tens of percentages, since vapor has to diffuse through the salt crust layer that has a
vapor diffusion coefficient that is approximately one order of magnitude lower than
the porous media. While Nachshon et al. [6] explored the effect of efflorescence
on vapor transport; the effect of subflorescence on vapor transport remained an
open question. This paper reports on a first attempt to investigate the link between
NaCl subflorescent salt precipitation during evaporation and matrix resistivity to
vapor flow. To quantify this relationship at the pore scale, matrix porosity and air
permeability are examined during NaCl subflorescent precipitation.

20.2 Theory

20.2.1 Permeability

Fluid flow through porous media is affected by the media and fluid properties, as
expressed by Fick’s law [5],

Q D �KArP (20.1)

where, Q (m3/s) is liquid discharge through the cross sectional area of flow A (m2)
in the porous medium, K is hydraulic conductivity (m/s), and r P is the pressure
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gradient that generates the fluid flow. The hydraulic conductivity is function of
liquid and porous media properties, defining as [5],

K D k .�g/

�
(20.2)

where ¡ is liquid density (kg/m3), g is acceleration due to gravity (m/s2), � is
liquid dynamic viscosity (kg/ms) and k is the intrinsic permeability of the medium
(m2 or Darcy, where 1D � 10�12 m2) [5]. k is the only parameter affected by
the medium properties, which includes porosity (¥) and the mean grain size of
the medium D (d (m)). Kozeny, then Carman, followed a bit later by Fair and
Hatch formulated several empirical equations to correlate porous media properties
to permeability. However, the most accepted correlation is the Kozeny-Carman
equation that correlates ¥, d, and k [1],

k D d2

180


3

.1 � 
/2 (20.3)

Quantification of k for porous media in the field is practically impossible; it
is traditionally measured in the laboratory on regularly shaped rock samples by
forcing a fluid through the rock and recording the resulting fluid flux and pressure
drops (e.g., [3]). However, new, state of the art technologies enable measurement
of porous media permeability by numerically simulating fluid flow through a direct
digital representation of a real pore space obtained by high-resolution 3D imaging.
Such imaging and simulations can be rapidly and massively conducted on physical
samples of irregular shapes and sizes that are impossible to handle in the physical
laboratory. Moreover, in the case of salt precipitation in the media, using liquids for
characterization is impossible as it may dissolve part of the precipitated salts. In the
last two decades, the lattice Boltzmann method (LBM) has matured to become an
efficient numerical scheme for simulations of fluid flow [10]. The slow viscous flow
needed for permeability estimation is simulated by the LBM, which mathematically
mimics the Navier–Stokes equations of viscous flow by treating the fluid as a set
of particles with specific interaction rules. LBM provides great advantages over
directly solving the equations of flow in that it directly handles the boundary
conditions on a complex realistic pore surface. Full description of the LBM, for
permeability estimation can be found at Tolke et al. [9]. As will be described later in
greater detail, the LBM was used to calculate permeability by using porosity values
obtained from high resolution CT images of porous media samples.

20.2.2 Salt Precipitation and Matrix Permeability

Evaporation of saline solution from porous media results in salt precipitation at
the evaporation front, above the capillary fringe. Salt species and media moisture
conditions both control location of precipitation. NaCl exhibits a preference to pre-
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cipitate at the liquid–vapor interface. Therefore, the location of NaCl precipitation
will depend on the location of the evaporation front. Efflorescent salt crust effect on
matrix permeability is relatively easy to model as it creates an additional layer above
the porous media, with different permeability. To compute the effective permeability
(keff) of the combined matrix (k1) and salt crust (k2) system, the individual layers are
summed using an analog to the resistivity of electrical circuits in series [2],

keff D L1 C L2
L1
k1

C L2
k2

(20.4)

where, L1 and L2 are the thickness (m) of the matrix and salt crust, respectively.
This method was used successfully to quantify the permeability of salt crusts in
Nachshon et al. [6].

However, model and estimation of keff for subflorescent salt precipitation is
much more complex, and practically impossible, due to the disperse nature of salt
distribution within the pores. The Klinkenberg method is capable of measuring
permeability of bulk samples, but is not able to provide information on the
permeability profile of the sample which is necessary to understand the relationship
between precipitation morphology and its effect on permeability. Nachshon et al.
[6] successfully used the Klinkeberg method to measure permeabilities of a Berea
sand stone giving values for permeability prior to and following salt precipitation.
In this work we present a different approach to better understand salt precipitation
effects on permeability while the sample as it being affected by the precipitated
salt. We have combined the LBM with high resolution CT scans of the sample to
measure salt precipitation and it effect on matrix porosity and permeability in a
nondestructive way.

20.3 Materials and Methods

The CT scans to produce the 3D imagining of the porous media, and the LBM
method to estimate the matrix permeability and porosity estimation from the CT
scans were performed at INGRAIN, Huston (http://www.ingrainrocks.com/). CT
scans were done using micro-CT (XRADIA, California, USA), at energy level of
80 kV/8 W, with voxel sizes of 3.83 �m. The sample consisted of dune sand with
average grain diameter of 225 �m. Grains size distribution of the sand is presented
in Fig. 20.1. The sample was created by placing the sand grains in a plastic cylinder
with an inner diameter of 5 and 36 mm height. A consolidated sand core was placed
at the bottom to prevent the sand from migrating downward and was sealed at the
bottom so air cannot enter from the bottom. Hence, air only enters the sample from
the top during the evaporation stage. Water with 5 % NaCl by weight was added to
the sample from the top and allowed to distribute itself throughout the core. Then
the sample was allowed to dry, while salt moved by capillarity to the top of the

http://www.ingrainrocks.com/
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Fig. 20.1 Grain size distribution of the sample

core and crystallized. Prior to sample saturation (dry sample), after saturation, and
after free evaporation for a couple of days, the sample was scanned. A subsample
of the scanned image comprising a 1.53 mm cube was used to compute the absolute
permeability of the dry sample in the vertical direction. The initial permeability
was 17.6 D and the porosity was 31.6 %. Figure 20.2 shows 3D imagining of the
scanned sample, where the grains are shown as solids and the pores are shown as
empty. Because the sample was initially saturated, salt precipitated above as well as
below the sample. However, the analysis presented here focuses only on the effect
of subsurface precipitation.

Calculation of porosity and permeability by the LBM method were performed
on the constructed micro-CT 3D imagining of the sample (Fig. 20.3a) below
the matrix surface, ignoring any efflorescent salt precipitation above matrix. In
order to compute permeability of discrete layers within the scanned sample, the
LBM was applied to growing scanned sections of the sample (Fig. 20.3b). The
LBM was applied to the top 1.72 mm of the sample, in increments that increased
in thickness, starting at a depth of 1.72 mm and growing upwards towards the
surface, with the upper boundary of the subscan at depths of 0.27, 0.33, 0.38,
0.57, 0.76, 0.96, 1.15, 1.34, 1.53 and 1.72 mm. The LBM produce a value for the
keff of the entire examined section (Fig. 20.3c); by knowing the keff of a smaller
section (the previous scanned section), the permeability of the added layer can be
calculated using Eq. 20.4 (Fig. 20.3c, d). Repeating of this process over additional
sections enables calculation of the discrete permeability of several layers within the
sample.
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Fig. 20.2 3D imagining of the 1.53 mm cube subsample used to compute the dry sample
permeability and porosity

20.4 Results and Discussion

The dry (original state, no salt precipitation) sample porosity was found to be
31.6 %, with permeability of 17.6 D. The ensuing permeability measurements
indicated significant reduction in permeability caused by the precipitated salt. The
effective permeability of the entire sample was reduced by �80 %, from 17.6 to
3.7 D. Figure 20.4 presents calculated permeabilities and porosities, using the LBM
on ever increasingly larger sections of the scanned sample from bottom to top. It
can be seen that the permeability gradually decreases with increasing length of the
scanned sections, as it approaches the matrix surface. The most significant reduction
in permeability occurred within the top 0.27 mm, where permeability is decreased
by 57 %, from 8.6 to 3.7 D.

As mentioned earlier, one of the main advantages of the LBM calculations
is the ability to compute the discrete permeability of a narrow layer within the
sample. Figure 20.5 displays the calculated permeabilities of the discrete layers.
Permeability of each layer was calculated as presented in Fig. 20.3.

It can be seen that in the lower part of the sample (below �1 mm), permeabilities
and porosities were not affected by the salt, maintaining their initial high values
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Fig. 20.3 (a) Sample of a 3D image produced from the CT scan. (b) 2D samples of the growing
sections from the entire sample. The LBM method was applied on every section (e.g., 1 through
4) separately. (c) Demonstration of the calculation process to estimate permeability for a discrete
thin layer within the sample. First the effective permeability of the small section was found by the
LBM. Then the effective permeability of the large section is found by the LBM. The permeability
of the large section is defined as keff, while the permeability of the small section is defined as
k1. k1 is also the permeability below the dashed line in the large section. The permeability of the
thin layer, above the dashed line in the large section is defined as k2 and it is the only unknown
parameter. (d) Displays the modification of Eq. 20.4 to compute k2 when all the other parameters
are known

(Figs. 20.4 and 20.5). In the upper parts of the sample, above 1 mm, permeability
and porosity are reduced increasingly as the surface is approached, with the most
significant reduction in permeability of more than 65 % within the top 0.27 mm. This
spatial distribution in permeability reduction is explained by the massive amounts
of salt accumulation in the upper parts of the sample, which concurs with the
observations presented in [6] and b. Figure 20.6 presents CT images showing the
significant salt accumulation near the top of the sample.

The LBM calculated permeabilities and porosities can be compared to the
Kozeny-Carman equation (Eq. 20.3). Figure 20.7 displays permeabilities of the
discrete layers (Fig. 20.5), calculated by the LBM and Eq. 20.4, and theoretical per-
meabilities calculated by the Kozeny-Carman equation (Eq. 20.3), for d D 225 �m,
which was found to be the average grain diameter.

A good agreement was observed between the LBM calculated permeabilities
and the Kozeny-Carman equation (Eq. 20.3), with Pearson’s correlation coefficient
equal to 0.97, indicating a statistically good correlation. The good match between
the LBM and the Kozeny-Carman equation is important as it validates the value of
a simple tool, based on the Kozeny-Carman equation, to estimate changes in porous
media permeability due to efflorescence salt precipitation. The approach based on
the Kozeny-Carman equation is a much simpler calculation, compared to the LBM,
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Fig. 20.4 Calculated permeabilities and porosities by the LBM method, for subsamples of the
scanned image of increasing thickness, following subflorescent salt precipitation

Fig. 20.5 Calculated permeabilities and porosities for discrete layers of the sand sample, follow-
ing salt precipitation. (a) Permeabilities and porosities per individual layer; and (b) permeability
and porosity profile

and this is the major advantage of this method. In order to compute permeability
based upon the Kozeny-Carman equation, it is necessary but sufficient to know the
media’s effective grain diameter and matrix porosity, two parameters that can be
attained easily by CT scans. Once these parameters are known, calculation of the
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Fig. 20.6 Digital imagining of the CT scanned sample. (a) Vertical cross section of the middle of
a 3D image. (b) Enlargement of the vertical cross section; crumble material is the precipitated salt.
(c) Three-dimensional renditions of a volume, cropped out of the full sample, showing the top and
bottom of the same volume. Top is being clogged by the salt, while the bottom is free of salt

effective permeability is simple, based on Eq. 20.3. With regards to extending this
equation to quantify the effect of salt precipitation on permeability, it is important
to keep in mind that salt is not homogeneously distributed in the matrix during the
evaporation process, with most of it accumulated within the top few mm [6, 7].
Therefore, it is necessary to measure the porosity profile of the sample, with as
high resolution as possible near the top of the sample. The K-C equation would
be used on individual layers, with Eq. 20.4 facilitating calculation of the effective
permeability of the entire sample.

A very relevant property of natural soils is media heterogeneity because it will
significantly impact the spatial distribution of salt precipitation, and that spatial
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Fig. 20.7 Calculated permeabilities, following evaporation and salt precipitation, by the LBM and
by the Kozeny-Carman equation

distribution can have a large effect on gas permeability. It was reported by Nachshon
et al. [6] that in highly heterogeneous media subflorescent precipitation preferably
deposits in the smaller pores, leaving the larger pores empty of obstruction.
They found that during evaporation, while the sample experienced a reduction in
permeability of 85 % and an expected permeability reduction (by Eqs. 20.3 and
20.4) of 99 %, the real reduction in permeability using the Klinkenberg test was
only 7 %. What this result highlights is that to understand the effect of subflorescent
precipitation on system gas exchange it is necessary not only to know the total
amount of salt precipitated, but more importantly to understand the internal spatial
distribution of the precipitate. Well connected, larger pores, free of salt obstruction
can provide a very efficient path for gas exchange, while the remainder of the matrix
is isolated from this process.

20.5 Conclusions

The work presented here sheds new light on the effect of NaCl subflorescent
salt precipitation, associated with evaporation, on matrix permeability. Changes
in vadose zone permeability due to salt precipitation can impact the physical
mechanisms controlling exchange of vadose zone and atmosphere gases. These
processes include vapor transport, greenhouse gases emissions and soil aeration
which are very important for agriculture and many other environmental processes.
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In this work, high resolution CT scans and Lattice-Botlzman modeling were
used in conjunction to correlate subflorescent salt precipitation associated with
evaporation to changes in porosity and permeability of the porous media. Significant
changes in permeability, on the order of 60 % were observed due to the reduction in
media porosity by NaCl subflorescent precipitation. Most of the salt accumulation
occurred near the top of the sample, reducing porosity and permeability mainly in
these areas. The permeabilities calculations were conducted by a complex numerical
simulation of fluid flow in porous media using the Lattice-Boltzmann method and
using for the media structure the 3D images from the high-resolution CT scans.
Notably, the relationship salt-affected porosity and permeability calculated by the
LBM was also well modeled by the Kozeny-Carman equation. Therefore, due to the
good agreement between the much more sophisticated Lattice-Boltzmann method
and the Kozeny-Carman equation, it is suggested that the Kozeny-Carman equation
could facilitate computation of salt-affected permeability of homogeneous porous
media once the porosity is well characterized. The validity of the Kozeny-Carman
method for heterogeneous methods should be further explored in the future.
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Chapter 21
Reactive Transport in Heterogeneous Media

Harvey Scher and Brian Berkowitz

Abstract We analyze the dynamics of reactive transport in heterogeneous media,
emphasizing the nature of the chemical reactions and the role of small-scale
fluctuations induced by the structure of the porous medium, which is the main
component of geological formations. Our goal is the interpretation of the results
of laboratory-scale experiments, for which detailed characterization of the system is
possible. Modelling approaches have been based on continuum and particle tracking
(PT) schemes, which differ in how the fluctuations are incorporated. We choose
PT methods wherein space-time transitions are drawn from appropriate probability
distributions that have been tested to account for anomalous (non-Fickian) transport.
While PT methods have been employed for many years to describe conservative
transport, their application to laboratory-scale reactive transport problems in the
context of both Fickian and non-Fickian regimes is relatively recent. We concentrate
on experimental observations of different types of reactions in heterogeneous media:
(1) the dynamics of a bimolecular reactive transport (A C B ! C) in passive (non-
reactive) media, and (2) a multi-step chemical reaction, as exemplified in the process
of dedolomitization involving both dissolution and precipitation. The fluctuations in
a number of the key variables controlling the processes prove to have a dominant
role; elucidation of this role forms the basis of the present study. An implication of
these findings is that subtle changes in patterns of water flow, as a result of climate
change or changes in land use, may have significant effects on water quality.
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21.1 Introduction

Fluctuations in key state variables (e.g., concentrations, velocities) caused by multi-
scale heterogeneities contribute significantly to the space-time distribution of solutes
in natural and reconstructed porous media. In reactive transport the fluctuations
extend to the nature of chemical reactions between these solute (or reactant)
distributions. Differences in theoretical approaches to modelling reactive transport
in heterogeneous media lie largely in the treatment of the quantitative aspects of
these fluctuations. We will concentrate on an approach that deals with modelling
laboratory-scale experimental observations; it is particle tracking (PT), or more
specifically, a PT implementation of the continuous time random walk (CTRW)
framework (CTRW-PT). The CTRW-PT is a relatively recent treatment of reactive
transport and is the basis of the successful modelling of the experimental obser-
vations of bimolecular (A C B ! C) and multi-step chemical reactions. Treatments
of these smaller scales, where the chemical reactions occur, play an important role
in understanding upscaled processes such as geochemical effects on aquifer water
quality induced by changes in precipitation and patterns of water flow, and the
feasibility of CO2 sequestration in geological formations.

Particle tracking (PT) methodologies, first described by Smoluchowski [1] about
a century ago, have been implemented widely in various fields of study [e.g.,
2–8]. These studies suggest different ways to follow a particle while specifying,
probabilistically, reaction rules among particles. Particle tracking techniques are
considered to be effective in providing appropriate depictions of some of the salient
features of reactive transport scenarios. This is due chiefly to the fact that they
are prone to include simple formulations to account for pore-scale fluctuations of
relevant quantities [2, 3, 5, 6, 9–12].

A detailed review of particle tracking methods, in the context of random
walks, is given in [13]. In [14], a PT modelling approach is applied, within the
continuous time random walk (CTRW) framework, to demonstrate the occurrence
of non-Fickian transport in a random fracture network. Subsequently, Dentz et al.
[15] showed that analytical and numerical solutions of the CTRW equations can
be matched well using CTRW-PT simulations. An advantage of the CTRW-PT
approach is that it allows considerable flexibility in the choice of probability density
functions (pdf’s) that govern particle motion in space and time [16]. The solutions
of the advection-dispersion equation (ADE) are reproduced using an exponential
(in time) pdf together with a spatial pdf having finite moments (e.g., an exponential
pdf). Employing instead a truncated power law (TPL) for the temporal pdf results
in a full range of non-Fickian behaviors [16, 17].

The PT approach can be shown to converge to a continuum description, so that
PT represents in some sense both a “discrete random walk” and a means to solve
a continuum equation, without the need to define a mesh in a numerical solution.
Indeed, it has been noted [18] that, at least in principle, Eulerian and Lagrangian
descriptions of (reactive) transport should yield identical results. However, to
capture (at least partially) fluctuations in the local-scale reactant and product
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concentration distributions, descriptions based on deterministic models of reactive
transport, such as the advective-dispersion reaction equation (ADRE), may require
high spatial resolution. A critique of this approach is given by [2], who demonstrate
agreement between a high resolution numerical solution of the continuum-scale
equation and simulations using the stochastic model of [10, 19, 20].

In Sect. 21.2 we briefly review the salient points of CTRW and its major appli-
cation to non-Fickian transport, which is ubiquitous in heterogeneous media. We
introduce PT techniques and show the connection to CTRW. In Sect. 21.3 we focus
on the two different problems, which have been the subject of several theoretical and
experimental works: (21.1) a bimolecular reactive transport (A C B ! C) scenario in
a passive (non-reactive) porous medium, and (21.2) a multi-species reactive system,
as exemplified in the context of dedolomitization, where both precipitation and
dissolution occur. Section 21.4 contains a discussion of our interpretive results.

21.2 CTRW and Particle Tracking

Random walk models are among the most significant in science and yet are based
on a simple structure: a recursion relation wherein the space-time increment of each
step is drawn from a common distribution  (s, t) and follows from the previous
step,

R .s; t / D
X

s’

Z t

0

 .s � s’; t � t ’/R .s’; t ’/ dt ’ C ıs;0ı
	
t � 0C
 (21.1)

where R(s, t) is the probability per time for a walker to just arrive at site s at time
t. The CTRW includes a random time for each step, and the main character of
the pathways depends on the functional form of  (s, t). P(s, t) is the probability
to be found at s at time t and is determined by R(s, t) [17]; it is the normalized
concentration and is developed into a nonlocal-in-time pde. This equation reduces
to an ADE for an exponential †s (s, t) 	 (t). The exponential behavior describes
a single rate (or transition time) between sites and is appropriate for a homogeneous
material. Heterogeneity induces a spectrum of rates, which can be captured by a
power-law time dependence,  (t) � t�1�ˇ , ˇ <2, cf. discussion below. A compact
illustration of the capacity of CTRW with a truncated power law  (t) to account for
highly dispersive breakthrough curves (BTC), with essentially one parameter ˇ, is
shown in Fig. 21.1; see [17] for full details.

As outlined in Sect. 21.1, simulation via PT is highly flexible. The character
of the transport and reaction can be changed significantly, with the choice of the
pdf’s affecting the space-time transitions. We use PT to implement the CTRW,
i.e., equivalent to solving (21.1), with power law pdf’s. This is a relatively new
application; it has been demonstrated that the CTRW-PT yields the same results
as the solution of the non-local (in time) pde formulation of CTRW [15, 16].
However, in the simulation of reactive transport (see below), the CTRW-PT cannot
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Fig. 21.1 Measured BTC with CTRW/ADE fits for a Berea sandstone core, using a truncated
power law function with ˇD 1.59. Here the quantity j represents the normalized, flux-averaged
concentration. (top) Complete BTC. (bottom) Region identified by the bold-framed rectangle in
top plot. Note the difference in scale units between the plots. Column length equals 0.762 m.
Porosity n D 0.204. Flux q D 1.73 cm3/min. Dashed line is the best ADE model fit. Solid line is
the best CTRW fit (Data from Scheidegger and Berkowitz [21])

be compared to a corresponding pde because a reaction term for this non-local
pde has not yet been constructed. Hence, the PT implementation of non-Fickian
transport in combination with multistep and multi-species reactions is unique.

In this CTRW-PT [15, 16], the movement of each particle is governed by the
equation of motion:

s.NC1/ D s.N / C &.N/I t .NC1/ D t .N / C �.N/ (21.2)

where a random spatial increment −(N) and a random temporal increment � (N) are
assigned to each particle transition from  (s, t) or the decoupled form p(s) (t). For
each N step, a velocity v can be derived by −(N)/� (N). During a simulation, particles
are followed over a set of sample times. At each one, the locations of all particles are
recorded (even in “mid-flight”). As described below, this information is of particular
value for proper quantification of reactive transport.

The p(s) is chosen to be an exponential �s
2exp(��ss) throughout (for the

angular part see [16]). For the ADE (Fickian) the  (t) D�texp(��tt) and for the
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heterogeneous cases  (t) D�exp(�t/t2)/(1 C t/t1)1Cˇ a truncated power law (TPL),
where � is a normalization coefficient. The TPL is governed by three parameters:
a power law exponent ˇ, a characteristic transition time t1, and a cut-off time to
Fickian transport t2 (see, e.g., [17] for details).

We now include chemical reactions among particles into the CTRW-PT to
simulate reactive transport. In one example, for bimolecular reactions discussed in
Sect. 21.3, the CTRW-PT methodology is straightforward. Two types of particles are
defined, A (“inflowing” particles) and B (“resident” particles), and their movement is
governed by the equations of motion (21.2). At each time interval, �t, all particles
in the system are frozen in mid-flight. The minimum distance between A and B
particles is determined iteratively until all possible pairs have been checked; the
particular details of the A and B particles are updated and recorded. A reaction
A C B ! C (where C replaces the A and B particles, which are removed from the
simulation) takes place if this minimum distance is smaller than a prescribed radius
of interaction, R (see below). Each C particle is located at the average position
between the A and B particles it replaces; the motion of the C particles follows
the same transport rules as those specified for A and B. In each time interval, the
entire process is repeated until all possible reactions between A and B particles,
lying within the interaction radius R at a given time interval, are allowed to occur.
The reaction behavior is controlled largely by this radius, which is chosen to be at
the pore scale. The time interval, �t, affects the estimated amount of mixing – and
thus the degree of reaction – in the sense that increasing the value of�t allows more
time, before carrying out the calculation step for the reactions, for the plumes of A
and B particles to spread and overlap. As a consequence, the choice of �t affects
the number of C particles produced at any given time; obtaining a more continuous
temporal assessment of the reactions requires that �t be sufficiently small.

In another example, one can define different ways to account for reactions in
a concentration-based algorithm. Each simulated particle is a representation of a
fractional mole amount for one reactant in an experiment. The algorithm will divide
the simulated domain into a grid, where for each�t the concentration of reactants is
calculated for each cell. From the concentrations, one can establish the local reaction
for each cell without using R as the reaction radius. Using such a scheme, we have
incorporated, e.g., precipitation and dissolution with multispecies reactive transport;
a detailed account can be found in [22] (discussed in detail below, in Sect. 21.3.2).

21.3 Experimental and PT Modelling of Reactive Transport

21.3.1 Bimolecular Reactive Transport

We consider the experiment on bimolecular reactive transport presented in detail
in [23]. Colorimetric reactions between CuSO4 and EDTA4� were measured in
a one-dimensional (on average) flow field; the flow cell has dimensions 36 cm
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(length) � 5.5 cm (width) � 1.8 cm (depth), and was packed with cryolite beads. The
flow cell was saturated with EDTA4� (denoted as B particles) and CuSO4 (denoted
as A particles) was subsequently injected as a step input. The mixing and reaction
zone of the product CuEDTA2� were measured via fluorescence. These experiments
are characterized by large values of Pe (�O(103)) and Da (�O(1012)), indicating
that advective and reactive processes are significantly faster than diffusion.

Pore-scale fluctuations in concentrations are visible in the experiments in [23].
Clearly, the dispersion is not uniform and the reaction fronts (forward and backward
tailing regions) are not uniform or sharp. Rather, as emphasized in [24], colorized
“islands” of pixels are distributed broadly and heterogeneously in these regions,
demonstrating “isolated” reactions occurring far from the CuEDTA2� plume center
of mass; also sharp localized concentration gradients can be observed. This behavior
suggests significant non-uniformity in reactant mixing and product spreading. Close
inspection of Fig. 21.4 in [23] reveals pronounced tailing effects in the cross-
sectional averaged concentration profile which are not captured by an ADE.

There have been several efforts to model these data [9, 23–26]. Gramling et al.
[23] use an analytical solution of the ADRE which was derived on the assumption
that the concentration of the limiting reactant is instantaneously and completely
consumed in the reaction. They observe that this analytical solution significantly
over-estimates the space-time evolution and the total production of C in the system.
Indeed, the ADRE solution overestimates the peak concentration value by as much
as 40 % as compared to the measured one; similarly, the estimated cumulative mass
production is up to 20 % larger than the measured production.

In [9, 24] CTRW-PT simulations consider particle transport in a rectangular, two-
dimensional domain, with impermeable horizontal boundaries and fixed flux vertical
boundaries. The domain is filled initially with a low concentration (cB) of uniformly
distributed B particles. At t D 0, A particles are introduced at the inlet boundary with
the same concentration cA as cB. Technical details regarding insertion of A particles
into the domain, treatment of boundary conditions and sensitivity to the selected
time interval �t are reported in [9, 24].

Figure 21.2 contains the experimental data from Figure 5b of [23], showing
the temporal evolution of the spatial concentration profile of C particles at three
different observation times. The figure reports the results obtained by [24] using a
TPL-PT, which is marginally Fickian with the power law exponent ˇD 1.96 (ˇ �2
is Fickian), together with the Fickian ADE-PT. Note that in the CTRW-PT approach,
for ˇ >1, the mean location of the tracer plume scales as t, and the standard
deviation � � t(3�ˇ)/2, whereas for the ADE-PT, � � t1/2. For discussion of the red
line we refer the reader to [26]. The dotted line is the analytical solution adopted
in [23] which assumes instantaneous reaction with complete pore-scale mixing. It
is significant that [24] calibrated their model parameters against a subset of the
measurements, and provided predictions that match the remaining measurements.
In these plots, the parameters are tuned manually until a satisfactory visual fit is
obtained in [24]. Note that the ADE-PT model is unable to capture the forward and
backward tails of the C profiles.
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Fig. 21.2 (a) Particle tracking simulations with the non-Fickian CTRW [24] (jagged blue line),
and ADRE solution of [26] (smooth red line), compared to the experimental measurements of
[23] (dots) and the ADRE solution of [23] (dotted line), showing the relative concentration of C
particles at different times. (b) Particle tracking simulations with a Fickian ADE [24] (jagged line),
compared to the experimental measurements of [23] (dots) and the ADRE solution of [23] (dotted
line), showing the relative concentration of C particles at different times. In both (a) and (b), the
PT simulations of [24] and ADRE solution of [26] were fit to the measured profile at t D 619 s,
and the same parameters were used as predictions for the two later times t D 916 s and t D 1,510 s

The time evolution of the measured cumulative mass of CuEDTA2� produced
is presented in Fig. 21.3 for the same experiment shown in Fig. 21.2. Data are
contrasted against the modelling results of [23, 24, 26]. The agreement between
experiments and the models is remarkable, considering the limitations associated
with the concept of effective dispersion and reaction rate. One can note that at early
times the reaction is relatively fast. The mass production rate, which is the temporal
derivative of the curve in Fig. 21.3, then displays a power law decay (see Figure 3a
in [24]) with time, being controlled mostly by the slow diffusion of the reacting
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Fig. 21.3 Total mass
production given from the
particle tracking simulations
of [24] (smooth line) and
ADRE simulations of [26]
(dashed line), compared to
the experimental
measurements (large dots)
and the ADRE standard
pore-scale mixed model of
[23] (dotted line)

species into and out of the low velocity pores, causing incomplete mixing. The
PT simulations in Figure 3a of Edery et al. [24] indicate ongoing reactions, even
after long time periods, which suggest the occurrence of rare fluctuation-dominated
dynamics. The fluctuation-dominated dynamics in the velocity are apparent in a
phase diagram that shows, for each reactant, the median velocity of the reacted
particles vs. median of the total particle velocity (see Figure 7 of [24]). This
diagram shows different distribution functions (ADE-PT, TPL-PT), and illustrates
that the (inflowing) A reacting particles have an overall higher velocity relative to
the mean, or median, velocities of the total set of particles, while the (resident) B
reacting particles have an overall lower velocity. These systematic deviations from
the average velocity are caused by fluctuation-dominated mechanisms. It is also
demonstrated that the TPL-PT, which has a heavier weighting on the tails, affects the
magnitude of the fluctuations more strongly than the ADE-PT. The mixing dynamics
produce a void area between the A and B profiles. As the void develops only a
portion of the A, B transitions can cross the void. An analytic treatment and further
theoretical developments are presented in [24].

21.3.2 Multispecies Heterogeneous Reaction

In this section, we model a different reactive transport scenario – an experiment of
dedolomitization [27]. The major change is the necessity of accounting for multi-
step, multi-species reactions, which are both reversible and irreversible in a reactive
medium. The framework of the reactions is:

CaMg.CO3/2 C 4HC ! Ca2CCMg2CC2H2CO3 (21.3)

H2CO3 $ HC C HCO3
� (21.4)
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HCO�3 $ HC C CO3
2� (21.5)

Ca2C C CO3
2� $ CaCO3 (21.6)

In principle one could set up nonlinear coupled pde’s for each reactant and solve
the equations with incorporation of the effect of medium heterogeneities or use a PT,
Sect. 21.2, for each reactant and specify for each one a local reaction scheme. Both
of these alternatives for (21.3), (21.4), (21.5), and (21.6) would be rather daunting.
Fortunately, a few simplifications of (21.3), (21.4), (21.5), and (21.6) make the
problem tractable.

As detailed in [27], we consider a column packed with crushed sucrosic dolomite,
CaMg(CO3)2 (containing 1.5 % calcium carbonate CaCO3), in the form of particles
having a diameter range of 350–500 �m; hence it is one of the abundant species.
A mixture of CaCl2/HCl in water is injected across the entire inlet boundary of the
column, which results in the dissolution of dolomite and precipitation of CaCO3;
Ca2C is also one of the abundant species.

The reaction cascade (21.3), (21.4), (21.5), and (21.6) is irreversibly initiated
by the local pH. The two middle reactions, (21.4) and (21.5), are reversible and
sensitive to the local pH. We assume these reactions constitute a local carbonate
equilibrium and an input of H2CO3 produces an output of CO3

2�, which imme-
diately reacts with the abundant Ca2C to produce CaCO3. The framework (21.3),
(21.4), (21.5), and (21.6) simplifies to

D C 2h ! 2A (21.7)

A $ hC C (21.8)

where D D dolomite, A D H2CO3, C D CaCO3 and h D 2HC. In a low pH region,
there is dissolution of D, (21.7), and C (in the sucrosic dolomite) h C C ! A, (21.8).
In a high pH region there is precipitation of C, A ! h C C, (21.8).To subordinate
(21.4), (21.5), (21.6), and (21.8), we require a figure of merit of the carbonate
equilibria to produce A as a function of the local pH. We use as the cumulant of
this probability pdf that A is produced as the fraction (as a function of pH) of A in
the carbonate equilibria

a1 .pH/ D 10�2pH

10�2pH C 10�2pH�pKa1 C 10�pKa1�pKa2 (21.9)

with the standard values pKa1 D 6.35, pKa2 D 10.33 [e.g., 28] and a range
0 �’1 � 1. The reactive transport with (21.3), (21.4), (21.5), and (21.6) is
represented by the PT of the species h and A with the initiating dissolution reaction
governed by the local pH, with accounting for either (21.7) or (21.8) (arrow to the
left). The fluctuations of the transport and the chemical reactions are modeled with
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the TPL-PT resulting in a profile of h, which produces A with the probabilistic
weighting of ’1(pH). In essence, the system of reactions (21.7) and (21.8) is an
interchange of A and h with interaction with the abundant D, C and Ca2C as sources
and sinks.

There is an additional level of fluctuations due to the modification of the medium
by the reaction, i.e., changes in local porosity by precipitation of C and dissolution
of D and C. The feedback from the porosity change is the effect on the local flow,
which can subsequently change the precipitation pattern. This pattern, which we
refer to as “banding”, is affected by a number of parameters and is the key to
our comparison to the experimental observations. To develop this picture fully, we
describe the PT simulation of the h and A dynamics.

The details of the simulation algorithm are contained in [22]; basically we
consider a two-dimensional rectangular column medium, with the C and D par-
ticles being distributed either uniformly or heterogeneously, divided into cells
1 mm � 1 mm. The numbers of A and h particles, which are advanced by TPL-PT,
in each cell, are updated iteratively during each time step. With a uniform injection
of Ca2C and HC across the entire inlet boundary, we track the local pH fluctuations
along the advancing front – the pH in each cell. The updated pH in each cell, denoted
pHloc, determines the value ’1(pHloc). If a chosen random number U (0 � U � 1) is
less than this value, dissolution occurs; otherwise, precipitation occurs. To facilitate
the computation, the number of injected HC particles is restricted to 104, so that
each particle carries a parcel of moles of HC to account for the total injected pH,
e.g., pH D 3.5. The time interval �t sets (using the average velocity) the average
distance each particle can traverse before being allowed to react.

At each�t, all particles are “frozen” in space and the possible chemical reactions
are determined. All cells are examined according to the dissolution/precipitation
process described above, with reaction (21.8) proceeding in one of two directions.
After the dissolution of C do we allow D particles (dolomite) to take part in
the dissolution process. In this case, dissolution of D, following (21.7) requires
two h particles and produces two A particles in each reaction. The A particles
are subsequently transported similar to the h particles. Similarly do we determine
calcium carbonate precipitation.

In a porous medium, a particle will in general move more slowly in a denser cell
(densities of dolomite or calcium carbonate particles) or, often bypass it, preferring
to advance more easily in a less dense cell. These spatial variations will in turn alter
the precipitation/dissolution patterns, causing a feedback between the flow pattern
and the density in the cells. To mimic these feedback mechanism effects in our PT
simulations, we modify the velocity distribution as a function of the local (cell)
density of C and D particles.

The key comparisons to the experimental data of [29] (especially Figure 6
within that paper), to our simulation results are given in the patterns of the spatial
distributions of CaCO3 as a function of the pH of the injected fluid and the flow
rate Q as well as other variables within this broad range we have produced patterns
similar to the observations of [29] with the same sensitivity of these patterns to the
various parameters.
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Fig. 21.4 The time evolution of the amount of calcium carbonate relative to the total amount of
initial dolomite and calcium carbonate (C0), for an initially heterogeneous distribution of dolomite
and calcium carbonate, with pH D 4.5, Q D 1.5 cm3/min (After [22])

We restrict our results here to a limited set of parameter values. We fix pH D 4.5,
3.5, Q D 1.5, 5 cm3/min, �t D 6 s, ˇD 1.8 and R D 0.03. In Fig. 21.4, observe the
strong decrease in the presence of D and C particles near the inlet, at all times. This
is due to the rapid drop in pH (from the initial fluid value of 8) with the injection
of h particles dissolving C and D particles and producing A particles. Subsequently,
downstream each A can precipitate as a C. The overall growth in C is highly irregular
in space and time, as in Fig. 21.4 at t D 1,500 min; three maximum concentration
values appear at x D 7, 15, and (on average) 22 cm. This corresponds to a banding
effect, with a relatively clear temporal evolution. The main difference between this
set of bands and the one given in Figure 6 in [29] is the level of “noise”. The statistics
of C precipitation are less averaged due to the computational demands involved with
tracking each HC particle discussed above.

We define a precipitation band as the increase in cross-sectional concentration
of C particles, along the x-axis, followed by a subsequent decrease farther along
the x-axis. The phenomenon of banding, its detailed shape definition, and its
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position are due to a number of factors. These factors affect the dynamics of the
h particles, which play the main role in the production of A, via (21.7). In a low
pH environment, C and D are dissolved where the production of A replaces the h,
creating a higher pH environment. The A particles that escape from the low pH
cells, due to faster-than-average local velocity, cause precipitation and the peaks of
C. When precipitation of C occurs, h particles are released and advance downstream,
subsequently dissolving regions beyond the peaks. This process, which leads to
distinct regions of precipitation and dissolution, occurs because the advancing h
and A particles do not move uniformly in space.

We have demonstrated how simplified chemical rules can be combined with
detailed simulation of transport to mimic the dynamic patterning of precipitation
and dissolution, and evolution of calcium carbonate banding, which result from
dedolomitization. The core of the simulations is the novel treatment of the injected
HC particles as the key reactant. The HC particles initiate the dissolution reaction
and determine the chemical environment for precipitation of CaCO3. In both
reactions, there is also modification of the medium leading to local changes in the
permeability field and the flow patterns in the cell. The flow patterns effectively
change the local pH levels, and the entire cycle is subsequently updated.

21.4 Discussion and Perspectives

There is a large array of configurations to consider for reactive transport in het-
erogeneous media, each with distinct subtleties. We specialize to the one common
to the laboratory experiments discussed in this paper, namely, the step injection
of chemicals into a prepared reservoir of reactants. Distinct features associated with
such experiments include the transport or spreading of the reactants, the nature of the
chemical reactions, the evolution of the mixing zone, and the feedback of a medium
affected by the reactions. We assess the role of fluctuations of pore-scale state vari-
ables, induced by the structure of the porous medium, on these features. The accu-
rate characterization of fluctuations necessitates departure from an average quantity.
The nature of the average in turn becomes an important issue, e.g., is the particular
procedure adopted for averaging concentrations and reactions suppressing the effect
of fluctuations? We discussed above these aspects for two prototype scenarios, for
which detailed measurements at the laboratory scale are available. We focused on
modelling techniques based on a PT approach that involves an implementation of
CTRW that is not a particle tracking method per se, in the sense that particles
are not advanced by advection along streamlines and by diffusion/dispersion by
a random component. Rather, the CTRW-PT involves the use of appropriate pdfs
describing the space-time transitions, which have been shown in extensive testing
to account for anomalous (non-Fickian) transport in a variety of laboratory and
field observations. The method provides a good model to account for the effect of
small-scale fluctuations on the advancing profile(s). Hence, the intimate connection
between fluctuations in the transport and fluctuations in the reactions is clear.
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Chapter 22
Extraction of Water from the Atmosphere
in Arid Areas by Employing Composites
“A Salt Inside a Porous Matrix”

Larisa Gordeeva and Yuri Aristov

Abstract This communication is addressed to sorptive extraction of water from the
atmosphere in arid areas. The method includes (a) sorption of water vapour in an
adsorber in the night-time when the air relative humidity is comparatively high, and
(b) desorption of the stored water and its subsequent collection in a condenser in the
day-time. New materials adapted to this process are highly welcome. Composites
“a salt inside a porous matrix” (CSPMs) have enhanced water sorption capacity and
their properties may be intently varied in a wide range. In this communication, we
make a preliminary analysis of CSPMs application for extraction of water from the
atmosphere. Firstly, a general scheme of the water extraction is described. Then,
we form a mental representation of an ideal solid sorbent that is optimal for the
extraction of water from the atmosphere. Finally, we discuss how to design a real
CSPM with properties meeting the formulated requirements, what are roles of the
salt and the matrix, etc.

22.1 Introduction

A sustainable water supply is of vital importance for the humanity development. If
all the freshwater on the planet were divided equally among the global population,
there would be 5,000–6,000 m3 of water available for everyone, every year.
This global calculation gives an impression of abundance. However, the world’s
freshwater resources are distributed very unevenly, as is the world’s population [1].
The water-stressed basins are situated mainly in northern Africa, the Mediterranean
region, the Middle East, the Near East, southern Asia, northern China, Australia, the
USA, Mexico, north eastern Brazil and the west coast of South America [2, 3].
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Fig. 22.1 Schematics of water sorption on CSPMs [6]

At the same time, the earth’s atmosphere is a huge reservoir of moisture. The total
amount of water in the atmosphere of 13 � 103 km3 greatly exceeds the decade’s
global demand. In the extremely arid region of Africa (Sahara desert) the water
content amounts of 4–8 g per m3 of air that corresponds to the vapour partial
pressure of 5–10 mbar. In several arid regions, the humidity can reach 15 g per 1 m3

of air. Even in the Sahara and Namib deserts the absolute humidity is on a par with
that for Oregon and Siberia. In contrast to rainfall, which is characterised by the
seasonal irregularity, the atmospheric humidity is the only continuously available
water resource for the most desert regions. Sorptive extraction of the water from
the atmosphere could significantly alleviate the problem of water shortage in arid
regions.

Although this approach is known from ancient times, nowadays it has attracted
much attention again. New opportunities might be opened by means of developing
new materials with advanced sorption properties adapted to the application involved.
Composites “a salt inside a porous matrix” (CSPMs) have enhanced water sorption
capacity and their sorption properties may be intently varied in a wide range to fit
requirements of a particular application [4, 5]. Typical CSPM is a two-component
material that consists of a host matrix and an inorganic salt placed inside the matrix
pores (Fig. 22.1). A salt S is the main sorbing component. It reacts with vapour
forming a hydrate S � nH2O according to the reaction

S C n H2O D S � n H2O: (22.1)



22 Extraction of Water from the Atmosphere in Arid Areas by Employing. . . 259

Further water sorption leads to the hydrate dissolution/liquefying and its transfor-
mation to an aqueous salt solution inside the pores [4–7]. As a result of the volume
filling of pores (Fig. 22.1), a large water sorption capacity can be obtained (up to
0.6–1.0 g/g) which is superior to that of common adsorbents, like silica gels and
zeolites. The equilibrium pressure of the hydrate formation is a function of solely
temperature

lnP �.T / D ��Gı=RT D ��H ı=RT C�Sı=R; (22.2)

where �G˚ is the variation of the standard Gibbs energy of reaction (22.1).
According to the Gibbs phase rule, the system “salt-H2O” is mono-variant, therefore
at a fixed temperature a salt completely transforms to appropriate hydrate at a certain
pressure P*(T) given by Eq. (22.2). Hence, in the Clausius-Clapeyron diagram, the
equilibrium of the hydrate formation/decomposition is depicted by a single isoster.

In this communication, we make a preliminary feasibility analysis of CSPMs
application for extraction of water from the atmosphere. Firstly, a general scheme
of this process is described. Then, we form a mental representation of an ideal solid
sorbent that is optimal for the sorptive extraction of water from the atmosphere.
Finally, we discuss how to design a real CSPM with properties meeting the
formulated requirements, what are roles of the salt and the matrix, etc.

22.2 General Scheme of the Sorptive Extraction of Water
from the Atmosphere

For the sorptive water extraction from the atmosphere, it is important that the abso-
lute air humidity in arid areas undergoes seasonal changes but is relatively stable
during a day. On the contrary, the relative humidity varies greatly through a day: it
is minimal in the day-time and rises sharply at night when the ambient temperature
falls down. The general process scheme consists of two stages (Fig. 22.2). The first
stage is water sorption in the night-time at high relative humidity. Ambient air passes
throughout a bed of solid sorbent and gets dry. The latter stage – water desorption
and subsequent water condensation – is carried out in the day-time. Heat needed
for the water desorption must be supplied from an external heat source: in hot and
sunny climates a solar energy can be used. Finally, the water desorbed is collected
in a condenser. A reservoir buried underground at the depth exceeding 1 m can
serve as the condenser. This condenser supplied with a heat exchanger at the bottom
can maintain inside the temperature of 10–20 ıC even in the day-time, when the
desorption and condensation stages proceed.

The efficiency of the water extraction depends on the climatic conditions and
is expected to increase at higher day-time absolute humidity and larger difference
between day and night temperatures and, consequently, between the day and
night relative humidity. Indeed, the mean diurnal temperature variation may reach
15–20 ıC, therefore the relative pressure of water vapour may change from 0.2–0.4
to 0.5–0.8 through a day [8].
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Fig. 22.2 General scheme of the water extraction from air (Adapted from Aristov et al. [4].
Copyright (2013), with permission from Elsevier)

22.3 Requirements for the Optimal Adsorbent/Salt

22.3.1 General Considerations

For analyzing the process of sorptive water extraction we use the Clausius-
Clapeyron diagram (Fig. 22.3). This P-T chart presents liquid-vapour equilibrium
of pure H2O and solid-vapour equilibrium of the hydrate formation/decomposition
(reaction 22.1). As the salt is the main sorbing component, the latter P-T line
represents, in a first approximation, the sorption equilibrium between the CSPM,
in whole, and water vapour. Below, we make qualitative points about desirable
properties of an optimal solid sorbent (hydration reaction) and then present several
case studies.

The water sorption occurs at the ambient vapour pressure Pam and the average
night temperature Tn and desorption proceeds at the same pressure Pam and
desorption temperature Tdes. Consequently, reaction (22.1) has to occur at the
equilibrium temperature T*(Pam) obeying the relation Tn<T*(Pam)<Tdes. In other
words, the hydration isoster of the optimal sorbent (or the equilibrium line of the
optimal hydration reaction) has to lie between the points (Pam, Tn) and (Pam, Tdes)
(Fig. 22.3). During sorption, the water pressure in the outlet air is approaching the
equilibrium pressure P*(Tn) over the salt-hydrate system (Fig. 22.3) and the degree
of water extraction from the inlet air flux is ısorb D�Pads/Pam D [Pam � P*(Tn)]/Pam.
Evidently, this degree increases at lower pressure P*(Tn) in the outlet air flux. Thus,
the affinity of optimal sorbent to water should be high enough to get low P*(Tn).

At the second stage, desorption proceeds by heating the sorbent up to Tdes that is
the temperature level of heat used for desorption (regeneration). At this temperature,
the equilibrium water pressure in the outlet air equals P*(Tdes) (Fig. 22.3). The
water desorbed has to be collected in the condenser at temperature Tcon. The degree
of water collection is ıcol D�Pcon/P*(Tdes) D [P*(Tdes) � Pcon]/P*(Tdes). Evidently,
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Fig. 22.3 Requirements for
the optimal adsorbent/salt:
equilibrium vapour pressure
over H2O and a salt hydrate
S � nH2O

Fig. 22.4 Equilibrium water pressure of transitions between hydrates CaCl2 � nH2O at n D 4–6
(line 1), 2–4 (line 2), 1–2 (line 3) (a) and Ca(NO3)2 � nH2O n D 2–3 (line 1) and 0–2 (line 2) (b)

this degree increases at higher pressure P*(Tdes) in the outlet air and lower conden-
sation pressure Pcon. Hence, at the desorption stage, the affinity of the optimal solid
sorbent to water should not be too high that would otherwise reduce the pressure
P*(Tdes). Searching for appropriate compromise may be done by considering the
P-T diagram of a particular solid sorbent (see the case studies below). For these
studies, the conditions at the sorption and desorption stages are fixed as follows (the
so-called standard conditions): Pam D 8 mbar, Tn D Tcon D 15 ıC (Pcon D 17 mbar)
and Tdes D 80 ıC which are typical of many arid areas [8].

22.3.2 Case Study 1: The System “CaCl2 – H2O”

Four stable crystalline hydrates of CaCl2 are known: CaCl2 � H2O, CaCl2 � 2H2O,
CaCl2 � 4H2O, and CaCl2 � 6H2O [9]. Appropriate equilibrium lines are presented
on Fig. 22.4a. During the sorption stage, at T D 15 ıC and Pam D 8 mbar, the
salt reacts with water forming a hydrate CaCl2 � 6H2O, first, at the adsorber inlet.



262 L. Gordeeva and Y. Aristov

Then, the sorption front moves towards the adsorber exit. The equilibrium vapour
pressure over this hydrate at T D 15 ıC is 3.2 mbar that results in the degree of
water extraction ısorb D 0.59. As a matter of fact, it is larger because at the adsorber
outlet the degree of the salt hydration n is lower than 6. For instance, at n D 4, the
equilibrium pressure over CaCl2 � 4H2O P*(15 ıC) D 1.9 mbar and ısorb D 0.76; at
n D 2, P*(15 ıC) D 0.69 mbar and ısorb D 0.91. The water capacity of CaCl2 � 6H2O
is 0.97 g H2O/g CaCl2.

During the desorption stage, the hexa-hydrate decomposes at 29 ıC giving
CaCl2 � 4H2O, which, in its turn, decomposes at 35 ıC to form CaCl2 � 2H2O, and
the latter – at 53 ıC yielding CaCl2 � H2O (Fig. 22.4a). To remove the last H2O
molecule, temperature over 80 ıC is required which is poorly available by solar
heat from a simple flat receiver. The equilibrium vapour pressure over CaCl2 � 6H2O
at T D 80 ıC is 126 mbar that results in the degree of water collection ıcol D 0.87 at
Tcon D 15 ıC.

What happens if the ambient air contains less moisture, e.g. Pam D 3 mbar. In this
case, the affinity of this salt to water is not sufficient to bind 6H2O molecules, and the
hydrate CaCl2 � 4H2O forms (Fig. 22.4a). Its water capacity is 0.65 g/g. Less efficient
is also the desorption/condensation stage, because for CaCl2 � 4H2O P*(80 ıC) is
84 mbar and ıcol D 0.80. According to the diagram of Fig. 22.4a, the extraction
efficiency dramatically falls at Pam< 1.9 mbar when only di-hydrate CaCl2 � 2H2O
forms that has both low water capacity and P*(80 ıC).

Another important climatic parameter is the average night temperature Tn

that dictates conditions of the sorption stage. It appears that Pam D 8 mbar and
Tn D 25 ıC are still profitable for the formation of CaCl2 � 6H2O. Moreover, CaCl2
allows the efficient water extraction from the inlet air and ensures the maximal
sorption capacity (0.97 g/g) even at higher sorption temperature Tn up to c.a. 30 ıC
(Fig. 22.4a).

Increase in the condensation temperature from 15 to 25 ıC reduces the
degree of water condensation down to ıcol D 0.75 and 0.63 in case of the
CaCl2 � 6H2O and CaCl2 � 4H2O formation, respectively. If only CaCl2 � 2H2O
forms at sorption stage, the condensation completely stops because for this hydrate
P*(80 ıC) D 31.3 mbar<Pcon(25 ıC) D 31.7 mbar.

In sum, at the standard climatic conditions, CaCl2 allows efficient extraction of
water at the sorption stage and its condensation at the desorption stage. The salt
performance drops down dramatically if the vapour pressure in the inlet air reduces
below 1.9 mbar, means, in extremely arid zones. The collection efficiency is quite
sensitive to the condensation temperature. Hence, the affinity of CaCl2 to water
vapour is quite balanced that allows efficient realization of both process stages.
Interestingly, this salt was empirically selected to be used in the first lab-scale proto-
types of water extraction units employing CaCl2/(carbon Sibunit), CaCl2/(silica gel
KSK) [6] and CaCl2/MCM-41 [10]. Testing of these units confirmed the feasibility
of the water extraction from the atmosphere with the output of 3–5 tones of fresh
water per 10 tones of the dry composite per day [6]. Analysis of the water produced
with CaCl2/(carbon Sibunit) composite demonstrated that its organoleptic quality is
good and chemical composition is close to that of distilled water. The quality of the
water passes the Russian portable water standard.
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Table 22.1 Equilibrium temperature T*(Pam), pressures P*(Tn) and P*(Tdes), mass of water
�w exchanged between various salt crystalline hydrates S � nH2O and S � mH2O, and degrees
of the water extraction ısorb and collection ıcol

Salt n–m T*(Pam), ıC P*(Tn), mbar P*(Tdes), mbar ısorb ıcol �w, g/g

MnCl2 1–2 54 0.4 80 0.95 – 0.14
2–4 26 3.3 242 – 0.92 0.29

Mg(NO3)2 2–6 54 0.4 80 0.95 0.78 0.49
CaCl2 2–1 54 0.6 35 0.93 – 0.16

4–2 36 1.9 98 – – 0.32
6–4 29 3.2 154 – 0.89 0.32

CuSO4 1–3 58 0.6 32 0.93 – 0.23
3–5 28 2.7 247 – 0.93 0.23

CaSO4 0–0.5 27 0.3 80 0.96 – 0.07
0.5–2 56 3.4 233 – 0.93 0.20

Na2SO3 0–7 37 1.6 100 0.80 0.83 1.0
Na2HPO4 7–12 37 1.6 101 0.80 0.83 0.63
Ca(NO3)2 0–2 36 1.2 � 0.85 – 0.22

2–3 39 1.5 80 – 0.78 0.11

22.3.3 Case Study 2: The System “Ca(NO3)2 – H2O”

Two stable crystalline hydrates of Ca(NO3)2 are known (Ca(NO3)2 � 2H2O and
Ca(NO3)2 � 3H2O) that at Pam D 8 mbar are formed at very close temperatures
T*(Pam) D 39 and 36 ıC, respectively (Fig. 22.4b). During the sorption stage at
Tn D 15 ıC and Pam D 8 mbar, the salt reacts with water forming Ca(NO3)2 � 3H2O.
The equilibrium vapour pressure over Ca(NO3)2 � 2H2O at Tn D 15 ıC is 1.3 mbar
that would result in the degree of water extraction ısorb D 0.84. The water capacity
of Ca(NO3)2 � 3H2O is 0.5 g/g. It is worth-noting that the water extraction remains
constant even at Pn D 8 mbar and Tn D 35 ıC. Thus, Ca(NO3)2 might be suitable for
hotter climate than CaCl2. At Pam D 3 mbar and Tn D 15 ıC, the water extraction
falls down to ısorb D 0.46. Thus, at the standard climatic conditions, Ca(NO3)2 is
somewhat less efficient than CaCl2.

During the desorption stage, the equilibrium vapour pressure over Ca(NO3)2 �
3H2O at Tdes D 80 ıC is 110 mbar that results in the degree of water collection at
Tcon D 15 ıC ıcol D 0.84. At Tdes � 48 ıC the condensation stops completely because
P*(48 ıC) D 17 mbar � Pcon(15 ıC) D 17 mbar. The increase in the condensation
temperature from 15 to 25 ıC reduces the degree of water condensation down
to 0.71.

Similar analysis has been performed for a variety of salts which thermodynamic
data on the hydrates formation are available in literature. A number of salts and their
hydrates appear to obey the formulated requirements (Table 22.1).

Thus, several salts are found to be promising for extraction of water from the
atmosphere as they allow effective realisation of both sorption and desorption stages.
In practice, the use of a bulk salt is limited by the following factors:
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1. The formation of salt hydrate is accompanied by the intense reorganization
of the crystalline structure. Therefore, the reaction may be inhibited and a
certain extra-cooling below the equilibrium temperature is necessary to initiate
the hydration process in bulk [11]. This inhibition may lead to a pronounced
synthesis/decomposition hysteresis as well.

2. Reaction between the salt crystallites and vapour results in the formation of
a crystalline hydrate on the surface of the salt. Further reaction requires the
diffusion of vapour through the layer of the hydrate that could be a very slow
process.

3. Swelling of the salt during the hydrate formation leads to its mechanical
destruction and dust formation.

4. At large n, the hydrated salt may liquefy.

Just to overcome these shortages, it was suggested embedding the salt inside the
pores of a host matrix which is the main CSPM concept [4, 6]. Below we discuss
how the salt properties may change inside the matrix pores.

22.4 Change in the Salt Properties Inside the Matrix Pores

The confined salt may change the sorption properties due to its dividing into tiny
pieces (the size effect) either/and its interaction with the matrix (the guest-host
effect). The deep understanding of both effects may assist in intent variation of
CSPMs properties to adapt them to particular conditions of water extraction or
collection, etc.

22.4.1 Effect of the Pore Size

The main role of the host matrix is to disperse the salt over a large surface and
prevent its aggregation. It is found that the salt dispersing may change its equilib-
rium with water vapour: e.g. the temperature of ´a(NO3)2 hydration increases [12]
and the equilibrium vapour pressure over CaCl2 decreases [13] in smaller pores
(Fig. 22.5a, b). These effects are due to the fact that smaller salt particles have
higher affinity to water vapour. Hence, CSPMs with smaller pores may be useful for
extracting water from more dry air. Simultaneously, larger temperature is necessary
for removal of the sorbed water.

In whole, making use of matrices with various pore size assists in fine tuning of
the salt sorption equilibrium and managing the outlet pressures P*(Tn) and P*(Tdes).
Important that a scale of the pore size effect is 5–15 ıC that is in agreement with
typical variation of the average night temperature in a variety of arid climates.

To analyze the increase in the hydration temperature in smaller pores (means,
for smaller salt particle) we consider the Gibbs free energy of the reagents �Gr˚(T)
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Fig. 22.5 (a) Isobars of vapour sorption by the ´a(NO3)2/silica with the silica pore size 6 (1),
9 (2), 12 (3), 15 (4) nm, and by a bulk Ca(NO3)2 (5), P(H2O) D 17 mbar [12]; (b) – isotherms
of vapour sorption by the CaCl2/SBA-15 with the pore size of 8.1 and 11.8 nm, and SWS-
1L D CaCl2/SiO2(KSK) T D 50 ıC (Reprinted from Glaznev et al. [13]. Copyright (2013), with
permission from Elsevier)

Fig. 22.6 The Gibbs free
energy for ´a(NO3)2

hydration in bulk (1,2) and
dispersed states (1*,2*):
1,1* � reagents; 2,
2* � products [14].
�Grs˚ ��Gps˚ D 1.7 kJ/mol

and products �Gp˚(T) of reaction (22.1) assuming S D Ca(NO3)2 (Fig. 22.6)
[14]. The intersection of the curves �Gr˚(T) and �Gp˚(T) corresponds to
the temperature T* at which �G˚(T*) D�Gp˚(T*) ��Gr˚(T*) D 0, hence, the
system is at equilibrium. E.g., in bulk, the theoretical hydration temperature
T*(P D 17 mbar) D 51.7 ıC (Fig. 22.6). It is higher than the experimental value
T*(P D 17 mbar) � 47 ıC (Fig. 22.5a) that is probably due to the effect of hydration
inhibition. The difference of c.a. 5 ıC presents the aforementioned under-cooling
below the equilibrium temperature. In the dispersed state, both �Gr˚ and �Gp˚
are larger than in bulk due to the appropriate contributions of the surface energy
of the reagents �Grs˚ and products �Gps˚, and these increments may change the
equilibrium temperature of the hydration process (Fig. 22.6). For instance, the
hydration temperature should increase if the surface energy of the salt is larger
than that of the hydrate (�Grs˚>�Gps˚). Our graphical analysis shows that the
theoretical augmentation of the Ca(NO3)2 hydration temperature is a linear function
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�T D A (�Grs˚ ��Gps˚) D 2.88 K/(kJ/mol) (�Grs˚ ��Gps˚). At typical values of
(�Grs˚ ��Gps˚) D 1–5 kJ/mol, the latter relation results in�T D 5–15 ıC that is in
agreement the experimental findings [14].

22.4.2 Effect of the Subsidiary Salt

One more way to adjust the CSPM hydration temperature to particular climatic
conditions may be realized by adding a subsidiary salt S2 that modifies properties
of the basic salt S1 [15, 16]. It was demonstrated that the addition of metal
bromides MeBrn to chlorides MeCln results in the formation of a solid solution
with the equilibrium hydration pressure P*(T) lower than for MeCln (not presented).
Consequently, the composite (S1 C S2)/(silica gel) may have better performance at
drier atmospheric air. By varying the relative bromine content, solid sorbents with a
required hydration temperature can be prepared.

22.4.3 Effect of the Salt Content

The salt content in the composite is another important parameter, it mainly affecting
the CSPM sorption capacity: the water sorption gradually rises at larger salt content
[13, 17, 18]. It is expected if keeping in mind that the salt is the main sorbing element
of the CSPM. Although a large salt content is profitable, it should be in any way
restricted to ensure that at the maximal daily relative humidity, the salt solution,
that may form, remains inside the pores (see [5] for more details). Water sorption
properties of CSPMs are also sensitive the concentration and pH of the impregnating
solution [19], the calcination temperature [20], etc.

22.5 Conclusions

A sustainable water supply is of vital importance for the humanity development.
The atmospheric humidity is the only continuously available water resource for
the most desert regions. Sorptive extraction of water from the atmosphere is very
attractive and could significantly alleviate the problem of water shortage in the
most of the arid regions. New solid sorbents with advanced properties adapted
to this application are welcome. In this communication, we make an analysis of
applying the new composites “a salt inside a porous matrix” (CSPMs) for extracting
water from the atmosphere. The general scheme of the water extraction consists
of the two stages: the sorption phase and desorption/condensation phase, each
imposing specific requirements for an optimal solid sorbent. The requirements are
considered by using the Clausius-Clapeiron diagrams of “water-vapour” and “salt
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hydrate-vapour” equilibriums. Several salts have been selected as promising for
extraction of water from the atmosphere as they allow effective realisation of both
sorption and desorption stages. Finally, we discuss how the salt sorption properties
may change due to its confinement inside the matrix pores. The conclusion is drawn
that it is possible to intently vary the hydration temperature and the water sorption
capacity in wide range by intelligent selection of the matrix pore size and the salt
content as well as by employing a subsidiary salt that modifies properties of the
basic one. All these tools may assist in adapting CSPMs to particular conditions of
water extraction or collection that may dramatically differ in various climatic zones
all over the world.
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