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Preface

Regulatory small noncoding RNAs (sRNAs) are ubiquitous key regulators of gene expression
in prokaryotes, operating at the post-transcriptional level to influence the fate of mRNA
translation and/or stability, in most cases with the complicity of RNA binding proteins.
Although significant progress has been made in the past 20 years to understand the function
of individual sSRNAs, high-throughput RNomics has recently revealed the enormous wealth
of noncoding RNA species existing in a wide variety of prokaryotes, thus significantly expand-
ing the implications of this class of regulatory molecules and boosting this new field of research
of'yet undimensioned relevance.

The understanding of many of the fundamental processes underlying the evolution,
expression, structure, subcellular location, dynamics, and function of sSRNA requires the
availability of solid experimental approaches that may be applied either singly or in combi-
nations to explore key aspects of sSRNA biology. This volume collects many of the most
important methods that have been recently set up for studying prokaryotic noncoding
RNAs and their protein accomplices. The methods are presented in sections covering dit-
terent aspects of the biology of that field: identification of ncRNAs, their differential expres-
sion, characterization of their structure and assembly, abundance, intracellular location and
function, their interaction with RNA binding proteins, and plausible applications of ncRNA
elements in the rapidly emerging field of synthetic biology. Each method includes a section
with advice and tips from the authors. This volume aims to provide a guidebook to scien-
tists that we hope will lead to new tools and procedures for further development in the field
of sSRNA biology.

Gif-sur-Yvette, France Vévonique Aviuison
Bernal, Avgentina Claudio Valverde
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Chapter 1

Workflow for a Computational Analysis of an sRNA
Candidate in Bacteria

Patrick R. Wright and Jens Georg

Abstract

Computational methods can often facilitate the functional characterization of individual sSRNAs and fur-
thermore allow high-throughput analysis on large numbers of SRNA candidates. This chapter outlines a
potential workflow for computational sSRNA analyses and describes in detail methods for homolog detec-
tion, target prediction, and functional characterization based on enrichment analysis. The cyanobacterial
sRNA IsaR1 is used as a specific example. All methods are available as webservers and easily accessible for
nonexpert users.

Key words Computational methods, sSRNA conservation, Target prediction, Functional characteriza-
tion, Cyanobacteria, IsaR1

1 Introduction

Today, it is well established that small regulatory RINAs (sRNAs)
are important players in bacterial gene regulation [1]. Some sSRNAs
from Escherichia coli and other model organisms have been studied
for decades and their functions are now well known. However,
nearly every new transcriptome study, especially in non-model
organisms, reveals hundreds of previously unknown sRNA candi-
dates. This poses the question how this abundance of data can be
efficiently analyzed in order to identify good leads for follow-up
projects. Of course, powerful wet-lab methods exist. They range
from the classic genetic approaches like knockout and overexpres-
sion to the more advanced “omics” techniques [2]. While recent
interactomics methods [ 3, 4] partly allow to simultaneously detect
RNA-RNA interactions for multiple sSRNAs, most of the methods
require to concentrate on one single RNA. Computational sSRNA
analysis can aid in the selection of promising candidates for experi-
mental testing without initially requiring a wet-lab overhead.
Furthermore, aspects like the phylogenetic conservation or
conservation of secondary structures are only approachable with

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_1, © Springer Science+Business Media, LLC 2018
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biocomputational methods. Many other important questions can
be at least partly addressed by bioinformatics.

1. Isthe sSRNA conserved and which is its phylogenetic distribution?
If the sRNA is conserved, especially over a great evolutionary
distance, it is more likely to have an important physiological
function. Moreover, the existence of homologs enables com-
parative methods for target prediction, prediction of coding
potential, and secondary structure elucidation.

2. Does the detected transcript potentinlly code for a peptide? If yes
the transcript might not be a regulatory RNA, but rather code
for a small-protein [5]. Alternatively, it could be a dual func-
tion RNA such as SgrS, RNAIII, or RyhB [6-8] coding for a
peptide and an sRNA.

3. Does the sSRNA function by interaction with other R NAs or with
proteins? The majority of the sSRNAs described so far function
by base pair interactions to other RNAs; sometimes these
interactions are facilitated by so-called RNA chaperones like
Hfq [9] or ProQ [10, 11]. However, there are prominent
examples such as the 6S RNA [12] or CsrB/CsrC [13] which
work according to current literature only by interactions with
proteins. The question if an sSRNA works by RNA or protein
interactions is not directly accessible by computational meth-
ods, but a meaningful target prediction speaks in favor of an
RNA-dependent mechanism.

4. Ifitis an RNA-RNA interacting SR NA, which ave the targeted
RNAs?

5. Which is the physiological function of the sSRNA? If there is a
meaningful target prediction, it is likely that the SRNA acts by
RNA-RNA interaction. Furthermore, a functional enrichment
analysis of the predictions can hint at the physiological func-
tion, especially if combined with existing experimental data.

Clearly, these questions can only be conclusively answered
after some experimental effort, but bioinformatics can help in this
process. Figure 1 features a bioinformatic workflow and the respec-
tive tools (Table 1) to answer the above questions. The first step
should always be a search for homologs. This can be done as
explained below under application of the GLASSgo webserver
[14]. If SRNA homologs exist, this opens up the road for compara-
tive genomics algorithms. In particular, sSRNA target prediction
with CopraRNA [15-17] or the calculation of potentially con-
served secondary structures with RNAz [18], LocARNA [19], or
RNAalifold [20] is enabled. Furthermore, the prediction of small
open reading frames of potential small proteins or dual function
sRNAs with RNAcode [21] becomes possible. The latter two
methods are not addressed in this chapter. Without homologs, the
analysis is mostly restricted to single organism target prediction,
e.g., by IntaRNA [16, 22, 23].
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Fig. 1 lllustrative workflow for computational SRNA analysis. Names of bioinformatic tools are given in the gray
boxes. Tools addressed in this chapter are in bold face and have increased font size. The resources for the tools
are given in Table 1

2 Materials (Table 1)

Table 1
Computational tools and resources mentioned in this chapter

Name Description Resource

Homolog detection

Rfam Database of known sRNAs http://rfam.xfam.org/

GLASSgo Webserver for the de novo detection of  http://rna.informatik.uni-freiburg.de /
sRNA homologs GLASSgo/Input.jsp

RNAlien Webserver for unsupervised generation  http://nibiru.tbi.univie.ac.at/rnalien

of covariance models
SRNA target prediction

IntaRNA Webserver for single organism sRNA http: //rna.informatik.uni-freiburg.de /
target prediction IntaRNA /Input.jsp

(continued)


http://rfam.xfam.org/
http://rna.informatik.uni-freiburg.de/GLASSgo/Input.jsp
http://rna.informatik.uni-freiburg.de/GLASSgo/Input.jsp
http://nibiru.tbi.univie.ac.at/rnalien
http://rna.informatik.uni-freiburg.de/IntaRNA/Input.jsp
http://rna.informatik.uni-freiburg.de/IntaRNA/Input.jsp
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Table 1
(continued)
Name Description Resource

CopraRNA  Webserver for comparative sSRNA target http://rna.informatik.uni-freiburg.de /
prediction CopraRNA /Input.jsp

RNApredator Webserver for single organism sRNA http://rna.tbi.univie.ac.at/cgi-bin/
target prediction RNApredator/target_search.cgi

TargetRNA2  Webserver for single organism sRNA http://cs.wellesley.edu/~btjaden /
target prediction TargetRNA2 /

Prediction of conserved secondary structure

RNAalifold  Prediction of consensus secondary http://rna.tbi.univie.ac.at/cgi-bin/
structures RNAWebSuite /RNAalifold.cgi

RNAz Prediction of conserved secondary http://rna.tbi.univie.ac.at/cgi-bin/RNAz/
structures RNAz.cgi

Multiple sequence/structuve alignment

LocaRNA Multiple sequence/structure alignment http://rna.informatik.uni-freiburg.de /

LocARNA /Input.jsp
MAFFT Multiple sequence or sequence / http: //maftt.cbre.jp /alignment/server/
structure alignment tool
Alignment visualization
Jalview Alignment editing and visualization http: / /www.jalview.org/

Functional envichment analysis

DAVID-WS  Webserver for functional enrichment https://david.nciferf.gov/

3 Methods

3.1 Analysis of SRNA
Gonservation

3.2 GLASSgo

Homolog detection is often a cumbersome task, which requires a
substantial amount of expert knowledge and manual curation [24].
The Rfam database [25] stores family models of diverse known
noncoding RNA species and can be used to see if the input sSRNA
is already known. There are also tools for an automatic de novo
search for conserved sSRNAs. RNAlien [26] allows an unsupervised
generation of covariance models from a single input sSRNA, which
can be used to scan databases for homologs. In contrast, GLASSgo
[14] allows a complete automatic de novo identification of homo-
logs for newly detected sSRNAs starting from a single input query.
Due to the good runtime, sensitivity, and specificity [14] only
GLASSgo will be presented in detail.

GLASSgo is part of the Freiburg RNA Tools and easily accessible
as webserver (http://rna.informatik.uni-freiburg.de /GLASSgo/


http://rna.informatik.uni-freiburg.de/GLASSgo/Input.jsp
http://rna.informatik.uni-freiburg.de/CopraRNA/Input.jsp
http://rna.informatik.uni-freiburg.de/CopraRNA/Input.jsp
http://rna.tbi.univie.ac.at/cgi-bin/RNApredator/target_search.cgi
http://rna.tbi.univie.ac.at/cgi-bin/RNApredator/target_search.cgi
http://cs.wellesley.edu/~btjaden/TargetRNA2
http://cs.wellesley.edu/~btjaden/TargetRNA2
http://rna.tbi.univie.ac.at/cgi-bin/RNAWebSuite/RNAalifold.cgi
http://rna.tbi.univie.ac.at/cgi-bin/RNAWebSuite/RNAalifold.cgi
http://rna.tbi.univie.ac.at/cgi-bin/RNAz/RNAz.cgi
http://rna.tbi.univie.ac.at/cgi-bin/RNAz/RNAz.cgi
http://rna.informatik.uni-freiburg.de/LocARNA/Input.jsp
http://rna.informatik.uni-freiburg.de/LocARNA/Input.jsp
http://mafft.cbrc.jp/alignment/server
http://www.jalview.org/
https://david.ncifcrf.gov/
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Input Page
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Input.jsp). GLASSgo performs a low stringency iterative BLAST
search against the NCBInt database. If the local hits are shorter
than the query, the hits are extended based on the local pairwise
BLAST alignments on both sides, to match the length of the query.
The BLAST search is repeated with selected hits from different
levels of sequence identity to the input sSRNA in order to enhance
sensitivity. Finally, all hits with a sequence identity above the
threshold (default 52%) are returned. This procedure is followed
by a tree-based auto-adaptive structural filter. In general, it is rec-
ommended to use the standard parameters on a specified taxo-
nomic group for a first try. If the results are not satistactory, the
parameters can be adapted. The following steps describing the
GLASSgo input and results page are marked by numbers in Fig. 2.

1. Paste the sequence of your sRNA in FASTA format in the
input window. A FASTA entry has a header row, which starts
with a “>” sign and may contain a description of the sequence,
followed by the sequence information in the consecutive rows.
Further entries start with a header row again.

2. Optional: Restrict the BLAST search in the NCBInt database
to a specific taxonomic group. It is possible to select one of the
three taxonomic domains eukaryotes, archaea, or bacteria or
one of the bacterial phyla. This selection can reduce false posi-
tives if an sRNA is only conserved in a specific taxonomic
group. Note that the same alignment bit score (i.e., an align-
ment of equal quality) results in a different E-value in data-
bases of different sizes. The E-value will be higher (worse) in
bigger databases; an initial alignment that reaches the E-value
threshold in a small database, e.g., a taxon-specific sub-data-
base, might not be reported when searched against the full
NCBI database at the same E-value cutoff.

3. In order to change further parameters, the “manually” button
in the “Parameter setup” option has to be selected.

4. The maximum E-value defines how many sequences are con-
sidered for sequence extension and pairwise identity calcula-
tion. A high E-value potentially increases the sensitivity, but
may drastically increase runtime and may reduce specificity.

5. The minimum allowed identity [%] (PI) defines the lowest
possible global pairwise identity to the input sSRNA. Reduction
of the threshold may enhance sensitivity at potential cost of
specificity.

6. The strength of the structure-based filter can be adapted. In
automatic mode, the value is automatically adapted to the
length of the input sSRNA. The shorter the RNA, the less infor-
mation is encoded in the primary sequence and the stricter the
structural filter is. In manual mode, the structural filter can be


http://rna.informatik.uni-freiburg.de/GLASSgo/Input.jsp
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Fig. 2 (a) GLASSgo webserver input page and (b) results page. The numbers in the figure refer to the numbers

in the GLASSgo section

3.2.2 Results Page

switched off to increase sensitivity (Fig. 2a/6.1) or modulated
by the user (Fig. 2a/6.2). A value of 0 allows no structural dif-
terence while increasing values result in a more relaxed filter.
Meaningtul values liec between 0.5 and 2.5.

. Finally, it is possible to add a description to your job which is

displayed at the top of the result page and in an optional E-Mail
notification. This can be useful to distinguish runs with differ-
ent parameter settings.

. Here it is possible to leave an E-Mail address to receive a noti-

fication when and if the job has finished. Your run will be
assigned to a job ID. It is possible to retrieve the results with
this ID via the “results” button within a storage period of
1 month.

The main outputs of GLASSgo are a FASTA file with the predicted

sRNAs and an interactive taxonomic tree of the respective

organisms.

1. Job ID for result retrieval.
2. FASTA sequences. The first entry of the FASTA file is the input

sRNA with the user-specified FASTA header. The headers of
the predictions contain information about the source NCBI
entry, i.e., the accession number(s) of the respective entry, the
coordinates of the prediction, the name of the entry, the pair-
wise identity to the query, and the NCBI TaxID of the respec-
tive organism. The TaxID is a unique identifier for each
taxonomic group in the NCBI Taxonomy Browser.

. The download option allows retrieving a zip folder which is

named by the job ID. It contains the input parameters for the
webserver call (xxxx.input), the results FASTA file (xxxx.
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result), the json file which is used to draw the taxonomic tree
(xxxx.result.json), information about the GLASSgo version
(xxxx.version), and the input sSRNA (input_query.fa).

4. The taxonomic tree allows a fast survey of the phylogenetic
distribution of the organisms with a predicted homolog.

5. Furthermore, information about the input parameters is
available by clicking “Show Input Parameters.”

6. Runtime information can be retrieved with “Show Job
Execution Details.”

7. The “Restart” button allows to directly rerun the prediction
with a changed parameter setting, or the same parameters and
another input sequence.

Problem

No or only few
homologs with
very high sequence
identity have been
detected

Only few homologs
are detected. Some
have a relatively
low PI

The result contains
many false
positives

An increase in the
E-value results in
less predictions

Reason Solution
The initial BLAST hits of true Rerun GLASSgo with relaxed parameters
homologs have an E-value (E-value >10, structural filter off, PT
above the threshold threshold = 55%, select phylum of input
Structural filter is too strict sRNA organism) to scan if there might be
The homologs have a PI any potential further homologs. Relaxed
below the threshold parameters may result in many false positives

There are no further =

homologs

Other homologs are rather Rerun GLASSgo with a detected homolog that

distinct from the query and ~ has a low PI
cannot be detected by

default or even relaxed

parameters

There are no further -

homologs

The parameters are too loose  You can restrict search to the phylum of the

for the particular sSRNA input sSRNA, increase the PI-threshold, or
tighten the structural filter (lower the value)

Due to the auto-adaptive Switch off or relax the structural filter

nature of the structural
filter, more “pre-filter”
sequences sometimes result
in a stricter filtering and less
output sequences

3.2.4 Post-processing

GLASSgo has a high specificity, but the results may nevertheless
contain false positive predictions. For most downstream applica-
tions and evolutionary analyses it may be important to use only
true homologs as input. A definitive classification of a potential
homolog as a biologically true homolog is a challenging task.
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A Block of high sequence conservation B highly conserved 5'
region

conserved terminal hairpin

P ® e

e TEERG 1 Eak

—False positives

Region of high conservation)
only partly existing

A aeisnert,

MAFFT L-INS-i sequence alignment MAFFT Q-INS-i sequence/structure alignment

Fig. 3 (a) Example for the post-processing of a GLASSgo prediction for IsaR1 with strongly relaxed parameters
based on a multiple sequence alignment. The MAFFT L-INS-i sequence alignment is visualized in Jalview and
all alignment positions with a sequence identity >80% are colored. There is a highly conserved region at the
5’ end of the alignments, which likely signifies a region of functional importance. Ten sequences do not share
the conservation in this region and are easily detectable by eye because they are not colored. These sequences
are false positives and can be deleted from the alignment. (b) MAFFT Q-INS-i sequence/structure alignment of
IsaR1 homologs after the deletion of false positives. RNAalifold was performed on the alignment directly from
Jalview. The dot bracket representation of the MFE consensus structure shows a conserved hairpin at the 3’
end, which is followed by a U-run. This indicates a Rho-independent transcription terminator and supports that
the given sequences are transcribed

Figure 3 features an example for a fast false positive classification
based on a multiple sequence alignment.

1. A good indicator is high sequence conservation. As a conserva-
tive rule of thumb, a global sequence conservation >80% is a
strong indicator of a true positive homolog. The sequence
conservation with respect to the input sRNA can be easily
accessed from the header in the GLASSgo output FASTA file.

However, according to current literature most sSRNAs do
not code for proteins and there is often a much higher sequence
variability compared to homologous protein-coding mRNAs.
Nevertheless, the function of most trans-acting sRNAs that
function via RNA-RNA interactions is also encoded in their
primary sequence. Most known sRNAs interact via one or
more short sequence patches with multiple RNA targets. These
multiple interactions put a constraint on the evolution of the
interacting sequences in the sSRNA, which often results in local
regions with high sequence conservation. These regions of
high sequence conservation can be used for true positive
classification.
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2. The first step for a further analysis should be a multiple
sequence alignment. False positive sequences might prevent a
meaningful alignment including structural information and a
sequence-only alignment is better for a first overview. A
“sequence-only” alignment can be conducted, e.g., on the
MAFFT webserver [27]. The tool allows showing the results
in FASTA format. The plain text from the FASTA file can be
copied to the clipboard to be used for the next step and/or
pasted into a text file to be saved for archiving.

3. Next, the alignments need to be properly visualized in order to
draw swift conclusions “by eye.” An easy-to-use alignment edi-
tor is Jalview [28]. The alignment can be opened from a file
(File — Input Alignment — From File) or directly from the
clipboard (File — Input Alignment — from Textbox — “paste
your alignment in FASTA format in the Textbox” — New
Window). This alignment should be colored using the “Colour”
pull down menu, e.g., by “Nucleotide.” Then, only alignment
positions that are conserved in most of the sequences (e.g.,
80%) should be colored. For this, select “Above Identity
Threshold” in the “Colour” menu. A slider to select the iden-
tity threshold appears and only respective positions are colored.
After this step, blocks with high sequence conservation should
appear, assuming that the majority of the sequences in the
alignment are true positives and that the local sequence conser-
vation of some regions is higher than the global conservation.
Predictions that do not share conservation within these blocks
ot high sequence conservation are likely to be false positives and
can be ecasily identified by eye. False positives can be selected
(left mouse click on the sequence name) and deleted from the
alignment (Edit — Delete). The resulting file can be saved in
FASTA format (File — Save as). Jalview allows direct usage of
many sequence-based alignment tools if un-aligned sequences
are loaded (Web Service — Alignment — “select method of
choice”).

4. The refined set of sequences without false positives can be used
for a sequence /structure alignment followed by a prediction of
a conserved secondary structure with RNAalifold [20]. If there
are less than 30 predicted homologs, this can be done with the
LocARNA webserver (http://rna.informatik.uni-freiburg.
de/LocARNA/Input.jsp [19]). The LocARNA webserver
additionally does a comparative secondary structure prediction
based on the alignment using RNAalifold [20]. A simultane-
ous sequence/structure alignment with up to 200 sequences
can be done with MAFFT using the Q-INS-i version (http://
mafft.cbre.jp/alignment/server/ [27]). The local versions of
LocARNA or MAFFT do not have input restrictions and can
be easily installed on 64-bit Linux and Mac OSX systems using


http://rna.informatik.uni-freiburg.de/LocARNA/Input.jsp
http://rna.informatik.uni-freiburg.de/LocARNA/Input.jsp
http://mafft.cbrc.jp/alignment/server
http://mafft.cbrc.jp/alignment/server
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3.2.5 Use Case Example

the bioconda package manager (https://bioconda.github.io/
index.html). All tools allow showing the results in FASTA for-
mat. The plain text from the FASTA file can be copied to the
clipboard to be used for the next step and /or pasted into a text
file to be saved for archiving. Jalview allows direct usage of
RNAalifold (Web Service — Secondary Structure Prediction —
RNAalifold Prediction). After refreshing the alignment view
(View — New View), the RNAalifold consensus sequence, the
dot bracket representation of the consensus MFE-structure,
and structural consensus are displayed below. In the IsaR1l
example there is a conserved terminal hairpin followed by sev-
eral uridine nucleotides which is an indicator of a Rho-
independent terminator [29]. A conserved Rho-independent
terminator is a signal that the respective sequences are indeed
independent transcripts.

5. There are other more sophisticated [30], but also more labor-
intensive methods to identify true homologs, such as a conserved
secondary structure analysis or the search for a conserved pro-
moter. Also, a similar synteny is a strong indicator that the
sequences are indeed related and originate from a common ances-
tor. These points have been addressed in detail in Chapter 10.

Some predictions can result in a high number of true positives.
This is often the case for phyla with many sequenced genomes,
such as Proteobacteria. While each positive hit can be of interest in
terms of evolutionary analyses, other downstream applications
might benefit from a meaningful selection of homologs. A good
strategy is to select candidates based on taxonomy, e.g., one homo-
log from each species or genus. An automatic homolog selection
for downstream applications is planned.

An example for a complicated candidate is the cyanobacterial SRNA
IsaR1 [31]. IsaR1 was first detected in Symechocystis PCC803.
Using the PCC6803 IsaR1l sequence and default parameters,
GLASSgo revealed only 100% identical homologs from Synechocystis
PCC6803 sub-strains and a very close homolog from Synechocystis
PCC6714 with a PI >90%. Another run with relaxed parameters
(E-value = 20, BLAST restricted to cyanobacteria) revealed one
further hit from Cyanothece sp. PCC 7424 and a PI of 62.7%.
Using this more remote homolog as a new query with default
parameters, GLASSgo detected 47 true positive IsaR1 candidates
excluding the PCC6803 and PCC6714 homologs. If both lists are
combined there are 49 predictions, which are sufficient for most
approaches. However, they still do not fully describe all IsaR1
homologs that are present in the NCBI database. A more exhaus-
tive list of homologs can be retrieved by rerunning GLASSgo with
another input and /or relaxed parameters without too much effort,


https://bioconda.github.io/index.html
https://bioconda.github.io/index.html

3.3 Target Prediction

3.3.1  IntaRNA (Whole
Genome Target Prediction)
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as each run takes only a few minutes. Pre-computed results of the
three use case GLASSgo runs are accessible at the GLASSgo
webserver.

Computational target prediction can provide a highly valuable
contribution to the functional characterization of an sRNA. In
optimal cases it can even singlehandedly uncover the approximate
function of the investigated RNA within some hours and without
any experimental efforts or costs. On the downside, target predic-
tion remains a challenging task. RNA-RNA interactions are often
short and may contain gaps and bulges. This makes it hard to dis-
tinguish them from random complementarities in a genome-wide
analysis. Thus, even the best methods produce a non-negligible
amount of false positives. Furthermore, most given RNA sequences
will produce some kind of prediction on the genomic scale, even if
they do not function by RNA-RNA interaction at all. In the fol-
lowing we will provide guidelines on how to interpret target pre-
diction results and when it is better not to rely on them. There is a
range of easy-to-use webservers for whole genome sRNA target
predictions (e.g., IntaRNA [16, 22, 23], CopraRNA [15],
TargetRNA2 [32], and RNApredator [33]). This protocol will
focus on the currently best performing tools IntaRNA and
CopraRNA [34, 35]. CopraRNA is a comparative algorithm that
employs IntaRNA. The webserver interfaces for both tools are
highly similar. If an sSRNA has three or more homologs, pretferably
from difterent species, it is recommended to use CopraRNA which
has a superior specificity and sensitivity [ 15, 34]. In general, and if
possible, we suggest using more homologs that are evenly distrib-
uted in the phylogenetic tree (e.g. based onl6S rDNA). If no
homologs are available, then IntaRNA can be used for single whole
genome target predictions. The following steps describing the
IntaRNA and CopraRNA input and results page are marked by
numbers in Fig. 4.

IntaRNA has a pairwise analysis mode (default) and a whole
genome mode. In the pairwise mode (explained further below) the
sRNA and the putative target sequence(s) are supplied in FASTA
format by the user. In the whole genome mode the user specifies a
genome and the putative target sequences, i.e., the 5" or 3 UTRs
of annotated genes are extracted automatically.

1. Paste your sSRNA sequence in FASTA format into the input
window.

2. Click on the “Get target RNA sequences from NCBI Genome”
link to enable whole genome target prediction.

3. Type the RefSeq ID of the genome of interest in the “Target
NCBI RefSeq ID” window. You can find the ID of your
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Fig. 4 (a) IntaRNA and (b) CopraRNA webserver input pages and (c) the IntaRNA/CopraRNA results page.
The numbers in the figure refer to the numbers in the IntaRNA and CopraRNA sections

. The

organism in this list http://rna.informatik.uni-freiburg.de /
CopraRNA /CopraRNA_available_organisms.txt.” The RefSeq
1D should start with NC_ or NZ_. If you check the box “All
replicons,” all replicons belonging to this organism, e.g., addi-
tional chromosomes or plasmids, are included in the analysis.

. Next, it is possible to specify the regions from the genome

which are extracted for the prediction. Known bacterial sSRNAs
mostly target the 5’untranslated region (UTR) or the first
nucleotides of the coding sequence. Thus, it is recommended
to use the region around the “start codon.” It is possible to
specify the length of the UTR and the extracted coding region
from 1 to 300 nucleotides. For this automatic extraction it is
not possible to use potentially available sequencing data to
specify the actual UTR lengths. Sequences around the stop
codon can also be retrieved if interactions are expected in the
3'UTR [36] by selecting “stop codon.”

following sections “Output Parameters,” “Seed
Parameters,” and “Folding Parameters” should only be


http://rna.informatik.uni-freiburg.de/CopraRNA/CopraRNA_available_organisms.txt.”
http://rna.informatik.uni-freiburg.de/CopraRNA/CopraRNA_available_organisms.txt.”
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changed by expert users who are familiar with the influence of
the respective parameters.

. Itis possible to add a description to your job which is displayed

at the top of the result page and in the optional E-Mail notifi-
cation. This can be useful to distinguish runs with different
parameter settings.

. Finally, it is possible and suggested to leave an E-Mail address

to receive a notification when the job is finished.

. Every job has its own unique ID with which results can be

retrieved at a later time within the 30-day storage period. This
ID is also important when asking the webserver support ques-
tions about specific runs.

. The central result of an IntaRNA whole genome target predic-

tion is an energy score sorted list of duplex predictions between
the input sSRNA and all putative targets. The top 100 predic-
tions are displayed in the browser. The full prediction table in
*.csv format can be downloaded as part of the complete result
*.zip archive (5). The respective file is called “intarna_web-
srv_table.csv.” This file may be useful for users who want to
perform more complex downstream analyses or who are inter-
ested in predictions beyond the top 100. The result table con-
tains information on the IDs (locus tag) and annotations of
putative targets. Furthermore, central aspects of the predicted
duplex are supplied. By selecting an interaction of interest
from the webserver list, the user can have a closer look at the
predicted duplex and the detailed properties of the predicted
interaction, which is displayed below the list (2.1).

. Secondary results of the prediction are the regions plots for

both the sSRNA and the putative targets. The bottom part of
the plots shows the interacting region for the top 25 pre-
dicted targets. For the targets, the relative position with
respect to the start or stop codon is shown. On the sRNA
plot, the position is shown with respect to the full length
sRNA. The density plots on the top are based on all predic-
tions with a p-value <0.01. The plots can be downloaded as
*.png, *.pdf, or *.ps files.

. The second downstream result is the functional enrichment,

which is based on the DAVID-WS [37]. It is calculated based
on the top 50 predictions and gives information on functional
patterns within the top predictions. This result can be investi-
gated by selecting the “Annot. chart” on the top right of the
output page or by looking at the raw output, which is available
as *.txt file next to “Functional enrichment file.” The func-
tional annotation chart can be downloaded as *.pdf or *.html.

. The full back-end result directory is available as *.zip archive

next to “download complete results.”
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6. Furthermore, information about the input parameters and files
are available by clicking “Show Input Parameters.”

7. Runtime information can be retrieved with “Show Job
Execution Details.”

8. The bottom of the result page features the “Restart” button,
which enables to directly rerun the prediction with a changed
parameter setting or RNA input.

3.3.2 CopraRNA The selection of input organisms is a critical step for the CopraRNA

Input Page

prediction and different sets of organisms can yield more or less
different results. If the organisms are too close, e.g., if the SRNA is
only conserved in sub-strains of the same organism, CopraRNA
will not have a benefit over a single organism prediction performed
with IntaRNA. In general, some targets might only be conserved
in a subset of organisms, while other mRNAs are targeted by all
homologs of an sRNA (core targets). Thus, it is hard to give a
definitive rule for the organism selection. However, some rules of
thumb which have been helpful to us are the following:

e A complete RefSeq genome needs to be available. Compatible
organisms are present in this list “http://rna.informatik.uni-
freiburg.de /CopraRNA /CopraRNA_available_organisms.txt”

e The more organisms, the better (up to 20 are supported by the
webserver).

e Use several organisms which are phylogenetically close to your
species of interest, to be able to pick up targets that are poten-
tially only conserved in these organisms.

e The remaining organisms should have an equal phylogenetic
spread and contain also distantly related homologs to allow for
a robust prediction of core targets.

e Running predictions with subsets of the original input set can

be helpful [38].

1. Paste your homologous sSRNA sequences in FASTA format into
the input window. The FASTA headers need to be formatted to
specifically point at the RetSeq ID of the affiliated organisms.
You can find the ID of your organism in this list “http://rna.
informatik.uni-freiburg.de /CopraRNA /CopraRNA_available_
organisms.txt.” CopraRNA-compatible RefSeq IDs start with
NC_ or NZ_. CopraRNA automatically includes all additional
chromosomes and plasmids for each organism even though only
one RefSeq ID pointing at the organism is supplied.

2. Select your organism of interest. This is important for the web-
server browser display and the post-processing steps, especially
tor the functional enrichment and annotation, which is only
performed for the organism of interest. Thus, it should be


http://rna.informatik.uni-freiburg.de/CopraRNA/CopraRNA_available_organisms.txt
http://rna.informatik.uni-freiburg.de/CopraRNA/CopraRNA_available_organisms.txt
http://rna.informatik.uni-freiburg.de/CopraRNA/CopraRNA_available_organisms.txt.”
http://rna.informatik.uni-freiburg.de/CopraRNA/CopraRNA_available_organisms.txt.”
http://rna.informatik.uni-freiburg.de/CopraRNA/CopraRNA_available_organisms.txt.”
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either the best annotated organism to improve the functional
enrichment or the organism you are working on.

. Next, just like for the IntaRNA interface, it is possible to spec-

ity the regions from the genome which are extracted for the
prediction. Thus, the same guidelines apply (see IntaRNA
Input page description point 4).

. The minimal relative cluster size parameter adjusts how many

genes must at least be present in every putative target cluster
with respect to the total number of participating organisms.
For a cutoff of 0.5, this means that at least half of the organ-
isms in a single prediction set need to have a homolog belong-
ing to a specific gene cluster. If this is not the case, the cluster
is not considered in the prediction. Setting higher stringency
(i.e., bigger values) may reduce noise, but can also cause loss of
real targets. This is currently an experimental parameter and
should not be changed from 0.5 unless for specific reasons.

. Itis possible to add a description to your job which is displayed

at the top of the result page and in the optional E-Mail notifi-
cation. This can be useful to distinguish runs with different
parameter settings.

. It is possible and suggested to leave an E-Mail address to

receive a notification when the job is finished.

. Every job has its own unique ID with which results can be

retrieved at a later time during the 30-day storage period. This
ID is also important when asking the webserver support ques-
tions about specific runs.

. The central result of a CopraRNA whole genome target pre-

diction is a CopraRNA p-value sorted list of target predictions.
The top 100 predictions are displayed in the browser. The
annotation and specific prediction details are shown for the
organism of interest. The prediction table in *.csv format can
be downloaded by clicking the link next to “CopraRNA result
table.” This file shows more details for the other organisms
participating in the comparative prediction and thus enables
more detailed downstream analyses. By selecting an interaction
of interest from the webserver list, the user can have a closer
look at the predicted duplex and the detailed properties of the
predicted interaction (2.1).

. Secondary results of the prediction are the regions plots for

both the sSRNA and the putative targets. The bottom part of
the plots shows the interacting region for the top 20 predicted
targets. For the targets, the relative position with respect to the
start or stop codon is shown. On the sRNA plot, the position
is shown with respect to the full length sSRNA. The regions are
depicted for each homologous sequence, which can give an
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Frequently Asked
Questions
and Troubleshooting

indication of how conserved the position of a predicted inter-
action is. The different colors are purely for resolution. The
density plots on the top are based on all predictions with a
CopraRNA p-value <0.01. The plots can be downloaded as
*.png, *.pdf, or *.ps files.

. The second downstream result is the functional enrichment,

which is based on the DAVID-WS [37]. Itis calculated based on
the top 100 predictions that have homologs in the organism of
interest and gives information on functional patterns within the
top predictions. This result can be investigated by selecting the
“Annot. chart” on the top right of the output page or by look-
ing at the raw output, which is available as *.txt file next to
“Functional enrichment file.” The functional annotation chart
can be furthermore downloaded as *.pdf or *.html.

. The full back-end result directory is available as *.zip archive next to

“download complete results.” The full prediction result is called
“CopraRNA_result_all.csv” and can be imported in spreadsheet
software. Among other outputs there are also the individual
IntaRNA predictions for each genome, which are named by the
convention “RefseqID _upfromstartpos_xxx_down_ax.final.csv”
(Fig. 4c/5.1). Information on the 16S rDNA phylogeny of the
organisms participating in the comparative prediction is available in
*.txt or *.svg format next to “16S rDNA tree.” CopraRNA features
also an “auxiliary enrichment file” that contains targets from the
single organism IntaRNA prediction for the organism of interest
that are not in the CopraRNA top list, but fit to the enriched terms.

. Furthermore, information about the input parameters and files

are available by clicking “Show Input Parameters.”

. Runtime information can be retrieved with “Show Job

Execution Details.”

. The bottom of the result page features the “Restart” button,

which enables to directly rerun the prediction with changed
parameters and input files.

Question

Answer

Why are only organisms supported that are part of In order to guarantee easy usability, CopraRNA

the RefSeq database?

requires a certain degree of consistency within
the files that it accesses. RefSeq is—in most
cases—a very reliable database that meets
reasonable consistency terms



Question Answer

What are additional homologs? Sometimes, the clustering of homologous genes
assigns several genes from one organism to the
same cluster. In this case, the analysis is only
executed on the candidate with the best
IntaRNA energy score. In order to prevent
losing the other putative targets, they are
added at the end as additional homologs. If a
known target clusters with additional
homologs, they are good candidates for
further investigation

My prediction list contains the same putative target In the process of clustering putative target genes,
gene more than once. Why? it sometimes happens that extremely similar

clusters are generated which may only differ in
one gene which is not part of your organism
of interest. This may appear to be duplication
when only considering the organism of
interest, but it is not a real duplication. A
closer look at the “cluster.tab” file from the
results archive can clarify when and how this

happens
Is CopraRNA deterministic? Previous results are Due to the p-value sampling for clusters that do
not exactly identical to my results when I rerun not contain genes from each participating
the tool with the same homologs and organisms. organism, CopraRNA is not a deterministic
Why? algorithm. However, usually only slight
differences between distinct analyses are to be
expected
The rank 1 prediction has a p-value of 0 Sometimes sSRNAs have a conserved synteny and

are encoded opposite to the 5 UTR of a
specific gene in many of the investigated
organisms. This can lead to an arbitrarily good
prediction and p-value. The corresponding
interaction between sRNA and target UTR
displayed by the webserver will show a long
perfect complementary in these cases. When in
doubt, a closer look into the SRNA synteny
helps to detect these cases

Problem Reason Solution

The prediction Something in the back-end has not ~ Read the error message on the result page and
failed to worked as expected see if you can change the input accordingly.
produce a If this is not possible, get in touch with the
result developers and they will have a closer look

There is no There are no enriched terms in your  Retry enriching manually with another set of
functional prediction or the annotation of the  genes (e.g., top 25, 50, 150) or for another
enrichment organism of interest might be poor  organism. Try to change DAVID parameters

Your organism is not in the DAVID  Try using another organism of interest
database

The DAVID-WS was temporarily not Rerun the target prediction or perform
accessible enrichment analysis manually
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3.3.3 IntaRNA
(Pairwise Analysis)

Input Page

Result Page

3.4 Functional
Enrichment DAVID

After the careful investigation of whole genome target predictions
certain RNA-RNA interaction pairs will stand out and call for fol-
low-up verification (including mutational analyses) in the wet-lab.
However, before starting these experiments, a closer look at the
selected RNA—RNA pairs with the pairwise version of IntaRNA is
necessary.

1. “Input target RNA sequences manually in FASTA format” is
set as standard for the input.

2. Paste your sRNA sequence in FASTA format into the “Query
ncRNA” window.

3. Paste your target RNA sequence in FASTA format into the
“Target RNA” window.

4. Set the “Number of (sub)optimal interactions” to at least 10
and “Suboptimal interaction overlap” to “can overlap in both.”

5. Start the prediction.

1. The output page displays a list of putative hybrids for your
RNA-RNA pair of interest.

2. The difterent hybrids can be visually inspected by clicking the
entry in the list.

Because the interaction predicted by whole genome target predic-
tions is not always the hybrid that is important for the interaction
in vivo, the list of potential hybrids can serve as a template of exam-
ples to pick from when planning experiments. Also, in some cases
sRNAs may employ redundant regions to interact with their tar-
gets [39] and this will only become evident when using pairwise
IntaRNA. Furthermore, mutational experiments can be designed
with pairwise IntaRNA by performing the experiments in silico
before going to the lab. An inserted mutation should show a pro-
nounced difference in the IntaRNA energy score when compared
to the wild-type interaction. Conversely, a compensatory mutation
should compensate for this difference in energy and restore an
energy score close to or lower than the original value.

The results of predictive algorithms can be puzzling and hard to
evaluate, especially if the user’s background knowledge is limited,
the result lists are lengthy, or true positive predictions are inter-
mingled with false positives. However, if the prediction is generally
sound, underlying physiological patterns can be extracted under
application of functional enrichment methods. Here, it is of use
that trans-acting sRNAs often have multiple targets that are
involved in functionally related processes [ 15]. These processes can
be uncovered by a functional enrichment analysis. Currently, our
method of choice is DAVID [37]. DAVID is built around a highly
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comprehensive knowledge base and thus interfaces many different
functional classification sources including the Gene Ontology
(GO) [40] and Kyoto Encyclopedia of Genes and Genomes
(KEGG) [41] databases. Related functional terms are combined to
cluster in order to simplify the result and account for functional
overlaps. A term is enriched if it is statistically overrepresented in a
list of interest (for example, the top reported candidates of a pre-
dictive algorithm) compared to the frequency of the term in a
background list (usually the whole genome). The assessment of the
enrichment is centrally based on a statistical test referred to as
Fisher’s exact test. This test calculates p-values for different func-
tional terms and the best scoring functional groups are reported
back. The p-value reflects how likely it is that an equally strong or
stronger overrepresentation of a term appears by chance. Thus,
lower p-values indicate more statistically significant results.
Importantly, the main quality measure is not directly a p-value but
rather the enrichment score, which is calculated by computing the
geometric mean of p-values for all functional terms within an anno-
tation cluster and applying the negative logo() function on that
mean. Given this and a p-value significance threshold of p < 0.05,
an enrichment score >1.3 is considered statistically significant
because (—1) x log;(0.05) = 1.3.

The CopraRNA and IntaRNA webserver versions perform a
functional enrichment analysis for the top 100 and 50 predictions,
respectively. In CopraRINA this is only performed for the organism
of interest. However, it might be useful to investigate a higher or
lower number of predictions to achieve a meaningful functional
enrichment. In these cases the functional enrichment analysis can
also be performed manually at the DAVID website (https://david.
nciferf.gov/). This allows individual handling of input lists and
software parameters. Currently, DAVID is running version 6.8 but
we are still using version 6.7 (https://david-d.ncifcrf.gov/) along-
side because it has been commonly returning better results in our
use cases. Both CopraRNA and IntaRNA are still only interfacing
version 6.7 in their automatic functional enrichments. When using
CopraRNA, this way the functional enrichment can be also done
tfor “non-organism of interest” predictions.

1. To manually perform the functional enrichment analysis with
the DAVID browser interface, the prediction result table of
interest from the archive *.zip file (“CopraRNA_result_all.csv”
for CopraRNA and “intarna_websrv_table.csv” for IntaRNA)
should be imported into spreadsheet software. If using
Microsoft Excel, this is done by DATA — From text — “select
*.csv file” — “check “Delimited” in the pop up window” —
“press next” — “check “Semicolon” for IntaRNA or “comma”
for CopraRNA as delimiter” — Finish. In the IntaRNA file the
Entrez GenelDs are given in column 22. In the CopraRNA file
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3.4.2 Results Page

3.5 Use Case
Example

the Entrez Gene IDs (DAVID v6.7 /v6.8) or locus tags (only
DAVID v6.8) need to be extracted (“select the column of your
organism of choice” - Home — Find&Select — Replace —
Find what. = “*:”_ Replace with = “” — Replace all).

2. Within the DAVID site “Functional Annotation” on the top
left needs to be selected. Then the gene list of interest can be
pasted into the window on the left and the correct identifier
(ENTREZ_GENE_ID or LOCUS_TAG depending on what
you are using) needs to be selected. In the third step, the list
type can be specified. If it is your gene list of interest then
“Gene List” needs to be selected. In certain cases it is also
advisable to submit a custom background (the standard is the
whole genome). For CopraRNA, for instance, the background
should be submitted as all candidates that are present in the
entire result list. The according *.csv file is available from the
“complete results” *.zip archive. The background can be sub-
mitted in the same way as the gene list. In the fourth step, the
list can be submitted with “Submit List.” Selecting specific lists
and backgrounds can be performed by using the “List” and
“Background” panels on the top left after lists have been
submitted.

1. When the correct list and background have been submitted,

the “Functional Annotation Clustering” button can be clicked.

A new window pops up showing clusters of functional terms

and their enrichment scores. The options of the functional

enrichment analysis can be adjusted by opening the “Options”

section and subsequently clicking “Rerun using options.” The

CopraRNA webserver uses the options: Classification strin-

gency: high; Initial Group Membership: 2; Final Group
Membership: 2.

A comprehensive list also containing alternatives to DAVID is
presented here [42].

The IntaRNA prediction was performed with the Synechocystis
PCC6803 IsaR1 homolog against the 5" UTRs (200 nt upstream
and 100 nt downstream of the annotated start codons) of the
whole Synechocystis genome (RefSeq ID: NC_000911). Otherwise,
no changes to the default parameters were made. The fastest way
to judge the prediction is to look into the visualization of the
functional enrichment. One cluster with an enrichment score of
0.95 is displayed. This is below the threshold of 1.3 and means that
the statistical significance of the enrichment of these terms is rela-
tively weak in comparison to the expected appearance of the terms
based on the background. The cluster consists of 21 terms
including “metalloprotein,” “GO:0005506~ironionbinding,” “iron,”
“G0:0022900~¢lectrontransportchain,”  and  “GO:0015979~
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photosynthesis” (Fig. 5). Despite the low statistical significance,
the enriched terms are highly promising because it is known that
IsaR1 is induced upon iron depletion [43]. In this example, the
enrichment score did not improve when the enrichment was man-
ually repeated with the top 25, 100, or 150 hits instead of the top
50 predictions. The region plots are generally less informative in
the single organism IntaRNA analysis. In the case of IsaR1 there is
no clearly detectable interaction region in the sSRNA (Fig. 6). The
prediction contains several verified targets in the top 100 list; e.g.,
petF (#14), petB (#18), and hemA (#20). From an a priori perspec-
tive, only the combination of the known expression profile of
IsaR1 and the functional enrichment would make this prediction
interesting for further investigation.

The CopraRNA prediction was performed on 19 IsaR1 homo-
logs retrieved from the GLASSgo webserver using default
CopraRNA parameters. The prediction differs in terms of the func-
tional enrichment and the exact result list from the CopraRNA
prediction in the original publication [31]. This is due to the usage
of different IsaR1 homologs. However, the overall conclusions
remain fundamentally unchanged. The functional enrichment is
clearly more distinctive for the comparative prediction. There are
three clusters and two of them have an enrichment score above
1.3. The genes within these clusters partially overlap, which means
that there are, judged by this analysis, no independent physiologi-
cal functions predicted to be regulated. The enriched terms are
again, e.g., “G0O:0005506~ironionbinding,” “GO:0009055~clect
roncarrieractivity,” “iron,” or “iron-sulfur,” and they all fit to the
expression profile of IsaR1 (Fig. 5). The number in front of each
term indicates the fold enrichment of the term in the predictions
(i.e., to what extent they are more frequent in the predictions than
expected from the frequency in the background). In the case of the
CopraRNA prediction, the functional enrichment further improves
when performed on the top 150 hits, indicating that there might
be additional targets beyond the top 100 list. Interestingly, the
rank 1 target “ycf24” is not represented in the functional enrich-
ment. However, we now know that it is one of the most important
IsaR1 targets. Thus, for a closer inspection and experimental veri-
fication, it is recommended to focus on the top 20 list plus the
functionally enriched targets. The downloadable “Auxiliary enrich-
ment file” may contain targets from the single organism IntaRNA
prediction that are not in the CopraRNA top list, but fit to the
enriched terms. These targets might be specific to the organism of
interest. Another interesting candidate is “upp” at prediction rank
10. From a synteny analysis we know that IsaR1 is encoded oppo-
site to the upp 5’ UTR in many organisms [31]. This genomic
location leads to a 100% complementarity to the #pp 5" UTR in
these strains and to an arbitrarily good prediction. Of course, it
does not exclude that these interactions might nevertheless be
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Fig. 5 Visualization of the functional enrichment of the IsaR1 CopraRNA (a) and IntaRNA (b) predictions. The
displayed enrichment heat maps are modified versions of the regular webserver outputs

biologically relevant. Often, these synteny artifacts are rank 1 pre-
dictions with an unusually good p-value. The mRNA regions plot
has a clear peak around the start codon and the predicted interac-
tion sites within the homologous UTRs cluster spatially (Fig. 6).
Both results are an indicator of a meaningful prediction.
Furthermore, the sRNA regions plot shows a peak around the 5’
end of IsaR1 (Fig. 6). This coincides with the highly conserved
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Fig. 6 (a) SRNA region plots for IntaRNA and CopraRNA and the CopraRNA mRNA regions plot (b) for the use
case example. The displayed plots are modified versions of the regular webserver outputs

3.6 Assessment
of Prediction Results

region that was detected in the multiple sequence alignment of
IsaR1. From an a priori perspective, all indicators support that the
prediction is sound and that the sRNA is a good candidate for fur-
ther investigation.

These examples show that the comparative prediction is much
more informative and that CopraRNA should be always used if
homologs from an sRNA of interest are available. It should be
noted that CopraRNA conducts a joint prediction for all input
organisms. Each individually high-ranking target might not be
regulated in all organisms, but they may be specific to a given sub-
group. Pre-computed results of the IntaRNA and CopraRNA
IsaR1 wuse case example runs are accessible at the respective
webservers.

The initial question after each run of a predictive algorithm is
whether or not the result is sound enough to merit follow-up
experiments in the wet-lab. As stated above, most given RNA
sequences will produce some kind of prediction on the genomic
scale, even if they do not function by RNA-RNA interaction. The
p-value statistics are not useful in this respect, so which are the
guidelines that can be provided for the classification of
meaningfulness?

1. For both IntaRNA and CopraRNA, the functional enrichment
score is the best initial approximation for the quality of a spe-
cific target prediction. Enrichment scores >1.3 are considered
statistically significant and predictions returning strongly sig-
nificant terms with many candidates are often a good indicator
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of correct predictions and definitely warrant subsequent wet-
lab work. CopraRNA prediction together with functional
enrichment can singlehandedly reveal the approximate func-
tion of an sRNA, e.g., regulation of photosynthesis by PsrR1
[44], regulation of iron homeostasis by RyhB [15] or IsaR1l
[31], regulation of amino acid biosynthesis by GevB [15], and
regulation of sugar metabolism by Spot42 [15].

. There are, however, predictions that do not report overrepre-

sented terms. This can be due to several reasons. Firstly, there
may indeed be no broad underlying functional pattern. This is
possible for sSRNAs that—supposedly—only have a few targets
such as MicL [45]. In these cases, the functional enrichment
cannot be used as a guideline.

. Secondly, the functional annotation of the selected organism

of interest may be rudimentary or not included in the DAVID
database. In this case, it is advisable to change the organism of
interest to the species for which the best functional annotation
is expected. Alternatively, functional patterns can sometimes
be inferred by browsing the “Annotation” column in the pre-
diction results by eye and looking for keywords or phrases that
frequently appear. Also, the enrichment analysis can be per-
tormed independently from DAVID by manually performing
tests such as Fisher’s exact test. This strategy was successfully
used to uncover an enrichment of cell cycle associated targets
for the sSRNA EcpR1 in Sinorbizobinm meliloti [ 38].

. Finally, the lack of functionally enriched terms can also indicate

poor prediction accuracy. If many sRNAs are being predictively
screened for follow-up projects, it is definitely advisable to first
focus on candidates with pronounced functional enrichments. If,
however, a specific SRNA is centrally interesting, the combination
of the predictions with other information sources can be valuable.

. The integration of the computational data with experimental

data can be helpful. Thus, expression patterns of an sRNA or
knockout/overexpression phenotypes can aid in the interpreta-
tion of the target prediction. In the case of the sSRNA NsiR4
[46], the prediction produced no meaningful functional enrich-
ment. However, the sSRNA was known to be induced under
nitrogen depletion and the rank 1 target was a regulator of nitro-
gen homeostasis. Ultimately, this prediction turned out to be
correct. If'a potentially available strain with a genomic manipula-
tion of the sSRNA has a phenotype, there might be targets within
the top predictions that are suited to explain this phenotype.

. The mRNA and sRNA regions plots can be indicative of prom-

ising results. A pronounced peak around the translation initia-
tion region can be an indicator of a good prediction even if no
functionally enriched terms have been reported. However,
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functional interactions have been reported far upstream and
downstream of the start codon [47-50]. Therefore, the lack of
such a peak in the mRNAs region plot does not rule out a
good prediction. The interaction sites within a functional
RNA-RNA interacting sRNA should also cluster in specific
regions, which are likely to have higher sequence conservation
than the flanking sequences. The CopraRNA regions plots give
information about the respective sequences of all organisms
used. The predicted interaction regions of true targets in the
sRNA sequences and within the homologous mRNA sequences
should cluster in roughly the same area. A widely distributed
pattern without clustering argues against a true target.

7. Some functional sSRNAs such as ArcZ [51] are not well acces-
sible for target prediction [15]. Thus, the lack of a meaningtul
prediction does not rule out that the respective sRINA still
works by RNA-RNA interaction.

4 Conclusion

A computational analysis should be the starting point for each
sRNA analysis, regardless of whether it is a single sSRNA candidate
or a large-scale survey. The results of the different steps in a bio-
informatic workflow can give valuable directions for further inves-
tigations. However, it is also important to be aware of the
limitations of computational methods and to interpret the results
in this respect. Physiologically important sSRNAs might not show
a distinctive pattern in predictions and may thus be overlooked.
Even comparative target predictions often have high numbers of
false positives and any given piece of RNA will produce a predic-
tion of some kind. Furthermore, predictions are restricted to
known mechanisms. Thus, interactions outside of the UTRs are
not detected by the default workflow. Nevertheless, there are clear
advantages: In contrast to wet-lab experiments, the presented
tools are free of charge and extremely time-efficient. It should be
noted that sensitivity and specificity of the CopraRNA target pre-
dictions can compete with pulse expression microarray-based
methods [15] or interactomics methods [3] when benchmarked
against each other. An advantage of computational predictions is
that they are—unlike wet-lab experiments—not dependent on
specific environmental conditions to uncover a condition-depen-
dent target or function. In fact, predictions and wet-lab methods
are often partly complementary and synergistic [ 15], and superior
results are often achieved by the combination of various resources
as shown for IsaR1 [31].
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Chapter 2

Guidelines for Inferring and Characterizing a Family
of Bacterial trans-Acting Small Noncoding RNAs

Antonio Lagares Jr. and Claudio Valverde

Abstract

So far, every sequenced bacterial transcriptome encompasses hundreds of small regulatory noncoding
RNAs (sRNAs). From those sSRNAs that have been already characterized, we learned that their regulatory
functions could span over almost every bacterial process, mostly acting at the posttranscriptional control
of gene expression (Wagner and Romby, Adv Genet 90:133-208, 2015). Canonical molecular mecha-
nisms of sSRNA action have been described to rely on both sequence and/or structural traits of the RNA
molecule. As for protein-coding genes, the conservation of sSRNAs among species suggests conserved and
adjusted functions across evolution. Knowing the phylogenetic distribution of an sRNA gene and how its
functional traits have evolved may help to get a broad picture of its biological role in each single species.
Here, we present a simple computational workflow to identify close and distant SRNA homologs present
in sequenced bacterial genomes, which allows defining novel sSRNA families. This strategy is based on the
use of Covariance Models (CM) and assumes the conservation of sequence and structure of functional
sRNA genes throughout evolution. Moreover, by carefully inspecting the conservation of the close
genomic context of every member of the RNA family and how the patterns of microsynteny follow the
path of species evolution, it is possible to define subgroups of sSRNA orthologs, which in turn enables the
definition of RNA subfamilies.

Key words sRNA, Homology, Phylogeny, Covariance model, RNA families

1 Introduction

Small noncoding regulatory RNAs (sRNAs) play a major role in
the fine-tuning of bacterial gene expression. These RNAs range
in size from 50 to 400 nucleotides and regulate in zrans the activity
of target RNAs or proteins by direct molecular interactions that
take place in vivo [1]. Canonical mechanisms of small RNA-based
regulation have been described to rely on sequence and/or struc-
ture traits, depending on the nature of the targets. As for protein-
coding genes, SRNA genes can show very limited phylogenetic
distribution—in some cases it could be possibly underestimated
due to limitations in the availability of genomic information—or
they can be broadly distributed (e.g., the Escherichin coli SRNAs

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
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Spot-42, GevB, and RyhB [2]; and the alpha-proteobacterial
sRNA MmgR [3]). Multiple mechanisms have been described to
drive small RNA-target co-evolution [4], which shape ancient
regulations in divergent species. Integrating information about the
phylogenetic distribution of a conserved sRNA gene during its
functional characterization clearly helps to build up a broad picture
of'its physiological role in each single species.

In a broad sense, RNA families are rather defined on the base
of the methods used to search for homolog genes and the corre-
sponding criteria to infer homology, which are largely dependent
on sequence/structural considerations. Automated tools such as
RNAlien [5] and GLASSgo became recently available for the
detection of sSRNA homologs (the latter described in more detail in
this book by Wright and Georg, Chapter 10), although they only
take into account sequence conservation. Since it is well known
that sSRNA function may be conserved without significant sequence
conservation, the identification of sSRNA homolog genes based on
simple sequence homology searches could be sometimes ham-
pered. In this regard, computational algorithms that mind both
sequence and structure conservation during evolution have been
developed to model RNA families and allow performing predic-
tions of RNA homolog sequences in genomic databases. Among
them, Covariance Models (CM) [6] are a special case of profile
stochastic context-free grammar that score both sequence and
RNA secondary structure consensus and could be used to search
DNA databases for RNA structure and sequence similarities. In
fact, Rfam database is a collection of RNA families that are mod-
eled by CMs [7]. Even though more challenging and hence less
commonly implemented, thermodynamic matchers [8] constitute
a suitable alternative strategy to model RNA families in which
almost only structural features, but little sequence, are thought to
be conserved.

This chapter describes a simple workflow to identify and
characterize novel small noncoding RNA families based on the use
of CM, which requires basic handling of elemental computational
resources and thus can be easily followed by nonexpert users.

Stated in brief, an exhaustive search for homologous genes
exclusively based in sequence conservation is performed initially in
order to build a starting multiple sequence alignment that supports
a consensus structure (Fig. 1, Phases 1 and 2). This alignment is
then used as the seed to model the initial CM profile, which after
its calibration is used to search against a database of genomic DNA
sequences for remote homologous genes in which RNA structural
teatures may have constrained the evolution of the gene instead of
just the sequence itself (Fig. 1, Phase 3). The steps of CM con-
struction, database search, and homolog identification are repeated
upon incorporation of the newly identified homologs into the mul-
tiple alignment after each iteration. The process stops when the
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Fig. 1 Workflow for SRNA homologs search and novel RNA family construction

number of new hits reaches a plateau, and the entire set of detected
homologs is defined as a novel RNA family. Additionally, the iden-
tity of the flanking genes to each homolog sequence is retrieved
and a manual inspection for the presence of microsynteny is per-
formed, which could be used as a criterion to define subfamilies of
gene orthologs.

2 Materials and Installation Guidelines

e Linux and Windows operating systems.

e Infernal and Easel library packages (for Linux; see Subheading
2.1 for downloading and installation guidelines) [9].

e LocARNA package [10] (for Linux; see Subheading 2.2 for
downloading and installation guidelines).

e Complete bacterial genome sequences currently available at
NCBI (see Subheading 2.3 for downloading and unpacking
guidelines).

e Dblastn resource (available at https://blast.ncbi.nlm.nih.gov/
Blast.cgi).


https://blast.ncbi.nlm.nih.gov/Blast.cgi
https://blast.ncbi.nlm.nih.gov/Blast.cgi
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2.1 How to
Download, Compile,
and Install Infernal and
Easel Library Packages
for Linux (Following
the Developer’s User
Guide)

2.2 LocARNA
Package Installation
in Linux

2.3 How to Download
the Complete Bacterial
Genomic Sequences
from NCBI Assembly
Server and Gompile
Them into a Single
FASTA File

SILVA rRNA database (online at https://www.arb-silva.de/
search/).

MEGAY7 software for Windows [11] (available for download at
http:/ /www.megasoftware.net/).

Microbial genomic context viewer [12] (MGcV; available at
http://mgcv.cmbi.ru.nl/).

wget eddylab.org/infernal/infernal-1.1.2.tar.gz
tar xf infernal-1.1.2.tar.gz

cd infernal-1.1.2

./configure

make

make check

make install

cd easel; make install

V V.V V V VYV YV

Download miniconda for Linux (https://conda.io/mini-
conda.html) and install it:

> bash Miniconda3-latest-Linux-x86_ 64.sh
Add package bioconda.
> conda config --add channels bioconda

Install LocARNA (together with the needed packages) using
conda:

> conda install locarna

Enter https://www.ncbi.nlm.nih.gov/assembly/, and search
bacteria.

Filter: Status (latest), Assembly level (complete genome).

Download assemblies from GenBank source database as
Genomic FASTA (by default, they would be downloaded as a
single packed file named genome_assemblies.tar).

To unpack the .tar file and get all the corresponding genome
sequence files (.fna formatted), enter the Linux terminal, locate
into the directory where the packed .tar file is stored, and run
the following command:

> tar -xvf genome assemblies.tar

Then, locate inside the unpacked folder and run the following
command to decompress all genome sequences:

> gzip -d *.gz

Merge all genome sequence files into a single FASTA file by
running (see Note 1):

> cat *.fna > ../allbacterialgenomes.fasta


https://www.arb-silva.de/search
https://www.arb-silva.de/search
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http://mgcv.cmbi.ru.nl
https://conda.io/miniconda.html
https://conda.io/miniconda.html
https://www.ncbi.nlm.nih.gov/assembly
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3 Methods
Subheadings 3.1 and 3.2 are meant to be performed in a Linux
platform. To simplify the syntax, it is requested that every file that
is used as input in each of these steps is copied into the same pre-
defined working directory. At the beginning, set this directory as
the current directory in the terminal.
3.1 |Initial Extensive 1. Query the NCBI nonredundant database of bacterial organism
Search of sSRNA sequences using blastn (https://blast.ncbi.nlm.nih.gov/Blast.
Homologs Based on cgi; with default parameters) with the sSRNA gene sequence as
Sequence Conservation input. Select all significant hits (e.g., those with an E-value
(Phases 1 and 2) <0.0001) and download the aligned sequences as a single

FASTA file (see Fig. 2; in the example, the output file is called
sRNA_initialblastn_homologs.fasta).

. Create a multiple sequence alignment of the sSRNA homolo-

gous sequences collected in Subheading 3.1, step 1 using
LocARNA [10] (run with default parameters). LocARNA
generates a multiple sequence alignment with consensus struc-
ture information as output. RNAalifold plots the alignment in
an output file (see results in Fig. 3). To perform this step, run
the following command at the terminal (se¢ Note 2).

> mlocarna --stockholm sRNA initialblastn homologs.
fasta

> cd sRNA initialblastn homologs.out/results

> RNAalifold --aln result.aln

# > mlocarna [options] <FASTA file with input se-
quences to be aligned>

# > RNAalifold [options] <sequence alignment file to
be plotted>

2° Click Download, and choose option “FASTA (aligned sequences)”

1° Select all
significant hits

Example of the output file

»$inorhizoblvmmeliloti2011
AGTCALTCGTGGL TGCAAATALCCTCCTTGRGTGTTTCCTCCCTAGAL TTGALCGOGCCGL TRGCGLGRTTCTTTTTG
*$inorhizoblumeelilotiGRA
AGTCALTOG TG TG AT ACCCTOCTTGGGTGTTTCCTCOCTAGAL TTGALCGOGCCGLTRRCGLGETTCTTTTTG
35dnorhi zobdusms ] {10t 15411

AGTCACTCGTGGL TR AMTACCCTCCTTGRGGTGTTTCCTCCCTAGAL TTRACCGLGLOGL TRGLGLGETTCTTTTTG
Shnoehd zoblummt 1L 1ot LAKE3

AGTCAL TCRTGGC TGL AT AL CCTCCTTGRGGTATTTCC TCOC TAGAL TTRACCGOGLCGL TRLOGLGLTTCTTTTTG
3Sknorhizobiummel 110t 1BL225C

AGTCAL TCGTGGE TOL AT AL CCTCCTTGROGTATTTCC TCOC TAGAL TTRACCGOGLOGL TRLOGLGLTTCTTTTTG
3Sinorhdzoblusme1110t11021

AGTCALTCGTGL TGLAMATALCCTCCTTGRG TG TTTCCTCCCTAGAL TTGALCGUGLCGL TR GG TICTTTTTG
sSinarhizoblumfraedd SUSDADST

AGTCALGLGTGGL TR AMTACCCTCCTTGREGTGTTTCCTCCCTAGAL TTRACCGLGLOGL TRELGLGETTCTTTTTG
>5inarhd zoblumfradiSNGRI3L

AGTCALGLGTGGL TR AMTACCCTCCTTERGGTGTTTCCTCCCTAGAL TTRACCGLGLCGLTRGCGLGETTCTTTTTG
35nochizobiumnadicaeisitls

ATGCAGTCACTCGTGOL TR ARATACCCTCCTTRGGTGTTTOCTOCC TAGAL TTGACCGLGCCATTGGOGLGGTTCTTTTTG
sRhkzoblumsp, RBG7H

AGTCTTTGACTGTAATALCCTCCTTRGGTGTTTCL TOOC TAGAL TTGAL CGOGLCAMGLGLGLTTTTTTTTG

Fig. 2 How to download significant hits of a blastn search into a FASTA file


https://blast.ncbi.nlm.nih.gov/Blast.cgi
https://blast.ncbi.nlm.nih.gov/Blast.cgi
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Identified sequence-conserved core

Plot indicating degree of
sequence conservation at
each aligned position

Fig. 3 LocARNA-based multiple sequence and structure alignment of blastn hits

It is recommended to include --stockholm in the com-
mand line in order to get an output file already formatted for the
following step of Covariance Model construction. Input sequences
must be manually inspected and filtered by length match. An out-
put alignment file called result_out.sto will be created by default.
For the sake of clarity, it is recommended to rename this file (e.g.,
as aligned_sRNA_initialblastn_homologs.sto).

. Open the multiple alignment file created in Subheading 3.1,

step 2 and look it over to search for the presence of a con-
served core of sequence among the homologs. This is relevant
because carrying out a new round of blastn search using the
identified highly conserved region of the sSRNA sequence as
the query would improve the sensitivity of the search. The
rationale is that such a refined search may allow finding further
homologs in which a higher degree of sequence divergence
may have taken place within RNA domains not directly
involved in the sSRNA mechanism of action. The degree of
sequence conservation at each aligned position is indicated as a
gray bar chart that can be inspected in the output figure (.ps
formatted) under the alignment (see Fig. 3). If a conserved
internal sequence core is identified, follow Subheading 3.1,
step 4 (Phase 2); otherwise, continue with Subheading 3.2,
step 1 (Phase 3).

. Run a second round of blastn search (with default parameters)

with the consensus sequence of the sSRNA conserved core as
the query (Fig. 4) against the database of bacterial genomes.
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>sRNA conserved core
CCCTCCTTGGGTGTTTCCTCCCTAGACTT

Fig. 4 Example of the SRNA conserved core consensus sequence extracted from
the alignment shown in Fig. 3 that is used as query at Subheading 3.1, step 4

Manually download the homolog sequences found (e.g., those
hits with E-value <0.0001), together with the corresponding
200 nt-long genomic sequences laying immediately upstream
and downstream of each aligned region (this range is set as it is
expected to cover enough genomic sequence to be able to
reconstruct the complete gene at next step) (see Note 3).

5. Check for the presence of a putative promoter (e.g., run the
Neural Network promoter prediction sever BDGP at http://
www.fruitfly.org/seq_tools/promoter.html [13]) and a puta-
tive Rbo-independent terminator (e.g., run the ARNold
server at http: //rna.igmors.u-psud.fr/toolbox /arnold / [14])
located in the same genomic DNA strand within the regions
immediately upstream and downstream of each homolog core
sequence, respectively (see Note 4). This filter would impede
collecting homologs whose promoters are highly divergent
from those detected by the available algorithms (which in
fact could potentially be detected later in the workflow by
means of the Covariance Model), but would keep the strin-
gency high enough to reduce the inclusion of false positives
(i.e., homolog core sequences that diverged long enough to
lose their identity as transcriptional units coding for trans-
acting sSRNAs). Retain only those sequence hits that are pre-
dicted to be flanked by both functional features, and discard
those reconstructed homolog sRNA sequences that differ in
length from the original input (se¢ Note 5). Compile the fil-
tered sSRNA sequences into a new FASTA file (in our example,
named close&remotesequencehomologs.fasta).

6. Run LocARNA to create a multiple sequence alignment with
consensus structure annotation using the updated set of SRNA
homologs. At the terminal, run the following command:

> mlocarna --stockholm
close&remotesequencehomologs. fasta

Rename the output file (by default, result_out.sto) as
aligned_close&remotesequencehomologs.sto  and manually
inspect and edit the alignment in order to improve its quality.
Dismiss the alignment created in Subheading 3.1, step 2.


http://www.fruitfly.org/seq_tools/promoter.html
http://www.fruitfly.org/seq_tools/promoter.html
http://rna.igmors.u-psud.fr/toolbox/arnold
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3.2 Expanded Search
of Remote sRNA
Homologs with
Structural Govariance,
and Definition of a
Novel RNA Family
(Phase 3)

1. Build and calibrate a new Covariance Model (CM) profile from

the input multiple sequence alignment.

A carefully curated multiple homolog sequence and sec-
ondary structure alignment is required ahead CM construc-
tion (see Note 6). In order to build the initial CM, the following
command should be run on the terminal:

> cmbuild Cmfirstiteration.cm aligned close&
remotesequencehomologs.sto

# > cmbuild <name of the new CM file> <name of the
input alignment>

As a result, a CM profile (called Cmfirstiteration.cm) will
be created based on the alignment created and edited in
Subheading 3.1, step 6, and a summary of the main properties
of the resulting profile and its building process will be shown
at the terminal.

Since in this chapter the CM is meant to be used for search-
ing within a genome database for homologous sequences
matching the profile, it is mandatory to calibrate the CM in
advance. This step is performed by the cmcalibrate program,
and as a result, it enables to later estimate the statistical signifi-
cance (E-value) of the hits found using the calibrated CM
when searching against a nucleotide database. The calibration
is performed with the command as follows:

> cmcalibrate Cmfirstiteration.cm
# > cmcalibrate <name of the CM file to be calibrat-
ed>

. Search the genome database with the CM profile.

After calibration, the CM (i.e., Cmfirstiteration.cm) is
ready to be used to query the genome database (i.e., allbacte-
rialgenomes.fasta) for sequences that share conserved sequence
and/or structure features. To this end, cmsearch program is
executed with the following command line:

> cmsearch —-tblout resultfirstiteration.txt
——incE 0.0001 -A resultfirstiteration.sto Cm-—

firstiteration.cm allbacterialgenomes.fasta
# > cmsearch [options] <name of the CM file> <name
of the database>

It is useful to include the --tblout option, which saves the
output results information in a single table at the specified file
resultsfirstiteration.txt. The program could also be set up to
include in the output alignment only those hits whose E-value
is lower than a predefined significance threshold (e.g., those
with E-values <0.0001) by adding the option --incE followed
by the desired set value. The resulting aligned homolog
sequences are saved into the file resultfirstiteration.sto.
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3.3 Subfamilies of
Orthologs: Microsynteny
as an Indicator of Gene
Orthology

3. CM maturation by iteration of CM build, calibration and data-

base search steps (Subheading 3.2, steps 1-3).

In order to gain sensitivity aiming to collect novel and
remotely related homolog sequences, the initial CM profile has
to be updated by incorporating all the new detected sequences.
For this purpose, the outputalignment generated in Subheading
3.2, step 2 (i.c., resultfirstiteration.sto) is used as input to
build and calibrate a novel CM (i.e., CMseconditeration.cm),
as follows:

> cmbuild Cmseconditeration.cm resultfirstiteration.
sto

And then,

> cmcalibrate Cmseconditeration.cm

Finally, the file Cmseconditeration.cm is used as the query
to repeat the genomic database search.

> cmsearch —--tblout resultseconditeration.txt
——incE 0.0001 -A resultseconditeration.sto Cmsecon-
diteration.cm allbacterialgenomes.fasta

It is suggested to stop the iterative loops when the number
of newly recruited significant sequence hits at the cycle 7 is
zero, or it is higher than the number of new significant
sequences rendered by the cycle (7—1).

The complete set of SRNA homologs that were detected
using this workflow is defined as a novel RNA family.

. Retrieving information of the genomic context of sRNA

homologs

To assess whether there are groups of sSRNA homologs that
display local synteny (microsynteny) at their genomic positions,
the identity of the open reading frames flanking each homolog
in its respective replicon has to be first determined. The online
server Microbial Genomic context Viewer (MGcV), a tool for the
visualization of small scale genome regions, could be used for
this purpose. To this end, from the output table created after the
last iteration performed with cmsearch, a comma separated
value formatted file has to be created, including the following
features in consecutive lines: genomic NC_code, sSRNA start-
and end- genomic coordinates for each sSRNA homolog (an
example is shown Fig. 5; see Note 7). This data is used as input
for the MGcV (after selecting Genomic positions as Input type).
It is recommended to color the displayed genes by the COG
(Cluster of Orthologous Groups of proteins [ 15]) to which they
belong (or alternatively the corresponding PFAM [16], if any),
in order to be able to identify those regions that show microsyn-
teny at a glance. Genomic regions located between the start and
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Fig. 5 Microsynteny around an sRNA locus, as revealed by using the Microbial Genomic context Viewer

3.4 Mapping
Ortholog Distribution
into a Phylogenetic
Tree of Species

end coordinates entered as input will be displayed in the center
of each hit (see Note 8). Further manual inspection at the iden-
tity and homology of the flanking genes must be carried out
with those initially preselected candidate regions.

. If any specific protein-coding gene 1is found to be physically

linked to a subfamily of orthologous sRNA genes (OLPCG,
ortholog-/inked protein-coding gene), it could be also infor-
mative to reverse the approach and to characterize the inter-
genic regions flanking the annotated homologs of the OLPCG
in phylogenetically related species to understand the mecha-
nisms of sSRNA ortholog gene loss or lack of inheritance at
those empty intergenic regions. This can be also performed
with the MGcV (see Fig. 6 for a description of the workflow).
At the >Input window, perform a BLAST search into the data-
base of selected genomes with the amino acid sequence of the
OLPCG of interest. Select those significant hits to visualize
their genomic context.

It would be informative to analyze how ortholog subfamilies are
distributed in the phylogenetic tree of species in order to easily
visualize those clades in which particular sSRNA orthologs may
have been lost, and to infer to what extent vertical and horizontal
gene transfer (HGT) may have contributed to their spreading. The
analysis of the phylogenetic incongruence is a powerful strategy for
inferring HGT [17]. The simple visualization of the occurrence of
orthologs in only one species or a clade (presence /absence) within
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Fig. 6 Using MGcV to visualize the genomic context of SRNA ortholog-linked homolog ORFs

a phylogeny is a direct evidence of gene acquisition events by HGT
[18]. This information could be relevant later on to understand
how novel regulatory networks are developed at the early stages
upon gene arrival.

1. Building a phylogenetic cladogram of species

A consensus cladogram representing the species phylogeny
could be inferred by using the corresponding 16 rDNA gene
sequences [19]. In order to get a comprehensive picture, we
recommend considering at least one representative species of
related taxonomic groups that do not bear any sSRNA homolog
in addition to those species in which members of the RNA fam-
ily have been detected. 16 rDNA gene sequences could be man-
ually downloaded from the Search Option at the SILVA server
as a single multiple sequence FASTA file (se¢ Note 9).

At MEGAY software, proceed to import the sequences from
the downloaded file (Align — Edit/Build Alignment — Retrieve
sequences from a file). Select all the sequences, and proceed to
align them using the built-in ClustalW tool at the MEGA7
Alignment Explorer (Alignment — Align by ClustalW; default
parameters could be kept). Activate the aligned sequences to be
used as input for phylogenetic analysis (Data — Phylogenetic
analysis) and construct a phylogenetic tree from the main win-
dow of MEGA7 (Phylogeny — Construct/Test Neighbor-
Joining Tree ([ see Note 10 |; suggested settings for tree statistical
validation: Test of phylogeny: Bootstrap method, No. of
Bootstrap replications: 500).
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Fig. 7 Mapping orthologous groups with taxon markers in MEGA7 Tree Explorer

2. Mapping of sRNA ortholog subfamilies into the phylogenetic
tree
Distinctive taxon markers can be added to taxa in which
members of a particular subfamily of orthologs were found. At
Mega Tree Explorer, go to View tab and enter to Options.
Select the Labels tab, and assign a corresponding marker to
each group of taxa (Fig. 7).

4 Case of Study

The phylogenetic analysis of the alpha-proteobacterial mmgR gene
has been performed following the workflow described in this chap-
ter [3]. An initial search of homolog sequences of the S. melilots
small RNA MmgR retrieved a set of 33 sequence hits, all of them
belonging to species of the Rhizobinceae family (phase 1). Upon
the recognition of an internal fully conserved 28-mer that was
shared between all the initially identified sequences, the conserved
motif was used as query to perform a new search against the data-
base and 85 homolog sequences were found, from which only 76
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sequences were located in intergenic regions and predicted to be
flanked by both a promoter and a Rho-independent terminator,
which led thus to be further considered as possible true sRNA
homologs (phase 2). It is worth to mention that the fact that 76
homolog sequences were distributed among 67 sequenced alpha-
proteobacterial genomes—no longer restricted to Rhbizobincene—
indirectly implied the presence of at least 9 paralogs in the set. A
CM profile was built from the multiple alignment of the sRNA
homolog sequences, which was calibrated and finally used to query
the bacterial genome database for homolog genes with sequence
and structural conserved traits. With this approach, 137 novel
homologs were detected, broadening the phylogenetic distribu-
tion of the RNA family to 93 strains. The initial multiple alignment
of homologs was updated upon incorporation of the new set of
detected sequences, a new CM was built and calibrated, and a sec-
ond round of search with CM against the genomic database was
performed. This process was iterated three times, ending up with a
total of 243 homolog genes distributed in 95 genomes. From
these results, it becomes clear that the CM-based iterative homo-
log search strategy was mainly helpful for expanding the scope of
detection of mmyR gene paralogs. The complete set of mmgR
homologs defined a novel RNA family (alpha-r8). After an exten-
sive inspection at the local genomic region of each sSRNA homo-
log, a remarkable microsynteny was found between a large group
of mmyR homologs and homologs of an N-formylglutamate
amidohydrolase-coding gene. This finding allowed the definition
of a subfamily of orthologs, alpha-r8s1, which has a long evolu-
tionary existence within the alpha-proteobacteria.

5 Notes

1. On June 2017, the file comprising the concatenated bacterial
genomes sizes around 30 Gigabytes. This would be the only
such heavy file needed during the present computational work-
flow. The concatenated file will be saved in the parental direc-
tory, that is, the folder one level up to that where the individual
sequence files are located (as indicated by the following com-

mand ../)

2. Be aware that upper and lower cases mind. For simplicity, avoid
using spaces in file names.

3. If multiple independent conserved regions are identified within
a sRNA sequence, proceed to repeat Subheading 3.1, steps 4
and 5 with each one of them, and collect all homolog sequences
to perform Subheading 3.1, step 6.

4. Since promoter consensus sequences vary considerably among
species and prediction algorithms are not optimized for each
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10.

single species, it is recommended to try lowering the score-
threshold for promoter detection and check if any predicted
transcriptional start site matches the relative start position of
the sSRNA transcript.

. If the length of the sequence spanning between promoter and

terminator does not match the length of the original sRNA
sequence, it will introduce gaps into the multiple sequence
alignment and lower the power of database search. If novel
sequence motifs have been acquired or lost in any found homo-
log, do not include it in the alignment.

. Stockholm alignments can be manually edited with a text edi-

tor to improve their quality.

. NC_codes directly taken from the corresponding hits that are

listed in the cmsearch output table must be trimmed immedi-
ately before the dot. For example, NC_0030471 has to be
shortened to NC_003047

. When the input type is set as Genomic positions, it is not pos-

sible to reverse gene orientation; thus, data will be mirrored
when sRNAs are annotated in genomic minus strands.

. At the SILVA webpage, enter the Search tab and select the

option “Search.” Then, type the required organism name,
strain, or accession number in the SSU 128 (for Small Subunit)
database. Select a suitable hit by clicking on the corresponding
open box located at the left and the sequence will be automati-
cally added to the cart. Repeat these steps for every rDNA
sequence of interest, and collect all the sequences in the cart.
Click on the download button, select output format options
(e.g., FASTA without gaps), and start the export process. A
new file will be generated and be available for download as a
new job at the Download tab. Proceed to select the corre-
sponding job and download the file.

This is a suggestion; other Statistical Methods for tree con-
struction may be used, but they can demand higher computing
resources without significant improvements on phylogenetic
inference using 16S rDNA.
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Chapter 3

Bioinformatic Approach for Prediction of CsrA/RsmA-
Regulating Small RNAs in Bacteria

Carl T. Fakhry, Kourosh Zarringhalam, and Rahul V. Kulkarni

Abstract

CsrA/RsmA is a RNA-binding protein that functions as a global regulator controlling important processes
such as virulence, secondary metabolism, motility, and biofilm formation in diverse bacterial species. The
activity of CsrA/RsmA is regulated by small RNAs that contain multiple binding sites for the protein. The
expression of these noncoding RNAs effectively sequesters the protein and reduces free cellular levels of
CsrA/RsmA. While multiple bacterial small RNAs that bind to and regulate CsrA/RsmA levels have been
discovered, it is anticipated that there are several such small RNAs that remain undiscovered. To assist in
the discovery of these small RNAs, we have developed a bioinformatics approach that combines sequence-
and structure-based features to predict small RNA regulators of CsrA/RsmA. This approach analyzes
structural motifs in the ensemble of low energy secondary structures of known small RNA regulators of
CsrA/RsmA and trains a binary classifier on these features. The proposed machine learning approach leads
to several testable predictions for small RNA regulators of CsrA/RsmA, thereby complementing and
accelerating experimental efforts aimed at discovery of noncoding RNAs in the CsrA/RsmA pathway.

Key words CsrA, RsmA, Post-transcriptional regulation, Small RNAs, Noncoding RNA, Machine
learning, Computational predictions

1 Introduction

The family of RNA-binding proteins represented by CsrA (carbon
storage regulator A)/RsmA (regulator of secondary metabolism
A) contains global post-transcriptional regulators that coordinate
the transition from exponential to stationary growth phases in
several bacterial species [1]. In Escherichin coli, CsrA plays a critical
role in regulating processes related to carbon metabolism, motility
as well as biofilm formation [ 2 ]. CsrA /RsmA homologs (henceforth
referred to as CsrA for notational simplicity) are also known to
regulate the virulence factors of animal and plant pathogens. This
has been documented by several studies in bacterial species such as
Salmonelln enterica serovar typhimurvium, Pseudomonas aeruginosa,
Legionelln  pnewmophiln, and  Bacillus subtilis [3-6]. The
development of tools that enable further discovery and expansion
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of CsrA pathway regulators can thus significantly advance our
knowledge about an important mechanism for global gene regula-
tion in bacteria.

The activity of CsrA is known to be regulated by small non-
coding RNAs which bind to multiple copies of the protein leading
to a reduction in free CsrA levels in the cell [7]. However, identi-
fication of CsrA-regulating small RNAs in bacterial genomes is a
challenging enterprise, both experimentally and computationally.
Many of the small RNAs that interact with CsrA have low degrees
of sequence conservation. The most striking conserved feature is
the presence of multiple binding sites for CsrA. For most of the
CsrA-regulating small RNAs discovered so far, it has been shown
that their transcription is induced by the GacS/A two-component
system [8—11], which is present only in the Gram-negative gamma-
proteobacteria. The promoters of these small RNAs have a short
upstream activating sequence that has been identified as a
GacA-binding site. This feature, combined with the presence of
Rho-independent transcription terminators at the end of the small
RNA genes and the presence of multiple CsrA-binding motifs,
allowed the design of a sequence-based algorithm that predicts
these small RNAs in gamma-proteobacteria in our previous work
[12]. That work demonstrated that computational searches based
on locating intergenic regions with high frequencies of the
CsrA-binding motif (ANGGA /AGGA) can lead to the identification
of experimentally known CsrA-regulating noncoding small RNAs.
Furthermore, this approach also led to predictions for several
previously undiscovered CsrA-regulating small RNAs, some of
which were confirmed by subsequent studies, e.g., by experiments
in L. pnewmophila [13-15]. Subsequently, computational
approaches for identification of RNA families have led to the pre-
diction of CsrA-regulating small RNAs for several species in the
gamma-proteobacteria as documented at RFAM [16].

It is noteworthy that there are numerous species that encode
highly conserved RsmA homologs which do not have orthologs of
the GacS/A  two-component system found in  the
gamma-proteobacteria. Assuming that the mode of action of the
CsrA  pathway in such species is similar to that of the
gamma-proteobacteria, this observation suggests the existence of
so-far undiscovered CsrA-regulating small RNAs in these species.
Furthermore, the transcription of such small RNAs is likely to be
controlled by other signal transduction systems, given the absence
of the GacS/A two-component system. It is therefore conceivable
that even in the gamma-proteobacteria there are additional,
Gac-independent small RNAs that bind to and regulate cellular
levels of CsrA. Thus, there is a need for bioinformatics approaches
which lead to novel predictions of CsrA-regulating small RNAs in
bacteria.
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2 Overview of Approach

An important element, missing in our previous bioinformatics
approach, is the role of RNA secondary structure in determination
of potential CsrA-binding small RNAs. Given that several CsrA-
regulating small RNAs have now been documented, machine
learning approaches can be used to identify patterns in both
sequence and structure that define small RNA regulators of
CsrA. In recent work, we have developed such a machine learning
approach which is described in the following [17].

Our approach involves a protocol for training a machine learn-
ing classifier for prediction of CsrA-regulating small RNAs.
Training of the classifier relies on the fact that functional RNA
classes typically have similar structural or sequential features. For
instance, in bacterial sSRNAs, specific sequential-structural motifs
(such as the presence of a Rho-independent terminator at the 3’
end) have a higher probability of appearing in the ensemble of
structural conformations (which correspond to low free energy
structures) obtained from RNA folding algorithms. We identify
similar sequence-structure based signatures and train a binary clas-
sifier for the class of CsrA-regulating small RNAs.

As in any supervised binary classifier, our method requires a set
of positive and a set of negative examples for training. In super-
vised learning, labeled positive and negative training examples
(such as CsrA-regulating or not CsrA-regulating) are utilized to
identify patterns that can separate the positive from negative classes.
These patterns are typically transformations of certain features that
are calculated from the training examples. Once optimal model
parameters are identified, the “fitted” model can be utilized to
classity new unlabeled sequences.

For the purpose of classifying CsrA-regulating small RNAs, we
utilize previously known CsrA-regulating small RNAs as the posi-
tive set. While it is usually difficult to define an appropriate nega-
tive set, i.e., small RNAs that do not regulate CsrA, we devise a
method for constructing such sequences from the positive exam-
ples. Specifically, for each positive sequence, we shuffle the
sequence, while preserving the dinucleotide frequencies [ 18]. Next
we examine the minimum free energy structure of the shuffled
sequence to ensure that the structure is within similar range of free
energy as the positive examples. This is to ensure that sequences
are not structurally very different from known small RNAs.

Once positive and negative sequences are defined, the next task
is to calculate a set of features that can potentially distinguish the
two classes. We calculate a set of 512 features by examining the
ensemble of low free energy structures as follows. In the ensemble
of low free energy structures, nucleotides are either paired or
unpaired. Let us represent the pairing status of the nucleotides with
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binary numbers 0 and 1, where 0 indicates unpaired and 1 indicates
paired. To account for structural motifs, we consider the pairing
status of nucleotide triplets. There are 64 possible triplets consisting
of the sequence combinations AAA, AAC, ..., UUU. Each of these
triplets can be assigned to one of eight possible pairing conforma-
tions, i.e., 000, 001, ..., 111. For instance, (GGA, 000) indicates
the presence of unpaired triplet GGA in the secondary structures
(see Note 1). Taken together, these sequence-structure combina-
tions represent 512 features; (AAA, 000), ..., (UUU, 111). We
refer to these features as Boltzmann Triplet Features (BTEF).
Figure 1 shows an example. The probability of BTFs for a given
RNA sequence can be calculated by taking a stochastic sample of
low free energy structures for the RNA sequence and then comput-
ing the frequency of each feature in the ensemble.

We also consider two additional features, namely, (1) the prob-
ability of formation of a stem-loop at the 3" end of the sequence,
and (2) presence of a Rho-independent terminator as defined in
[19]. These features are computed by examining the ensemble of
secondary structures in a similar manner.

The next task in classification is training a binary classifier. There
are several choices of supervised classification methods that can be
utilized for this task. Some examples include Support Vector
Machines (SVMs), Artificial Neural Networks (ANNs), Random
Forests, and L, regularized logistic regression (LASSO). A particu-
lar advantage of LASSO is its high interpretability of the output
results. More specifically, in addition to classifying examples as
CsrA-regulating or not CsrA-regulating, LASSO will automatically
identify the most predictive features that can separate the two
classes. For this reason, we utilized LASSO for binary classification
(see Note 2). This model was fitted on training data to identify
optimal model parameters. The fitted model was then applied to
classify new sequences. To decrease variance in model selections
and predictions, we used (1) Ensemble learning on multiple train-
ing data, and (2) Bootstrap analysis to identify robust features.
Ensemble learning is a machine learning model where several clas-
sifiers are trained and predictions are made using each classifier. The
final class labels are typically decided by a majority vote or a weighted
average (see Note 3). On the other hand, Bootstrap is a resampling
technique that is typically utilized to estimate measures of accuracy.
We utilized bootstrapping to assess the robustness of the predictors
in classifying the features (sec Note 4). Finally, we generated an
initial input list of potential CsrA-regulating small RNAs in a given
bacterial genome and the trained model was used to classify each
sequence by determining the probability (given the binary classi-
fier) that it belongs to the class of CsrA-regulating small RNAs.
Details of the procedures are presented in Methods and Notes.
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Fig. 1 Boltzmann triplet feature (BTF) example using a randomly selected structure from the ensemble of low
free energy secondary structures

3 Methods

3.1 Positive Set

The required tools for performing the above procedure are
1. RNAfold program from the Vienna Package [20].

. RNAsubopt program from the Vienna Package.

. R programming language.

. glmnet library for regularized logistic regression in R.

[S2NNN NG I \§)

. tools for obtaining intergenic sequences in bacterial genomes
(such as the tools for sequence analysis at http://www.rsat.
eu/ [21]).

The procedure for computing the features and learning the
model for CsrA-regulating small RNAs is as follows. All algorith-
mic procedures are implemented in an R package freely available to
download at: https: //github.com /carltonyfakhry /InvenireSRNA.
We also provide a webserver for performing predictions at: http: //
markov.math.umb.edu/inveniresrna. See Subheading 3.8 for
further details.

1. Download the seed sequences of previously known CsrA-
regulating small RNAs from RFAM [16] in (Ungapped)
FASTA format. This includes sequences from the RsmX,
RsmY, RsmZ, CsrB, and CsrA families of noncoding RNAs
(ncRNAs). A total of 105 seed sequences were available at
RFAM at the time of this study. These constitute the positive
examples.
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3.2 Negative Set

3.3 Ensemble
Training Sets

3.4 Feature
Generation

1.

Using RNAfold compute the minimum free energy (MFE)
structure of all positive sequences to obtain the range of mini-
mum free energies.

. Shuffle each positive sequence while keeping the dinucleotide

frequencies fixed using the Altschuld-Erickson algorithm [18].
This algorithm is implemented as part of the R package.

. Using RNAfold compute the minimum free energy (MFE)

structure of the shuffled sequence. If the free energy is
within the acceptable range, accept the sequence. Else
repeat steps 2 and 3 for a maximum of 100 tries before
moving to the next sequence.

. Construct 100 different negative sets using procedures in

Subheading 3.2. Note that random shuffles will result in difter-
ent negative sets.

. For each random shuffle, construct a training set consisting of

all positives and the newly shuffled negative sequences.

. For each sequence in the training set, sample 1000 structures

from the ensemble of low energy secondary structures using
the RNAsubopt program from the Vienna package.

. Compute the frequencies of the BTFs over all the sampled

structures obtained from step 2.

. The empirical probabilities of the possible BTFs are the first

512 features. If a BTF triplet does not occur in any of the
sampled structures, its probability is set to 0. Otherwise its
probability is the frequency of BTF in the ensemble divided by
the sum of frequencies of all BTFs.

. The 513th feature is the probability of the formation of a stem-

loop at the 3" end of the sequence. This is computed by exam-
ining the occurrences of a stem-loop in the random structures
obtained from step 2. This requires a regular expression to
check the formation of a double helix that ends in an unpaired
loop at the end of each random structure. The probability for
the formation of the stem-loop is thus the number of struc-
tures that have a stem-loop divided by 1000 (the number of
sampled structures obtained from step 2).

. The 514th feature is a categorical variable indicating whether

the RNA has a Rho-independent terminator. The Rho-
independent terminator is defined in a similar manner to [19].
For the sequence to have a Rho-independent terminator the
last 13 nucleotides must contain at least 3 U nucleotides and
no UVVUU stretches (Vis an A, C, or G) and the last 7 nucle-
otides must contain at least 1 U nucleotide.
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3.5 Bootstrapping
and Robust Feature
Identification

3.6 Generation
of Input Sets
for Prediction

3.7 Ensemble
of Models
and Predictions

1.

Using the R package gimnet, perform a cross validation for
LASSO regression for a given training dataset and save the
tuning parameter which minimizes the mean-squared error.
We refer to the tuning parameter as lambda.min (see Note 5).

. Take a bootstrap sample from the training data and estimate a

LASSO regression using lambdna.min.

. Identify significant predictors as those with nonzero coefficient

in the regression model.

4. Repeat step 2.

. Re-estimate a LASSO regression using lambda.min and note all

the coefficients that were not set to 0 in any of the steps 2—4.

. The nonzero coefficients in step 5 identity the robust features

for the model.

. Obtain intergenic sequences for the bacterial species of interest

using the sequence analysis tools available at http: //www.rsat.
eu/. These are obtained by downloading the regions that are
upstream /downstream of annotated genes avoiding overlap
with flanking genes on the same strand. Note that some part of
what we call the intergenic sequence can be antisense to a cod-
ing sequence on the opposite strand.

. To initially screen for regions which have potential CsrA-binding

small RNAs, identify the regions (from step 1) that have 3 or more
ANGGA binding motifs, (with at least 3 motifs that are within a
distance of 60 bp) followed by a poly T tail (minimum of 3 Ts).

. The poly T tail (from step 2) defines the 3’ end of the input

sequence. The 5’ end is determined by sampling from a dis-
tance distribution of distances of 5" ends from the first ANGGA
motif in experimentally known CsrA-regulating small RNAs.
This approach generates the input sequences for prediction
from the regions acquired in step 1.

. To further limit the input set, the sequences obtained in the

preceding steps were screened for presence of Rho-independent
terminator sequences using the Web tool Arnold (http://rna.
igmors.u-psud.fr/toolbox/arnold /) [22].

. The input sequences thus generated were classified using the

trained binary classifier using an ensemble of models as described
below.

. Train 100 models using the glmnet package, one per Ensemble

training samples, each trained on robust features only (see Note 6).

. Given a new sequence, generate the BTF features.
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3.8 InvenireSRNA R
Package
and Webserver

3

4

1

[\

w

. Using the features generated in step 2, perform 100 predictions
using the 100 models learned in step 1.

. The final prediction is the average of all predictions
(probabilities) outputted by the 100 models learned in step 1.

. We provide an R package InvenireSR NA that implements the
outlined algorithm in Subheadings 3.3, 3.4, 3.5, and 3.6.

. The R package provides functionality to predict the probability
of a given RNA sequence (or sequences provided in a FASTA
file), belonging to a certain class of small RNAs. The default
model used for prediction is for CsrA-regulating small RNAs.

. The R package is currently downloadable from https://
github.com/carltonyfakhry/InvenireSRNA.

. We also provide the InvenireSRNA web server available at
http: //markov.math.umb.edu/inveniresrna. The web server
provides similar functionality as the R package and is intended to
increase the ease of use of our method. There is an upper limit of
500 sequences that can be uploaded in a FASTA file for
prediction.

4 Notes

. Based on experiments, a GGA motif in unpaired regions in the
RNA secondary structure is considered a key distinguishing
feature of the CsrA-binding site [23].

. Our choice of the regularized logistic regression was motivated
by its ability to perform automatic feature selection and the
probabilistic interpretation of its output. However, there is a
great variety in the choice of classifiers that could have been
used as a substitute to LASSO such as Support Vector Machines
and Ridge regression.

. Learning an ensemble of models helps in decreasing variance
due to variability in the data set. High model variance can arise
from variability in training examples. Training examples are
typically assumed to be a fair representation of the entire popula-
tion. Larger training samples will typically result in lower model
variance. In order to account for variability in the negative set,
we opted to generate an ensemble of negative sets and train a
model on each. Each model is utilized independently to make
predictions and the final class labels are decided by a majority
vote.

. Identifying robust features with Bootstrap helps in reducing
dimension and variance. More precisely, LASSO will identify a
small set of predictive features that can distinguish the classes
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using cross-validation analysis. There is some variability in this
process that is if the model is retrained using a slightly different
training set, different predictive features may be selected by
lasso. To account for this source of variability, for each training
set from the ensemble, we sample the set with replacement
(bootstrapping), train a classifier on the bootstrapped sample,
identify the predictive feature, and repeat the process 100
times. We then keep track of the frequency of the selected fea-
tures by LASSO in the 100 iterations. The features that are
consistently selected constitute the robust features. Consistency
of features is decided by examining the distribution of the fre-
quencies (e.g., taking the upper 75% quantile).

5. When fitting an L, regularized logistic regression (LASSO), a
penalty parameter lambda must be selected. This parameter
controls model complexity in terms of the number of features
that are entered into the model. The optimal value of the
lambda parameter is obtained by cross validation, where for a
grid of lambda values the model is trained and tested and loss
function is recorded. The optimal parameter value called
lambda.min is selected as the one that results in minimum loss.

6. As in any regression model, the performance of our method is
dependent on the estimated features. While we believe there is
strong biological intuition and evidence to support the use of
such features, there could potentially be other features, which
are more significant in terms of performance.
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Chapter 4

Host-Pathogen Transcriptomics by Dual RNA-Seq

Alexander J. Westermann and Jorg Vogel

Abstract

Transcriptomics, i.¢., the quantification of cellular RNA transcripts, is a powerful way to gauge the physi-
ological state of either bacterial or eukaryotic cells under a given condition. However, traditional approaches
were unsuitable to measure the abundance of transcripts across kingdoms, which is relevant for biological
processes such as bacterial infections of mammalian host cells. This changed with the establishment of
“Dual RNA-seq,” which profiles gene expression simultaneously in an infecting bacterium and its infected
host. Here, we describe a detailed Dual RNA-seq protocol optimized for—but not restricted to—the study
of human cell culture models infected with the Gram-negative model pathogen Salmonelln Typhimurium.
Furthermore, we provide experimental data demonstrating the benefits of some of the key steps of this
protocol, including transcriptome stabilization (RNA fixation), FACS-based enrichment of invaded cells,
and double rRNA depletion. While our focus is on data generation, we also include a section describing
suitable computational methods to analyze the obtained datasets.

Key words Dual RNA-seq, Host-pathogen interaction, Infection, Transcriptomics, RNA-seq,
Salmonelln, Noncoding RNA, Cell sorting, Fixation, rRNA depletion

1 Introduction

To comprehensively describe bacterial infections of mammalian
host cells, the underlying gene expression changes in host and
pathogen need to be understood. Host-pathogen transcriptomics
has traditionally relied on the physical separation of the two infec-
tion partners post-infection, followed by their separate analysis via
probe- or sequencing-based technologies. In contrast, Dual RNA-
seq omits physical separation of host and pathogen cells, with tran-
scripts of the two organisms being discriminated in silico, by
assigning sequencing reads to their originating reference genome
(reviewed in [1, 2]). To this end, infected cells and infecting bac-
teria associated with them are lysed jointly, resulting in the release
of total RNA. Next, this mixture of eukaryotic and prokaryotic
RNA species is purified, ribosomal RNA (rRNA) depleted, the
rRNA-free sample converted into cDNA libraries, and sequenced
(Fig. 1a). The single-nucleotide resolution of RNA-seq technology

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_4, © Springer Science+Business Media, LLC 2018
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Fig. 1 Experimental workflow for the Dual RNA-seq approach here described. (a) Data generation. (b) Data

analysis. Panel b was modified from [2]

is harnessed to segregate reads derived from host or pathogen with
high confidence, followed by the separate quantification of the two

resulting data subsets (Fig. 1b).

In the following, we present a detailed Dual RNA-seq protocol
for in vitro infection of human cell lines with the facultative intracel-
lular pathogen Salmonelln enterica serovar Typhimurium (hence-
torth Salmonella). This approach is capable of detecting all major
bacterial and human RNA classes, and its application to samples
obtained from time course infection experiments with diverse mam-
malian cell types has recently enabled us to discover a previously
uncharacterized small noncoding RNA of Salmonella that functions
as a timer of expression of this pathogen’s major virulence pro-
grams, with widespread consequences for the infected host [ 3].

2 Materials

2.1 Bacterial

Gultures
(strain JVS-3858) [4].

1. Salmonella  enterica serovar Typhimurium strain SL1344
constitutively expressing GFP from a chromosomal locus
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. 250 mL Erlenmeyer flasks.
. Petri dishes.
. Incubator for bacterial plates.

. Lennox Broth (LB) liquid medium: 1% (w/v) tryptone, 0.5%

(w/v) yeast extract, 85.6 mM sodium chloride; Lennox agar:
LB medium (see above), 1.2% (w/v) agar.

. HelLa-S3 cells (ATCC CCL-2.2).

. Class II biological safety cell culture hood.

. T-75 flasks.

. 6-well plates.

. Serological pipets 5, 10, 25 mL (plastic).

. Incubator for cell culture flasks.

. Light microscope.

. Benchtop centrifuge.

. Neubauer counting chamber.

. DMEM complete: Dulbecco’s Modified Eagle Medium

(DMEM), 10% fetal calf serum, 2 mM r-glutamine, 1 mM
sodium pyruvate.

Phosphate-buffered saline (PBS).
Trypsin-EDTA (0.25%), phenol red.

. Benchtop centrifuge.
. Vortex.
. Spectrophotometer or cell density meter, and cuvettes.

. DMEM complete + gentamicin (high): DMEM complete (see

above), gentamicin sulfate salt to a final concentration of
50 pg/mL.

. DMEM complete + gentamicin (low): DMEM complete (see

above), gentamicin sulfate salt to a final concentration of
10 pg/mlL.

. Vacuum system for liquid aspiration and disposal.

. RNA/ater (Qiagen).
. PBS.
. FACSAria III (BD Biosciences).

. mirVana miRNA isolation kit (Life technologies).
. Safe-lock tubes 1.5, 2 mL.

. Benchtop microcentrifuge (refrigerated).

. Ethanol diluted to 70% with RNase-free water.
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. RNase-free water.

. Heat block for microtubes.

. Spectrophotometer NanoDrop 2000, or equivalent.

. Deoxyribonuclease I (DNase I, 1 U/pL; Fermentas).
. SUPERaseIN RNase Inhibitor (Ambion).

10.
. Roti-Aqua P/C/I (Roth).
12.
13.

Phase-lock gel (PLG) tubes 2 mL (5 PRIME).

GlycoBlue (Ambion).

30:1 ethanol /sodium acetate: 30 parts of 100% ethanol, 1 part
of 3 M sodium acetate (pH 6.5).

Power SYBR  Green RNA-to-CT 1-Step kit (Life
technologies).

Gene-specific DNA oligonucleotides.

TC Microwell 96F (Thermo Scientific).

Real-time PCR cycler CFX96 Real-Time System (BioRad).
Ribo-Zero Gold epidemiology kit (Illumina).

DynaMag-2 Magnetic Particle Concentrator (Invitrogen).
Ethanol 100%.

. MultiNA microchip electrophoresis system (Shimadzu).

. M220 Focused-ultrasonicator (Covaris).

Agencourt RNAClean XP kit (Beckman Coulter Genomics).

. Antarctic Phosphatase (NEB).

. T4 Polynucleotide Kinase (NEB).

. Poly(A) polymerase (NEB).

. RNA adaptor.

. T4 RNA ligase (NEB).

. M-MulLV reverse transcriptase (NEB).

. PCR primers.

. Phusion high fidelity DNA polymerase (NEB).
. HiSeq2500 (Illumina).

3 Methods

3.1 Scaling 1.

the Experiment

For each condition, >200 ng of total RNA is required prior to
Ribo-Zero treatment. Based on our experience, this corre-
sponds to ~2 x 10° sorted Hela cells. Cells are seeded in a way
that, at the time of infection, there will be ~8 x 10° cells per
well (6-well format) and thus ~5 x 10° cells per plate. Provided
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Infection Assay
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that ~5% of the Hela cells get invaded when infection is car-
ried out at a multiplicity of infection (m.o.i.) of 5 [3], as a
result of infection there should be ~2.5 x 10° invaded cells on
every 6-well plate. Thus, at least one full 6-well plate is seeded
for each condition to be sampled (including one plate for the
mock-infected controls; see step 1 in Subheading 3.3).

. In addition, a single well (8 x 10° cells) is required as carrier

material for the bacterial reference control (see step 2 in
Subheading 3.3).

. Two days prior to infection, HeLa cells are trypsinized, cell

density is determined in a Neubauer counting chamber, and
2 x 10° cells are seeded in 2 mL complete DMEM per each
well of a 6-well plate (one plate /condition).

. Efficient seeding and attachment of the cells to the substrate is

confirmed by light microscopy on the subsequent day.

. For infection, overnight LB cultures of Salmonelln constitu-

tively expressing the green fluorescent protein (GEP) from the
putlocus in the chromosome [4] are diluted 1:100 in fresh LB
medium and grown aerobically at 37 °C (shaking at 220 rpm)
to an ODy, of 2.0.

. A volume of 1 mL of the bacterial culture is transferred to a

2 mL reaction tube, pelleted (2 min at 12,000 rpm, room tem-
perature) and bacteria are resuspended in 1 mL of complete
DMEM medium and diluted to 8 x 10* bacterial cells/pL
(using DMEM). Double-check for correct concentration of
the inoculum solution by spectrometry (ideally, the ODggo-
value measured should be 0.08).

. To achieve an m.o.i. of 5, 50 pL of this suspension is pipetted

into each well. Immediately after addition of the bacterial inoc-
ulum, the plates are centrifuged for 10 min at 250 x g, room
temperature, to enhance pathogen contact with host cells and
synchronize the invasion event.

. For infection to occur, the plates are incubated for 30 min in a

5% CO,, humidified atmosphere, at 37 °C.

. Thereafter, medium is replaced for gentamicin-containing

complete DMEM (final gentamicin concentration 50 pg/mL)
to kill the remaining extracellular bacteria.

. After a further 30 min incubation step as above, the medium is

replaced by complete DMEM containing only 10 pg/mL of
gentamicin and incubated for the remainder of the experiment.
Note: Time point # is defined as the time when gentamicin is
first added to the cells (step 7 in Subheading 3.2).
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3.3 Reference
Gontrols

3.4 Harvest Infected
Hela Cells

3.5 OPTIONAL:
Transcriptome
Stabilization

1. Asareference for host gene expression changes, a non-infected

yet mock-treated control needs to be included for every time
point to be sampled.

. The Salmonelln reference control represents bacteria from the

inoculum suspension. To minimize potential biases during
RNA isolation using the mz7Vana kit (see step 3 in Subheading
3.7; optimized for mammalian samples), the bacterial lysate is
artificially supplemented with host carrier material prior to
joint RNA extraction. In order to obtain a similar ratio of bac-
terial to human transcripts in the bacterial control compared to
the infection samples, 50 pL of the Salmonella inoculum sus-
pension is added to the lysate of ~8 x 10° HeLa cells (i.c., one
well) in 600 pL of L/B buffer (see Note 1). From the resulting
mixture total RNA is isolated (see Subheading 3.7).

. For harvest, infected cells are washed with room temperature

PBS, trypsinized (100 pL of pre-warmed trypsin/well; stop
with each 900 pL of complete DMEM), and collected in
15 mL tubes (pool wells of one plate).

. If the transcriptome of the infected cells is not meant to be

stabilized (e.g., when you carry on directly with cell sorting in
Subheading 3.6; see also Note 2), the harvested cells are pel-
leted by centrifugation (5 min at 250 x g, 4 °C), the superna-
tant is aspirated, and the cell pellet resuspended in 1 mL of
ice-cold PBS (cell density ~5 x 10° cells/mL). Directly proceed
with Subheading 3.6.

1. When samples from multiple strains are collected in parallel

and/or in case that the cells cannot immediately be further
processed, their transcriptomes should be preserved during
storage. To stabilize the transcriptome of infected cells prior to
sorting, cell samples from step 1 in Subheading 3.4 are pel-
leted (5 min at 250 x g, 4 °C), resuspended in 1 mL of
RNA/ater (1 mL/5 x 10° cells; Qiagen), and stored at 4 °C
until sorting. We use RNA/azer, because this reagent—despite
being initially developed for mammalian cells—also fixes intra-
cellular Salmonelin. That is, storage of infected Hel.a cells in
RNA/ater lowers the number of viable bacteria by almost two
orders of magnitude (Fig. 2a). On the other hand, the treat-
ment reduces the final RNA yield by approximately two thirds
compared to unfixed cells (Fig. 2b), probably due to partial
cell lysis or cell loss (i.e., cells are difficult to pellet in the viscous
RNA/ater reagent). Importantly, RNA/ater stabilizes the here
selected pathogen and host transcripts (Fig. 2c, d). See also
Note 2.

. To prepare RNA/ater-treated cell samples for sorting (see

Subheading 3.6), the cell suspension is diluted by the addition
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analysis. steC and sopE are mRNAs of Salmonella, and TNFAIP3 and /L8 human transcripts. Constitutively
expressed gfo mRNA served as the Salmonella, and U6 snRNA as the host reference. Data in panels a-d rep-
resent the mean = SD from technical triplicates of each single biological sample

of 10 mL of ice-cold PBS (as the RNA/ater reagent is very
viscous and would otherwise impede pelleting) and cells are
pelleted for 5 min at 500 x g, 4 °C.

3. The supernatant is carefully removed and the cell pellet resus-
pended in 500 pL of ice-cold PBS. Note that this is half the vol-
ume as for unfixed cells (see step 2 in Subheading 3.4) to account
for the described cell loss during RNA/azer treatment (step 1 in
Subheading 3.5). Continue with step 1 in Subheading 3.6.
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3.6 CGell Sorting

3.7 Cell Lysis, RNA
Extraction, DNase
| Treatment

PE-A

frequency

1. Hela cells containing GFP-expressing Salmonella emit a fluo-

rescence signal and so can be distinguished from uninfected
bystander cells. The FACS gating strategy to separate invaded
(GFP-positive) from bystander cells (GFP-negative) is outlined
in Fig. 3. GFD intensity is measured in the FITC channel and
PE intensity serves as a measure of a cell’s auto-fluorescence.
Doublet discrimination is difficult to achieve because cell size
substantially depends on the number of intracellular bacteria
and thus is typically omitted.

2. Sorting is performed using the 100 micron nozzle, at medium

flow rate (<7,000 events/s) and under constant cooling to
4 °C (of both the input chamber and the collection tube
holder) into 2 mL reaction tubes. Typically ~2 x 10° cells are
collected per each fraction and applied to RNA isolation.

1. The sorted cells are pelleted for 5 min at 1,000 x g4, 4 °C, and
the supernatant is quickly aspirated with care (at best by using
a vacuum pump). Note that the cell pellet will be almost
invisible.

mixed population prior to sorting

FACS

GFP+

FITC-A sorted fractions

Fig. 3 FACS outline. (a) Gating strategy. HeLa cells invaded with GFP-expressing Salmonella are distinguished
from uninfected bystander cells based on an increased signal in the FITC channel. In the PE channel the auto-
fluorescence of the cells is detected. (b) Representative fluorescence microscopy images of Salmonella-
infected HelLa cells before (upper) and after sorting (lower)
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2. Lysis is achieved by adding 600 pL of L/B buffer (see Note 1)
to the cell pellet. To efficiently lyse also the intracellular bacte-
ria the sample should be vortexed vigorously.

3. Host-pathogen RNA is extracted using the mirVana kit (Life
technologies) following the manufacturer’s instructions for
total RNA isolation.

4. To remove contaminating genomic DNA remnants, RNA
samples are treated with 0.025 U of DNase I per 100 ng of
RNA for 45 min at 37 °C in a total volume of 50 pL.

5. The gDNA-free RNA is next purified by ethanol precipitation.
To this end, three volumes (150 pL) of Roti-Aqua P/C/I
(Roth) are added to each reaction. The samples are mixed by
pipetting and transferred into PLG tubes. Upon vortexing for
15 s, the tubes are centrifuged for 15 min at 12,000 rpm,
15 °C. The aqueous phases are transferred into fresh 1.5 mL
reaction tubes, supplemented with 1.5 pL of GlycoBlue
(Ambion) and three volumes (150 pL) of a 30:1 mixture of
ethanol and sodium acetate, and precipitation is achieved by
incubating the samples overnight at —20 °C.

6. The next morning, the RNA is pelleted by centrifugation for
30 min at 12,000 rpm and 4 °C. The supernatant is removed
from each sample and the pellets are washed with 200 pL of
75% ice-cold ethanol. Upon centrifugation for 10 min as
above, the supernatants are removed, the pellets air-dried for
10 min at room temperature with open lids, and resuspended
in 28 pL of 65 °C-warm, RNase-free water for 5 min at 65 °C.

3.8 OPTIONAL: 1. When establishing a Dual RNA-seq approach for a given infec-
Estimation tion model, it might be reasonable to determine the relative
of Bacteria-to-Host content of bacterial RNA in the sample prior to sequencing. A
RNA Ratio relatively quick and affordable way of achieving this is via quan-

titative real-time PCR (qQRT-PCR). For instance, for the here-
described infection system total RNA from uninfected HelLa
cells and Salmonelln in vitro cultures may be separately isolated
and treated with DNase I (using the protocol described in
Subheading 3.7).

2. The RNA concentrations of the samples are measured using a
NanoDrop device and a serial dilution of Sa/monelin-to-HeLa
RNA is set up (Fig. 4a). The final RNA dilutions are adjusted
to the same concentration with RNase-free water.

3. In our example, using qRT-PCR primers against Salmonelln
rfaH mRNA and the human marker mRNA ACTB, the AC,
-value (AC, = C; host wranscrip—C; bacterial transcripe) 18 determined for
each dilution in technical triplicates.

4. The fold changes relative to the 1:1 mixture are then calcu-
lated based on the AAC,-method by Livak and Schmittgen
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3.9 Double rRNA
Depletion
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Fig. 4 qRT-PCR-based extrapolation of bacterial RNA proportions. (a) Schematic
outline of the serial dilution of Salmonella to human RNA. (b) The obtained rela-
tionship between the pre-adjusted bacterial-to-host total RNA ratios and the cal-
culated fold changes in the detection of bacterial and host reference transcripts
[5] is used to estimate the relative proportion of Salmonella RNA in the infection
samples (two different time points after infection; with or without FACS-based
enrichment of invaded host cells; mean +/— SD from three replicates). Panel b
was modified from [3]

1.

[5], and plotted against the predefined mixing ratios to derive
a trend-line equation describing the relation of the measured
values with the pre-adjusted transcriptome proportions (black
in Fig. 4b).

. Finally, the same marker transcripts are measured in the infec-

tion samples to deduce the approximate ratio of Salmonelin-to-
host RNA (blue and red dots in Fig. 4b).

Traditional RNA-seq approaches often rely on rRNA depletion
from samples prior to sequencing, thereby reducing sequenc-
ing depth requirements. Naturally, Dual RNA-seq samples
contain ribosomal transcripts from both infection partners. To
remove mammalian and bacterial rRNA in a single step, the
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3.10.1 Sense Primer

3.10.2 Antisense Primer
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Ribo-Zero Magnetic Gold epidemiology kit (Illumina) is used
following the manufacturer’s guidelines with the exception
that typically less than 500 ng of RNA is used as an input (usu-
ally ~200 ng). The initial sample volume is adjusted to 28 pL
(see step 6 in Subheading 3.7).

. Upon ribo-depletion, the final RNA samples are purified by

ethanol precipitation as above (steps 5 and 6 in Subheading
3.7; precipitate for at least 3 h at =20 °C).

. For elution, the purified, air-dried RNA pellets are dissolved in

each 10 pL of pre-warmed, RNase-free water for 2 min at
65 °C. Following this protocol, both human and Salmonclin
rRNA transcripts are efficiently removed (Fig. 5).

. RNA samples are fragmented using ultrasound (four pulses of

each 30 s) at 4 °C to generate ~200—400 nt (average) fragmen-
tation products.

. Short RNA fragments (<20 nt) are removed using the

Agencourt RNAClean XP kit (Beckman Coulter Genomics).

. The remaining fragments are dephosphorylated with Antarctic

Phosphatase (NEB), re-phosphorylated with T4 Polynucleotide
Kinase (NEB), and poly(A)-tailed using poly(A) polymerase
(NEB). See Note 3.

. An RNA adapter is ligated to the 5" monophosphate of the

RNA fragments using T4 RNA ligase (NEB).

. First-strand ¢cDNA synthesis is performed using an oligo(dT)

adapter primer and the M-MuLV reverse transcriptase (NEB).

. The resulting cDNAs are PCR-amplified to about 10-20 ng/

pL using the Phusion high fidelity DNA polymerase (NEB)
and primers designed for TruSeq sequencing according to the
instructions of Illumina. Hexameric barcode sequences
(“NNNNNN?”) required for multiplexing multiple cDNA
libraries in a single lane of the flow cell are part of the 3’
sequencing adapter (see Note 3).

5'-AATGATACGGCGACCACCGAGATCTACACTCTTT
CCCTACACGACGCTCTTCCGATCT-3".

5'-CAAGCAGAAGACGGCATACGAGAT-NNNNNN-
GTGACTGGAGTTCAGACGTGTGCTCTTCCGATC
(dT25)-3".

The combined length of the flanking sequences is 146 nt.

. The resulting cDNA libraries are purified using the Agencourt

AMPure XP kit and analyzed by capillary electrophoresis
(Shimadzu MultiNA microchip electrophoresis system).



70 Alexander J. Westermann and Jérg Vogel

a Salmonella
6% B rRNA
y 5% % 0 IRNA
0, m
E {Euﬁ HIncRNA
B mRNA 44% : LT{ENQ
B sRNA B snoRNA
O anti-sense = mitoRNA
O IGRs B miscRNA
O anti-sense
! 1 1GRs
i
i
total RNA B Salmonella reads 95.1%
rRNA-depleted FERl_ human reads 96.7%
-~ |
\\\\ 1
!
0 8% o ! W rRNA
12% o _0.1% o th@A
Em
=N B IncRNA
B mRNA @ miRNA
B SRNA B SR
O anti-sense O ﬁwr?tooRNA
O IGRs B miscRNA
O anti-sense
O IGRs
Salmonella human
b c - RNAlater + RNAlater
N S\
Salmonella human Q\@% P08 PP D o0
M%ﬁ%‘b@@@%?’w\“@&@
* IRNA nt]
% r=083 5" g 4,000 P ———
2 o < 2,000 [~ —
z il 2 1,000 =
=z = Z 500 [==m
SRR e = 2000— .
25 |comiiasa o —

total RNA total RNA
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the rRNA transcripts that had zero reads in the rRNA-depleted sample. (¢) Bioanalyzer image of gDNA-free RNA
samples: Salmonella only RNA, HeLa only RNA, RNA from infected samples (m.o.i. 5 or 50), and Ribo-Zero-
treated RNA from a Salmonella-infected HeLa sample (m.o.i. 50), without or upon RNA/ater fixation. “M” refers
to the size marker. Panels a and b were obtained from [3]

3.11  lllumina 1. For Illumina HiSeq sequencing, cDNA libraries from step 7 in
Sequencing Subheading 3.10 are pooled in approximately equimolar amounts.
2. The cDNA pools are size-fractionated in the range of 150-

600 bp via a differential clean-up with the Agencourt AMPure
kit (Beckman Coulter Genomics).
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. Aliquots of the cDNA pools are analyzed by capillary electro-

phoresis (Shimadzu MultiNA microchip electrophoresis system)
and sequenced on an Illumina HiSeq2500 device in single-end
mode with 100 cycles (typically to ~30 million reads/library).

. llumina reads in FASTQ format are trimmed with a Phred quality

score cut-oft of 20 by the program fastq_quality_trimmer from
FASTX toolkit (http://hannonlab.cshl.edu /fastx_toolkit/).

. Reads shorter than 20 nt after adaptor- and poly(A)-trimming

are discarded.

. The remaining reads are aligned to the respective reference

genome sequences in parallel; in our example to the Salmonelln
enterica SL1344 genome (NCBI RefSeq accession numbers:
NC_016810.1,NC_017718.1,NC_017719.1,NC_017720.1)
and the human genome (hgl9—GRCh37; retrieved from the
1000 Genomes Project [6]). The mapping is performed using
the READemption pipeline [7] and the short read mapper
segemehl and its remapper lack [8] allowing for split reads [9].

. Mapped reads with an alignment accuracy <90% as well as

cross-mapped reads, that is, reads which can be aligned equally
well to both host and bacterial reference sequences, are dis-
carded. See Note 4.

. Differential gene expression analysis is carried out separately

for the host and the pathogen using the edgeR package [10]
with an upper-quartile normalization and a prior count of 1.

. If needed (i.e., to correct for batch effects), sequencing data

might further be normalized using the RUVs correction
method [11]. See Note 5.

. For a detailed description of existing pathway analysis tools

and interspecies network inference analyses, see [2].

4 Notes

. We use the L/B butfter of the mirVana kit (Ambion) for the

joint lysis of HeLa cells and the Salmonella cells contained
within (Subheading 3.7). Note, however, that when using bac-
terial pathogens other than Salmonella (especially Gram-
positive species), it might be necessary to mechanically lyse the
infected cells (e.g., by bead beating) to prevent the loss of the
bacterial transcriptome.

. It is important to assess for any experimental setup whether

fixation/transcriptome stabilization is required prior to RNA
extraction (see Subheading 3.5). Our data suggest that, within
the described infection system, samples may be preserved best
in RNA/ater. We note, however, that transcriptome stabiliza-
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tion always is a compromise. For example, despite RNA/azer
stabilizing the bacterial and human transcripts measured here
(Fig. 2¢, d), overall it leads to reduced RNA yields (Fig. 2b),
increases the risk of cell clumping during sorting, and—unless
removed completely—may quench the fluorescent signal.
Treating infected cells instead with RNAprotect (Qiagen),
which is similar to RNA/Zater but is reccommended by the man-
ufacturer for cell culture models, did not yield substantially
more RNA (Fig. 2b). Importantly, RNAprotect was inferior to
RNA/ater with respect to the stabilization of the selected
Salmonelln and human marker transcripts (Fig. 2c, d). In
experimental setups where cell samples do not need to be
stored for longer periods but can be immediately processed,
transcriptome stabilization seems expendable, especially when
the starting material is limited.

. The present protocol for cDNA library generation (Subheading

3.10) was optimized for sequencing on the HiSeq2500 plat-
form (Illumina). At present, the NextSeq500 instrument
(Illumina) is increasingly used for RNA-seq approaches. To
render Dual RNA-seq compatible with the NextSeq500, some
small modifications should be made to the cDNA synthesis
protocol. Most importantly, an adapter consisting of an
oligo(A) stretch is ligated to the 3’ end of the RNA fragments
(rather than adding a poly(A) stretch with poly(A) polymerase).
First-strand ¢cDNA synthesis is then performed as described
using M-MuLV and an oligo(dT) adapter primer, followed by
the 5" TruSeq sequencing adapter ligation to the 3’ end of the
antisense cDNA. PCR amplification is as described except that
the antisense primer contains an octameric (instead of a hexa-
meric) barcode.

. Cross-mapped reads have to be identified and discarded (see

Subheading 3.12). For example, the percentage of cross-
mapped reads in the previous Hela time course infection
experiment [3] increased as infection progressed, implying
that these reads were mainly contributed by Salmonelln
(Fig. 6a). Even if the overall proportion of cross-mapped reads
was small in this case (from 0.02 to 1.44%), they were removed
in order not to inflate the differential expression analysis.

»

Fig. 6 (continued) The principle component analysis (PCA) plots (upper) indicate that after batch correction, the
three biological replicates of HeLa cells infected with two different Salmonella strains (red and blue) segregate
along PC 1, which accounts for 66% of the variance. In contrast, before the correction individual replicates did
not cluster with one another. Likewise, batch correction led to an increase in significantly differentially
expressed genes between the two conditions (lower). The data displayed are derived from the 8 h time point,
but are representative for the entire time course
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Fig. 6 Quantification of cross-mapped reads and batch correction. (a) Distribution of reads that either mapped
exclusively to one reference genome, or to both genomes (“cross-mappings”) over one replicate of the Hela
infection time course described in [3]. The y-axis was cropped at 50% to enlarge the view on bacterial and
cross-mapped reads. (b) RUVs sanity plots for Dual RNA-seq data from the same infection experiment [3].
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5. There are many factors which are difficult or impossible to con-

trol for when working with samples as complex as mammalian
cells infected with bacterial pathogens, for instance differences
in medium batches, in handling, or the room temperature in
the laboratory. However, even minor variations in an experi-
ment can cause widespread changes in high-throughput data
[12]. The RUVs approach (see Subheading 3.12) performs a
factor analysis, extracting factors unrelated to treatment status
which can then be included in a standard GLM analysis for dit-
terential expression [11]. Application of RUVs to our previous
HelLa time course infection assay [ 3] successfully removed fac-
tors of unwanted variation during testing for differential expres-
sion between matched time points of the two different

Salmonelln strains used for infection (Fig. 6b).
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Chapter 5

Identification of New Bacterial Small RNA Targets Using
MS2 Affinity Purification Coupled to RNA Sequencing

Marie-Claude Carrier, Guillaume Laliberté, and Eric Massé

Abstract

Small regulatory RNAs (sSRNAs) are ubiquitous regulatory molecules expressed in living cells. In prokary-
otes, SRNAs usually bind to target mRNAs to either promote their degradation or interfere with transla-
tion initiation. Because a single sSRNA can regulate a considerable number of target mRNAs, we seek to
identify those targets rapidly and reliably. Here, we present a robust method based on the co-purification
of target mRNAs bound to MS2-tagged sSRNAs expressed in vivo. After purification of the tagged-sRNA,
we use RNAseq to determine the identity of all RNA interacting partners and their enrichment level. We
describe how to analyze the RNAseq data through the Galaxy Project Platform bioinformatics tools to
identify new mRNA targets. This technique is applicable to most sSRNAs of E. coli and Salmonelln.

Key words Small regulatory RNAs, sRNA targets, MAPS, Targetome, Affinity purification, MS2
aptamer, RNA-RNA interaction

1 Introduction

Bacterial small regulatory RNAs (sSRNAs) are key actors in the fine-
tuning of gene expression, ensuring rapid adaptation of bacteria to
their ever-changing environment. sRNAs typically act at the post-
transcriptional level by base-pairing to their messenger RNA
(mRNA) targets in the 5’ untranslated region (UTR) [1].
Remarkably, limited complementarity between the sRNA and its
targets not only allows the regulation of multiple mRNAs by a
single SRNA but also the regulation of one mRNA by multiple
sRNAs. This added complexity creates an extensive regulatory net-
work where sSRNAs act as bridges between various cellular metabo-
lisms [2]. In the last decades, such networks were studied and
specific SRNA targetomes were, in part, characterized. Since then,
this field of study witnessed an explosion of technological advances
[3] that exposed the versatility of sSRNAs in terms of possible pair-
ing sites and mechanisms of action. Indeed, these short regulators
not only pair in the 5 UTR of mRNAs, they can also target the

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_5, © Springer Science+Business Media, LLC 2018
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coding sequence (CDS) [4, 5] or could even pair in the 3' UTR of
targets. Moreover, sSRNAs can regulate the translation of mRNA
targets without directly affecting the stability of the transcript [6].
This new knowledge exposed a significant lack in efficacy of the
classical techniques used to identify targets of sSRNAs, reviving the
challenge of sSRNA target identification in bacterial cells. To tackle
this issue, we developed and optimized a technique that combines
RNA affinity purification and RNA sequencing (RNAseq) allowing
genome-wide identification of SRNA-mRNA interaction in bacte-
rial cells. The assay is called MAPS: MS2 affinity purification cou-
pled to RNAseq. Here, we describe the MAPS protocol in detail.
Briefly, a sSRNA is tagged with an MS2 RNA aptamer and expressed
in vivo. Following cell lysis, tagged sRNAs are purified through
affinity chromatography. Eluted RNAs are analyzed by high-
throughput RNAseq and the ratio of enriched mRNAs in the
tagged vs. untagged sRNA experiments is representative of the
interaction between the two RNAs. Moreover, we describe the
bioinformatic pipeline used to analyze MAPS data exploiting the
Galaxy Project Platform.

2 Materials

2.1 Cell Harvesting

2.2 Cell Lysis

Ultrapure water should be used for every solution. Make sure to
work with RNase-free material to avoid degradation of RNAs
throughout the experiment.

1. Bacterial strain: sSRNA knock-out strains containing plasmids
carrying either a control sSRNA or the MS2-sRNA construct
(see Note 1).

2. LB media: 10 g bio-tryptone, 5 g yeast extract, and 5 g NaCl
in 1 L of water. Sterilize by autoclaving.

3. 20% w/v L-arabinose. Sterilize by 0.22 pm filtration.

4. Buffer A: 20 mM Tris—=HCI (pH 8), 150 mM KCl, 1 mM
MgCl,, 1 mM dithiothreitol (DTT), and 1 mM phenylmethyl-
sulfonyl fluoride (PMSF) (see Note 2).

. Temperature-controlled agitating water bath.
. Spectrophotometer.

. Centrifuge accommodating 50 mL conic tubes.

o N O U

. Liquid nitrogen.

1. French Press with a lysis cell that can accommodate at least
3.5 mL.

2. Buffer A: 20 mM Tris-HCI (pH 8), 150 mM KCI, 1 mM
MgCl,, 1 mM DTT, and 1 mM PMSEF.
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2.3 Affinity 1. Amylose resin.
Purification 2. Disposable Bio-Spin chromatography columns.
3. Purified MS2-MBP fusion protein. MBP: maltose-binding
protein [7].
4. Buffer A: 20 mM Tris-HCI (pH 8), 150 mM KCI, 1 mM
MgCl,, 1 mM DTT, and 1 mM PMSE.
5. Elution buffer: Buffer A supplemented with 15 mM maltose.
6. Phenol-water, pH 6: Melt phenol crystals at 65 °C and preheat
an equal volume of ultrapure water to the same temperature.
Carefully mix equal volume of liquid phenol and ultrapure
water. Add 0.1% w/(phenol volume) 8-hydroxyquinoline and
mix carefully. Incubate 5 min at 65 °C. Aliquot in 50 mL coni-
cal tubes. Keep at 4 °C, protect from light.
7.25:24:1 (v/v/v) phenol-chloroform-isoamyl alcohol.
8. Glycogen.
9. 95% v/v ethanol.
10. 75% v/v ethanol.
2.4 Samples 1. 10x TURBO™ DNase Buffer.
Preparation for RNA 2 TURBO™ DNase.
Sequencing 3. 25:24:1 (v/v/v) phenol-chloroform-isoamyl alcohol.
4. 95% v /v ethanol.
5. Agilent Nano Chip.
6. Bioanalyzer 2100.
7. ScriptSeq™ v2 RNA-Seq Library Preparation Kit from Illumina.
8. MiSeq (Illumina).
3 Methods

3.1 Harvesting
the Cells

. Dilute an overnight bacterial culture 1,/1000 in 100 mL of

fresh LB media supplemented with the appropriate antibiotics.
Grow the cultures at 37 °C with agitation.

. Once the cultures have reached an ODygg,,, of 0.5, induce

expression of the sSRNA or MS2-sRNA construct by addition
ot 0.1% arabinose (see Notes 3 and 4).

. Incubate for 10 min at 37 °C with agitation.
. Transfer the flasks to an ice slurry for 10 min (see Note 5).

. Transfer each culture to two 50 mL conic tubes. Centrifuge at

2900 x gat 4 °C, 15 min.

. Discard the supernatant.



80 Marie-Claude Carrier et al.

3.2 Cell Lysis

3.3 MS2 Affinity

Purification

7. Resuspend cells from each starting flask in a total of 1 mL of

8.
9.

Bufter A.
Centrifuge at 16,000 x g for 5 min. Discard the supernatant.
Freeze the pelleted cells in liquid nitrogen. Keep at =80 °C.

All steps should be performed on ice. All bufters should be at 4 °C.

1.

Let the cell pellets thaw on ice for 30 min.

2. Resuspend the pellet in 2 mL of Buffer A (see Notes 6 and 7).

. Chill the French Press cell by burying it in ice before perform-

ing the lysis.

. Break the bacterial cells using a French Press at 430 psi, 3 times

per sample. Keep samples on ice at all times (see Note 8).

. Clear the lysates by centrifugation at 16,000 x gat 4 °C, 30 min.

. Transfer the soluble fraction (lysate) to clean tubes. Keep on ice.

All steps should be performed on ice. All bufters should be at 4 °C.

1.

Add 75 pL amylose resin to a Bio-Spin disposable chromatog-
raphy column.

. Equilibrate the column three times with 1 mL of Buffer A (see

Note 9).

. Use the provided stopper to seal the column. Dilute 100 pmol

of MS2-MBP coat protein in 1 mL Buffer A. Apply the protein
solution to the sealed column and let stand for 5 min.

4. Remove the stopper and let the column drain.

. Wash the column twice with 1 mL of Buffer A.

6. Load the bacterial lysate onto the column, 1 mL at a time and

let the column drain.

7. Wash the column 5 times with 1 mL of Buffer A (se¢ Note 10).

11.

12.

13.
14.

. Insert the column in a clean RNase-free collecting tube. Elute

with 1 mL of Elution Buffer.

. Split the column output into two 1.5 mL microtubes.
10.

Add 1 volume of phenol-chloroform-isoamyl alcohol to each
tube and mix. Centrifuge at 16,000 x g4 at room temperature,
10 min.

Transfer the aqueous phase in clean microtubes containing
20 mg of glycogen (see Note 11).

Add two volumes of 95% EtOH. Mix thoroughly and precipi-
tate overnight at —80 °C.

Centrifuge the samples at 16,000 x g at 4 °C, 30 min.

Remove the supernatant very carefully and add 500 pL of ice-
cold 75% EtOH to the pellets. Centrifuge the samples at
16,000 x g at 4 °C, 5 min (se¢ Note 12).



3.4 Samples
Preparation
for RNAseq

3.5 Data Processing

3.5.1 Reads Alignment
and Visualization

15.
16.
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Remove the supernatant. Let the RNA pellets dry completely.

Resuspend the pellets in 86 pL of ultrapure H,O. Proceed to
the next step (see Note 13).

. Add 10 pL of 10x TURBO™ DNase Buffer and 4 U of

TURBO™ DNase to each sample.

2. Incubate at 37 °C, 30 min.

. Add 100 pL of phenol-chloroform-isoamyl alcohol to each

tube and mix. Centrifuge at 16,000 x g at room temperature,
10 min.

. Add 2.5 volumes of 95% EtOH. Mix thoroughly and precipi-

tate overnight at —80 °C.

. Centrifuge the samples at 16,000 x g at 4 °C, 30 min.

6. Remove the supernatant carefully. Let the RNA pellets dry

10.

completely.

. Resuspend the dried pellets in 6 pl. of ultrapure H,O.
. Quantify and verify the quality of the RNA using Agilent Nano

Chip in a Bioanalyzer 2100.

. Prepare the cDNA libraries with the ScriptSeq™ v2 RNA-Seq

Library Preparation Kit from Illumina.

Sequence the libraries in both directions using Illumina MiSeq.

Bioinformatics tools used are freely available on the Galaxy Platform
[8] (https://usegalaxy.org/).

The following procedure allows the alignment and visualization of
the RNA sequencing reads on the genome of interest. Note that
the procedure has to be performed independently for the experi-
mental data set (MS2-sRNA) and the control data set (sSRNA).
Here, the procedure will be detailed for one experimental data set
with paired-end sequencing. Refer to Fig. la for visual workflow
and to Table 1 for Galaxy Project tool details.

1.

2.

Log in on the Galaxy Project platform. Upload files: FastQ
sequencing files downloaded through the Illumina platform.

Execute the FastQ Groomer tool (Sanger & Illumina 1.8+) [9]
to convert each FASTQ files.

. Run a FastQC [10] analysis to visualize the quality of the

sequences. If the initial score of the raw sequences is >20, pro-
ceed to the next step. If quality of raw sequences data is <20,
run a FastQ Quality Trimmer [9] to trim the 5" and 3’ ends
using a Quality Score >20 (sec Note 14).

. Use Map with Bowtie for Illumina [11] and select the paired-

end analysis. As input, use the FastQ Groomer file or the Quality
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Fig. 1 Schematic representation of MAPS data analysis. (a) Workflow allowing the alignment of RNA sequencing
reads on the genome. (b) Workflow leading to the assignment of reads to specific genes and to the calculation
of enrichment ratios between experimental and control conditions

Trimmer file. Select your reference genome. Here, Escherichin
coli (str. K-12 substr. MG1655): eschColi_K12 was used.
Under Bowtie settings to wuse, choose Full parameters list.
Choose a value for the Seed parameter (here, 25) and set the
Maximum number of mismatch allowed in the seed (here, 1).

5. Navigate to Genome Coverage [12]. Select the Bowtie output
data sets (SAM files) previously obtained. Select Report region
with zero coverage.

6. Download the output file to your computer.

7. Open the downloaded file as a text file. Before the first line,
add the following header and save the file: track type = bedGraph
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Detailed information on the Galaxy Project platform tools used for MAPS data analysis

Reference to

protocol Tool name Category Version  Reference

Subheading Upload files Get data -
3.5.1,step 1

Subheading
3.5.2,step 4

Subheading FastQ Groomer NGS: QC and 1.0.4 Blankenberg
3.5.1, step 2 manipulation (20100

Subheading FastQC NGS: QC and 0.67 Andrews (2010)
3.5.1, step 3 manipulation

Subheading FastQ Quality Trimmer NGS: QC and 1.0.0 Blankenberg (2010)
3.5.1, step 3 manipulation

Subheading Map with Bowtie for NGS mapping 1.1.2 Langmead (2009)
3.5.1, step 4 Illumina

Subheading Create a BedGraph of BedTools 2.26.0.0  Quinlan (2010)
3.5.1,step 5 genome coverage

Subheading Convert SAM to interval ~ NGS: SAMtools 1.0.1 Galaxy development
3.5.2,step 1 team

Subheading Remove the beginning Text manipulation 1.0.0 Galaxy development
3.5.2, step 2 of a file team

Subheading Compute an expression Text manipulation 1.1.0 Galaxy development
3.5.2,step 5 on every row team

Subheading Join Operate on 1.0.0 Galaxy development
3.5.2,step 7 genomic intervals team

Subheading Group Join, subtract and 2.1.1
3.5.2, step 8 group

Subheading Join two datasets side by Join, subtract and 2.0.2
3.5.2, step 9 side on a specific field group

10.

11.

name = “NAME_EXPERIMENT?” description = “BedGraph
format” visibility = full (se¢ Note 15).

. Navigate to the UCSC Microbial Genome Browser [13]

(http://microbes.ucsc.edu/).

. Enter the name of the reference genome that you need. Here,

we used Escherichia coli K12.

Click on the Manage custom tracks button and add your cus-
tom tracks (see Note 16).

Click on View in Genome Browser. You can now search for a
gene name or genomic position to visually compare read align-
ment on the genome (Fig. 2) (see Note 17).
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Fig. 2 MAPS reads alignment visualization. (@) MS2-RyhB and RyhB MAPS reads aligned on sodB, a characterized
target of RyhB [17]. (b) MS2-RyhB and RyhB MAPS reads aligned on rriD (23S rRNA), serving as a nontarget
control. Data was visualized using the microbes and archaea UCSC Genome Browser (http://microbes.ucsc.edu)

3.5.2  Assignment The following procedure is performed to assign the RNAseq reads
of Reads to Specific Genes ~ to gene names and to compare the experimental data set (MS2-
and Determination sRNA) to the control (sSRNA) data set.

of Enrichment Ratios To perform this step, three files are required and need to be

processed. Steps 1 and 2 are performed on the SAM files from
step 4 in Subheading 3.5.1 for the MS2-sRNA experimental con-
dition and for the sRNA control condition. Steps 4 and 5 are
performed on the file acquired in step 3 of this section. Refer to
Fig. 1b for visual workflow and to Table 1 for Galaxy Project tool
details.

1. Run the Convert SAM to interval tool with default parameters
on each SAM files.

2. On the converted files, run the Remove beginning of a file tool.
These data sets are ready to use.

3. Through the NCBI database, download the Gene Data Bank
of the bacterial strain corresponding to your experimental
strain. This is a .txt file.

4. Upload files: Gene Data Bank file. Set the file type as Interval.
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Run Compute an expression on every row with the Add Interval
parameter c3—c2.

On the output from step 5, go to edit attributes and set the
Database /Build as the reference genome used in step 4 of
Subheading 3.5.1. This data file is ready to use.

Run Join tool. In the parameters, join your sample data set
(MS2-sRNA or sRNA; step 2 in Subheading 3.5.2) with the
Gene Data Bank data set (see step 6). Use default parameters.

Run the Group tool for each output files obtained at step 7.
Select the following parameters:

(a) Group by column: column 23.
(b) Ignore case by grouping: no.

(c) Ignore lines beginning with these characters: select all
characters except for the dot (.).

(d) Operation: insert Operation 1, Count Distinct on column 5.

(e) Operation: insert Operation 2, Mean on column 24.

. Run Join two Datasets side by side on o specified field tool with

outputs from step 8. Join the MS2-sRNA sample using col-
umn 1 with the sRNA control sample using column 1. Set the
tollowing parameters:

(a) Keep lines of first input that do not join with second input:
Yes.

b

(b) Keep lines of first input that are incomplete: No.
(c) Fill Empty columns: yes.
(
(

d) Fill column by: Single fill value.
e) Fill value: 1.

Download the output file. Open the file with Microsoft Excel
(or any similar software). The first 3 columns represent the
gene name, the number of reads and the gene length for the
MS2-sRNA experiment. The last three columns represent the
same for the SRNA control.

Relativize the number of reads (see Note 18):

(a) From the Illumina Dashboard, note the total number of reads
and the total number of reads mapped for each sample.

(b) For the MS2-sRNA, calculate the relativized number of
reads: Reads/((total number of reads) X (the total num-
ber of reads mapped for “MS2-sRNA”))

(c) For the MS2-sRNA, calculate the relativized number of
reads: Reads/((total number of reads) X (the total num-
ber of reads mapped for “sRNA”))

Calculate the enrichment ratio for each gene between the
MS2-sRNA experiment and the sSRNA control (Fig. 3).
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Reads count Relativized reads count

Gene MS2-RyhB

RyhB MS2-RyhB RyhB Enrichment ratio Reference

leuz
glyw
cysT
sodB
sdhC
shiA
CirA
fumA
rrID

542
424
450
818
32
108
6
72
23705

1 2,15E-04 4,35E-07 495,01 Lalaouna, 2015
2 1,68E-04 8,69E-07 193,62 Lalaouna, 2015
4 1,79E-04 1,74E-06 102,75 Lalaouna, 2015
24 3,25E-04  1,04E-05 31,13 Massé, 2002

1 1,27E-05 4,35E-07 29,23 Massé, 2002

5 4,29E-05 2,17E-06 19,73 Prévost, 2007
2 2,38E-06 8,69E-07 2,74 Salvail, 2013
30 2,86E-05 1,30E-05 2,19 Massé, 2002

22707 9,41E-03 9,87E-03 0,95 N/A

Fig. 3 Example of final results after performing MAPS on MS2-RyhB. Enrichment ratios are obtained using rela-
tivized read counts. As a proof of concept, a sample of characterized targets of RyhB recovered using MAPS
are shown. rriD (23S rRNA) serves as a nontarget control. All parameters used are those specified in this

protocol

3.6 Identification

of New sRNA Targets

It is strongly recommended to perform in vivo validation of puta-
tive targets identified by MAPS. Various methods are useful to per-
form such validation. Northern blotting will be effective in assessing
the sRNA-dependent modulation of the target at the RNA level
[14]. Translational regulation can be determined using transla-
tional reporter-gene fusions. These procedures will not be detailed
here as they are beyond the scope of this protocol.

4 Notes

1. DNA Sequence of the double MS2 RNA aptamer is as follows:
5'—CGTACACCATCAGGGTACGTTTTTCAGACACC
ATCAGGGTCTG—3'.

For details about the cloning procedure and control exper-
iments that should be carried prior to the MAPS, refer to
Corcoran et al. (2012) [15].

2. DTT and PMSF should be added immediately before use.
Store Buffer A without DTT and PMSF at 4 °C.

3. Use the inducer required with the chosen vector.

4. Induction of the sSRNA expression should be performed dur-
ing the same growth-phase as endogenous expression to ensure
interaction with real targets and avoid artifactual interactions.

5. After the slurry, it is recommended to take a 600 pL aliquot of
bacterial culture and perform an extraction of total RNA. This
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input sample will be useful at a later step (refer to Note 11).
Various methods can be used for RNA extraction. We suggest
the hot-phenol RNA extraction [16].

. Do not resuspend all the pellets at once. Follow steps 2—4 for

each sample individually. Keep all samples on ice at all times.

. Depending on your experimental conditions (for example if

the cells were harvested at high ODggnm), the pellets can be
resuspended in 3 mL.

. The number of passages on the French Press can vary accord-

ing to your experimental conditions. For example, if cells were
harvested at high ODgpgnm, break the cells 4 times per sample.

. Use a clean 10 mL-syringe to push the first few drops out of

the column. Then, let the elution carry on by gravity only.

Number of washes is an important parameter and should be
optimized for each experiment.

Addition of glycogen is very important, if not essential, to be
able to recover the small RNA pellets and avoid their loss after
precipitation. Glycogen must be in contact with the RNAs (the
aqueous phase) before the addition of ethanol.

Be very careful as the RNA pellets don’t always stick to the
bottom of the tube. Remove ethanol using a micropipette.
Avoid using a vacuum system.

At this step, it is possible and highly recommended to test your
samples by Northern blot. Compare the input samples (see
Note 5) with the output samples.

This parameter can be adjusted. If using the FastQ Quality
Trimmer with the threshold at a score of 20 causes the loss of
too many sequences, the threshold can be lowered. If the over-
all quality of sequences is above 20, we do not perform the
FastQ Quality Trimmer.

This header is essential for the next step. It informs the UCSC
Microbial Genome Browser on the type of data contained in
the file and allows you to name your experiment.

Ideally, add both the control track (sSRNA MAPS) and the
experimental track (MS2-sRNA MAPS) to compare the reads
aligned in each condition.

Enrichment at a specific location on a gene of interest doesn’t
always represent the exact pairing site of the SRNA. Additional
experimental data is required to validate the pairing site
localization.

Normally, reads must be relativized taking into consideration
the size of the genes they mapped to. However, since we cal-
culate the enrichment ratio of reads between the two condi-
tions, gene size is irrelevant in our analysis.
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Chapter 6

Assessment of External Guide Sequences’ (EGS) Efficiency
as Inducers of RNase P-Mediated Cleavage of mRNA Target
Molecules

Saumya Jani, Alexis Jackson, Carol Davies-Sala, Kevin Chiem,
Alfonso Soler-Bistué, Angeles Zorreguieta, and Marcelo E. Tolmasky

Abstract

RNase P is a ribozyme consisting of a catalytic RNA molecule and, depending on the organism, one or
more cofactor proteins. It was initially identified as the enzyme that mediates cleavage of precursor tRNAs
at the 5'-end termini to generate the mature tRNAs. An important characteristic of RNase P is that its
specificity depends on the structure rather than the sequence of the RNA substrate. Any RNA species that
interacts with an antisense molecule (called external guide sequence, EGS) and forms the appropriate
structure can be cleaved by RNase P. This property is the basis for EGS technology, an antisense methodol-
ogy for inhibiting gene expression by eliciting RNase P-mediated cleavage of a target mRNA molecule.
EGS technology is being developed to design therapies against a large variety of diseases. An essential
milestone in developing EGSs as therapies is the assessment of the efficiency of antisense molecules to
induce cleavage of the target mRNA and evaluate their effect in vivo. Here, we describe simple protocols
to test the ability of EGSs to induce cleavage of a target mRNA in vitro and to induce a phenotypic change
in growing cells.

Key words Antisense, Ribozyme, RNase P, Antibiotic resistance, Aminoglycoside

1 Introduction

Antisense inhibition of gene expression by oligonucleotides or
oligonucleotide analogs as the basis for the development of thera-
peutic agents has been researched for over two decades [1]. After
approval of the first antisense drug, fomivirsen [2], success was
elusive for a long time. However, continuing efforts led to the
development of many prospective antisense drugs, and very
recently mipomersen, nusinersen, and eteplirsen were approved by
EDA for the treatment of homozygous familial hypercholesterol-
emia, Duchenne muscular dystrophy, and spinal muscular atrophy,
respectively [3-5]. Additionally, many compounds are in clinical
trials, and most probably new compounds will be approved for a

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
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variety of treatments in the near future [6, 7]. As a consequence,
research on antisense technologies is experiencing renewed interest
and momentum. However, the advances in antisense technologies
applied to prokaryotes still lag in comparison to those that target
other human diseases.

While the fundamental purpose of antisense technologies is to
interfere with expression of specific proteins, several different
approaches have been tried such as inhibition of translation by ste-
ric hindrance or by inducing mRNA degradation by endogenous
RNases like RNase H or RNase P [8-10]. Several strategies involv-
ing different mechanisms of antisense inhibition of protein synthe-
sis by a variety of oligonucleotide analogs have been tried in
bacteria with mixed results [9-13]. A promising one, known as
EGS technology, consists of developing antisense oligomers that
inhibit gene expression of bacterial genes by eliciting RNase
P-mediated degradation of a target mRNA [11, 14-19]. RNase P
plays roles in the processing of RNA molecules such as tRNAs,
4.58 RNA, transfer messenger RNA, some multicistronic mRNAs,
phage-related RNAs, and others [20]. The Escherichia coli RNase
P consists of M1, a 377-nucleotide catalytic RNA subunit, and C5,
an 119-amino acid protein that acts as a cofactor [20-22]. These
components are coded for by two genes, »zpB and rnpA, respec-
tively. The utilization of RNase P for an antisense strategy is derived
from the characteristics of this enzyme to cleave any RNA molecule
(the target) as long as when interacting with an antisense oligori-
bonucleotide (external guide sequence, EGS) forms a structure
similar to that of the pre-tRNA at the cleavage location [14, 20,
23]. Since oligoribonucleotides are very unstable, therapeutic
development of EGS technology requires the design of stable,
nuclease-resistant oligoribonucleotide analogs. The role of oligo-
nucleotide analogs in all fields of antisense technologies is critical,
and as a consequence, research to develop new and more effective
analogs is intense [24, 25]. New compounds are used as only com-
ponents of oligomers or in combination with other analogs,
increasing the number of potential drug candidates. Previous stud-
ies showed that chimeric compounds composed of locked nucleic
acid and deoxyribonucleotide residues with gapmer configurations
show EGS activity [17, 19, 26, 27]. These findings make EGS
technology a viable antisense approach that could result in the
development of a new generation of antimicrobials, which are
urgently needed to respond to the current multidrug resistance
crisis [ 11, 28-30]. However, as new analogs are developed, there
will be a need to test new mono- and multicomponent oligomers
with different configurations. Key milestones to select a potent
EGS are the determination of its efficiency to elicit cleavage of the
target RNA molecule and their ability to exert the biological activ-
ity on cells in culture. In this article we describe a protocol first
developed in Altman’s laboratory [31] to assess the activity of
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EGSs on specific target RNA molecules. We also describe a proto-
col to assess EGSs activity on the growth of bacterial cells when
added to growth medium. We have recently used these protocols
to select EGSs that interfere with the expression of the resistance
genes aac(6')-1b and car [17, 32-35], and fisZ, which codes for a
protein that is the scaffold for the divisome and generates the con-
strictive force to initiate cell division [36].

All solutions should be prepared using diethyl pyrocarbonate (DEPC)-
treated ultrapure water and RNase-free analytical grade reagents.
Prepare reagents at room temperature and store as indicated.

2 Materials
2.1 Components 1.
for the RNase P
In Vitro Assay 2.

10.

2.2 RNase P In Vitro 1.

cleavage assay

2.

M1 RNA and mRNA synthesis: MEGAscript high-yield tran-
scription T7 kit (Life Technologies).

5’ end labeling of mRNA: 5" EndTag Nucleic Acid Labeling
system (Vector Laboratories). Labeling dye: fluorescent dye
cyanine 5 maleimide (Lumiprobe).

. Terrific broth: 12 g/L tryptone, 24 g/L yeast extract, 9.4 g/L.

potassium phosphate dibasic, 2.2 g/ potassium phosphate
monobasic, pH 7.2 [37].

. Inducer: 100 mM isopropyl-p-p-thiogalactopyranoside

(IPTG). Prepare the IPTG stock solution in water and keep
aliquoted at —20 °C.

. Bufter 1: 50 mM Tris-HCI (pH 7.5), 60 mM NH,CI, 10 mM

magnesium acetate, 0.15% dithiothreitol, 42% urea, 0.2 mM
Pefabloc protease inhibitor.

. Buffer 2: 50 mM Tris—HCI (pH 7.5), 1 M NH,Cl, 10 mM

magnesium acetate, and 0.15% dithiothreitol.

. Buffer 3: 50 mM Tris-HCI (pH 7.5), 100 mM NH,CI,

10 mM MgCl,, and 0.15% dithiothreitol.

. Buffer 4: 0.05 M sodium acetate (pH 7.2), 0.01 M MgCl,,

7 M urea, and 0.15% dithiothreitol.

. DNase I stock solution: Prepare at 2000 U/mL concentration

and keep at —20 °C.
NaCl 0.5 M.

Reaction buffer: 20 mM HEPES-KOH (pH 8.0), 400 mM
ammonium acetate, 10 mM magnesium acetate, and 5%
glycerol.

Phenol-chloroform (5:1 v/v, pH 4.5).
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2.3 Bacterial Growth
Inhibition Assay

. Chloroform: Water saturated chloroform-isoamyl alcohol

(24:1).

4. 3 M Sodium acetate (pH 5.5).

AN O

10.

11.

12.

—

. Ethanol (absolute).

. EGSs: Dissolve oligonucleotides and oligonucleotide analogs

at 100 pM concentration and keep at —20 °C. The appropriate
dilution should be prepared just before using each EGS.

. Reagent Solution 1: 5 pmols of 5’-end-labeled substrate

mRNA and 10 pmols of EGS are dissolved in a total volume of
3 pL.

. Reagent Solution 2: 2.5 pmol of M1 RNA, 70 pmols of C5

protein, 20 mM HEPES-KOH (pH 8.0), 400 mM ammo-
nium acetate, and 10 mM magnesium acetate dissolved in 5%
glycerol (v/v) in a total volume of 7 pL (see Note 1).

. Denaturing polyacrylamide gel: 5% polyacrylamide gels are

prepared containing 16:1 (acrylamide-bis-acrylamide), 7 M
urea, 89 mM Tris, 29 mM taurine, and 0.5 mM EDTA (USB
Corp.).

2x gel loading bufter: 95% formamide, 1 mM EDTA, pH 8,
0.01% Bromophenol Blue (w/v).

Molecular weight standard: Fluorescence-labeled RNA
Century Marker or RNA Century Marker-Plus (ThermoFisher).

Fluorescence detection: Fluorescence was detected on a Storm
860 Molecular Imager (Molecular Dynamics).

. Bacterial strains are maintained in 20% glycerol at —80 °C.

. CPP-EGSs: oligonucleotides and oligonucleotide analogs

covalently linked to the (RXR),XB (where “X” and “B” stand
for 6-aminohexanoic acid and p-alanine, respectively) were
purchased from BioSynthesis Inc.

. Mueller-Hinton broth: 2 g/ beef extract, 17.5 g/L casein

hydrolysate, 1.5 g/L starch [38].

. Amikacin: Prepare stock solution at 10 mg/mL in water

(RNase-free is not needed). Keep at 4 °C.

. Ampicillin: Prepare stock solution at 100 mg/mL in water

(RNase-free is not needed). Keep at 4 °C.

. Chloramphenicol: Prepare stock solution at 34 mg/mL in

ethanol and keep at 4 °C.

. Microtiter plates (100 pL).
. BioTek Synergy 2 microplate reader.
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3 Methods

3.1 Expression
and Purification
of the RNase P
Cofactor C5

3.2 In Vitro RNase P

cleavage assay

1. E. coli BL21(DE3)(pLysE, pRHC5) cells were cultured in

Terrific broth containing ampicillin (100 pg/mL) and chlor-
amphenicol (34 pg/mL) at 37 °C. When the cells reached
ODgpp 0.6-0.8, 1 mM IPTG was added to trigger expression
of the C5 protein (13.8 kD) and the culture was continued
overnight at the same temperature.

. After harvesting by centrifugation, the cells were resuspended

in 0.02 volume of Buffer 1, lysed by sonication, and treated
with 6 pL/mL DNase I 2000 U/mL for 30 min at 4 °C. After
removal of cell debris by centrifugation (7700 x g) for 10 min
at 4 °C, the soluble extract was centrifuged at 30,000 x g for
30 min at the same temperature. The supernatant was har-
vested and centrifuged again for 2 h at 100,000 x gat 4 °C. The
pellet was resuspended in Buffer 2 (10 mL), shaken for 2 h at
4 °C, centrifuged at 100,000 x g for 2 h (4 °C), and the super-
natant was dialyzed overnight against Bufter 3 at 20 °C. After
dialysis, the supernatant was centrifuged at 30,000 x g for
30 min at 4 °C to collect the protein that tends to precipitate
during the process. The pellet containing the C5 protein was
resuspended in Buffer 4.

. The C5 protein was then purified on a Sephadex C50

(Amersham Biosciences) column. The ion-exchange column
chromatography was eluted with a linear gradient 0-0.5 M
NaCl in Buffer 3 and the C5 protein eluted at 0.3 M NaCl.

The in vitro reaction has been modified from a protocol previously

described [31].
1. Reagent Solutions 1 (3 pL) and 2 (7 pL) were incubated at

25 °C tor 30 min and at 37 °C for 15 min, respectively. Both
solutions were then combined and incubated at 37 °C for the
times required for each experiment (see Note 2).

. The reaction was stopped by addition of 40 pL water and

50 pL phenol-chloroform (5:1 v/v, pH 4.5) followed by chlo-
roform extraction of the aqueous phase and precipitation add-
ing 0.1 volume of 3 M sodium acetate and 2 volume ethanol.
The pellet was resuspended in 10 pL water.

. The reaction products were analyzed using denaturing poly-

acrylamide gel electrophoresis. The sample was mixed with
10 pL of 2x gel loading buffer before loading. Molecular
weight standard were fluorescence-labeled RNA Century
Marker or RNA Century Marker-Plus (ThermokFisher).
Fluorescence was detected on a Storm 860 Molecular Imager
(Molecular Dynamics) and when needed the bands were quan-
tified using Image J [39]. A typical in vitro RNAse P cleavage
assay is shown in Fig. 1.
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Fig. 1 In vitro RNase P cleavage. The panel to the left shows a time course RNase P digestion of cat mRNA in
the presence of an RNA EGS. Incubation time in minutes is shown on top. CM: RNA Century markers (nucleo-
tides). The panel to the right shows a comparison of RNase P digestion in the absence (—) or presence of an
RNA (R) or a chimeric locked nucleic acid/DNA (L/D) gapmer EGS. In the chimeric gapmer, the five residues at
the ends are locked nucleic acids and the seven central residues are deoxyribonucleotides

3.3 Assessment

of the Activity

of Cell-Penetrating
Peptide-Bound EGSs
on Growing Bacterial
Cells

Intracellular uptake is a critical requirement for successful use of
antisense compounds as therapeutic agents. Cell-penetrating pep-
tides (CPP) are known to be able to deliver different covalently
bound compounds inside cells [40]. Oligonucleotide analogs of
different nature are transported inside bacterial cells when conju-
gated to CPPs [17, 26, 41-43]. The methodology described in the
following paragraphs was applied to chimeric oligonucleotides
composed of locked nucleic acid residues at the ends and deoxyri-
bonucleotides in the center (gapmers) covalently linked to the
(RXR)4XB (where “X” and “B” stand for 6-aminohexanoic acid
and f-alanine, respectively) (CPP-EGS) [26].

1. Strains used to test the inhibitory action of CPP-EGSs were
taken from the stock at —80 °C, plated on Mueller-Hinton agar
containing amikacin (10 or 20 pg/mL for strains harboring low
or high copy number plasmids, respectively), and incubated
overnight at 37 °C (see Note 3). Cells from an isolated colony
were used to inoculate 5 mL Mueller-Hinton broth containing
amikacin followed by incubation overnight at 37 °C.

2. The overnight culture was diluted 1:50 in Mueller-Hinton
broth with the necessary additions to start the assay. As in the
previous cultures, the concentration of amikacin is dependent
on the copy number of the resistance gene. Concentrations of
the CPP-EGS must be empirically determined.

3. The microtiter plates were incubated at 37 °C with shaking,
and ODyg measurements were taken every 20 min. Comparison



Assessment of EGS Efficiency 95

1.5-
1.0+
8
[m)
(@]
0.54
0.0 T T ] 1
0 5 10 15 20
Time (h)

Fig. 2 Effect of an EGS on resistance to amikacin. A CPP-EGS [(RXR),XB-Cys-
SMCC-C6 amino-CGATATGAGATCGACCA] (R, arginine; X, 6-aminohexanoic acid;
B, beta-alanine; LNA residues are shown underlined) [26] targeting the aac(6’)-Ib
mRNA was tested as inhibitor of expression of resistance to amikacin. A clinical
Acinetobacter baumannii isolate (strain A155) [44] was cultured in microtiter
plates at 37 °C with the following additions: filled circles, 16 pg/mL amikacin and
5 uM CPP-EGS; empty circles, 16 pg/mL Amikacin; filled triangles, 5 yM
CPP-EGS; empty triangles, none. Values are the average and standard deviation
of duplicates

of the growth curves permitted to immediately identify active
CPP-EGSs. Fig. 2 shows a typical experiment in which a CPP-EGS
targeting the amikacin resistance gene aac(6')-Ib induces an
increase in susceptibility.

4 Notes

1. The relative amounts of C5 and M1 may have to be adjusted
every time a new C5 protein purification is carried out.

2. For best results, once the substrate mRNA has been labeled
with the fluorescent dye cyanine5 maleimide (Lumiprobe), all
procedures should be carried out in the dark.

3. It is important that all experiments iz cellulo are carried with
cells that have been removed from the stock and cultured as
indicated. Variations in the age of the cultures, the composition
of the growth medium, or the additions such as different con-
centrations of antibiotics affect the reproducibility of the assays.
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Chapter 7

Evaluating the Effect of Small RNAs and Associated
Chaperones on Rho-Dependent Termination
of Transcription In Vitro

Cédric Nadiras, Annie Schwartz, Mildred Delaleau, and Marc Boudvillain

Abstract

Besides their well-known posttranscriptional effects on mRNA translation and decay, sSRNAs and associated
RNA chaperones (e.g., Hfq, CsrA) sometimes regulate gene expression at the transcriptional level. In this
case, the SRNA-dependent machinery modulates the activity of the transcription termination factor Rho,
a ring-shaped RNA translocase /helicase that dissociates transcription elongation complexes at specific loci
of the bacterial genome. Here, we describe biochemical assays to detect Rho-dependent termination
signals in genomic regions of interest and to assess the effects of sSRNAs and /or associated RNA chaperones
on such signals.

Key words Rho, Transcription, Termination, Ring-shaped, Helicase, Hexamer, sSRNA, Chaperone

1 Introduction

In bacteria, transcription termination is triggered by two main types
of signals having distinct nucleic acid (NA) and protein cofactor
requirements (reviewed in: [1, 2]). Intrinsic (Rho-independent)
terminators are encoded by a NA signal that is usually sufficient to
destabilize the transcription elongation complex. Intrinsic
terminators are relatively easy to detect in bacterial genomes as they
most often involve the formation of a GC-rich hairpin followed by
a run of U residues at the 3" end of the nascent RNA transcript. By
contrast, Rho-dependent terminators are characterized by a strict
requirement for the protein factor Rho (Fig. 1) but have relaxed
sequence determinants rendering them difficult to detect in genome
sequences [1].

Transcription termination signals are sometimes found in the
5’-untranslated regions (5’-UTRs) of genes or operons where they
contribute to the regulation of the gene/operon through
conditional attenuation of transcription [3, 4]. Attenuation
mechanisms involving intrinsic terminators are diverse and wide-

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_7, © Springer Science+Business Media, LLC 2018
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Nascent RNA @ Rho

sl
/ ATP
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Fig. 1 Rho-dependent termination of transcription. The Rho hexamer binds a Rut site within a naked (i.e.,
untranslated) portion of the nascent transcript. Rho anchoring to the transcript activates the ATP-dependent
translocation of RNA within the hexamer central channel (note that the initial interaction with the Rut site is
maintained throughout) [27]. Then, Rho triggers dissociation of the transcription elongation complex upon
catching up with the RNA polymerase (RNAP). Various mechanisms whereby sRNAs and RNA chaperones
regulate Rho-dependent termination of transcription have been described (not shown on the figure). These
mechanisms include formation of an Hfg-dependent antitermination complex [17], modulation of Rho access
to a Rut site through inhibition of translation [14] or structural remodeling of the nascent RNA by CsrA [11] as
well as less clear modes of structural interference by SRNA:mRNA complexes [10, 15]

spread while, until recently, known instances of comparable Rho-
dependent mechanisms were few [5—7]. This situation is, however,
quickly evolving with the discovery of riboswitches governing
Rho-dependent termination [8, 9] and, more to the point of the
present chapter, of conditional Rho-dependent mechanisms
governed by sRNAs and/or RNA chaperones. For instance, a
Rho-dependent terminator has been identified recently in the
5-UTR of the 7poS gene of Escherichin coli where it is regulated
negatively by the binding of sSRNA DsrA, ArcZ, or RprA to the
7poS mRNA leader [10]. A conditional Rho-dependent terminator
operating by a distinct mechanism has also been identified recently
in the 5'-UTR of the pga ABCD operon of E. coli [11]. In this case,
remodeling of the mRNA leader by the CsrA chaperone allows
Rho access to a binding Rut ( Rho utilization) site that is otherwise
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sequestered in a RNA secondary structure [11]. This mechanism
contributes to the multilayered regulation of pgaABCD by CsrA,
which notably includes scavenging of CsrA by CsrB, CsrC, and
McaS acting as sSRNA sponges [12, 13].

Conditional Rho-dependent termination can also be triggered
by the binding of a sSRNA to its mRNA target. In the first case
described, binding of the sSRNA ChiX to the 5'-leader of the chiPQ
operon of Salmonelln prevents chiP translation [14]. This in turn
exposes an intragenic Rut site within the c#7P mRNA that is other-
wise hidden by translating ribosomes, and triggers Rho-dependent
transcriptional polarity within the operon [14]. Similarly, the sSRNA
Spt (aka Spot 42) triggers Rho-dependent termination at the end
of the galT gene within the ga/ETKM operon of E. coli [15]. These
two known cases suggest that the activation of Rho-dependent
transcriptional polarity by sSRNAs could be a general mechanism
contributing to gene/operon silencing. When exploring this pos-
sibility, however, one needs to consider the potential contribution
of accessory factors. For instance, the Hfq chaperone can inhibit
Rho-dependent termination in a manner that is antagonized by
NusG—an essential, multi-role transcription factor [16] or by NA
ligands that alter Hfq interaction with Rho and RNA [17].
Moreover, some Rho-dependent terminators are effective only in
the presence of NusG, probably because their Rut sites are too
weak to recruit or activate Rho by themselves [14, 18, 19].

Here, we describe in vitro methods to probe whether tran-
scription termination factor Rho is involved in sRNA-mediated
regulation of a given bacterial gene or operon. Together with
in vivo probing, these methods should prove useful to unravel the
potentially complex interplays existing between Rho, sSRNAs, and
accessory factors such as RNA chaperones.

2 Materials

2.1 Preparation
of DNA Templates
for Transcription
Termination Assays

1. 100 pM stock solutions of DNA primers FWD, REV, and
T7A1 (Table 1).

2. Genomic DNA or frozen stock of bacterial strain of interest
(see Note 1).

3. Stock solution of ANTPs (10 mM each).
4. 2 U/uLVent DNA polymerase (se¢ Note 2).

5. 10x Vent reaction buffer: 100 mM (NH,),SO,4, 100 mM KClI,
20 mM MgSOy, 1% Triton X-100, 200 mM Tris—HCIL, pH 8.8.

6. PCR thermocycler equipped with a heated lid and a thermal
block for 0.5 mL microtubes.

7. PCR purification kit (se¢ Note 3).
8. Benchtop centrifuge.
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2.2 Preparation
of sRNAs
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9.

10.
11.

12.

13.

14.

15.
16.
17.
18.
19.

20.

X NS

10

11

12

1x T)oE; buffer: 10 mM Tris-HCI, 1 mM EDTA, pH 7.5 (see
Note 4).

Agarose.

Commercial DNA ladder (e.g., #N3233S ladder from New
England Biolabs).

6x agarose gel loading buffer: 15% Ficoll-400, 0.1% SDS,
0.1% bromophenol blue, 20 mM Tris—-HCI, 66 mM EDTA,
pH 8.0.

20x TAE buffer: dissolve 98 g of Tris base in approximately
800 mL of water, then add 22.8 mL of glacial acetic acid and
40 mL of 0.5 M EDTA pH 8.0, and add water to obtain a final
volume of 1 L.

1x TAE buffer: obtained by dilution of the 20x TAE stock
bufter.

Horizontal gel electrophoresis system and power supply.

10 mg/mL ethidium bromide stock solution (se¢ Note 5).
Microwave oven.

UV transilluminator or dedicated gel documentation system.

Sephadex G-50 spin columns (e.g., Microspin columns from
GE Healthcare).

UV spectrophotometer suitable for micro-volumes measure-
ments (e.g., Nanodrop 2000c¢ from Thermo Scientific).

Items 2-20 of Subheading 2.1.

100 pM stock solutions of DNA primers TOP and BOTT
(Table 1).

5x Transcription buffer: 0.12 M MgCl,, 0.4 M HEPES,
pH 7.5, 0.1 M DTT, 0.05% Triton X-100, and 5 mM
Spermidine (see Note 4).

50 U/pL T7 RNA polymerase.

1 U/pL RQ1 DNase (Promega).

Dry bath incubator with shaking capability.

20 U/pL SUPERase-IN™ (Thermo Fisher Scientific).
Deionized RNA-grade water (see Note 4).

Set of high-grade rNTPs (100 mM each).

. 0.5 M EDTA solution, adjusted to pH 7.5 with NaOH (see
Note 4).

. Phenol:Chloroform:Isoamyl alcohol (25:24:1) mix,
pH 6.7.

. Diethyl ether.
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2.3 Transcription
Termination Assay

13

14.

15.

16.

17.

18.
19.
20.

21.

22.
23.
24.

25.

. 3 M sodium acetate (NaAc), adjusted to pH 6.5 with acetic
acid (see Note 4).

20x TBE buffer: dissolve 216 g of Tris base, 110 g of boric
acid, 14.9 g EDTA in 1 L of water. Filter on Whatman paper
and store at room temperature.

1x TBE bufter: obtained by dilution of the 20x TBE stock.

40% acrylamide:bis-acrylamide [29:1 ratio] commercial stock
solution.

Denaturing acrylamide solution for sSRNA preparation (6%
acrylamide:bis-acrylamide [29:1 ratio] and 7 M urea in 1x
TBE buffer). Mix 12.6 g of urea, 4.5 mL of 40%
acrylamide:bis-acrylamide [29:1 ratio] solution, 1.5 mL
20x TBE, and 10 mL of deionized water. Heat the solution
to dissolve urea completely. Adjust volume to 30 mL with
deionized water and cool down to room temperature.
Prepare fresh solution before use.

N,N,N,N’-tetramethyl-ethylenediamine (TEMED).
25% (w/v) ammonium persulfate (APS) in water.

Vertical electrophoresis system and power supply for DNA
sequencing (e.g., adjustable 20 x 42 cm sequencing kit from
CBS scientific).

Denaturing loading buffer: 95% formamide, 5 mM EDTA,
0.01% (w/v) bromophenol blue.

X-ray intensifying screen or a fluor-coated TLC plate.
Hand-held 254 nm UV lamp.

1x Elution buffer: 0.3 M NaAc, 10 mM MOPS, 1 mM EDTA,
pH 6.0.

1x Mj(E; buffer: 10 mM MOPS, 1 mM EDTA, pH 6.0 (see
Note 4).

Items 6-21 of Subheading 2.2.

“Protein low binding” and “DNA low binding” 1.5 mL
microtubes.

. Commercial DNA ladder. Select a ladder made of DNA frag-
ments that are not phosphorylated at 5’-ends (e.g., #N3233S
ladder from New England Biolabs).

4. 10 U/pL T4 polynucleotide kinase.

)

. 10x PNK buffer: 100 mM MgCl,, 50 mM DTT, and 700 mM
Tris—HCI, pH 7.6.

. ¥-3*P ATP at 3000 Ci/mmol [10 mCi/mL].
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7.

10.

11.

12.

13.

14.

15.
16.

17.

18.
19.

Sephadex G-50 spin columns (e.g., Microspin columns from
GE Healthcare).

. 1.4 pM Rho stock solution (see Note 6) in Rho storage buffer

(50% glycerol, 100 mM KCI, 0.1 mM EDTA, 0.1 mM DTT,
10 mM Tris—-HCI, pH 7.9). Preparation of the Rho protein
from E. coli is detailed in the volume 587 of Methods in
Molecular Biology [20] (see Note 7).

2 pM NusG stock solution (see Note 8).

2 pM stock solution of CsrA or Htq chaperone (optional) (see
Note 8).

1 U/uL E. coli RNA Polymerase, Holoenzyme (New England
Biolabs).

5 pM stocks of sSRNAs (as prepared in Subheading 3.2). Stocks
should include the sSRNAs under investigation (i.e., the ones
expected to pair with the mRNA target) and at least one nega-
tive control (sRNA not expected to bind to the mRNA tar-
get). We also like to include a shorter, synthetic
oligoribonucleotide that is fully complementary to the mRNA
sequence targeted by the sRNA(s) and serves as positive
control.

5x transcription termination buffer: 250 mM KCl, 25 mM
MgCl,, 7.5 mM DTT, 0.25 mg/mL bovine serum albumin,
and 200 mM Tris-HCI, pH 8.0 (se¢ Note 4).

10x initiation mixture: 2 mM ATP, 2 mM GTP, 2 mM CTPD,
0.2 mM UTP, 250 pg/mL rifampicin, and 2 pCi/pL 3?P-aUTP
in 1x transcription termination buffer. Prepare right before
use (see Note 9).

0.25 mg/mL tRNA stock.

1x resuspension buffer: mix 460 pL of M,(E, buffer with
40 pL of 0.5 M EDTA, pH 7.5.

Denaturing acrylamide solution (termination assay): 7%
acrylamide:bis-acrylamide [19:1 ratio] and 7 M urea in 1x
TBE buffer (see Subheading 2.2, item 17 for preparation from
stocks, using a 19:1 rather than 29:1 acrylamide:bis-acryl-
amide commercial mixture).

Vacuum drying system for electrophoresis gels.

Phosphor imager equipped with 35 x 43 c¢m phosphor
imaging plates and dedicated analysis software (e.g.,
Typhoon Trio imager and ImageQuant TL software from
GE-Healthcare).
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3 Methods

3.1 Preparation We prefer working with DNA templates that do not exceed
of DNA Templates 1000 bp, as longer templates may yield transcription termination
for Transcription products that are not easily separated from runoft transcripts by
Termination Assays denaturing polyacrylamide gel electrophoresis. The DNA tem-

plates contain the genomic region of interest downstream from the
T7A1 promoter (which is efficiently used by the RNA polymerase
from E. coli) and are prepared in two successive rounds of PCR
amplification (Fig. 2a) as follows:

1. Using a sterile loop, scrap and transfer a tiny piece of frozen
bacteria (see Note 1) into a 1.5 mL microtube. Add 100 pL of
water, incubate for 5 min at 95 °C, and then keep on ice (this
solution can be stored at —20 °C for further use). A diluted
solution of purified genomic DNA may be used instead.

2. Transfer 3 pL of above solution into a 0.5 mL PCR microtube
kept on ice. Add 39 pL of water, 5 pL. of 10x Vent reaction
bufter, 0.5 pL of each 100 pM solution of primers FWD and
REV (Table 1), 1 pL of the stock mixture of ANTPs (10 mM
each), and 1 pL of Vent polymerase.

3. Transfer mixture into a thermocycler and heat it for 3 min at
94 °C. Then, perform 30 cycles of PCR amplification using the fol-
lowing cycle parameters: 94 °C for 1 min, 50 °C for 30's, 72 °C for
1 min. Incubate for 10 min at 72 °C at the end of the program.

4. Transfer 0.6 pL of the PCR mixture into a new 0.5 mL PCR
microtube kept on ice. Add 41.4 pL. of water, 5 pL. of 10x
Vent reaction buffer, 0.5 pLL of each 100 pM solution of prim-
ers T7A1 and REV (Table 1), 1 pL of the stock mixture of
dNTPs (10 mM each), and 1 pL of Vent polymerase.

5. Perform the second PCR round as in step 3. At the end of ampli-
fication, add 2 pL. of 0.5 M EDTA solution and store on ice.

6. Prepare agarose gel by dissolving 1.5 g of agarose into 100 mL
of 1x TAE buffer (perform short heating bursts in microwave
oven). Add 1 pL of ethidium bromide stock solution (se¢ Note
5) and pour into gel tray. Once the gel has solidified, install it
into a horizontal electrophoresis unit filled with 1x TAE butffer.

7. Mix 1 pL of PCR reaction mixture with 7.3 pL of 1x T)(E, buf-
fer, and 1.7 pL of 6x agarose gel loading bufter. Similarly pre-
pare a sample containing ~0.5 pg of commercial DNA ladder.

8. Load samples on agarose gel and run the gel for 1 h at 100
Volts.

9. Visualize gel with a transilluminator or dedicated gel docu-

mentation system. Only one band migrating at the expected
rate for the correct DNA fragment should be visible (Fig. 2¢).
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5’ .TTATCAAAAAGAGTATTGACTTAAAGTCTAACCTATAGGATACTTACAGCCCTTCGGGTGAACAGAGTGCTA
ACAAAATGTTGCCGAACAACAAGCCAACTGCGACCACGGTCACAGCGCCTGTAACGGTACCAACAGCAAGCACAA
CCGAGCCGACTGTCAGCAGTACATCAACCAGTACGCCTATCTCCACCTGGCGCTGGCCGACTGAGGGCAAAGTGA
TCGAAACCTTTGGCGCTTCTGAGGGGGGCAACAAGGGGATTGATATCGCAGGCAGCAAAGGACAGGCAATTATCG
CGACCGCAGATGGCCGCGTTGTTTATGCTGGTAACGCGCTGCGCGGCTACGGTAATCTGATTATCATCAAACATA
ATGATGATTACCTGAGTGCCTACGCCCATAACGACACAATGCTGGTCCGGGAACAACAAGAAGTTAAGGCGGGGC
AAAAAATAGCGACCATGGGTAGCACCGGAACCAGTTCAACACGCTTGCATTT TGAAATTCGTTACAAGGGGAAAT
CCGTAAACCCGCTGCGTTATTTGCCGCAGCGATAAATCGGCGGAACCAGGCTTTTGCTTGAATGTTCCGTCAAGG
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Fig. 2 Preparation of DNA templates for in vitro transcription. (@) Outline of the method. (b) Sequence of the rpoS
template used as example in the present chapter. The template contains the 5’UTR as well as the first 139 nucleotides
of the rpoS coding region. The sequence of the T7A1 promoter is underlined while the region recognized by SRNAs
ArcZ and DsrA [28] and the ATG start codon are in bold. (c) Representative 1.5% agarose gel of the DNA fragments
obtained after rounds 1 and 2 of PCR amplification of the rpoS template using primers FWD and REV (see Table 1)
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10. Purify the PCR reaction mixture in two steps, first with a
commercial silica-based purification kit (se¢ Note 3) and then
with a commercial G-50 spin column following manufacturer’s
instructions.

11. Use a pL spectrophotometer to determine the molar
concentration of the DNA template from the absorbance of
the solution at 260 nm, assuming €54 ~ [ 13,200 x number of
base pairs] L./mol/cm. Typical yields for a 1000 bp DNA
fragment are around 10 pmole.

12. Adjust DNA template concentration to 100 nM with T}E,;
buffer and store at —20 °C.

3.2 Preparation Most sSRNAs exceed the size limit of commercial synthetic oligori-

of sRNAs bonucleotides (~80 nts) and need to be prepared by in vitro tran-
scription with a phage RNA polymerase using either a dedicated
commercial kit or the following protocol:

1. Follow instructions in Subheading 3.1 to prepare the DNA
template encoding the sSRNA of interest. To introduce a pro-
moter for T7 RNA polymerase (instead of the T7Al promoter
recognized by the RNA polymerase from E. colz), use oligo-
nucleotides TOP and BOTT instead of primers FWD (or
T7Al) and REV in both rounds of PCR.

2. Gently thaw transcription buffer, DNA template, and rNTD
stocks on ice. Homogenize each solution by brietf vortexing
and centrifugation.

3. In a microtube, assemble on ice a mixture of 119 pL of water,
50 pL of 5x transcription buffer, 12.5 pL of each 100 mM
rNTP stock, 1 pL of SUPERase-IN™, and 20 pL of the
100 nM DNA template solution.

4. Add 10 pL of T7 RNA polymerase and incubate mixture for
2 hat 37 °C.

5. Add 5 pL of RQI DNase to digest the DNA template and
incubate for 20 min at 37 °C.

6. Add 12 pL of 0.5 M EDTA and 28 pL of 3 M NaAc.

7. Extract with one volume of Phenol:Chloroform:Isoamyl alco-
hol mix. Vortex and centrifuge briefly to separate phases.
Transfer the aqueous (top) phase to a new tube and extract
twice with one volume of ether, discarding the top (ether)
phase in each case.

8. Add 900 pL ofiice-cold ethanol. Incubate overnight at —20 °C.
9. Centrifuge for 30 min at 20,000 x g in a refrigerated centri-

fuge and discard supernatant. Wash the pellet with 150 pL of
ice-cold ethanol and centrifuge for 15 min at 20,000 x 4.
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10.

11.

12.

13.

14.

15.

16.
17.

18.

19.

20.

21.

22.

23.

Remove the ethanol and leave the microtube open for ~20 min
at room temperature to dry the RNA pellet (the process can be
sped up by incubating at 37 °C in a dry bath) (se¢ Note 10).

Dissolve pellet in a mix of 20 pL. of M(E, buffer and 20 pL of
denaturing loading buffer. Leave sample on ice while prepar-
ing the denaturing polyacrylamide gel for purification.

Assemble gel plates and spacers according to manufacturer
instructions. We use custom-made 20 x 20 cm gel plates
equipped with 0.8 mm spacers, a 10-teeth comb, and a bot-
tom tape seal.

Mix 30 mL of 6% denaturing (29:1) polyacrylamide gel solution
with 90 pL of APS and 45 pL of TEMED (volumes may need to
be adjusted for commercial sets of plates and spacers). Quickly
pour the mixture between the gel plates, and insert comb.

Once the gel has polymerized (~30 min), remove the comb
and wash the gel wells with 1x TBE using a 5 mL syringe.
Install the gel into an electrophoresis unit and fill the top and
bottom tanks with 1x TBE.

Set the power supply at 20 W and perform a pre-electropho-
resis for 20 min.

Heat-denature the RNA sample (from step 11) for 2 min at 95 °C.

Turn off the power supply and flush diffusing urea from gel
wells using a syringe containing 1x TBE. Distribute sample
into two wells using a flat gel loading tip.

Run the gel at 20 W until the band corresponding to bromo-
phenol blue reaches the bottom of the gel.

Carefully remove the glass plates and wrap the gel in saran
sheets.

Place the gel on an X-ray intensifying screen (or a fluor-coated
TLC plate) and visualize the band corresponding to the tran-
script by UV shadowing in a dark room with a hand-held
254 nm lamp (see Note 11).

Cut the band with a clean scalpel and crush it by passage
through a 1 mL syringe. Soak the gel pieces in 3 mL of 1x
elution buffer in a sterile 14 mL culture tube. Shack the tube
overnight at 4 °C.

Pass the gel slurry through a 5-mL syringe equipped with a
glass wool or cotton plug (to retain gel particles) and measure
the volume of the resulting solution.

Extract the filtered solution with one volume of
Phenol:Chloroform:Isoamyl alcohol mix. Vortex and
centrifuge briefly to separate phases. Transfer the aqueous
(top) phase to a new tube and extract twice with one volume
of ether.
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3.3 Transcription
Termination Assay

3.3.1 Detection
of Rho-Dependent Signals

24. Add three volumes of ice-cold ethanol and incubate overnight
at =20 °C.

25. After centrifugation for 30 min at 20,000 x g in a refrigerated
benchtop centrifuge, discard supernatant and wash carefully
the RNA pellet with 300 pL of 70% ice-cold ethanol.
Centrifuge again for 10 min at 20,000 x g and discard the
ethanol wash.

26. Leave the microtube open for ~20 min at room temperature
to dry the RNA pellet (se¢ Note 10) and dissolve it in
50-100 pL of M,,E, bufter.

27. Use a pL spectrophotometer to determine RNA concentra-
tion from the absorbance of the solution at 260 nm, assuming
€60 ~ [10* x number of nucleotides] L/mol/cm. Typical
yields range between 1 and 4 nmoles of purified sSRNA for a
250 pL transcription.

28. Store sRNA stock solution at —20 °C.

To probe the effect of a SRNA or chaperone on a known, well-
characterized Rho-dependent termination signal, one may skip this
section and proceed directly to Subheading 3.3.2.

If the evidence connecting the effects of Rho and a sSRNA (or
RNA chaperone) on a given gene or operon is vague or indirect,
the first step is to determine if this gene or operon contains a Rho-
dependent signal. We advise to also check for the potential effect of
NusG as this factor can dramatically stimulate Rho-dependent ter-
mination at suboptimal Rut sites (as was observed for the ChiX-
regulated ¢hiP terminator of Salmonella) [14]. To undertake these
tasks, proceed as follows:

1. To a regular 1.5 mL microtube, add in the following order,
3 pL of deionized water, 1 pLL of 10x PNK buffer, 2 pLL of
DNA ladder (1 pg/pL), 3 pL of y-3*P-ATP (see Note 9), and
1 pL. of T4 polynucleotide kinase. Incubate 40 min at 37 °C.

2. Add 2 pL of 0.5 M EDTA and 78 pL of T,E; buffer. Pass
through a G-50 spin column, following manufacturer’s
instructions. Discard the G-50 column and store the eluate
containing the **P-labeled DNA ladder at —20 °C (see Note
9). The *?P-labeled ladder can be used for up to ~2 months.

3. Prepare three 1.5 mL microtubes (“Protein low binding”
grade) labeled “T,” “Rho,” and “NusG,” respectively. Place
tubes on ice.

4. In a “Protein low binding” microtube prepare a master mix
containing 35.2 pL of deionized water H,O, 10 pL of 5x tran-
scription termination buffer, 3.2 pL of the 100 nM stock solu-
tion of DNA template, 0.6 pL. of SUPERase-IN™, and 0.9 pL
of E. colz RNA polymerase.
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5.

6.

10.

11.

12.

13.

14.

15.

16.

Dispatch 15.6 pL of the master mix in tubes “T,” “Rho,” and
“NusG.”

Add 2.4 pL of 1x transcription termination buffer to tube
“T.” To tube “Rho,” add 1.4 pL of 1x transcription termina-
tion buffer and 1 pLL of the 1.4 pM Rho stock. Add 1 pL of the
1.4 uM Rho stock and 1.4 pL of the 2 pM NusG stock to tube
“NusG.” Vortex gently and centrifuge briefly to homogenize
each tube solution.

Incubate reaction tubes for 10 min at 37 °C.

. Add 2 pL of 10x initiation mixture (se¢ Note 12). From this

step to the end of the procedure, samples will contain substan-
tial amounts of radioactive material and should be handled
accordingly (see Note 9).

Incubate reactions for 20 min at 37 °C. Then, stop reactions
by adding, to each tube, 4 pL. of EDTA (0.5 M), 2 pL of
tRNA (0.25 mg/mlL), 64 pL of deionized water, and 10 pL. of
3 M NaAc pH 6.5.

Extract each tube solution with one volume of
Phenol:Chloroform:Isoamyl Alcohol mix. Vortex and centri-
fuge briefly to separate phases. Transfer the aqueous (top)
phases to new tubes (use only “DNA low binding” tubes from
this step) and extract twice with one volume of ether.

Add three volumes of ethanol (stored at room temperature) to
each tube and incubate for 35 min on ice. Under these condi-
tions, most of the free **P-aUTP will not precipitate.

Centrifuge for 20 min at 20,000 x 4 in a bench centrifuge at
room temperature. Discard supernatants and wash carefully
the pellets with 150 pL. of 100% ethanol (stored at room tem-
perature). Centrifuge again for 10 min at 20,000 x g and dis-
card the ethanol washes. Open the tubes and dry the pellets
for ~5 min at room temperature (se¢ Note 10).

Following instructions in steps 12 and 13 of Subheading 3.2
but using 20 x 40 cm (w x 1) gel plates and 0.4 mm spacers,
prepare a 7% denaturing (19.1) polyacrylamide gel and install
it in a vertical electrophoresis unit.

Perform a pre-electrophoresis for 45 min at 45 W (gel plates
should become warm to the touch).

Ina 1.5 mL microtube, mix 9 pL of denaturing loading buffer
with 1 pL of 3P-labeled ladder from step 2 (increase volume
of ladder preparation if older than a few days).

Dissolve pellets from step 12 in 6 pL of 1x resuspension buf-
fer (incubate tubes at 30 °C for a few minutes to help dissolu-
tion) and add 7 pL of denaturing loading bufter.



112 Cédric Nadiras et al.

3.3.2 Effects of SRNAs
and/or RNA Chaperones

17. Heat sample and ladder tubes for 2 min at 90 °C. Then, flush
diffusing urea from gel wells using a syringe containing 1x
TBE and quickly load samples and ladder in the gel wells.

18. Run the gel at 45 W until the band corresponding to xylene
cyanol is ~25 ¢cm from the bottom of gel wells.

19. Carefully remove one of the glass plates and replace it with a
sheet of Whatman paper. Remove the second glass plate and
replace it with saran wrap.

20. Dry the gel in a vacuum gel dryer and expose it overnight to a
phosphorimager screen in an exposure cassette.

21. Scan the phosphorimager screen with a dedicated system. The
presence of a Rho-dependent signal in the DNA template of
interest (Fig. 3a) is made apparent by the apparition of fast
migrating bands in the samples containing Rho and by the
concomitant decrease in the intensity of the band correspond-
ing to the formation of runoft transcripts (Fig. 3b) (see Note
13). This trend is usually accentuated in samples containing
both Rho and NusG (Fig. 3b) (sec Note 14).

Below we describe our procedure to probe the effects of SRNAs
on Rho-dependent termination. The protocol can be easily
adjusted to probe the effects of RNA chaperones such as Hfq
[17] or CsrA [11]. Because Hfq alone can inhibit Rho [17], we
recommend testing Hfq and sRNAs separately, and using control
oligoribonucleotides that form perfect duplexes with the mRNA
regions targeted by the sRNAs. To find transcription conditions
optimal for sSRNA-mRNA pairing, we also recommend to run a
few exploratory experiments where the concentration of the
tested SRNA or the concentration of KCl is varied. In the case of
the 7poS template, for instance, we observed that the effect of the
sRNA DsrA is optimal in the presence of 75 mM KCI (Fig. 3c¢)
and we adjusted the composition of the transcription buffer
accordingly.

1. Prepare and label one 1.5 mL “Protein low binding” micro-
tube per planned sample (including “minus Rho” and “minus
sRNA” controls) and place tubes on ice.

2. For the » planned samples, prepare a master mix containing
9.4 x (n + 1) pL of deionized water, 2.7 x (n + 1) pL of 5x
transcription termination buffer (containing 375 mM KCl in
the case of the 7poS template), (7 + 1) pL of the 100 nM stock
solution of DNA template, 0.2 x (z+ 1) pL of SUPERase-IN™,
and 0.27 x (n + 1) pL of E. coli RNA polymerase.

3. Dispatch 13.6 pL of the master mix into each sample tube.

4. Add 2.4 pL of 1x transcription termination buffer (containing
75 mM KCl in the case of the 7poS template) to tube “minus Rho.”
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Fig. 3 Representative exploratory transcription termination experiments performed with the rpoS template. (a)
Schematic of the rpoS template and transcription termination features. (b) Initial detection of Rho-dependent
signals within the rpoS template. (c) Analysis of the effect of KCI. In the example shown, 75 mM KCI represents
the best compromise between the effects of the salt on transcription initiation, Rho-dependent termination,
and DsrA efficiency. The KCI concentration was increased right from the start of the reaction assay but one may
change it at a later stage (to limit the inhibitory salt effects on transcription initiation such as shown on the
present gel) by adjusting the composition of the 10x initiation mixture rather than the 5x transcription termi-
nation buffer. Note that the contrast of the DNA ladder lane has been adjusted separately as indicated by the
dotted line separating it from other gel lanes
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To each other tube (including “minus sSRNA” tube), add 1 pL of
the 1.4 uM Rho stock and 1.4 pL of the 2 puM NusG stocks.

. Mix reactants by gently pipetting up and down and incubate

for 10 min at 37 °C.

. Add 2 pL of 1x transcription termination buffer to tubes

“minus sSRNA.” To each other tube, add 2 pL of the 5 pM
stock of appropriate SRNA or control oligoribonucleotide (see
Note 15). Vortex gently and centrifuge briefly to homogenize
each tube solution.

Proceed as described in steps 8-21 of Subheading 3.3.1

. Determine the apparent percentage of runoft product (see

Note 16) using the phosphorimager analysis software. For
instance, one may use the analysis toolbox of ImageQuant TL
software (GE Healthcare) to box the runoft and termination
product bands (rectangle area function; see Fig. 4, inset), select
the “local average” option for background and “percent”
option for view, and obtain percentages of band intensities
directly and in an Excel-compatible format.

Evaluate sRNA- or chaperone-dependent effects through the
comparison of the apparent percentages of runoff product (see
Note 16) obtained for the different gel lanes (Fig. 4, dia-
gram). We recommend using average percentage values
obtained from at least three independent experiments to miti-
gate potential RNA degradation effects and the experimental
variability inherent to such complex biochemical setups (see
Note 17).

4 Notes

. For the case chosen to illustrate the present chapter (analysis

of the 7poS region of E. coli), we used a 20% glycerol stock of
the E. coli reference strain MG1655 stored at —80 °C. The
strain (or genomic DNA) can be obtained from biological
repositories such as DSMZ (www.dsmz.de).

The Vent DNA polymerase works well for the preparation of
most DNA templates having lengths in the 300-1000 bp
range. Other high-fidelity DNA polymerases may be used or
better when preparing DNA templates longer than 1 kB.

. Inour hands, the GeneJET PCR purification kit (ThermoFisher

Scientific) works optimally when following manufacturer’s
instructions.

. To eliminate bacteria, the major source of RNase contamina-

tion, stock solutions and buffers for transcription assays should
be prepared with RNA-grade chemicals and water in small


http://www.dsmz.de
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Fig. 4 Effects of sSRNAs and control oligoribonucleotides on the rpoS terminator. Reactions were per-
formed in the presence of 75 mM KCl and 500 nM of sRNA or control oligonucleotide “Sense”
(5’ACUUUAAGCAAUGUUCCCCUUUAGGC) or “Anti” (5'CGGAUUUCCCCUUGUAACGAAUUUCA). The bands identi-
fied by asterisks correspond to a Rho-independent product that is formed only in the presence of the “Anti”
strand, possibly because pairing of the oligonucleotide to the mRNA triggers intrinsic termination [29]. Runoff
percentages shown in the diagram are average values obtained from 3 to 6 independent experiments (see
Note 16). The ArcZ sRNA has no significant effect under the present conditions whereas it inhibited Rho-
dependent termination at a higher concentration (1 pM) in a slightly different experimental setup [10]. This is
consistent with the observation that ArcZ forms a less stable hybrid with the rpoS mRNA than does DsrA [28]

amounts (<50 mL) and sterilized with a 0.22 pm filter unit.
We routinely obtain RNA-grade water by filtering ultrapure
MilliQ (Millipore) water with 0.22 pm bottle-top sterile filter
units. We usually avoid DEPC-treated water because harmful
contaminants, such as rust particles, are often introduced dur-
ing the autoclaving step required to remove excess DEPC.
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10.

11.

12.

13.

14.

. Ethidium bromide is toxic. Solutions and waste (including

gels) should be handled with great care following current
safety regulation. Potentially less toxic DNA stains are avail-
able from various commercial sources and may be preferable
for inexperienced users.

Concentrations of the Rho factor are expressed in hexamers
throughout the chapter.

. It is important to assess the enzymatic activity of every fresh

Rho preparation and to verify that it does not decay upon stor-
age at —20 °C for extended period of times. The simplest test
for Rho activity is the determination of the rate of steady-state
ATPase turnover as described in volume 1259 of the series [21].

. NusG, CsrA, and Hfq proteins are now available from com-

mercial sources (e.g., MyBioSource) which we have not tested.
We prepare and use His-tagged versions of NusG [22] and
CsrA [11] and obtained purified Hfq from V. Arluison [17].

Manipulation of **P-containing materials should be performed
exclusively by individuals who have received proper training
and authorization from a radiation safety officer.

Overdried RNA pellets are difficult to dissolve in aqueous
bufters.

Full-length  RNA should be seen clearly as one strong
UV-shadow. If several shadows of comparable intensities are vis-
ible, one should assume that RNA degradation and/or forma-
tion of abortive transcription products have occurred in large
proportion. It is then advisable to repeat the transcription/puri-
fication procedure with fresh solutions and reactants.

Rifampicin is present in the initiation mix to block subsequent
rounds of transcription. Heparin cannot be used instead of
rifampicin because it will trap Rho [23] in addition to free
RNA polymerase.

Degradation of the transcripts (e.g., upon contamination of
the samples by RNases) may vyield similar band patterns. To
ensure that the apparition of shorter-than-runoff termination
products is Rho-dependent, it is advisable to repeat the experi-
ment several times. Morcover, to ensure that neither the Rho
nor NusG stock is contaminated by RNases, one may prepare
control samples containing 150 uM of the Rho inhibitor bicy-
clomycin (supplemented in the initial mix of reactants). Rho-
dependent bands will disappear at the profit of the runotf band
whereas degradation product band patterns will not be affected
by the presence of bicyclomycin.

Strictly speaking, the assay does not distinguish between trun-
cated transcripts resulting from Rho-induced dissociation of
transcription elongation complexes (termination) or from
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transcription complexes that would be stably paused (or
arrested) by Rho along the DNA template. To the best of our
knowledge, however, the second scenario (Rho inducing tran-
scriptional pausing or arrest) is purely hypothetical, without
experimental support to date. We thus feel confident that the
more complicated transcription assays required to distinguish
between termination, pausing, and arrest [24] are not neces-
sary in most cases.

When testing the effect of an RNA chaperone, the chaperone
is added at this step in the place of the sSRNA(s).

The apparent percentage of runoft product determined under
these conditions should be used only to detect sSRNA-depen-
dent effects through the comparison of gel lanes (samples), as
shown in the diagram of Fig. 4. This is because the apparent
percentage of runoft product is not an accurate measure of ter-
minator read-through as transcripts of different lengths contain
different numbers of *?P labels upon their internal labeling with
32P-qUTP during transcription. Normalization of the intensities
of gel bands for the uracil content of the corresponding tran-
scripts is possible only when the sequences (lengths) of the vari-
ous transcript species are known [25].

Because Rho is a nucleic acid-binding protein displaying some
level of sequence specificity [26], indirect “sequestration”
effects due to sRNA binding to Rho cannot be excluded
beforehand, especially when considering the respective con-
centrations of Rho (70 nM) and sRNAs (500 nM) used in the
assay. We strongly recommend testing this possibility by per-
forming control transcription termination experiments with
DNA template(s) encoding Rho-dependent terminator(s)
unrelated to the original mRNA target sequence.
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Chapter 8

Mapping Changes in Gell Surface Protein Expression
Through Selective Labeling of Live Gells

Pierre Fechter

Abstract

ncRNAs are key players in the adaptation of bacteria to new environments, by modulating the composition
of the membrane upon changes in the environment. Nevertheless, monitoring the changes in surface pro-
tein expression is still a challenge, since these proteins are present in low abundance, and are difficult to
extract. Here is described a method to easily, reproducibly, and specifically enrich total protein extracts in
surface proteins. This method comprises a direct labeling of surface proteins on living cells using fluores-
cent dyes, followed by total protein extraction and subsequent separation of these extracts by 2D gel
electrophoresis.

Key words CyDye, 2D gel electrophoresis, Surface proteins, Cell labeling, ncRNAs

1 Introduction

Over the past decade, it has become clear that all types of cells
encode for small, noncoding RNAs (ncRNAs) that have important
roles in regulating gene expression at the posttranscriptional level
[1]. Transcriptomic studies allowed the identification of 50-100
ncRNAs in different bacteria, yet the function of only a tiny num-
ber has been deciphered. For those ones, an increasing number of
studies highlighted their role in the rapid adaptation of the bacteria
to new environments. They can directly regulate the expression of
target proteins, like outer membrane proteins [2—4], at the post-
transcriptional level, or indirectly through the control of regula-
tion factors. More and more evidences show that these ncRNAs
form complex networks [5, 6] to modulate the composition of the
membrane upon environment changes. To have a more precise
picture of these networks and to be able to integrate them in the
physiological response of the bacteria to new environments, it is
important to increase our knowledge on these networks. A first
task would be to uncover the target of the ncRNAs, especially the
ones exposed at the surface that are in direct contact with the

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
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environment. Thus, profiling the surface proteome is becoming
important to understand global changes upon ncRNAs activation.

A major drawback in the study of these proteins is their low
abundance. Different methods have been employed to enrich
membrane fractions, but they still lead to significant loss of pro-
teins or to contamination with cytoplasmic proteins [7-9]. The
recent progress in mass spectrometry (especially in the analysis of
membrane proteins) gave unprecedented insight into most protein
expression pattern [10, 11]. Nevertheless, membrane proteins
present at low concentration are still either not detected, or their
detection level is not significant enough to compare their expres-
sion under different growth conditions. Thus, to gain insight into
the expression and the function of these proteins, different and
complementary approaches are still required. In this manuscript is
presented an experimental guide for direct labeling of cell surface
using fluorescent dyes, which ensures an important enrichment in
surface proteins over cytoplasmic ones. The protocol will be
described for Staphylococcus aurens cell surface labeling. An experi-
mental procedure to easily, reliably, and efficiently extract total
proteins, even in the case of bacteria which membranes are resis-
tant to classical lysis procedures, like the one from S. awureus, is
further described. Finally, protein extracts are analyzed through
2D gel fractionation. A comparison of this cell surface labeling
protocol with the standard 2D Fluorescent Difference Gel electro-
phoresis (2D-DIGE) protocol (post-extraction labeling) showed a
better detection of surface proteins with this protocol [12]. This
method has already been successfully applied to the detection of
surface proteins, and to the comparison of surface protein expres-
sion under various experimental conditions, in different bacteria
(i.e., Legionelln pneumophila, Eschevichia coli, Staphylococcus aureus,
Xanthomonas citri) [13-15], but also in eukaryotic cells [12, 16].
This method also revealed new potential targets of E. coli MicA
ncRNA, and highlighted the role of S. aurens RNAIII for the
maintenance of the cell wall integrity [14].

2 Materials

2.1 Strain
and Gulture Broth

2.2 Cell Labeling

1. Gram positive S. anrens RN6390.

2. BHI broth (Brain Heart Infusion broth, AES laboratoire,
France).

1. PBS: 137 mM NaCl, 2.7 mM KCl, 10 mM Na,HPO,,
1.76 mM KH,PO,, pH = 8.

2. CyDye DIGE Fluor minimal dyes 2, 3, 5, dissolved in dimeth-
ylformamide at a concentration of 100 pM and stored at
—80 °C. These molecules are derivatives of the fluorescent dyes
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cyanine 2, 3, 5 (GE Healthcare, ref. 25-8010-82, 25-8010-83,
25-8010-85).

. 10 mM lysine.

. Lysis buffer for S. awureus cells prepared extemporaneously:

10 mM Tris—-HCI pH 7.5, 20 mM NaCl, 1 mM EDTA, 5 mM
MgCl,, 50 pL/mL lysostaphin, protease cocktail inhibitor
(Roche), 2 U DNase I (Qiagen), 2 U RNase (Roche).

. Trizol (Invitrogen).

. 1-bromo 3-chloropropane.

. Ethanol.

. Cold acetone.

. Cold 70% acetone.

. Sample buffer: 7 M urea, 2 M thiourea, 50 mM DTT, 4%

CHAPS.

1. Bradford reagent.
2. 10 mg/mL BSA.

. Sample buffer: 7 M urea, 2 M thiourea, 50 mM DTT, 4%

CHAPS.

. PROTEAN® i12™ IEF system (Biorad).

2. 2-iodoacetamide 1 M.

O 0 N O Ul W w

NS

N O\ Ul W~

. Disposable G-25 sephadex column for small volume (PD

MiniTrap G-25, GE Healthcare).

. 17 ¢m pre-cast pH 4-7 ReadyStrip™ IPG Strip (Biorad).
. Rehydration/equilibration tray (Biorad).

. Mineral oil (Biorad).

. 0.5% bromophenol blue.

. pH 3-10 ampholytes (Biorad).

. IEF trays (Biorad).

. PROTEAN II XL cell (Biorad), for gel 17 x 20 cm.
. Equilibration bufter: 6 M urea, 2% SDS, 30% glycerol, 1 M

Tris—HCI pH 8.45.

. Cathode bufter: 0.1 M Tris—-HCI pH 8.25, 0.1 M Tricine,

0.1% SDS.

. Anode bufter: 0.2 M Tris—HCI pH 8.9.

. Acryl /bis mix: acrylamide 48%, bis-acrylamide 1.5%.
. Gel buffer (3x): 3 M Tris—HCI pH 8.45, 0.3% SDS.
. TEMED.
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2.7 Protein
Identification

. 10% ammonium persulfate.

. Low melting agarose mix: 1% low melting agarose, 0.025%

bromophenol blue, in cathode buffer.

. Amersham Typhoon RGB (GE Healthcare) to image the

CyDye labeled proteins in the gels.

2. Fixation solution: 40% EtOH, 10% acetic acid.
. Colloidal blue solution: 10% orthophosphoric acid, 0.025%

Coomassie blue G-250, 40% ethanol, 10% (w/v) ammonium
sulfate.

. GS-900™ Calibrated Densitometer (Biorad) to image colloi-

dal blue stained gels.

. PDQuest software (version 7.4, Biorad).

3 Methods

3.1 Cell Gulture

3.2 CGell Labeling

3.3 Protein
Extraction

. Grow S. awmreus cells in BHI medium until late logarithmic

phase (OD =5).

. Centrifuge 2.5 mL of culture (4000 x g, 15 min), and wash

twice with PBS.

. Resuspend the cells in 200 pL of PBS (see Note 1).

. Label accessible lysines of the cell surface by addition of

200 pmol of CyDyes for 30 min at 4 °C in the dark (see Note
2). The NHS ester reactive group of the CyDye DIGE Fluor
minimal dyes covalently attaches to the epsilon amino group of
lysine of proteins via an amide linkage.

. Stop this labeling reaction by adding 20 pL of 10 mM lysine

for 10 min at 4 °C in the dark.

. Centrifuge the cells, and wash them twice with PBS.

. Resuspend the cells in 200 pL of lysis buffer, and incubate for

30 min at 37 °C (see Note 3).

2. Add 1 mL of trizol to the sample. Vortex, leave for 5 min at RT.
. Add 100 pL of 1-bromo 3-chloropropane (chloroform can be

used instead). Vortex the solution, leave for 5 min at RT, and
centrifuge for 10 min at 10,000 x g4. The upper phase contains
the RNA, and is removed.

. Add 300 pL EtOH to the lower—pink—phase, vortex smoothly,

leave for 5 min at RT, and centrifuge for 5 min at 2000 x 4.
Any remaining DNA is precipitated during this step.

. Add 7 volumes of cold acetone to the supernatant in a 50 mL

Falcon, at least 2 h at —20 °C (better overnight), centrifuge at
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4000 x g for 20 min, and wash the pellet twice with cold 70%
acetone (see Note 4). Dry the pellet, and dissolve the proteins
in 400 pL of sample buffer.

The Bradford assay can be used to estimate the concentration of
complex samples usually in the range 200-900 pg/mL of
proteins.

1.

Prepare five to eight dilutions of a protein standard (here BSA)
in sample buffer with a range of 200 to 900 pg/mL.

. Dilute the protein extract in sample buffer to obtain 200-

900 pg,/mL.

. Add 20 pL of the standard solutions and of the protein extract

solutions to appropriately labeled test tubes. Set also a blank
tube by adding 20 pL of sample buffer only. Protein extracts
are normally assayed in duplicate or triplicate.

4. Add 1.0 mL of Bradford reagent to each tube and mix well.

. Incubate at room temperature for at least 5 min. Absorbance

will increase over time; samples should not be incubated at
room temperature for more than 1 h.

. Measure absorbance at 595 nm.

. Use the absorbance of the diluted standard protein solutions

to draw a standard curve (absorbance over concentration of
BSA). Fit the curve, and use the equation to estimate the con-
centration of the extract.

. Alkylate 300 pg of proteins: complete the volume to 300-

400 pL with sample buffer, add 10 pL of 1 M 2-iodoacetamide
and incubate at 37 °C for 15 min. This chemical agent will
alkylate the thiol group of cysteines.

. Desalt the protein sample on a disposable G-25 Sephadex

column.

. Complete the volume again to 400 pL if necessary, add 4 pL.

ampholytes, and 2 pL of 0.5% bromophenol blue.

. Re-swell a pre-cast pH 4-7 IPG strip with the sample (see Note

5). Distribute the sample all along a slot of the rehydration tray
and add the strip onto the sample, gel-side onto the sample (see
Note 6) for 1-2 h. Then add 3 mL of mineral oil to avoid
evaporation of the sample and leave at room temperature for
16 h (this can be done in the Protean IEF system).

. Transfer the strip into the tray with electrodes, protect the

electrodes with small square of wet paper filter, cover with oil
(10 mL), put the tray in the Protean IEF system, and perform
the isoelectric focusing at 300 V for 2 h (see Note 7), then at
3000 V for a total of 75 kVh (usually it takes O /N).
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3.6 SDS-PAGE

3.7 Protein
Identification

. Exchange the buffer of the IPG strip. Put the strip gel-side up

into a new rehydration/equilibration tray and add 10 mL of
equilibration bufter for 15 min. At this step, the strip can be
stored at —20 °C for several days.

. Prepare 50 mL of gel solution (16.6 mL gel buffer, 12.5 mL

acryl/bis mix, complete with water to 50 mL and then add
0.05 mL TEMED and 0.5 mL of 10% ammonium persulfate).
Cast the gel vertically, to a height of about 2 cm below the top
of the glass plates. Carefully overlaid the gel with 1.0-1.5 mL
of water (see Note 8).

. Remove the water once the gel is polymerized, add the strip on

the top of the gel. Add low melting agarose mix. Make sure to
avoid the formation of bubbles between the gel and the strip.
Use anode and cathode (upper chamber) bufters for the migra-
tion. Run is carried out at 10 mA/gel for 1-2 h, and then
overnight at 20 mA/gel (set the voltage limit at 300 V) until
the bromophenol blue reaches the bottom of the gel.

. After electrophoresis, scan the 2D gel with a Typhoon RGD

imager using filters to select adequate excitation and emission
wavelengths specific for CyDye 2 (excitation 489 nm/emis-
sion 506 nm), CyDye 3 (548/562 nm), or CyDye 5
(650,/680 nm).

. Fix the gel for 1 h with the fixation solution, wash twice with

water, and stain all the proteins from the extract with colloidal
blue. After one night wash the gel again with water and scan it
on a GS900 scanner. Thus, two images are obtained from the
same gel, one with the cell surface proteins labeled with the
CyDyes, and one with all the proteins from the extract stained
with colloidal blue (see Fig. 1).

. When different gels have to be compared, analyze the data

with the software PDQuest. Crop and filtrate the images from
the Typhoon imager (showing CyDye labeled proteins). Spots
should be automatically detected and measured, background
subtracted. Compare all gels with one selected gel used as a
reference. Spots are matched, and unmatched spots manually
added. To compare spots between gels, normalize the spot vol-
umes as a percentage of the total volume of all spots in the gel.

. Assign the CyDye spots of interest on the colloidal blue stained

gel (see Note 9). An example of such assignment is shown in
Fig. 1.

. Protein spots are excised from the gels, manually or with an

automatic spot cutter.

. The mass spectrometry analysis and the identification of the

proteins are usually conducted by a proteomic platform.
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Fig. 1 Assignment of CyDye spots on colloidal blue stained gel. Ten different spots, revealed by CyDye 3 label-
ing of S. aureus RN6390 cells treated as described above are highlighted (left). These spots were assigned on
the same gel, stained with colloidal blue (right). Some spots were hardly detected on the colloidal blue gel, or
lost among all cytoplasmic protein spots. Without prior labeling treatment, a comparison of the expression of
these proteins under different growth conditions would have been difficult

4 Conclusion

Enrichment procedures through labeling of live cells improve the
detection, but more over the comparison of the expression of sur-
face proteins under different growth conditions. It should be noted
that besides labeling with fluorescent dyes, another surface protein
labeling procedure was developed these last years. Sulfo-NH-SS-
biotin has been used to label live cells. After cell lysis, biotinylated
proteins are purified by affinity chromatography, and identified by
mass spectrometry [8, 17-19]. Altogether, one should still remem-
ber that all the methods developed up to now to map and compare
membrane proteomes bring complementary information, but that
none allows full mapping and comparison of these complex
proteomes.

5 Notes

1. This labeling protocol can be applied to different bacteria,
gram positive as well as gram negative. The number of cells
should nevertheless be kept constant. Only the lysis protocol
may require some adaptations (sec Note 3).

2. All three CyDyes do not have exactly the same labeling proper-
ties, due to subtle differences in their structure. CyDye 3 was
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shown to be more efficient than CyDye 2 and 5 on S. aureus
and E. coli. As an important consequence, the comparison of
cell surface labeling under different conditions have to be per-
formed with the same CyDye. Nevertheless, it is not possible
to know a priori which of the three dyes will give the most
accurate information.

. 8. amwrens membranes are resistant to classical lysis protocols,

like sonication, phenol treatment...and protein extraction
requires a first step to weaken the membranes, by incubating
the cells in the presence of lysostaphin. Lysostaphin is a glycyl-
glycine endopeptidase, an enzyme that cleaves the cross-link-
ing pentaglycine bridges of the cell wall peptidoglycan of some
Staphylococci. Proteins from gram negative cells are often
directly extracted either by a trizol treatment, or even by incu-
bating these bacteria with the sample buffer [ 14, 15].

. The washing step with cold 70% acetone is important, since

remaining pink coloration may affect the IEF isofocalization.

. The pH range of the IPG strip used for S. anreus proteome

fractionation is 4-7, since most S. awureus proteins migrate
within this range. Different pH ranges are available, the IPG
strip used has to be adapted to the bacterial strain studied.

. The gel is protected by a thin plastic band that should be

removed with pliers. Carefully adding the strip onto the sam-
ple requires some practice.

. IEF should always be started at low voltage in order to remove

salts.

. SDS-PAGE can be performed with more classical solutions

(classical Tris-Glycine running bufter...). Another acrylamide
mixture and running buffer was used that has been shown to
improve the quality of spot separation [20].

. This step has to be carefully undertaken, as confusions when

assigning the CyDyes revealed spots on the colloidal blue
stained image will lead in identification of unrelated spot slices.
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Chapter 9

Fluorescence-Based Methods for Characterizing RNA
Interactions In Vivo

Abigail N. Leistra, Mia K. Mihailovic, and Lydia M. Contreras

Abstract

Fluorescence-based tools that measure RNA-RNA and RNA-protein interactions in vivo offer useful
experimental approaches to probe the complex and dynamic physiological behavior of bacterial RNAs.
Here we document the step-by-step design and application of two fluorescence-based methods for study-
ing the regulatory interactions RNAs perform in vivo: (i) the in vivo RNA Structural Sensing System (iRS?)
for measuring RNA accessibility and (ii) the trifluorescence complementation (TriFC) assay for measuring
RNA-protein interactions.

Key words RNA-RNA interaction, RNA-protein interaction, In vivo fluorescence assay, Hybridization
efficacy, RNA accessibility, Complementation assay, RNA regulator, Protein regulator, Target
network

1 Introduction

Recent years have been marked by identification and characteriza-
tion of noncoding RNAs (ncRNAs), such as small RNAs (sRNAs)
[1], in all types of bacteria, ranging from model strains such as E.
coli to extremophiles like D. radiodurans [2] and other biotech-
nologically relevant organisms [3, 4]. The number of tools to
probe RNA structure has grown in response to a deeper under-
standing of ncRNA roles in gene expression, regulatory cascades,
and control of critical metabolic and cellular processes [5-7].
Nucleotide-specific chemical modification-based techniques like
in vitro and in vivo SHAPE and DMS footprinting have uncov-
ered structure-function paradigms such as sSRNA-protein binding
footprints [8], riboswitch conformation changes [9], and princi-
ples for designing synthetic RNA regulator parts [10]. However,
these methods are limited because they do not represent true col-
lective-nucleotide behavior of interactions and thus may overlook

Abigail N. Leistra and Mia K. Mihailovic contributed equally to this work.

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_9, © Springer Science+Business Media, LLC 2018

129



130

Abigail N. Leistra et al.

a

weak or low-frequency interactions [5]. The two techniques
detailed in this work pose an advantage in this area by (i) repro-
ducing RNA-RNA hybridization to capture regional intermolecu-
lar interaction preferences and (ii) directly measuring interactions
between RNAs and proteins to elucidate physiological reasons for
inaccessibility, i.e., structure versus protein occlusion.

This chapter details the design, preparation, and execution of
two fluorescence-based methods for monitoring RNA interactions
in vivo. The first measures the propensity of unique antisense
RNAs (asRNAs) to interact with distinct regions within a target
RNA of interest to offer insights into dynamic molecular behavior
(Fig. 1a, b) [5]. Specifically, by regionally probing a target RNA in
continuous 9-16 nucleotide-long segments, a profile of the RNA’s
hybridization landscape can be built. This technique, called the
in vivo RNA Structural Sensing System (iRS?) has been used to
investigate hybridization landscapes of many RNA types, including
E. coli sSRNAs, mRNAs, and tRNAs as well as non-native RNAs
known to host complex interactions. In this way, the iRS? captures
structure-function information. Particularly, it has demonstrated
sensitivity to known RINA-RNA and RNA-protein interactions
[11]. The second technique probes RNA-protein interactions via a
trifluorescence complementation assay (Fig. lc, d). Making use of

target RNA region € No RNA-Protein binding prevents YFP

/

X

target

asRNA complementation
“probe B

Protein of
interest

GFP

RNA of interest 2 MS2BD Terminator
d RNA-Protein binding yields YFP signal

" YFP

asR_-\[J’A Q Protein of MS2
probe

=) ! protein
interest

RNA of interest 2 MS2BD Terminator

Fig. 1 Schematic of RNA hybridization (a, b) and RNA-protein probing (¢, d) methods. (a, b) The iRS® assay
evaluates the likelihood of an RNA region to engage in RNA-RNA interactions with its asRNA. If the region is
inaccessible to the asRNA probe within the iRS® transcript, the ribosomal binding site (RBS) remains seques-
tered by the cis-blocking (CB) region (a). If the asRNA interacts with its target region, the hairpin loop of the
iRS? is disrupted, and the ribosomal binding site is available for GFP translation initiation (b). (c, d) The trifluo-
rescence complementation (TriFC) assay probes RNA-protein interactions by making use of three fusion con-
structs: the RNA of interest fused to a MS2 binding domain (MS2BD), the protein of interest linked to NYFP, and
the MS2 protein linked to CYFP. Only in the presence of a RNA-protein interaction do all three components
interact and allow for complementation of NYFP and CYFP to produce yellow fluorescence (d)
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the high-affinity MS2 protein-MS2 binding domain interaction
[12] and the well-established NYFP-CYEP split yellow fluorescent
protein system [13]; this assay has been used to quantify direct
sRNA-protein and mRNA-protein interactions in vivo. In particu-
lar, the TriFC assay has quantified regulatory sRNA-protein inter-
actions, capturing differential effects of protein active site mutations
on the extent of YFP complementation [14]. Additionally, a dual-
fluorescence variation of this assay has been used to test upward of
75 possible mRNA targets for protein binding [15].

We foresee these techniques having broad impact on our
understanding of the in vivo functionality of sSRNAs. For instance,
the iRS? approach can be used to map and infer the in vivo func-
tionality of an sSRNA’s alternative structures and track their rele-
vance to regulatory function under various environmental
conditions. Given that many sRNAs are known to confer bacterial
virulence [16], this could provide a strong basis for targeted anti-
microbial design. The TriFC assay could be applied to screen
sRNAs for association with Hfq or any other regulatory proteins.
Given the challenges of predicting RNA-protein interactions [17],
methods amenable to large-scale screening should prove useful.

The iRS?® method is capable of measuring regional hybridiza-
tion efficacy of RNAs at basal levels; however, the TriFC assay
requires overexpression of the RNA and protein involved. As with
any overexpression system, questions of relevance remain, but with
proper negative and positive controls, strong, physiologically rele-
vant conclusions can be made.

2 Materials

2.1 iRS® General
Materials
and Reagents

. Disposable pipette tips.

. PCR tubes.

. Nuclease-free water.

. 1.7 mL polypropylene microtubes.
. Thermocycler.

. Vortex.

. Microcentrifuge.

. Luria Broth.

O 0 N N Ul B W N

. Agar.

—
=)

. Petri dishes.
. 2.5-1000 pL pipette set.

. 25 mL culture tubes.

T
w N

. Kanamycin stock solution: 10 or 100 mg/mL in nuclease-free
water.
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iRS? Target RNA

Insertion

2.3

iRS’ Probe

asRNA Insertion

24

iRS? Experiment

14

15.

UV spectrophotometer.
Incubator, set to 37 °C with shaking capability.

. Gibson Primers Designed using NEBuilder Assembly Tool.
. pO-iRS*GG or pN-iRS*GG vector (Addgene plasmids 98589

and 98858, respectively).

. Deoxynucleotide Solution Mix (NEB).

4. Phusion High-Fidelity (HF) DNA polymerase (2000 U/mL,

o N O v

10.

[\

O 0 N N U W

10.

NEB).

. 5x Phusion HF buftfer (NEB).
. Dpnl (20,000 U/mL, NEB).
. PCR DNA Purification Kit.

. Gibson Assembly master mix (NEB or made according to

[18]).

. Electrocompetent E. coli cells for cloning (Turbo High

Efficiency competent E. colz).

Plasmid miniprep Kkit.

. 50 ng pO-iRS*GG or pN-iRS*GG vector.
. Linker buffer: 50 mM Tris-HCI pH 8.0, 100 mM NaCl,

1 mM EDTA.

. Primers diluted in linker buffer to 100 pM.
. 10x T4 DNA ligase buffer (NEB).

. T4 DNA ligase (400,000 U/mL, NEB).

. Nuclease-free water.

. Bsmbl /Esp3I (10 U/pL, NEB).

. 0.025 pm nitrocellulose membrane filters.

. Electrocompetent E. coli cells for cloning (Turbo High

Efficiency competent E. coli).
4-Chloro-pL-phenylalanine.

. K-12 MG1655 E. coli or another strain of choice to conduct

the assay.

. Sterile 250 mL Erlenmeyer flasks OR Sterile 200 pL 96-well

black clear-bottom plates.

. Arabinose stock solution: 20% w /v, filter sterilized through

0.22 pm filter.

. Anhydrotetracycline (aTc) stock solution: 100 pg/mL, filter

sterilized through 0.22 pm filter.

. 1x phosphate-buffered saline (PBS): 137 mM NaCl, 2.7 mM

KCl, 8 mM Na,HPO,, and 2 mM KH,POy, sterilized through
0.22 pm filter.
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Materials
and Reagents

2.6 TriFC Cloning
Supplies
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. 20 mL syringes with Leur lock tip.

. Syringe-tip filters (0.22 pm PVDF 30 mm diameter).
. 5 mL polystyrene round-bottomed tubes.

. BD FACSFlow sheath fluid.

10.

BD FACSCalibur Flow cytometer and BD CellQuest Pro
software.

. Disposable pipette tips.

. PCR tubes.

. 1.7 mL polypropylene microtubes.
. Luria Broth.

. Agar.

. Petri dishes.

. Kanamycin stock solution: 10 or 100 mg/mL in nuclease-free

water.

. Carbenicillin stock solution: 50 mg/mL in 1:1 nuclease-free

water to ethanol.

. IPTG stock solution (optional): 100 mM in nuclease-free water.
10.
11.
12.
13.
14.
15.
16.

2.5-1000 pL pipette set.

Sterile 25 mL culture tubes.
Sterile 250 mL Erlenmeyer flasks.
Vortex.

Microcentrifuge.

Thermocycler.

Incubator, set to 37 °C with 200 rpm shaking capability.

1. Deoxynucleotide Solution Mix (NEB).

w

N O\ Ul W

. Nuclease-free water.
. Phusion High-Fidelity (HF) DNA Polymerase (2000 U/mL,

NEB).

. 5x Phusion HF bufter (NEB).

. Taq Polymerase (5000 U/mL, NEB).

. 10x ThermoPol Buffer (NEB).

. pIriFC (or pTriFC-mStrawberry) and pMS2-CYED vectors

(Addgene plasmids 98584 or 98848 and 98587, respectively).

. Control pTriFC and pMS2-CYFP vectors (Addgene plasmids

98586, 98585, and 98588).

. Dpnl restriction enzyme (20,000 U/mL, NEB).
10.

Gibson Assembly master mix (NEB or made according to [18]).
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11. Electrocompetent E. coli cells for cloning (NEB 5-alpha or
Turbo High Efficiency competent E. colz).

12. 0.025 pM nitrocellulose membrane filters.

13. Genomic DNA purification kit.

14. Miniprep kit.

15. PCR DNA purification and /or gel extraction kit.
16. UV spectrophotometer.

1. K-12 MG1655 E. coli or another strain of choice to conduct
the assay.

2. 1x phosphate-buftered saline (PBS): 137 mM NaCl, 2.7 mM
KCl, 8 mM Na,HPO,, and 2 mM KH,POy, sterilized through
0.22 pm filter.

. Nanopure water.

. 20 mL syringes with Leur lock tip.

. Syringe-tip filters (0.22 pm PVDF 30 mm diameter).

. Biotek Cytation 3 Imaging Reader with Gen5 software.
. Black 96-well clear flat bottom assay plates.

. BD FACSCalibur Flow cytometer with BD CellQuest Pro
software.

9. BD FACSFlow sheath fluid.

10. 5 mL polystyrene round-bottomed tubes (Note that items 6
and 7 or 8-10 are required).

o NN O O W

3

iRS® Method

The iRS? plasmid-based system can be used to investigate the pro-
pensity of a synthetic asRNA to interact with its complementary
target region on distinct heterologously expressed RNA (pO-
iRS*GG plasmid, Fig. 2a) or native RNA (pN-iRS*GG plasmid,
Fig. 2b) in vivo, a measurement termed hybridization efficacy [11].
Specifically, the iRS® system consists of a target region-specific
asRNA probe upstream of a hairpin-forming loop and green fluo-
rescent protein (GEP) reporter (Fig. 1a). This asRNA probe is spe-
cifically designed to be complementary to a target RNA region of
interest. If, upon iRS® expression, the synthetic asRNA probe is
able to bind to its corresponding target RNA region, disruption of
the hairpin loop causes exposure of the GFP ribosomal binding site
and consequent GFP translation (Fig. 1b). This phenomenon
allows the hybridization likelihood of a target RNA region to be
quantified by fluorescence shift as measured using flow cytometry
[5]. As the system directly mimics in vivo RNA-RNA interactions,
results are believed to speak to the structural conformation and
availability of RNA regions for regulatory purposes.
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PBAD peoRT

pN-lRS3GG Bsmbl

GFP ColElhindrr  GFP

Fig. 2 Overexpression (p0-iRS®GG) or and native (pN-iRS®GG) iRS® assay plasmids. (a) The p0-iRS*GG plasmid
contains the gl intron (default target RNA) expressed by a pBAD promoter. The iRS® transcript, consisting of the
pheS cassette (to be replaced by an asRNA), cis blocking region (CB), ribosomal binding site (RBS), then GFP,
is under pLtetO control. (b) The pN-iRS®GG plasmid differs from the 0-iRS® in that (i) it lacks target RNA over-
expression capabilities and (ii) the iRS® transcript expression is under pBAD promoter control

3.1 Rational
Experimental Design

As illustrated in Fig. 3, the iRS? parent vectors (Fig. 2) must be
modified for each unique RNA region being targeted. Depending
on whether the RNA expression levels are heterologous or basal,
necessary cloning will differ. In the case of heterologous target
RNA expression, (i) the target RNA is cloned into the plasmid fol-
lowing the pBAD promoter to replace the default target RNA in
pO-iRS*GG ( Tetrahymena group 1, g1, intron) via Gibson Assembly
(Fig. 3a). Depending on plasmid chosen, (ii) the asRNA probe is
cloned in to follow either the pLtetO (pO-iRS*GG) or pBAD (pN-
iRS}GG) promoter via a high-throughput Golden Gate cloning
protocol in which the asRNA sequence replaces a 4-chloro-pr-
phenylalanine negative selection cassette (pheS) (Fig. 3b). Once
the plasmids have been (iii) transformed into the strain of interest
(Fig. 3c), (iv) strains are cultured. During ecarly log growth
(OD ~ 0.2-0.4), (v) strains are separated into “uninduced” and
“induced” samples, the latter in which expression of target RNA
and iRS? system (pO-iRS*GG) or iRS? system only (pN-iRS*GG) is
stimulated (Fig. 3d). At the environmental conditions of interest
(Fig. 3e), (vi) fluorescence shift between uninduced and induced
samples is evaluated via flow cytometry (Fig. 3f) and analyzed

(Fig. 3g).

RNA regions with considerable overlap have been shown to exhibit
significant differences in hybridization efficacy [11]. This is not
surprising, considering that binding between single-stranded loops
or linear segments of RNA has been implicated in RNA-RNA
strand displacement [19]. These observations further support the
notion that this hybridization-based system adequately mimics
regulatory in vivo antisense-based RNA-RNA interactions, despite
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a Target SRNA Cloning ¢ Transform asRNA Probe Library
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Fig. 3 Work flow for the iRS® assay. (a) If using p0-iRS®GG, standard two-fragment Gibson cloning is used to
amplify and insert the target RNA of interest to replace the default target RNA (gl intron). (b) For either pO-
iRS3GG or pN-iRS®GG, the pheS selection cassette is replaced by desired asRNAs via Golden Gate cloning via
Bsmbl restriction digest to create a library of iRS® transcripts. (c—g) Experimental work flow. (¢) Plasmids are
transformed into an E. colistrain of choice and grown in triplicate. (d) Cultures volumes are split into 2 contain-
ers per replicate and the expression of iRS3 transcripts (p0-iRS®GG and pN-iRS®GG) and target RNAs (pO-
iRS3GG only) are induced for each representative strain. (e) At conditions of interest, cultures are sampled and
(f) assayed via flow cytometry for fluorescence. (g) Finally, induced and uninduced fluorescence data are
analyzed compared to an appropriate negative control
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the bulkiness of the iRS® transcript. Thus, selection of tar-
get regions, especially in an uncharacterized RNA, is critical to
obtaining valuable hybridization efficacy insights. To this end, we
offer loose guidelines. Generally, target RNA regions under inves-
tigation should (i) be 9-16 nt long to mimic lengths of seed
sequences and known RNA-RNA interactions [20, 21].
Additionally, target regions should be chosen to ensure cognate
probe asRNAs (ii) show low complementarity to the genome
(besides the target of interest) (i.e., top BLASTn [22] search hits
with Expect (E) value >1) and (iii) contribute to iRS® transcript
folding in a previously determined optimal free energy range
(=19.3 < AG < —=17.8 kcal/mol) [11].

Many target region selection schemes will offer valuable
insights to the hybridization landscape of an RNA molecule. A few
are listed below.

1. Structural Prediction Based Design: Secondary structure pre-
dictions may be used to inform probe design. Specifically, we
have designed experiments in which the standard deviation of
the base pairing probability (as evaluated via Nupack [23]) of
each target RNA region is minimized within our length con-
straint (9-16 nt).

2. Blind Design: If characterization information is sparse, it may
be valuable to walk the RNA with overlapping probes, as
probes with considerable overlap (>6 nt) have shown vastly
different propensity for hybridization [11]. This design method
has been used in previously published work to blindly create a
pool of potential asRNA probes [11]. Specifically, random-
length regions (within our length constraint) were selected in
a manner to represent all possible overlaps and cover the entire
length of the RNA of interest. These regions were then filtered
based on iRS? transcript folding energy (see iii under Rational
Experimental Design above). A simpler alternative to this blind
design would be the exclusion of overlap.

Overexpression of the target RNA may be useful if (i) evaluating
the functional structure of non-native sRNAs or (ii) titratable con-
trol of RNA expression is desired. When using pO-iRS*GG, Gibson
Assembly is recommended for insertion of the DNA encoding for
the desired target RNA.

1. We recommend designing primers for two-fragment Gibson
Assembly of the designated target RNA and pO-iRS3*GG using
NEBuilder Assembly Tool. Specifically, preferences may be set
to Product/Kit = E2611 Gibson Assembly Master Mix, No.
of Fragments = 2-3, Total Construct Length = less than
10 kb, Min. Overhang Length (nt) = 20, PCR Product
Group = Phusion, PCR Product—Phusion High-Fidelity
DNA Polymerase (HF Buffer), PCR Primer Conc. (nM) = 500
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(standard), Min. Primer Length (nt) = 18. An example clon-
ing scheme for the replacement of default Tetrabymena gl
intron with LtrB glI intron [11] is depicted in Fig. 4 and cor-
responding primer sequences listed in Table 1.

. Assemble PCR amplification reaction for DNA encoding the

target RNA of interest from E. coli genomic DNA, previously
prepared plasmids, or synthesized DNA fragments using for-
ward and reverse insert primers, with overhang complemen-
tary to the vector backbone (see example in Fig. 4). Add 50 ng
genomic DNA, 10 pM forward and reverse insert primers
(2.5 pL each, diluted in nuclease-free water), 10 mM dNTPs
(1 pL), 5x Phusion High-Fidelity (HF) bufter (10 pL), Phusion
HF DNA polymerase (0.5 pL), and nuclease-free water to
50 pL. Genomic DNA can be obtained with a genomic DNA
purification kit or by boiling a colony (single colony, diluted in
50 pL of nuclease-free water, heated at 96 °C for 5 min); 2 pL.
of this reaction can be used above as genomic DNA template.

. Assemble PCR amplification reaction for pO-iRS*GG back-

bone with forward and reverse backbone primers (see example
in Fig. 4) designed above. Add 50 ng of parent vector (pO-
iRS*GQG), paired forward and reverse backbone primers (2.5 pLL
of each, diluted in nuclease-free water), 10 mM dNTDPs (1 pL),
5x Phusion High-Fidelity (HF) buffer (10 pL), Phusion HF
DNA polymerase (0.5 pL), and nuclease-free water to 50 pL.

. Cycle all PCR reactions as follows: (i) 98 °C for 30 s (ii)

25 cycles of 98 °C for 10 s, 3° above lowest melting tempera-
ture of primer pairs (excluding overhang region) for 30 s,
72 °C for 2.5 min (vector backbone) or 30 s/kb (iii) final
extension 72 °C for 10 min (iv) hold at 4 °C (se¢ Note 1).

. Digest methylated DNA by adding 1.5 pL. Dpnl directly to

PCR products, incubating at 37 °C for 90 min, then heat deac-
tivating at 80 °C for 20 min.

. Agarose gel electrophoresis is recommended to confirm the

size and amplification of backbone and insert. Using approxi-
mately 5.0 pL of each reaction (with EZ Vision or loading dye
and ethidium bromide), check for proper band size and ampli-
fication specificity (pO-iRS3GG backbone at ~4.5 Kb).

. Clean-up PCR reactions per PCR DNA purification kit direc-

tions. Measure DNA concentrations via spectrophotometry.

. Insert DNA of target RNA via Gibson fragment assembly. Add

50-100 ng amplified vector backbone, 2x amplified target
RNA insert (5x if insert is smaller than nucleotides), and
Gibson Assembly Master Mix (10 pL), and nuclease-free water
to 20 pL. Additionally, perform the assembly with a negative
control omitting the insert: 50-100 ng of amplified vector,
Gibson Assembly Master Mix (10 pL), and nuclease-free water
to 20 pL. Incubate samples at 50 °C for 45 min.
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Step 1 pBAD pLtetO
— A

gDNA (gll intron)

Step2 “m==,

e SPT
-.::.-""_r""'--._.é-—

taiest TR a0 / intron asRNA probe
Bsmbl
Step 1
Create desired sequence . . .
q Backbone leftarm  NEW insert: gll intron Backbone right arm
CTGACGCTTTTTATCGCAACTCTCTACTGTTTCTCCATAGTCGAC G AACACATCCATAACGTG, .. TACTTCACCATATCATCTAGATGCCTGGCGGCAGTAG
GACTGCGAAAAATAGCGT TGAGAGATGACAAAGAGGTATCAGCTGI T TG TGTAGGTATTGCAC, .. A GTGGTATAGTIAGATCTACGGACCGCCGTCATC

Amplify backbone Backbone fwd primer —»

e ————
CTGACGCTTTTTATCGCAACTCTCTACTGT TTCTCCATAGTCGAC GAACACATCCATAACGTG, ., TAC ni'l’CT-’ECATCL’ CTGGCGGCAGTAG
GACTGCGAAAAATAGCGT TGAGAGATGACAAGAGGTATCAGCTGICTTGTGTAGGTATTGCAC, . ATC

+— Backbone rev primer
Amplify target with overhang Target fwd primer —»

CTGACGCTTTTTATCGCAACTCTCTACTGTTTCTCCATAGTCGAC - ACATCCATAACGTG. . TACTTCACCATATC réTCTmTGCCTGGCGGCAGTAG
GACTGCGAAAAATAGCGTTGAGAGATGACAAAGAGGTATCAGCTG aTGTAGGTATTGCAL, - ATGAAGTGGTATAGT GATCTACGGACCGLCGTC hITC

AGTIAGATCTACGGACCGCCGTCATC

. +— Target rev primer
Assemble and sequence verify SRR
Primer A —
y AACTCTCTACTGTTTCTCCATAGTCGAC TCTAGATGCCTGGCGGCAGT AG
GACTGCGAAAAATAGCGTTGAGAGATGACAAAGAGGTATCAGCTG AGATCTACGGACCGCCGTCAITC
ACTGTTTCTCCATAGTCGACGAACACATCCATAACGTG. .. TACTTCACCATATCAITCTAGATGCCTGGCGGCAGT
TGACAAAGAGGTATCAGCTGCTTGTGTAGGTATTGCAC, . . ATGAAGTGGTATAGTAGATCTACGGACCGCCGTCA
Step 2

Design and Anneal Primers for Desired asRNA Probe
Backbone left arm  pheS cassette  Backbone right arm
TTGACATCCCTATCAGTGATAGAGATACTGAGCACATCAGCAGGACGCACTGACCGAATTCIGAGALG. . ,EGTETC!TMCATTC»QCCTCTTGG»QTTTGGGT»QT
AACTGTAGGGATAGTCACTnTCTCT.QTGAICTCGTGT&GTCGTCCTGCGTGACTGGCTTN\G!C‘-CTGC‘ . . GCAGAGIATGGTAAGTGGAGAACCTAAACCCATA
+

AATTCCACGTTATGT
Restriction Digest GGTGCAATACATGGT
TTGACATCCCTATCAGTGATAGAGATACTGAGCACATCAGCAGGACGCACTGACCG ACCATTCACCTCTTGGATTTGGETAT
AACTGTAGGGATAGTCACTATCTCTATGACTCGTGTAGTCGTCCTGCGTGACTGCTTAA AAGTGGAGAACCTAAACCCATA
pheS cassette
. AATTCCACGTTATGT AATTCIGAGACG. . . CGTCTCHT
Assemble and sequence verify GGTGCAATACATGGT GICTCTGC . . . GCAGAGIATGGT

Primer B —
L L e
TATCAGTGATAGAGATACTGAGCACATCAGCAGGACGCACTGACCGAATTCCACGTTATGTACCATTCACCTCTTGGATTTGGGTAT

AACTGTAGGGATAGTCACTATCTCTATGACTCGTGTAGTCGTCCTGCGTGACTGGCTTAAGGTGCAATACATGE TAAGTGGAGAACCTAAACCCATA
Fig. 4 Example cloning schemes for insertion of target RNA and asRNA probe into p0-iRS*GG. Cloning of target
RNA (step 1) and a representative cognate asRNA probe (step 2) into p0-iRS*GG. Necessary overhangs for
target RNA cloning via Gibson and asRNA probe cloning via Golden Gate are shown in pink and purple, respec-
tively. The target region within the DNA of target RNA sequence (turquoise) is shown in orange. DNA corre-
sponding to the asRNA probe, targeting desired region (orange), is pictured in blue. Target RNA sequences and
primers corresponding to the cloning scheme example are listed in Table 1

9. Dilute products fourfold in nuclease-free water and use 1 pL
for E. coli electroporation using standard protocols. After
recovery period has elapsed, plate on LB agar with 50 pg/mL
kanamycin and let grow overnight at 37 °C (Day 1).

10. Continue to sequencing if significantly greater number of
colonies is observed on sample plate than on negative con-
trol plate (Day 2). Grow one to two colonies to saturation
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Table 1

Example RNA sequences, corresponding Gibson Assembly primers, and recommended sequence
confirmation primers for p0-iRS*GG and pN-iRS*GG

Sequence or primer name

Sequence (5’ overhangs in lower case)

Target RNA

Target RNA region of interest
asRNA probe sequence
Backbone Rev. primer

Backbone Fwd primer

GAACACATCCATAACGTG... TACTTCACCATATCA
CATAACGTG

CACGTTATG

GTCGACTATGGAGAAACAGTAGAG
TCTAGATGCCTGGCGGCA

Insert (Target RNA) Fwd primer actgtttctecatagtcgacGAACACATCCATAACGTG

Insert (Target RNA) Rev. primer actgecgecaggeatctagaTGATATGGTGAAGTAGGGAG

Primer A

Primer B

CCATAAGATTAGCGGATCCTACCTGACGCTTTTTATCGC
CGAGTCCCTATCAGTGATAGAGATTGACATCCC

3.3 asRNA Probe
Insertion

11.

(overnight, 37 °C) in separate 5 mL tubes of LB supple-
mented with 50 pg/mL kanamycin per unique target RNA
insert (Day 2).

The following day, extract plasmid DNA of 2-3 mL saturated
culture using plasmid miniprep kit. Measure purified DNA
concentration via spectrophotometry. Prepare and submit
sequencing samples as prescribed by local facility (Day 3). A
forward pBAD primer (Primer A) is reccommended for sequenc-

ing inserted target RNAs (binding location and sequence
shown in Fig. 4 and Table 1).

Both plasmid systems that can be used for experimentation (pO-
iRS*GG and pN-iRS*GG) are Golden Gate cloning compatible. As
previously described [24], the cloning design supports elimination
of strain sensitivity to 4-chloro-pr-phenylalanine once the pheS
selection cassette is replaced by sequences complementary to target
RNA regions of interest, referred to as “asRNA probes” [11].
Cloning schemes for the insertion of an example asRNA probe
targeting a region in the heterologous and “native” gII intron are
shown in Figs. 4 and 5, respectively, and corresponding primer
sequences listed in Table 1.

1.

asRNA probe primers must be designed to contain the full for-
ward and reverse complement of the target RNA region flanked
by BsmbI-compatible sites. Specifically, (i) the forward asRNA
Probe Primer should include AATTC(reverse complement of
target region sequence)T and (ii) the Reverse asRNA Probe
Primer should include TGGTA(target region sequence)G.
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pBAD

asRNA probe

pN-iRS’GG

\

L |

Design and Anneal Primers for Desired asRNA Probe

Backbone left arm PheS cassette  Backbone right arm
CCATAAGATTAGCGGATCCTACCTGACGCTTTTTATCGCAACTCTCTACTGTTTCTCCATAGAATTqGAGACG...CGTCTqTACCATTCACCTCTTGGATTTGGG

GGTATTCTAATCGCCTAGGATGGACTGCGAAAAATAGCGTTGAGAGATGACAAAGAGGTATCTTAAGICTCTGC. . . GCAGAGIATGGTAAGTGGAGAACCTAAACCC
+

AATTCCACGTTATGT
oy . GGTGCAATACATGGT
Restriction Digest
CCATAAGATTAGCGGATCCTACCTGACGCTTTTTATCGCAACTCTCTACTGTTTCTCCATAG ACCATTCACCTCTTGGATTTGGG
GGTATTCTAATCGCCTAGGATGGACTGCGAAAAATAGCGT TGAGAGATGACAAAGAGGTATCT TAA AAGTGGAGAACCTAAACCC
. . PheS cassette
Assemble and sequence verify AATTCCACGTTATGT AATTCIGAGACG.. . . CGTCTC{T
Primer A GGTGCAATACATGGT GICTCTGC. . . GCAGAGATGGT

k(ATAAGATTAGCGGATCCTACCTGACGCTTTTTATCGCkACTCTCTACTGTTTCTCCATAGAATTCCACGTTATGTACCATTCACCTCTTGGATTTGGG
GGTATTCTAATCGCCTAGGATGGACTGCGAAAAATAGCGTTGAGAGATGACAAAGAGGTATCT TAAGGTGCAATACATGGTAAGTGGAGAACCTAAACCC

Fig. 5 Example cloning schemes for insertion of asRNA probe into pN-iRS3GG. Cloning of an asRNA probe
targeting a region within a natively expressed target RNA into pN-iRS*GG. Necessary restriction sites and DNA
corresponding to the asRNA probe are pictured in purple and blue, respectively. Necessary Golden Gate over-
hang and consecutive cloning steps are pictured. Target RNA sequences and primers corresponding to the
cloning scheme example are listed in Table 1

2. In the case that (i) all samples needed for an experiment are
split over multiple days or (ii) samples represent multiple
unique environmental conditions, control iRS® transcripts
should be used to account for instrument shift or environment-
related fluorescence changes, respectively. Specifically, the con-
trols should represent the largest possible fluorescence range.
The low-fluorescence “scramble” iRS?® transcript should (i)
contain a probe which represents the average length of the
target regions within the experimental set and (ii) contain a
random sequence, i.e., a “scramble probe,” with limited
sequence similarity to the genome (i.e., top BLASTn [22]
search hits with E value >1). The high-fluorescence “open
RBS” iRS? transcript should: (i) contain mutations in the cis-
blocking (CB) region of the iRS? transcript to render the RBS
(seen in Fig. la) consistently accessible and (ii) contain a
“scramble probe” asRNA (see low range iRS3, above).
Sequences for control iRS? transcripts previously used can be
found in Table 2.
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iRS? Experiment

Table 2
Standard asRNA probe and CB region sequences for iRS® controls

Control name asRNA sequence CB sequence

Scramble CAGCGACAATATCGT TACCATTCACCTCTTGGAT
Open RBS CAGCGACAATATCGT GCATAAATTAGGGAGTCAA

3. Anneal primers. First, dilute primers to 100 pM in linker bufter:
50 mM Tris-HCI pH 8.0, 100 mM NaCl, 1 mM EDTA.
Combine 10 pL of forward and reverse primers in unique PCR
tubes for each asRNA probe to yield 20 pL total. Thermocycle
as follows: (i) 95 °C for 2 min, (ii) 52 °C for 10 min, (iii) hold
at 4 °C. Meanwhile, dilute pO-iRS*GG or pN-iRS*GG to
50 ng/pL in nuclease-free water.

4. Insert asRNA probe via Golden Gate cloning. In PCR tubes,
add diluted (50 ng/pL) vector (1 pL), annealed primers (2 pL
of 100 pM solution), 10x T4 DNA Ligase Buffer (NEB)
(1 pL), nuclease-free water (3 pL), 400 U T4 DNA Ligase
(NEB) (1 pL), 20 U Bsmbl (NEB) (2 pL) (see Note 2).
Incubate at 37° for 45 min.

5. Transform Golden Gate reaction. First, desalt reaction for
20 min on 0.025 pm nitrocellulose membrane filters.
Electroporate approximately 5 pL into E. coli using standard
protocols. Upon outgrowth, plate onto LB agar plates supple-
mented with 50 pg/mL kanamycin and 2 g/L 4-chloro-pr-
phenylalanine. These selection markers will not facilitate
growth of bacteria lacking kanamycin resistance or maintaining
the pheS cassette, respectively. Let grow overnight at 37 °C
(Day 1) (see Note 3).

6. On the following day, confirm insertion of the asRNA probe.
Grow two colonies for each unique asRNA cloned to satura-
tion (overnight, 37 °C) in separate 5 mL tubes of LB supple-
mented with 50 pg/mL kanamycin (Day 2).The next day,
extract plasmid DNA of 2-3 mL saturated culture using a
plasmid miniprep kit. Measure purified DNA via spectropho-
tometry. Prepare and submit sequencing samples as prescribed
by local facility (Day 3). Forward primers corresponding to
iRS?* asRNA promoters (pBAD for pN-iRS3GG (Primer A)
and pLtetO for pO-iRS3GG (Primer B)) are recommended
(binding locations shown in Figs. 4 and 5, respectively, and
sequences listed in Table 1).

1. Select an experimental strain. The iRS? system was developed
and exclusively utilized in E. colz K-12 MG1655; however, no
predetermined hindrances to using this system in other E. coli
strains exist (se¢ Note 4). We foresee value in performing iRS?
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experiments in genomic sSRNA-knockout strains to allow titrat-
able control of sSRNA expression that may have an impact on
the hybridization landscape. Each strain containing a piRS*GG
(O- or N-) that targets a unique RNA region should have at
least biological triplicate representation. If splitting samples
into multiple experiments, fluorescence shitt of strains contain-
ing control iRS? plasmids should be evaluated at every sam-
pling instance in order to account for instrument shift (scramble
and open RBS).

2. When the experimental strain has been selected, transform all
confirmed iRS® plasmids via standard CaCl, transformation
protocols (or electroporation if desired). Plate each strain on
unique kanamycin-containing (50 pg/mL) LB agar plates.
Grow at 37 °C overnight.

3. Two distinct cell culture schemes have been successtully used
for iRS? experimentation and will influence the preparation of
overnights with experimental strains. Specifically, cultures sup-
plemented with 50 pg/mL kanamycin can be grown in
(1) 40 mL volumes in 250 mL shake flasks (split into 20 mL at
induction) [5] or (ii) 200 pL volumes in 200 pL 96-well black
clear-bottom plates (split into 100 pL at time of induction)
[11] (see Note 5). Plates are recommended when more than
16 unique strains will be sampled at once, to limit required
incubator space and maximize efficiency of seeding and induc-
ing (as it supports use of multiwell pipettes) (see Notes 6 and
7). Once culturing method has been selected, overnight cul-
turing volumes can be adjusted according to experimental cul-
turing (i.e., 5 mL for flasks and 100 pL for plates). Grow 3
unique colonies from each strain to saturation at 37 °C,
200 rpm overnight (Day 1).

4. Prepare all necessary materials for iRS?® experiment (Day 1).
Specifically, prepare in advance (i) 20% w/v arabinose, (ii)
100 pg/mL aTc, and (iii) LB supplemented with 50 pg/mL
kanamycin (see Notes 8 and 9).

5. On Day 2, inoculate flasks (40 mL LB) or plates (200 pL LB)
with saturated culture by adding 1% of total container volume.
Shake-incubate at 37 °C and 200 rpm.

6. After approximately 2 h, in early exponential phase (OD ~ 0.2—
0.4), split each culture volume into two equal volumes—to
serve as uninduced and induced samples. Induce expression of
iRS? transcript and, if applicable, the target RNA (pO-iRS* GG
only) for designated induced samples only. For pN-iRS*GG,
induce with 20% arabinose for 0.8% final concentration in cul-
ture; for pO-iRS*GG, induce with 20% arabinose for 0.8% final
concentration in culture and 100 pg/mL aTc for 100 ng/mL
final concentration in culture. Continue to shake-incubate at
37 °C and 200 rpm (see Note 10).
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3.5 Data Analysis

3.5.1 Intra-RNA
Normalization

3.5.2 Inter-RNA
Normalization

7. At desired sampling OD (at least ~30 min post-induction and
with OD < ~2), begin sampling for flow cytometry. Resuspend
a small volume of each culture (~1-20 pL, depending on OD
at sampling time) in 1 mL of 1x PBS (in 5 mL polystyrene
round-bottomed tubes) to achieve a concentration of ~107
cells/mL. If testing the strain fluorescence at multiple ODs,
return samples to shake-incubator. Evaluate green fluorescence
of samples using a flow cytometer (530,30 nm band pass filter
on the Benton Dickinson FACSCalibur). Collect fluorescence
data of sample until representation of >150,000 active cells has
been achieved (see Note 11).

As fluorescence results are expected have a non-normal distribu-
tion, median fluorescence is assumed representative of the popula-
tion. The hybridization efficacy of a target RNA region is defined
as the average logarithm of the ratio of the induced to uninduced
(background) fluorescence. Because each unique induced sample
has a corresponding uninduced sample originating from the same
biological replicate, statistics are performed on the ratio (as
opposed to each uninduced and induced fluorescence individually)
and uncertainty is propagated through to the logarithm of the
ratio. Two normalization schemes may be useful for comparing
hybridization efficacies to draw conclusions about structure-
function relationships (i) within the same molecule when probed
under unique growth/environmental conditions which are likely
to influence target RNA abundance or (ii) between unique mole-
cules under equivalent growth /environmental conditions.

When evaluating the hybridization efficacy changes of an RNA
under various conditions, it may be difficult to separate abundance
effects from structure-function effects. This is particularly relevant
to sSRNAs because of their aptitude to differentially express between
conditions associated with their function [25]. One approach for
decoupling structure-function insights from abundance eftects
normalizes each sSRNA dataset between the regions exhibiting the
highest and lowest observed hybridization efficacies. Specifically,
for each sRNA in each unique condition, hybridization data cor-
responding to the region exhibiting the highest and lowest
observed fluorescence ratios will be transformed to 1 and 0, respec-
tively. Uncertainty is propagated to account for errors in the mini-
mum,/maximum.

To compare absolute hybridization efficacies between RNAs within
unique environmental conditions (i.e., experiments were per-
formed on separate days), normalization to low-end fluorescence
(scramble probe) and high-end fluorescence (open RBS) controls
is critical. This normalization scheme accounts for instrument shift
between days and facilitates comparison of absolute hybridization
landscape differences between molecules.
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4 TriFC Method

4.1 Construct Design

The TriFC assay detects direct RNA-protein binding interactions
in vivo by simultaneously expressing three distinct fusions: the
RNA of interest with a MS2 RNA binding domain (MS2BD)
sequence, the protein of interest with NYFP, and the viral MS2
RNA binding protein with CYFP (Fig. lc, d). The well-
characterized MS2-MS2BD binding interaction is strong
(K;=3nM [12]) and renders a direct RNA-protein binding inter-
action responsible for NYFP-CYFP complementation and thus
fluorescent signal generation. Several steps are required to apply
the TriFC assay to any RNA-protein interaction of interest: (i) the
RNA-MS2BD and protein-NYFP fusions are designed and cloned
into the appropriate plasmid by Gibson Assembly, (ii) the two plas-
mid system is sequentially transformed into a desired E. co/z strain,
(iii) strains are seeded and grown for 18—48 h prior to (iv) fluores-
cence measurements by plate reader or flow cytometry and (v) data
analysis. Construct design, recommended cloning procedures,
experimental execution, and data analysis are documented for the
TriFC assay below.

A variation of the TriFC assay has also been demonstrated; it
includes a third fluorescent protein, mStrawberry, fused to the 3’
end of the RNA fusion construct, to monitor function of RNAs
containing Shine-Dalgarno and translation start site sequences. In
this way, the TriFC assay can be made particularly useful for mea-
suring interactions between regulatory elements of mRNAs, like 5’
untranslated regions (UTRs), and suspected protein interaction
partners. Outside of construct design, this dual-fluorescence varia-
tion of the TriFC assay differs from the original assay only in fluo-
rescence measurement and data analysis procedures, which are
documented in Subheading 5.

The TriFC RNA-protein interaction assay uses a two-plasmid sys-
tem to express three fusion constructs: (i) protein-linker-NYFP,
(i) RNA-MS2BD, and (iii) MS2-linker-CYFP (Fig. lc, d). The
first two components are expressed on the same plasmid, pTriFC,
under control of separate pLLacO promoters (Fig. 6a). The third is
expressed under pLacO control on a second plasmid, pMS2-CYFP
(Fig. 6b). Importantly, this design pairs one universal plasmid
with one modular plasmid that can be adapted to any RNA-
protein interaction of interest. Based on previous successes, we do
not anticipate modification the MS2-CYFP fusion being necessary
for testing most RNA-protein interactions [ 14, 15, 26].

When adapting pTriFC for a specific protein-RNA interaction,
tag location is a critical consideration as both the RNA and protein
of interest need to retain biological function in their respective
fused states. An excellent starting place for design of the protein-
NFYP fusion is previously published tag placements for the protein
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4.2 Cloning
Procedures

of interest. For instance, in design of a CsrA protein-NYFP fusion
[14], the C-terminus of CsrA was linked to NYFP because this
arrangement had been shown successful for HIS4 tagged con-
structs (see Note 12) [27, 28]. Regarding linker selection, general
guidelines for constructing protein fusions should be considered
[29]. Three repeats of a glycine-serine linker (GGGGS) have been
successfully used for the protein-NYFP fusion [14, 15]; this linker
composition and length imparts sufficient flexibility to the con-
struct (see Note 13). We foresee that this linker composition and
length will be amenable to other protein-NYFED fusions as well (see
Note 14).

Similarly, design of the RNA-MS2BD fusion requires consid-
eration of where to place the MS2BD sequence relative to the
RNA of interest and how many repeats of MS2BD to include. Two
locations of MS2BD insertion have been demonstrated. In the first
instance, the MS2BD sequence was placed in the 3’ portion of an
sRNA of'interest, between the last predicted non-terminator RNA
structure and the terminator hairpin (Fig. 1c, d and Fig. 6a). This
selection was made in light of known sRNA co-transcriptional
folding patterns (se¢ Note 15) [14]. Alternatively, a 5’ placement
of the MS2BD sequence before an sRNA sequence can be consid-
ered [15], particularly if functional 3" degradation products of the
sRNA are known or suspected (see Note 16). Additionally, two
repeats of the MS2BD sequence should be included for either
placement, as this maximized RINA-protein interaction signal in
the proof-of-concept study [14]. As such, we recommend placing
two repeats of the MS2BD sequence (noted as 2MS2BD) flanking
the 5’ end of the sSRNA of interest if 3" degradation products are
anticipated. Similarly, we suggest inserting the 2MS2BD sequence
3’ of the sRNA of interest, just before the sSRNA’s terminator, if
critical and complex co-transcriptional folding the sRNA is
anticipated.

Once designs of the fusion constructs are established, the fol-
lowing series of control constructs should be included to ensure
fluorescent signal is from true RNA-protein interactions: (i) pTriFC
lacking the protein of interest (NYEP + RNA-2MS2BD present),
(i) pTriFC lacking the RNA of'interest (protein-NYFP + 2MS2BD
present), and (iii) pMS2-CYFP lacking the MS2 protein. The
pIriFC and pMS2-CYFP plasmids, as well as the no-protein
pIriFC, no-RNA pTriFC, and no-MS2 pMS2-CYFP control plas-
mids, are available from Addgene.

The pTriFC plasmid is amenable to restriction digest and Gibson
Assembly cloning approaches. The Gibson Assembly strategy is
the focus of this section as it is the most amenable to the large-
scale cloning required for screening applications. Cloning proce-
dures are described in reference to Fig. 7, which illustrates an
example cloning scheme for adding the CsrA protein and the CsrB
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Fig. 6 Plasmids involved in TriFC assay. (@) The pTriFC plasmid expresses the
protein of interest fused by a linker to NYFP from a pLacO promoter and the RNA
fusion from a distinct pLacO promoter. Two repeats of the MS2BD sequence are
inserted at the 3’ end of the RNA of interest, just before the RNA’s terminator
sequence. (b) The pMS2-CYFP plasmid contains the MS2-linker-CYFP fusion
expressed by a pLacO promoter. (¢) The pTriFC-mStrawberry plasmid is used in
the dual fluorescence version of the complementation assay. It differs from
pTriFC in design of the RNA fusion; two repeats of the MS2BD sequence are
fused upstream of the RNA of interest and an mStrawberry sequence is fused
just downstream of the RNA of interest to confirm functional expression

sRNA to pTriFC. We recommend designing primers for separate
two-fragment Gibson Assembly reactions (using the NEBuilder
Assembly Tool) to independently insert the protein of interest
(Fig. 7, step 1) and the RNA of interest (Fig. 7, step 2) into
pTriFC.
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Primer 3
. w.-‘:".
"

< ™ Primer 4

Primer 1

Step 1: Insert protein
of interest

Primer 2

ColEl

Step 1: Insert protein of interest
a) Create desired sequence

Vector left arm CsrA protein insert

«» -GACCATGATTACGCCAAGCTTG I ATGCTGATTCTGACTCGTCGAGT . .
. CTGGTACTAATGCGGTTCGAAC § TACGACTAAGAC TGAGCAGC TCA. .

b) Amplify backbone

++ +GACCATGATTACGCCAAGCTTG ATGCTGATTCTGACTCGTCGAGT . .
++ . CTGGTACTAATGCGGTTCGAAC TACGAC TAAGACTGAGCAGC TCA. .
| S

<=—Primer 2 (BB reverse)
¢) Amplify insert with overhangs
Primer 3 (Insert forward) =

L 1
-+ +GACCATGATTACGCCAAGCTTG ATGCTGATTCTGACTCGTCGAGT . .
.. .CTGGTACTAATGCGGT TCGAACE TACGACTAAGAC TGAGCAGC TCA. .

d) Assemble

++ GRCCATGATTACGCCAAGCTTG
-+ CTIGGTACTAATGCGGT TCGAAC

Step 2: Insert RNA of interest
a) Create desired sequence

Vector left arm CsrB RNA insert

.+ + TTACCTCAGGACGCGTGGCGCC i CGTTTCGCAGCATTCCAGE . .
.. AATGGAGTCCTGCGCACCGOGG GCAMAGCGTCGTAAGGTCG. .

b) Amplify backbone

- - - TTACCTCAGGACGCGTGGCGCC ECGTTTCGCAGCATTCCAGC .
o JAATGEAGTCCTGCGCACCGOGH; GLAAAGCGTCOTAAGGTCG. |
| S —— |

<= Primer 6 (BB reverse)

¢) Amplify insert with overhangs
Primer 8 (Insert reverse) ==

r . 1
- TTACCTCAGGACGCGTGGCGCC i CGTTTCGCAGCATTCCAGC. .
+ o «AATGGAGTCCTGCGCACCOLGGE GLAAAGCGTCGTAAGGTCG. .

d) Assemble

-« TTHACCTCAGGACGLGTGGLGLC
-« AATGGAGTCCTGCGCACCGLGE

Terminator
2 MS2BD

pTriFC

CCATGATTACGCCAAGCTTGATGCTGATTCTGACTCGTCGAGT . .
GGTACTAATGCGGT TCGAAC:TACGACTAAGACTGAGCAGCTCA. .

Primer 7

csrl gene yeevs,
Teans® ("\

Primer 8

Step 2: Insert RNA
of interest

Primer 6

LPrimer 5

Vector right arm

<GAAAMATCCCAGCAGTCCAGTTAC iGAGCTCGCTAGCGAATTCGGCG. | -
LCTTTTTAGGGTCGTCAGGTCAATGCTCGAGCGATCGCTTAAGCCGE ., L .

Primer 1 (BB forward)=—s

-GAARAATCCCAGCAGTCCAGT TACIGAGCTCGC TAGCGAATTCGGCG. . «
LCTTTTTAGGGTCGTCAGGTCAATG ICTCGAGCGATCGCTTAAGCCGE. . .

- GAAAAATCCCAGCAGTCCAGTTAC i GAGCTCGCTAGCGAATTCGGCG. . .
,FTTTTTAGGGTCGTC.&GGTCM’IG ECTCGAGCGATCGCTTMGCCIGC. .

<= Primer 4 (Insert reverse)

CTCGAGCGATCGCTTAAGCCIGC. . .
<GAAMMATCCCAGCAGTCCAGTTAC GAGCTCGCTAG CGMTTCGG;
LTTTTTAGGGTCGTCAGGTCAATG L TCGAGCGATCGCTTAAGCCE

Vector right arm

.TTGTCTGACTCCCTGTCG.&CEGGICnTnTGCTGITTCCTGTGT e
-AACAGACTGAGGGACAGC TG CCAGTATACGACAAAGGACACA, . «

Primer 5 (BB forward) e

TTGTCTGACTCCCTGTCGACIGGTCATATGCTGTTTCCTGTGT . . .
AACAGACTGAGGGACAGC TG CCAGTATACGACAAAGGACACA. . .

JTGTCTGACTCCCTGTCGACIGGTCATATGCTGTTTCCTGTGT. ..

‘AACMACTGAGGGACAGCTGECCAGTATACGACAAAGGACAICA -
L

< Primer 7 (Insert forward)

GETCATATGCTGTTTCCTGTEGT. . .
CCAGTATACGACAAAGGACAICA, . .

ACCTCAGGACGCGTGGRCGCC

COTTTCGCAGCATTCCAGC. . . TTGTCTGACTCCCTOTCGALC

GGTCATATGCTGTTTCCTGT,

TGGAGTCCTGCGCACCGCGEGCAAAGCGTCGTAAGGTCG. . . AACAGACTGAGGGACAGCTGEC CAGTATACGACAAAGGACA

Fig. 7 Example cloning scheme for pTriFC. The TriFC assay can be adapted to investigate an RNA-protein
interaction of interest via Gibson cloning; an example cloning scheme for adding the CsrA protein and the CsrB
SRNA is illustrated in two steps. (Step 1a) The desired composite sequence, left (5') vector arm + ¢srA gene
sequence + right (3’) vector arm, is determined. (Step 1h) Primers 1 and 2 are designed (NEBuilder Assembly
tool) and used to amplify the vector backbone forward upstream and reverse downstream of the protein inser-
tion site. (Step 1¢) Primers 3 and 4 are designed to amplify the ¢srA gene with overhangs homologous to the
ends of the amplified vector backbone (NEBuilder Assembly tool); they are used to amplify the csrA gene (with
homologous overhangs) from genomic DNA. (Step 1d) Lastly, the amplified vector fragment and the amplified
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Table 3
Example primers for Gibson Assembly of RNA and protein of interest with pTriFC
(“BB,” vector backbone)

Cloning objective Primer name Sequence (5’ overhangs in lower case)
pTriFC, protein of Primer 1 (BB GAGCTCGCTAGCGAATTC
interest forward)
Primer 2 (BB CAAGCTTGGCGTAATCATG
reverse)
Primer 3 (insert ccatgattacgccaagcttgATGCTGATTCTGACTCGTCG
forward)
Primer 4 (insert ccgaattcgetagegagctc GTAACTGGACTGCTGGGATTTTTC
reverse)
pTriFC, RNA of  Primer 5 (BB GGTCATATGCTGTTTCCTG
interest forward)
Primer 6 (BB GGCGCCACGCGTCCT
reverse)
Primer 7 (insert acaggaaacagcatatgaccGTCGACAGGGAGTCAGAC
forward)
Primer 8 (insert acctcaggacgegtggcgccCGTTTCGCAGCATTC
reverse)

1. To add the protein of interest to pTriFC, build a composite
sequence containing the 5’ arm of the pTriFC vector
(sequence just upstream of the protein site), the gene
sequence of the protein of interest, and the 3’ arm of the
pTriFC vector (sequence just downstream of the protein site)
(Fig. 7, step la).

2. Design Primers 1 and 2 (Table 3) to bind to the pTriFC vector
backbone and amplify around the protein site (Fig. 7, step 1b).

3. Design Primers 3 and 4 (Table 3) to amplify the gene sequence
of the protein of interest from genomic DNA (Fig. 7, step 1c).
Include overhang sequence homologous to the appropriate
arm of the pTriFC vector on the 5" ends of Primers 3 and 4.
Specifically, Primer 3 should contain 20 nucleotides homolo-
gous to the 5" pTriFC vector arm and Primer 4 should contain
20 nucleotides homologous to the 3’ pTriFC vector arm.

<
<

Fig. 7 (continued) csrA gene (with homologous overhangs) are combined in a standard Gibson Assembly reaction.
(Step 2a) The desired composite sequence, left (5') vector arm + ¢srB gene sequence + right (3’) vector arm,
is determined. (Step 2b) Primers 5 and 6 are designed (NEBuilder Assembly tool) and used to amplify the vec-
tor backbone forward upstream and reverse downstream of the RNA insertion site. (Step 2c¢) Primers 7 and 8
are designed to amplify the csrB gene with overhangs homologous to the ends of the amplified vector back-
bone (NEBuilder Assembly tool); they are used to amplify the csrB gene (with homologous overhangs) from
genomic DNA. (Step 2d) Lastly, the amplified vector fragment and the amplified csrB gene (with homologous
overhangs) are combined in a standard Gibson Assembly reaction
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Including homologous overhang regions on just the insert-
amplifying primers (Primers 3 and 4), rather than the backbone-
amplifying primers (Primer 1 and 2) maximizes amenability of
the cloning scheme toward large-scale screening endeavors.

4. To add the RNA of interest to pTriFC, build a composite
sequence containing the 5" arm of the pTriFC vector (sequence
just upstream of the RNA site), the gene sequence of the RNA
of interest, and the 3’ arm of the pTriFC vector (sequence just
downstream of the RNA site) (Fig. 7, step 2a). Keep in mind
that the RNA fusion is expressed on the reverse strand, relative
to expression of the protein-NYFP fusion. Step 2 illustrates 5’
to 3’ the forward strand of pTriFC, the same orientation as the
illustration of step 1. Thus, the gene sequence of the RNA of
interest is encoded 5’ to 3’ on the reverse strand.

5. Design Primers 5 and 6 (Table 3) to bind to the pTriFC vector
backbone and amplify around the RNA site (Fig. 7, step 2b).

6. Design Primers 7 and 8 (Table 3) to amplify the gene sequence
of the RNA of interest from genomic DNA (Fig. 7, step 2c¢).
Include overhang sequence homologous to the appropriate
arm of the pTriFC vector on the 5’ end of Primers 7 and 8.
Specifically, Primer 7, the forward primer for the RNA,
should contain 20 nucleotides homologous to the 3’ pTriFC
vector arm and Primer 8, the reverse primer for the RNA,
should contain 20 nucleotides homologous to the 5’ pTriFC
vector arm.

Fig. 7 depicts 3’ placement of the 2MS2BD sequence relative
to the RNA of interest. Note that the RNA terminator sequence
annotated in Fig. 7 (and Fig. 6a) is that of CsrB. While this element
of the RNA-2MS2BD construct does not have to be altered (see
Note 17), it can be exchanged for the terminator sequence of the
RNA of'interest by single-fragment Gibson Assembly if desired (see
Note 18). The same primer design steps hold for 5" placement of
the 2MS2BD sequence relative to the RNA of interest; the com-
posite sequence determined in step 2 A will have different 5 and
3’ vector arms, thus changing the sequence of the appropriate
backbone-amplifying primers (Primers 5 and 6) and the homolo-
gous overhang sequences on the insert-amplifying primers (Primers
7 and 8). Lastly, one-fragment Gibson Assembly can be used to
build the three control constructs listed above; in this instance,
only backbone-amplifying primers that include homologous over-
hangs to exclude the element to be deleted are needed (for an
example, see manual for Gibson Assembly Site-Directed Mutagenesis
Kit from Synthetic Genomics).

7. PCR amplity the protein and/or RNA of interest from previ-
ously prepared genomic DNA with insert primers designed
above. Insert amplification reactions should be composed as
follows: (i) 10.0 pL of 5x Phusion HF buffer (final concentra-
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tion 1x), (ii) 1.0 pL of 10 mM DNTPs (final concentration
200 pM), (iii) 2.5 pL of 10 uM forward primer (Primer 3 or
Primer 7, final concentration 0.5 pM), (iv) 2.5 pL of 10 pM
reverse primer (Primer 4 or Primer 8, final concentration
0.5 pM), (v) 100 ng of genomic DNA, (vi) 0.5 pL of Phusion
polymerase, and (vii) nuclease-free water, up to 50.0 pL to
reaction volume. Genomic DNA can be obtained with a
genomic DNA purification kit or by boiling a colony (single
colony, diluted in 50 pL of nuclease-free water, heated at 96 °C
for 5 min); 2 pL of this reaction can be used above as genomic
DNA template.

. Amplify pTriFC with backbone primers designed above.

Backbone amplification reactions should be composed as
above, except with Primers 1 and 2 or Primers 3 and 5 and
approximately 5 ng of purified parent pTriFC DNA rather
than 100 ng genomic DNA.

. Both insert and backbone amplification reactions should be

cycled as follows: (i) 98 °C for 30 s, (ii) 98 °C for 10 s, (iii)
proper annealing temperature for 30s, with 0.5 °C/s ramp
rate, (iv) 72 °C for 30 s/kb, (v) Repeat steps ii—iv 34 times,
and (vi) 72 °C for 5 min, where proper annealing temperature
is 3 °C above the lowest primer initial melting temperature
(i.e., initial binding region that excludes 5’ overhangs). We
have had success with 4 min and 45 s extension times for back-
bone and insert (150-300 bp) amplification reactions,
respectively.

Run approximately 5.0 pL of each reaction on an agarose gel
(with EZ Vision or loading dye and ethidium bromide) to
check for proper band size and amplification specificity (back-
bone at ~4.3 Kb, insert at ~100-300 bp, depending on RNA
or protein of interest).

Add 1.0 pL of Dpnl to each reaction and digest at 37 °C for
1-3 h to remove parent plasmid (or digest overnight).

PCR clean up according to PCR Purification Kit instructions.
Determine concentration of purified linear DNA fragments by
UV spectrophotometry (see Note 19).

Compose Gibson Assembly reaction of amplified and purified
backbone and insert DNA (illustrated as step 1d for protein
insert and step 2d for RNA insert in Fig. 7) as follows: (i)
15 pL 1.33x (or 10 pL 2x) Gibson master mix, (ii) 50 ng
amplified purified backbone DNA, (iii) amplified purified
insert at 5-10x molar excess of the backbone, such that the
total amount of DNA is less than 0.5 pmol, and (iv) nuclease-
free water up to 20 pL. Incubate reaction at 50 °C for 60 min
using a thermocycler. For assembly of control constructs,
50 ng of the single fragment (i.e., as backbone) is used without
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an insert and more nuclease-free water is added to reach a total
volume of 20 pL.

14. Desalt 10 pL of the Gibson Assembly reaction on a 0.025 pM
nitrocellulose membrane filter floating on nanopure water for
25-50 min. Recover as much as possible (typically 7-8 pL),
and transform into electrocompetent E. coli cells by standard
protocols. After recovery, plate on LB agar with 100 pg/mL
carbenicillin as the selective agent and let grow overnight at
37 °C.

15. Colony PCR, restriction digest, and sequencing can all be used
to confirm proper assembly of the insert and backbone frag-
ments. We recommend sequencing for final confirmation and
colony PCR for pre-sequencing screening in large-scale clon-
ing endeavors. A sample workflow is detailed in steps 16-20.

16. Pick 4-10 colonies from each plated Gibson Assembly reaction
and dilute into 50 pL of nuclease-free water. Save each colony
by streaking onto a new carbenicillin (100 pg/mL) LB agar
plate after dilution (and growing over night at 37 °C). Heat
diluted colonies at 96 °C for 5 min.

17. Compose an amplification reaction that is specific to the
intended pTriFC using an insert-specific primer and a
backbone-specific primer: (i) when adding an RNA to pTriFC
with 5/ 2MS2BD placement, use Primer 8 (Table 3) and
Primer 18 (Table 4), (ii) when adding an RNA to pTriFC with
3’ 2MS2BD placement, use Primer 7 (Table 3) and Primer 17
(Table 4), (iii) when adding a protein to pTriFC, use Primer 3
(Table 3) and Primer 19 (Table 4). The reaction can be set up

Table 4
Example primers for sequencing pTriFC and pTriFC-mStrawberry

Primer
name Description Sequence

Primer 17 Binds MS2BD reverse to sequence CCTTAGGATCCATATATAGGGCCC
RNA of interest on pTriFC (with
3’ placement of 2MS2BD to RNA)

Primer 18 Binds MS2BD forward to sequence ~ GGGTTCATTAGATCTGCGCGCG
RNA of interest on pTriFC-
mStrawberry (or on pTriFC with
5’ placement of 2MS2BD to RNA)

Primer 19 Binds NYFP reverse to sequence CCGTTTACGTCGCCGTCCAGCTCGACCAGG
protein of interest on pTriFC and
pTriFC-mstrawberry

Primer 20 Binds CYFP reverse to sequence MS2 GTTATATCGATTTACAGATCTTCTTCGC
binding protein on pMS2-CYFP
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as follows: (i) 2.5 pLL 10x ThermoPol buffer, (ii) 0.5 pLL. 10 mM
DNTPs (final concentration 200 uM), (iii) 0.5 pL. 100 pM for-
ward primer (final concentration 2 pM), (iv) 0.5 pL. 100 pM
reverse primer (final concentration 2 pM), (v) 2.0 pL boiled
colony, (vi) 0.25 pL. Taq polymerase, and (vii) nuclease-free
water up to 20.25 pl. Reaction should be cycled as follows: (i)
95 °C for 30s, (ii) 95 °C for 30s, (iii) proper annealing tem-
perature for 60s, (iv) 68 °C for 60s/kb, (v) repeat steps ii-iv
29 times, and (vi) 68 °C for 5 min, where proper annealing
temperature is 5 °C lower than the lowest primer melting
temperature.

18. Run approximately 10.0 pL of each colony PCR reaction on an
agarose gel (with EZ Vision or loading dye and ethidium bro-
mide) to check for the band size and specificity. Reactions with
only the correct band present are promising colonies to
sequence.

19. Retrieve the plate on which colonies picked for colony PCR
were saved. Grow each promising colony overnight in liquid
culture (5 mL LB in 25 mL test tubes with 100 pg/mL
carbenicillin).

20. Miniprep saturated cultures the next day, according to kit
directions. Measure the concentration of purified plasmid
DNA and prepare sequencing reactions as prescribed by your
local sequencing facility. An MS2BD-binding primer (Table 4,
Primer 17 or 18) is recommended for sequencing inserted
RNAs and an NYFP-binding primer (Table 4, Primer 19) for
sequencing inserted proteins.

Expression and proper biological function of the RNA and protein
of interest in the new RNA-2MS2BD and protein-NFYP fusions
should be confirmed. Conventional Western and Northern blot-
ting approaches can be used to confirm protein-NYFP and RNA-
2MS2BD expression, respectively. Methods to confirm proper
protein and RNA function in their respective fusions vary depend-
ing on the molecule. For instance, detecting dimerization in a
western blot of a protein-NYFP fusion where the protein is known
to dimerize in vivo suggests biological function was retained.
Similarly, observation of a phenotype characteristic of overexpress-
ing the RNA of interest when the RNA-2MS2BD fusion is overex-
pressed suggests biological function was retained.

1. Select a strain for performing the TriFC experiment. The
TriFC assay was developed and tested in a derivative of E. col
K-12 MG1655 (see Note 20); however, we foresee that the
assay could be successfully adapted for different bacterial spe-
cies. If high stoichiometries between the RNA or protein of
interest are expected or if high endogenous expression of either
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component has been established, the TriFC signal may be
diluted by the RNA or protein fusion constructs interacting
with endogenous versions of each other, rather than the fused
versions. This renders a genomic deletion strain of one or both
of the components necessary. While the TriFC assay was devel-
oped in a strain without laclq, we expect that inducible control
of expression of the RNA and protein fusion constructs will
enhance optimization of assay conditions and impart greater
flexibility for probing RNA-protein interactions dynamically
(see Note 21 and Subheading 4.4, step 3).

. Sequentially transform the strain of choice with pMS2-CYFP

and pTriFC (Fig. 8a) by standard CaCl, transformation proto-
cols. The pMS2-CYFP plasmid (or version lacking MS2) is
transformed first and selected for on kanamycin-containing
(50 pg/mL) LB agar plates. The strain harboring pMS2-CYFP
is next made competent, transformed with pTriFC, and
selected for on kanamycin- and carbenicillin-containing (50
and 100 pg/mL, respectively) LB agar plates.

. Select triplicate colonies of the E. coli strain + pMS2-CYFP +

pTriFC and grow in LB cultures (supplemented with 50 pg/
mL kanamycin and 100 pg/mL carbenicillin) for 18-48 h
prior to measuring fluorescence (Fig. 8b). IPTG induction is
not required to express the fusions if the strain is not enhanced
with laclq. However, inducible control of the fusion con-
structs, though not previously demonstrated, proffers flexi-
bilities and ease for optimizing assay conditions. Two distinct
cell culture schemes have been successfully demonstrated for
the assay: (i) 40 mL cultures in 250 mL shake flasks, grown
at 25 °C with 200 rpm shaking for 24-48 h [14] and (ii)
5 mL cultures in 25 mL test tubes, grown at 37 °C with
200 rpm shaking for 18 h [15]. The first scheme was opti-
mized for a single sRNA-protein interaction; the second
scheme was optimized for screening multiple mRNA-protein
interactions with the dual-fluorescence variation of the TriFC
assay (see Subheading 5). The first workflow, i.e., growth at
lower temperatures, is a standard approach for optimizing
proper protein folding [30]; however, we recommend the
second work flow as a starting point for optimizing future
interaction-specific cell culture schemes due to experimental
convenience of shorter growth times.

. Fluorescence can be measured by flow cytometry (Fig. 8c) or

with a plate reader. For plate reader-based measurements, col-
lect 1 mL of each saturated culture and pellet in a 1.7 mL
microtube.

. Decant the LB supernatant and resuspend the pellet in 1 mL

of 1x PBS.
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a Transform Plasmids

Full Experimental System No-protein Control System
Protein O
pMS2-CYFP

pTriFC
Control

b Grow Cells
Full Experimental System

¢ Measure Fluorescence d Analyze Data
Control Full
System System

NN

Counts

Fluorescence (A.U.)

Fig. 8 Work flow for TriFC assay. (a) The pTriFC and pMS2-CYFP plasmids are sequentially transformed into an
E. coli strain of choice to constitute the full experimental system. Similarly, the control systems are transformed
into the strain of choice (no-protein, no-RNA, and no-MS2); the no-protein control system is illustrated as an
example. (b) Cells are grown in triplicate, (¢) and fluorescence measured by flow cytometry or by plate reader
(not shown). (d) Finally, fluorescence data are analyzed and the full experimental system is compared to the
control system to determine RNA-protein binding

6. Pellet the samples second time and resuspend in a final 1 mL
volume of 1x PBS.

7. Transter 200 uL of each to a 96 well plate (black with clear, flat
bottom) for fluorescence and optical density measurements.
Be sure to include at least duplicate blank measurements for
normalization.

8. Measure yellow fluorescence at the conventional 514 /527 nm
excitation/emission (ex/em) wavelengths and optical density
at 600 nm.
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4.5 Data Analysis

9. Normalize samples’ yellow fluorescence measurements by
subtracting the average blank reading and dividing by their
optical density for further analysis.

10. Alternatively, for flow cytometry, dilute 1-3 pL of the satu-
rated culture into 1 mL of 1x PBS in 5 mL round bottom
polystyrene tubes (final concentration ~107 cells/mL) and
analyze fluorescence by flow cytometry for at least 25,000-
50,000 active cells.

11. It is not usually possible to isolate the fluorescent population
from non-fluorescent background noise using the forward and
side scatter values. Thus, measure fluorescence on both green
and yellow channels (530,/30 nm and 585,/42 nm band pass
filter channels, respectively, for the BD FACSCalibur) and
track events on a dot plot of the 530 nm channel fluorescence
versus the 585 nm channel fluorescence.

12. Distinguish the YFP fluorescent signal from background noise
via the 530 nm channel measurement and apply a minimum
threshold value to isolate the fluorescent population. The iso-
lated population’s 585 nm channel fluorescence measure-
ments are then used for further analysis.

Fluorescence measurements of the control constructs, described in
Subheading 4.1, are critical for determining whether the recorded
fluorescence of a given RNA-protein interaction constitutes true
RNA-protein binding (Fig. 8d). We recommend pairing the con-
trol and experimental constructs as follows to form three negative
control experiments, each in triplicate: (i) pTriFC lacking the pro-
tein of interest (NYFP + RNA-2MS2BD present) with pMS2-
CYFP, (ii) pTriFC lacking the RNA of interest (protein-NYFDP +
2MS2BD present) with pMS2-CYFP, and (iit) pTriFC with pMS2-
CFYP lacking the MS2 protein. Additionally, a scramble or known
nontarget RNA sequence can be paired with the protein of interest
as a negative control [15]. If fluorescence is measured by flow
cytometry, geometric means (of the isolated population) of tripli-
cate measurements of the E. coli strain + pMS2-CYFP + pTriFC
can be compared to those of the control experiments by one-tailed
heteroscedastic Student’s T-tests. If the full system’s average geo-
metric mean fluorescence is significantly greater than that of the
control(s), a true RNA-protein interaction is determined to have
occurred. Similarly, if fluorescence is measured by plate reader,
simply use the normalized yellow fluorescence measurements to
compare triplicate samples of the E. coli strain + pMS2-CYFP +
pTriFC to those of the control experiments by one-tailed het-
eroscedastic Student’s T-tests. If the full system’s average normal-
ized yellow fluorescence is significantly greater than that of the
control(s), a true RNA-protein interaction is determined to have
occurred.
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5 Dual-Fluorescence TriFC

5.1 Construct Design

The dual-fluorescence variation of the TriFC assay was developed
to assess the interaction of mRNAs, particularly anticipated regula-
tory 5" UTRs, with a protein. The critical difference between the
dual-fluorescence TriFC assay and the original is the addition of a
red fluorescent protein, mStrawberry, to the RNA fusion construct
(Fig. 6¢). Conceivably, the dual-fluorescence TriFC assay could
also be applied to any suspected regulatory element of an mRNA,
not necessarily just the 5" UTR, as long as a ribosome binding site
and translation start site are included. Tracking red fluorescence
along with yellow fluorescence offers (i) confirmation of functional
expression of the RNA fusion construct and (ii) potential for track-
ing the effect of protein-5" UTR binding on 5’ UTR-controlled
red fluorescence. The following details the specifics of the dual-
fluorescence TriFC assay where it differs from the original assay.

In the dual-fluorescence TriFC assay, p1riFC is modified to include
an mStrawberry sequence on the 3’ end of the RNA fusion con-
struct and is renamed “pTriFC-mStrawberry” (Fig. 6¢). Two
repeats of the MS2BD sequence are recommended and, in this
instance, required to be placed on the upstream of the RNA of
interest as to not interrupt translation of mStrawberry. Due to the
usual length of mRNAs (average length of coding sequence of a
K-12 E. coli gene is 950 base pairs [31]), only a portion of the
mRNA sequence can be probed at a time by TriFC. If the protein
binding site within the mRNA is known or suspected, this knowl-
edge can guide selection of the RNA sequence to be probed.
Otherwise, the 5 UTR and initial portion of coding sequence of
an mRNA are typically of interest. We recommend probing the 5’
UTR sequence, defined by the gene’s closest annotated promoter,
plus the first 100 nucleotides of coding sequence of the mRNA of
interest. RegulonDB can be used to identify annotated promoters
for a given E. coli gene [32]. In this way, any promoter elements
that could affect expression, and thus fluorescence, of the 2MS2BD-
RNA-mStrawberry construct are excluded. The Sphl restriction
site, located between the RNA of interest and mStrawberry in
pTriFC-mStrawberry (Fig. 6¢), is designed with two spacer nucle-
otides preceding it so that the 100 nucleotide coding sequence
contained in the RNA of interest will be in frame with mStraw-
berry. For many E. colz genes, this definition would yield RNA
sequences of interest of about 150 to 350 nucleotides in length. If
the mRNA in question does not have a defined promoter sequence
or is in the interior of an operon, probing the 100 nucleotides just
upstream of the translation start site plus the first 100 nucleotides
of coding sequence has been shown reasonable [15].
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5.2 CGloning
Procedures

5.3 Fusion
Confirmation

5.4 Dual-Fluorescent
TriFG Experiment

5.5 Data Analysis

Recommended control constructs include: (i) pTriFC-
mStrawberry lacking the protein of interest (NYFP + 2MS2BD-
RNA-mStrawberry present), (ii) pTriFC-mStrawberry with a
scramble or known nontarget RNA of interest (protein-NYEP +
2MS2BD-scramble  RNA-mStrawberry  present), and  (iii)
pMS2-CFYP lacking the MS2 protein. Using a scramble or known
nontarget RNA instead of a no RNA control allows the second
control system to retain red fluorescence. The first control con-
struct offers opportunity to compare the etffect of RNA-protein
binding on red fluorescence controlled by the RNA of interest.

Cloning procedures are the same as for the original TriFC assay,
described in Subheading 4.2. Fig. 9 illustrates an example cloning
scheme for adding the CsrA protein and the glyC 5" UTR to
pTriFC-mStrawberry. Table 5 documents the sequences of Primers
9-16 shown in Fig. 9. Primers for sequence confirmation of the
RNA or protein of interest are given in Table 4.

Expression and function of the 2MS2BD-RNA-mStrawberry con-
struct can be confirmed by measuring red fluorescence of an E. cols
strain harboring pTriFC-mStrawberry and pMS2-CYFP (by plate
reader at ex/em 570,/590 or 570,/600 nm).

The experiment is performed according to the protocol of the
original TriFC assay (see Subheading 4.4 and Fig. 8) with minor
modifications. Yellow fluorescence should be measured by plate
reader at ex/em 430,/510 nm wavelengths and optical density
measured at 900 nm to minimize conflict of the YFP-RFP signals.
Conceivably, fluorescence can also be measured by flow cytometry,
though separation of the YFP and RFP signals by gating has not
been attempted.

Data analysis proceeds as for the original assay, except that red flu-

orescence must be present (pass-fail test) to indicate proper con-
struct expression prior to analysis of yellow fluorescence.

»

>

Fig. 9 (continued) (Step 1d) Lastly, the amplified vector fragment and the amplified csrA gene (with homologous
overhangs) are combined in a standard Gibson Assembly reaction. (Step 2a) The desired composite sequence,
left (5’) vector arm + 5" UTR sequence of the glgC gene + right (3’) vector arm, is determined. (Step 2b)
Primers 13 and 14 are designed (NEBuilder Assembly tool) and used to amplify the vector backbone forward
upstream and reverse downstream of the RNA insertion site. (Step 2c¢) Primers 15 and 16 are designed to
amplify the glgC 5’ UTR sequence with overhangs homologous to the ends of the amplified vector backbone
(NEBuilder Assembly tool); they are used to amplify the glgC 5’ UTR sequence (with homologous overhangs)
from genomic DNA. (Step 2d) Lastly, the amplified vector fragment and the amplified gigC 5’ UTR (with
homologous overhangs) are combined in a standard Gibson Assembly reaction
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- .CEGGAA:CGAGTGTGCAGAAGCGTALG:

Terminator

mStrawberry
Primer 14
pTriFC-
mStrawberry

CCATGATTACGLCAAGCTTGIATGCTGATTCTGACTCGTCGAGT . .
GGETACTAATGCGGT TCGAACITACGAC TAAGACTGAGCAGCTCA. .

GCTCACACGTCTTCGCATGC TCAGGCGGGTACCACGTCCT. ..
COAGTGTGLAGAAGCGTACGIAGTCCGCCCATOOTGCAGGA. .
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GAGCTCGCTAGCGAATTCGGICG. . .
CTCGAGCGATCGCTTAAGCCIGE. . .

-GAAAAATCCCAGCAGTCCAGTTACGAGCTCGCTAGCGAATTC GG@
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Vector right arm

. GTGTGCAGGTCCCTGCCAGAIACTAGTGTGCGCAAATTTAAAGCGCT, . .
. CACACGTCCAGGGACGGTCTITGATCACACGCGTTTAAATT TCGCGA. . .

Primer 13 (BB forward) ==

. GTGTGCAGGTCCCTGCCQGAEACTAGTGTGEGCMATTTM&GCGC'T. “e
. CACACGTCCAGGGACGGTCTITGATCACACGCGT TTAAMATT TCGCGA. . .

. GTGTGCAGGTCCCTGCCAGAIACTAGTGTGCGCAAAT TTAAAGCGLT, . .
. CAICACGTCCAGGGACGGTCTiTGnTCACACGCGTTTAAAT'I;TCGCGA. “u

== Primer 15 (Insert forward)

AT A TETECGCARATT TREIAGCGET. . .
TFGATCACACGCGTTTAAATT TCGCGA. . .
GTGTGCAGGTCCCTGCCAGA ACTAGTGTGCGCAAATTTAA;

Fig. 9 Example cloning scheme for pTriFC-mStrawberry. The Dual-fluorescence TriFC assay can be adapted
to investigate an mRNA-protein interaction of interest via Gibson cloning; an example cloning scheme for
adding the CsrA protein and the 5’ UTR of the g/gC gene is illustrated in two steps. (Step 1a) The desired
composite sequence, left (5’) vector arm + ¢srA gene sequence + right (3’) vector arm, is determined. (Step
1b) Primers 9 and 10 are designed (NEBuilder Assembly tool) and used to amplify the vector backbone for-
ward downstream and reverse upstream of the protein insertion site. (Step 1¢) Primers 11 and 12 are
designed to amplify the csrA gene with overhangs homologous to the ends of the amplified vector backbone
(NEBuilder Assembly tool); they are used to amplify the csrA gene (with homologous overhangs) from genomic DNA.
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Table 5

Example primers for Gibson Assembly of RNA and protein of interest with pTriFC-mStrawberry (“BB,”

vector backbone)

Cloning objective

Primer name  Sequence (5’ overhangs in lower case)

pTriFC-mStrawberry,
protein of interest

pTriFC-mStrawberry,
RNA of interest

Primer 9 (BB GAGCTCGCTAGCGAATTC
forward)
Primer 10 (BB CAAGCTTGGCGTAATCATG
reverse)
Primer 11 ccatgattacgccaagcttgATGCTGATTCTGACTCGTCG
(insert
forward)
Primer 12 ccgaattcgetagegagctc GTAACTGGACTGCTGGGATTTTTC
(insert
reverse)

Primer 13 (BB ACTAGTGTGCGCAAATTTAAAGCGC
forward)

Primer 14 (BB GCATGCGAAGACGTGTGAG
reverse)

Primer 15 ttaaatttgcgcacactagt TCTGGCAGGGACCTGCAC
(insert
forward)

Primer 16 getcacacgtettegeatgc TCAGGCGGGTACCACGTC
(insert
reverse)

6 Notes

. For inserts difficult to amplify, ramp temperature at 0.5-2 °C/s

during entrance into and exit from annealing stage of cycle.

. Up to 10 pairs of annealed primers can be used in one reaction

if desired. Simply substitute 2 pL of single annealed primer pair
tor 2 pL of solution made up of equal volumes of the desired

annealed primers (each unique annealed primer pair repre-
sented at 10 pM).

. Autoclaving 4-chloro-pr-phenylalanine within LB agar solu-

tion promotes dissolution.

. The most important strain criterion is the detection of a signifi-

cant fluorescence range between a negative control (scramble
asRNA construct) and a positive control (open RBS
construct).

. Although these are the unique methods used to perform iRS?

assays in our lab, we foresee no issues using other culturing
volumes given that (i) the protocol is consistent across strains
and (ii) there is ample culture volume at sampling OD.
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. If growing cultures in plates, it is reccommended to perform an

initial growth curve analysis to gauge time required till desired
induction and/or sampling ODs are reached.

. A higher likelihood of culture contamination is present when

growing cultures in plates. If possible, leave blank LB wells
that can serve as a qualitative measure of whether or not cul-
turing and splitting protocols are causing well contamination.

. 2x quantity of flasks or plate wells are required due to splitting

of culture at time of induction

. It using plates, create a map which divides prospective unin-

duced and induced samples for ease of experimental execution
on Day 2.

If growing culture in plates, pre-mix arabinose and aTc prior to
inducing, as required aTc volumes (per well) will be small.

Samples corresponding to the same strain should be run on
cytometer in close temporal proximity to avoid data skews due
to instrument shift over duration of fluorescence measurements.

In general, C-terminal attachment of NYFP to the protein of
interest is preferred in light of possible co-translational fold-
ing of the protein of interest. If the protein of interest has no
previously published tag designs, we recommend first
attempting C-terminal attachment of NYFP to the protein of
interest. Alternatively, one can use a structure of the protein
to predict whether critical N- or C-terminal geometry exists
and select the other terminus for linking the protein of inter-
est to NYFD.

Flexibility in the protein-NYFP construct is particularly impor-
tant when working with complex, high-stoichiometry RNA-
protein interactions, such as the CsrB sRNA-CsrA protein
system, where CsrB binds CsrA with a stoichiometry of ~18
proteins to a single sSRNA molecule [33]. A shorter, generic
linker derived from a residual multiple cloning site was unsuc-
cessfully attempted for the CsrA-NYFP fusion before the
(GGGGS); linker was shown to allow expected protein-RNA
complementation [14].

It should be noted that the optimal linker length for the
protein-NYFP fusion is dependent on both the geometry of
the protein of interest and the concentration of the fusion
expressed from the plasmid. Linker length may need to be
altered in conjunction with experimental assay conditions to
optimize detection of a RNA-protein interaction of
interest.

CsrB is a 369 nucleotide-long sSRNA that folds into 15 repeat-
ing stem-loop structures, most of which are putative binding
sites for its target protein, CsrA. Placement of the 2MS2BD
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16.

17.

18.

19.

20.

21.

sequence on the 5’ end of CsrB could have disrupted impor-
tant 5’ to 3’ folding that occurs during CsrB transcription.

Importantly, placement of the MS2BD sequence 5’ of the
RNA of interest is more amenable to screening applications
because the MS2BD sequence can be included as part of the
pTriFC backbone, rather than as an insertion before the termi-
nator in each RNA. This arrangement is advantageous for
large-scale cloning endeavors that are required for screening
applications [15].

Given that 3" placement of the 2MS2BD sequence separates
the 3’ portion RNA of interest from its terminator by 200
nucleotides, any contribution of the terminator to RNA func-
tion (other than ending transcription) is likely abolished. As
such, we do not foresee altering the terminator sequence of the
RNA-2MS2BD fusion to match that of a new RNA of interest
as necessary.

Single-fragment Gibson Assembly can be used to change the
terminator sequence of the RNA-2MS2BD fusion in pTriFC
from that of CsrB to that of a new RNA of interest. Backbone-
amplifying primers are designed to exclude the CsrB termina-
tor and contain overhangs homologous to each other, i.e., the
terminator sequence of the new RNA of interest (for an exam-
ple, see manual for Gibson Assembly Site-Directed Mutagenesis
Kit from Synthetic Genomics).

Alternatively, the full digest could be run in Subheading 4.2,
step 10, Subheading 4.2, step 11 skipped, and a full gel extrac-
tion of the amplified bands performed in Subheading 4.2, step
12. However, we have had most success with Dpnl digestion
and PCR cleanup rather than gel extraction.

Specifically, endogenous expression of CsrB was greater than
the pLacO-driven expression of the CsrB fusion construct.
Since CsrA binds to CsrB with a stoichiometry of ~18:1 [33],
an E. coli K-12 MG1655 strain with a genomic deletion of
CsrB was used to maximize detectable CsrB-CsrA interac-
tions [14].

Expression of pTriFC in a strain without laclq led to a substan-
tial growth defect. Notably, the defect was only present with
the full system; the three control pTriFC constructs that have
either the protein, RNA, or MS2 protein missing grew unen-
cumbered. In light of this, we attributed the growth defect to
insoluble protein formation due to NYFP-CYFP refolding. We
expect that performing the TriFC assay in a strain that contains
lacIq and an appropriate genomic deletion will allow for dose-
dependent expression of the fusion constructs and maximize
the information the TriFC assay can provide.
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Chapter 10

Mutational Analysis of SRNA-mRNA Base Pairing
by Electrophoretic Mobility Shift Assay

Eva Maria Sternkopf Lillebak and Birgitte Haahr Kallipolitis

Abstract

Small regulatory RNAs (sRNAs) in bacteria often act by base pairing to mRNAs. Direct interactions
between an sSRNA and its target mRNA can be investigated by electrophoretic mobility shift assay. In this
assay, regions engaged in base pairing are analyzed by introducing mutations in one of the RNAs that
prevent SRNA-mRNA complex formation, followed by the introduction of complementary mutations in
its partner RNA that restore base pairing. Here, we describe the design of a mutational strategy used to
analyze the base pairing between two CU-rich regions of the sSRNA Rli22 and the AG-rich Shine-Dalgarno
region of the mRNA oppA in Listeria monocytogenes. The protocol can be employed for mutational studies
of base pairing between any sRNA and its mRNA target(s).

Key words Electrophoretic mobility shift assay, Regulatory sSRNA, Target mRNA, Base pairing

1 Introduction

Small noncoding RNAs (sRNAs) in bacteria are known as impor-
tant regulators of gene expression [1]. In many cases, sSRNA-
mediated control occurs at the posttranscriptional level and
involves direct base pairing to specific regions of target mRNAs.
Typically, the sSRNA binds to the Shine-Dalgarno (SD) region of
a mRNA, leading to inhibition of translation initiation and
mRNA degradation [1]. Electrophoretic mobility shift assay
(EMSA) is a simple and fast method to analyze direct interactions
between a specific SRNA and its target mRNA(s). EMSA was
originally developed to monitor interactions between proteins
and nucleic acids [2] but can also be used to study RNA-RNA
interactions. In brief, one of the interacting RNAs is labeled with
32P and mixed with unlabeled partner RNA. The samples are ana-
lyzed by gel electrophoresis using a native polyacrylamide gel. If
the labeled RNA is engaged in a RNA-RNA complex, it will
migrate more slowly through the gel, relative to unbound
RNA. Using this method, the effect of mutations within base

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
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pairing regions can easily be examined. Mutations designed to
disrupt base pairing between RNA partners will prevent the for-
mation of a RNA-RNA complex. By introducing complementary
mutations that restore base pairing, the RNA partners will regain
their ability to engage in complex formation.

We have used EMSA to investigate the base pairing of LhrC
sRNAs and their target mRNAs [3-5]. The LhrC regulatory case
of Listerin monocytogenes LO28 is complicated by the fact that the
LhrC family consists of seven homologous sRNAs: LhrCl-5,
Rli22, and Rli33-1. Furthermore, each sibling sSRNA holds multi-
ple binding sites for target mRNAs. The LhrC1-5 sSRNAs are capa-
ble of binding up to three mRNAs, whereas Rli22 and Rli33-1
each hold two mRNA-binding sites. By employing the EMSA
method, we were able to study the base pairings between individ-
ual sibling sSRNAs and specific mRNAs, using mutant variants of
the partner RNAs. First, a mutant mRNA derivative was designed
to disrupt base pairing with its partner sSRNA. Then, mutant vari-
ants of the sSRNA were designed that disrupt base pairing with
wild-type mRNA, but restored binding to the mutant mRNA. In
this chapter, we will focus on the interactions between the LhrC
family member Rli22 and the target mRNA oppA. However, the
method can be applied to the analysis of base pairing between any
pair of RNAs.

2 Materials

2.1 DNA Template

2.2 InVitro
Transcription
and Purification
of RNA

Make sure that RNase-free H,O, demineralized H,O (dH,O),
96% cthanol, and 3 M sodium acetate pH 4.5 are available for
repeated use throughout the protocol.

1. Overlapping DNA primer sets of interest (10 pM) (see Note 1).
2. ANTP mix: 10 mM of dATP, dCTP, dGTP, and dTTPD.

3. High-fidelity DNA polymerase and reaction buffer. We used
Phusion High-Fidelity DNA Polymerase and 5x Phusion HF
buffer (provided by the supplier) (New England Biolabs).

4. 2% agarose gel mix with ethidium bromide (1 pg/mL) with
TAE bufter (0.04 M Tris—base, 0.02 M sodium acetate, ]| mM
ethylene-diamine-tetra-acetic-acid (EDTA)).

5. DNA purification kit. We used illustra GFX PCR DNA and gel
band purification kit (GE Healthcare) (see Note 2).

1. Purified DNA templates of interest (se¢ Note 3).

2. In vitro transcription kit. We used MEGAscript® T7 transcrip-
tion kit (Thermo Fisher Scientific).

3. RNA fragments of interest (se¢ Note 4).
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. TBE running buffer (1x TBE): prepare by dilution of 10x

TBE buffer with dH,O. 10x TBE consist of 0.89 M Tris—base,
0.89 M boric acid, and 0.02 M EDTA. We used UltraPure™
TBE butftfer (10x) (Thermo Fisher Scientific).

. 6%  denaturing  polyacrylamide  gel mix  (50:1

acrylamide:bisacrylamide): mix 150 mL of acrylamide solution
(40%), 60 mL of bisacrylamide solution (2%), 100 mL of 10x
TBE butfer, 420 g urea, and dH,O to 1 1. Filtrate the solution
and store at 4 °C.

. Ammonium persulfate (APS). Prepare a 10% solution by dissolv-

ing 1 g APS in dH,O to a total volume of 10 mL (see Note 5).

. N, N, N, N*-tetramethylethylene diamine (TEMED).
. Glass plates (16 x 19 cm), spacers, and comb (1 mm thick).

The comb should optimally have wells large enough to accom-
modate a volume of 63 pL.

. Formamide loading dye: formamide, 5 mM EDTA, and 0.01%

bromophenol blue (BPB) (se¢ Note 6).
Vita-wrap (see Note 7).
TLC plate Polygram PE SIL G/UV,;, (Macherey-Nagel).

UV lamp. We use a Mineralight® Multiband Ultraviolet lamp
254 /366 nm.

Surgical blades.

2 M NHj-acetate pH 5.5. Prepare 100 mL by dissolving
15.42 g of NHy-acetate in approx. 50 mL of dH,0O. Adjust pH
with CH;COOH and adjust volume to 100 mL. Sterile filtrate
and store at 4 °C.

RNA phenol pH 4.5. Dissolve phenol in dH,O (see Note 8).
Mix 100 mL phenol phase, 50 mL aqueous phenol phase, and
0.1 g 8-hydroxyquinoline in a dark glass bottle. Add 3.33 mL
3 M sodium acetate, pH 4.5. Shake to mix and leave to sepa-
rate overnight (ON). Check the pH of the aqueous phase with
pH strips and adjust with sodium acetate if necessary.

. Polynucleotide kinase (PNK) (10 U/pL) supplied with 10x

PNK buffer (New England Biolabs).

. Shrimp alkaline phosphatase (SAP) (1 U/pL) (Affymetrix).

. [y- #PJATP (6000 Ci/mmol) (Perkin Elmer).

. EDTA (7.5 mM).

. RNA purification kit. We use NucleoSpin® miRNA kit

(Machery-Nagel).

. Unlabeled and labeled RNA fragments of interest (se¢ Note 9).
. EMSA loading buffer: 50% glycerol, sterile filtered.
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3.

EMSA control loading dye: 50% glycerol with 0.02% BPB.

4. 5x binding buffer: 100 mM HEPES (pH 8.0), 500 mM KCI.

Prepare 10 mL with RNase-free H,O and store at room tem-
perature (RT).

. E. coli MRE 600 tRNA (Sigma Aldrich). Prepare a 10 mg/mL

stock by dissolving in RNase-free H,O. Aliquote in 100 pL
portions and store at —80 °C.

. 5% native polyacrylamide gel (38:1 acrylamide:bisacrylamide):

mix 50 mL 10x TBE, 125 mL acrylamide (40% solution),
65 mL bisacrylamide (2% solution), and dH,0O to a total vol-
ume of 1 L. Filtrate the solution and store at 4 °C.

. Glass plates (16 x 19 cm), comb, and spacers (1 mm thick).

The comb should accommodate at least 19 samples.

. Whatman Grade 2 Chr Cellulose Chromatography Paper

(Frisenette).

3 Methods

3.1 In Silico
Prediction of sRNA-
mRBNA Interactions
and Design of Mutant
RNA Derivatives

. Putative base pairing regions in full length sSRNA and target

mRNA are predicted using the IntaRNA program [6, 7]. For
the sSRNA Rli22, two CU-rich regions were predicted to inter-
act with the AG-rich SD region of the oppA mRNA (Fig. 1a).
The CU-rich regions reside within loop A and a single-stranded
stretch of Rli22 (Fig. 1b). Both CU-rich regions contain a
conserved UCCC motif.

. Mutant derivatives of sSRNA and target mRNAs are designed by

substituting selected nucleotides within the base pairing region.
First, design a mutant mRNA derivative that is predicted to dis-
rupt base pairing with the sSRNA. Next, design a mutant sSRNA
derivative that restores base paring with the mutant mRNA, but
disrupts interaction with wild-type mRINA. The mutant deriva-
tives should be carefully designed to prevent changes of the sec-
ondary structure of the RNA. Potential effects of nucleotide (nt)
substitutions on secondary structure are tested by using the
Mfold web server [8]. To investigate the importance of the SD
region in oppA mRNA for interaction with Rli22, we designed a
mutant version (oppA_mut) carrying 3 nt substitutions (5'GGGA
to 5'CGCU) within the base pairing region (Fig. 1a). For Rli22,
the importance of the two UCCC motifs for base pairing with
oppA mRNA was assessed by designing three mutant Rli22 vari-
ants carrying 3 nt substitutions (5'UCCC to 5’'AGCQG) in the
CU-rich regions of loop A (Rli22_mut_loopA), the single-
stranded stretch (Rli22_mut_ss), or both regions (Rli22_dou-
ble_mut) (see Fig. 1a, b). The substitutions in Rli22 did not alter
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Fig. 1 Mutational analysis of base pairing between Rli22 and oppA mRNA. (a) The predicted interactions
between the CU-rich regions of RIi22 and the SD region of oppA mRNA. Substitutions were introduced within
the UCCC motifs (boxed) in Rli22 and the complementary GGGA sequence (boxed) in oppA mRNA. The

sequences of Rli22_mut_loopA, Rli22_mut_ss, and oppA_mut are shown. The mutant variant Rli22_double

mut contains the substitutions of both loop A and the single-stranded stretch. (b) Secondary structure of Rli22.
The UCCC motifs are located within loop A and the single-stranded stretch (ss). The UCCC motifs are depicted
in red. The substitutions introduced within the UCCC motifs are shown (reproduced from ref. [5] with permis-
sion from Taylor & Francis)

3.2 Design
and Preparation
of DNA Template

the secondary structure of the sRNA and were predicted to
restore base paring with the mutant oppA target mRNA (Fig. 1a).

1. DNA templates for in vitro transcription of the sSRNA and tar-
get mRNA, respectively, are prepared by using overlapping
primer sets (forward and reverse primers, respectively). The
DNA templates are designed to encode the entire SRNA and
100-200 nt of the target mRNA containing the predicted site
of interaction. From the 5’-end, a forward primer contains: (1)
four G’s; (2) the T7 promoter sequence as described by the
manufacturer for use of the MEGAscript T7 transcription kit;
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3.3 InVitro
Transcription
and Purification
of RNAs

and (3) DNA sequence encoding the 5'-part of the desired
RNA. The reverse primer contains sequence information cor-
responding to the 3’-part of the desired RNA. Importantly, the
forward and reverse primers are designed to contain overlap-
ping sequences of 20-25 nt at their 3’-ends. For preparation of
DNA templates encoding mutant derivatives of sSRNA Rli22
and target mRNA oppA, the primer sets were designed to con-
tain the substitutions described in step 2 of Subheading 3.1.

. For each template, prepare a 50 pL. DNA template synthesis

mix: 1 plL ANTP mix, 5 pL. forward primer, 5 pl reverse
primer, 10 pL. 5x Phusion buffer, 21.5 pL. dH,O, and 0.5 pL.
of Phusion polymerase (2 U/uL).

. Run the DNA template synthesis reaction in a thermocycler.

To extend the overlapping primers, use the following program:
98 °C for 1 min, then 10 cycles of 98 °C for 15 s, Ty + 3 °C
for 15 s, and 72 °C for 15 s (see Note 10).

. Check the quality and length of the DNA product by loading

2 pL on a 2% agarose gel.

. Purify DNA from the residual 48 pL. DNA template synthesis

reaction using GFX kit. Quantify DNA using NanoDrop or
equivalent and adjust the concentration of DNA template to
20 ng/pL.

. For in vitro transcription of the DNA template, use

MEGAscript T7 kit. 30 pL reactions are prepared as follows:
3 pL ATP solution, 3 pL. CTP solution, 3 pL. GTP solution,
3 uLL UTP solution, 3 pLL 10x reaction buffer, 12 pL of tem-
plate DNA (20 ng/pL), 3 pL of enzyme mix. Incubate the
in vitro transcription reaction ON at 37 °C in an incubator
(see Note 11).

. After ON incubation, add 1.5 pL of Turbo DNase and digest

for 15 min at 37 °C (see Note 12).

. Prepare 35 mL of 6% denaturing gel mix with 350 pL APS

(10%) and 35 pL. TEMED in a Falcon tube and cast the gel.

. Mix the in vitro transcribed RNA sample with equal amounts

of formamide loading dye, then heat for 2 min at 75 °C. Load
the sample into a single well (see Note 13). Separate RNA
and template DNA by running the gel at 300 V for approx.
45 min.

. Separate the glass plates and carefully transfer the gel to vita-

wrap. Cover the gel by a single layer of foil. Place the gel on a
fluor-coated TLC plate. Visualize the RNA transcript by UV
shadowing and mark the band with a marker.

. Slice out the gel piece and transfer to a 2 mL safe-lock tube.

Add 500 pL of 2 M ammonium acetate pH 5.5 and allow
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diffusion for 2 h at 17 °C, slowly shaking. Add 500 pL of
RNA phenol and mix gently. Leave ON at 17 °C, slowly
shaking.

. Briefly centrifuge the tube containing the gel piece and transfer

the liquid to a clean 2 mL safe-lock tube. Centrifuge for 5 min
at 13,000 x g and transfer the aqueous phase to a clean tube
containing 500 pL. RNA phenol. Mix by shaking.

. Centrifuge for 5 min at 13,000 x g4 and transfer the aqueous

phase to a clean tube containing 500 pL. chloroform. Vortex
for 5 s and repeat the centrifugation step.

. Transfer the aqueous phase to a clean tube and add 0.1 vol-

umes of 3 M sodium acetate pH 4.5 and 3.5 volumes of 96%
ethanol to precipitate RNA. Leave at —20 °C for at least 1 h.

Centrifuge the samples at 4 °C for 30 min at 21,000 x 4.
Remove the supernatant without disturbing the RNA pellet
and add 1 mL of ice-cold 70% ecthanol. Re-centrifuge for
15 min. Carefully remove the supernatant. Spin briefly in
tabletop centrifuge and remove the remaining supernatant.
Allow pellet to air dry at RT for approx. 10 min.

Resuspend the RNA pelletin 50 pL of RNase-free H,O. Quantify
and check the integrity of the transcript by NanoDrop and gel
electrophoresis (see steps 4 and 5 in Subheading 3.2), respec-
tively. Adjust to a final concentration of 8§ pmol/uL. RNA and
store samples at —80 °C (see Note 14).

. Dephosphorylate RNA fragments using SAP. For a 10 pL reac-

tion, mix 1 pL, of 10x PNK buffer, 1 pL of SAP, 1 pL of puri-
fied RNA (8 pmol/pL), and 7 pL. RNase-free H,O.

. Incubate at 37 °C for 2 h and heat-inactivate at 65 °C for

10 min. Place on ice and proceed immediately to the next step.

. Mix 3 pL of dephosphorylated RNA (2.4 pmol) with 0.7 pL

10x PNK buffer, 2 uL 3*P y-ATP, and 3.3 pL. RNase-free H,O
to a final volume of 10 pL. Add 1 pL PNK enzyme.

. Incubate at 37 °C for 30 min, add 20 pL of 7.5 mM EDTA

and incubate at 75 °C for 15 min. Place on ice for 2 min.
Proceed immediately to the next step (see Note 15).

. Purity the labeled RNA transcripts by using Nucleospin miRNA

cleanup kit. Mix labeled RNA sample with 200 pL. MX binding
bufter, load on column (se¢ Note 16), incubate 1 min at RT,
centrifuge for 1 min at 13,000 x g. Discard flow through by
transferring the column to a clean tube.

. Add 500 pLL MW1 wash bufter, incubate for 1 min at RT. Repeat

centrifugation and discard flow through (se¢ Note 17).

. Add 500 pL. MW2 wash bufter, incubate for 1 min at RT. Re-

centrifuge and discard flow through.
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8. Elute RNA by adding 30 pL. RNase-free H,O to the column;
wait for 1 min; centrifuge for 1 min at 13,000 x 4.

9. Repeat elution step with another 30 pLL. RNase-free H,O. Final
RNA concentration: 0.04 pmol/pL (see Note 18).

10. Store 5’-end labeled RNA transcripts at —20 °C until use.

3.5 EMSA Set up the EMSA experiment as exemplified for Rli22 and oppA
RNA, see Table 1. The binding between wild-type Rli22 and wild-
type or mutant oppA RNA is tested by preparing 9 samples con-
taining 5’-end labeled Rli22_wt and increasing amounts of
unlabeled oppA_wt or oppA_mut RNA. The result of this EMSA

experiment is presented in Fig. 2a.

1. Mix the samples as described in Table 1. Start by adding the
water, binding buffer and tRNA to the tubes (se¢ Note 19).

Table 1

Overview of samples prepared for a single EMSA experiment, testing the binding between 5’-end

labeled Rli22_wt and unlabeled oppA_wt or oppA_mut

Sample no. 1 2 3 4 5 6

7

8

9

Labeled Rli22_wt (0.04 pmol/pL) lplL 1pL 1pL 1pL 1plL 1pL
Final conc: 4 nM
tRNA (10 mg/mL) lpL 1pL 1pL 1pL 1pL 1pL

Unlabeled oppA_wt (0.02 pmol/pL) - 2puL - - - -
Final conc: 4 nM

Unlabeled oppA_wt (0.1 pmol/pL)
Final conc: 20 nM

Unlabeled oppA_wt (0.5 pmol/pL) = - - 2puLl - -
Final conc: 100 nM

2L - - -

Unlabeled oppA_wt (2.5 pmol/pL)
Final conc: 500 nM

2ul -

Unlabeled oppA_mut (0.02 pmol /pL)
Final conc: 4 nM

2 pL

Unlabeled oppA_mut (0.1 pmol/puL)
Final conc: 20 nM

Unlabeled oppA_mut (0.5 pmol/puL)
Final conc: 100 nM

Unlabeled oppA_mut (2.5 pmol/pL)
Final conc: 500 nM

5x binding buffer 2pl 2pL 2pL 2pL 2pl 2L

RNase-free H,O 6pL 4pL 4pL 4pL 4pL 4pL

1 pL

1 pL

2 pL

2 pL
4 pL

1 pL

1 pL

2 pL

2 puL
4 pL

1 pL

1 pL

2 pL

2 puL
4 pL

The result of the binding experiment is shown in Fig. 2a
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Fig. 2 Base pairing between Rli22 and oppA mRNA investigated by EMSA. 5’-end labeled RIi22_wt (a), Rli22_
mut_loopA (b), Rli22_mut_ss (c), or Rli22_double_mut (d) was incubated with increasing concentrations of
unlabeled oppA_wt or oppA_mut. The fraction of unbound sRNA is shown below the lanes. The Rli22_wt bound
oppA_wt very effectively leading to two shifted bands (a); mutation of oppA fully disrupted complex formation
with Rli22_wt, indicating that a single RIi22 molecule interacts with two oppA mRNA molecules. For Rli22_
mut_loopA (b) and RIi22_mut_ss (c), addition of oppA wt resulted in the formation of single complexes,
whereas no binding was observed for Rli22_double_mut and oppA_wt (d). When incubated with oppA_mut,
complex formation with RIi22_double_mut was fully restored (d) (reproduced from ref. [5] with permission

from Taylor & Francis)
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2.

Incubate the samples for 1 h at 37 °C and place on ice for
10 min. In the meanwhile, prepare the EMSA gel (next step).

. Cast a 5% native acrylamide gel; solidify with 1% APS and 0.1%

TEMED. Pre-run gel in cold room (4 °C) at 110 V for 30 min.
Use Y2x TBE for running buffer.

. Add 5 pL of 50% glycerol to the tubes immediately before

loading, mix by pipetting once and load 5 pL while the gel is
running. Load a control sample consisting of 50% glycerol and
BPB to get an estimate of the migration of the samples through
the gel.

. Run the gel for 1-1% h in cold room (4 °C).
. Separate glass plates and transfer gel to Whatman grade 2 filter

paper. Cover with vita-wrap. Vacuum dry in gel dryer for
approx. 1 h. Radioactive bands are visualized and quantified by
autoradiography (see Note 20).

. For binding studies of the mutant versions of Rli22; simply

repeat steps 1-6 using labeled Rli22_mut_loopA (Fig. 2b),
Rli22_mut_ss (Fig. 2¢), or Rli22_double_mut (Fig. 2d).

4 Notes

10.

. Information on how to design overlapping DNA primers is

provided in Subheading 3.2.

. Any other purification kit can be used, as long as there is an

option to elute in RNase-free H,O.

. Information on how to generate purified DNA templates is

provided in Subheading 3.2.

. Information on how to generate the RNA fragments is pro-

vided in Subheading 3.3.

. This solution can be stored for 1 week at RT, but we recom-

mend preparing a fresh batch each time.

. Mix and aliquot into 1 mL portions. Store at —20 °C.

. Based on our experience, using plastic wrap of a different brand

or thickness may disrupt the UV shadowing. Vita-wrap is made
of' 8 um thick polyethylene.

. Dissolving phenol may take a long time. Leave with magnetic

stirrer for 24 h. Allow to separate into organic and aqueous
phase for 24 h. If not dissolved, repeat. Wear proper protective
gloves and use flow bench to avoid physical contact with
phenol!

. Information on how to prepare unlabeled and labeled RNA is

provided in Subheadings 3.3 and 3.4, respectively.

Ty is the melting temperature calculated for the 20-25 nt
overlap of the forward and reverse primers.
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Based on our experience, using an incubator instead of a heat-
ing block will minimize evaporation.

Turbo DNase is included in the MegaScript kit.

The sample can be loaded into two or more smaller wells, but
we find that using a single well, large enough to accommodate
the entire sample, minimizes the loss of transcript in down-
stream handling.

The RNA is now ready for use as “unlabeled RNA” in EMSA
experiments. Otherwise, the RNA may be 5"-end labeled as
described in Subheading 3.4.

Alternatively, store samples at —20 °C ON.

Use the blue or green columns provided with the Nucleospin
miRNA cleanup Kkit.

Handle with care. The flow through contains non-incorporated
32P y-ATPD.

The recovery yield of the Nucleospin miRNA cleanup kit is
>95%.

When handling many samples, it is reccommended to prepare a
pre-mix of the 5x binding buffer, tRNA, and H,O.

We use a Typhoon FLA 9500 (GE Healthcare) to visualize the
bands and IQTL 8.0 quantification software (GE Healthcare)
to quantify the bands.

Acknowledgments

This work was supported by The Danish Council for Independent
Research | Natural Sciences (grant number 12-124735), VILLUM
FONDEN, The Lundbeck Foundation, and Novo Nordisk
Foundation. We thank Maria Storm Mollerup for discussions and
comments on the manuscript.

References

1. Waters LS, Storz G (2009) Regulatory RNAs in

4. Sievers S, Lund A, Menendez-Gil P, Nielsen A,

bacteria. Cell 136(4):615-628. https://doi.
org/10.1016/j.cell.2009.01.043

. Pennings S (1997) Nucleoprotein gel electro-

phoresis for the analysis of nucleosomes and
their  positioning  and  mobility on
DNA. Methods 12(1):20-27. https://doi.
org,/10.1006/meth.1997.0443

. Sievers S, Sternkopf Lilleback EM, Jacobsen K,

Lund A, Mollerup MS, Nielsen PK, Kallipolitis
BH (2014) A multicopy sRNA of Listerin
monocytogenes regulates expression of the viru-
lence adhesin LapB. Nucleic Acids Res
42(14):9383-9398. https://doi.
org/10.1093 /nar/gku630

Storm Mollerup M, Lambert Nielsen S, Buch
Larsson P, Borch-Jensen J, Johansson J,
Kallipolitis BH (2015) The multicopy sRNA
LhrC controls expression of the oligopeptide-
binding protein OppA in Listeria monocyto-
genes. RNA Biol 12(9):985-997. https://doi.
org,/10.1080,/15476286.2015.1071011

. Mollerup MS, Ross JA, Helfer AC, Meistrup K,

Romby P, Kallipolitis BH (2016) Two novel
members of the LhrC family of small RNAs in
Listeria monocytogenes with overlapping regu-
latory functions but distinctive expression pro-
files. RNA Biol 13(9):895-915. https://doi.
org,/10.1080,/15476286.2016.1208332


https://doi.org/10.1016/j.cell.2009.01.043
https://doi.org/10.1016/j.cell.2009.01.043
https://doi.org/10.1006/meth.1997.0443
https://doi.org/10.1006/meth.1997.0443
https://doi.org/10.1093/nar/gku630
https://doi.org/10.1093/nar/gku630
https://doi.org/10.1080/15476286.2015.1071011
https://doi.org/10.1080/15476286.2015.1071011
https://doi.org/10.1080/15476286.2016.1208332
https://doi.org/10.1080/15476286.2016.1208332

176

6.

7.

Eva Maria Sternkopf Lillebaek and Birgitte Haahr Kallipolitis

Busch A, Richter AS, Backofen R (2008)
IntaRNA: efficient prediction of bacterial SRNA
targets incorporating target site accessibility
and seed regions. Bioinformatics 24(24):2849—-
2856. https://doi.org,/10.1093 /bioinformat-
ics/btn544

Wright PR, Georg J, Mann M, Sorescu DA,
Richter AS, Lott S, Kleinkauf R, Hess WR,

Backofen R (2014) CopraRNA and IntaRNA:
predicting small RNA targets, networks and
interaction domains. Nucleic Acids Res 42(Web
Server  issue):W119-W123.  https://doi.
org/10.1093 /nar/gku359

. Zuker M (2003) Mfold web server for nucleic

acid folding and hybridization prediction.
Nucleic Acids Res 31(13):3406-3415


https://doi.org/10.1093/bioinformatics/btn544
https://doi.org/10.1093/bioinformatics/btn544
https://doi.org/10.1093/nar/gku359
https://doi.org/10.1093/nar/gku359

Chapter 11

An Integrated Cell-Free Assay to Study Translation
Regulation by Small Bacterial Noncoding RNAs

Erich Michel, Olivier Duss, and Frédéric H.-T. Allain

Abstract

Posttranscriptional regulation of gene expression by small noncoding RNAs (sRNAs) is an important con-
trol mechanism that modulates bacterial metabolism, motility, and pathogenesis. Using the bacterial car-
bon storage regulator/regulator of secondary metabolism (Csr/Rsm) system, we here describe an E.
coli-based cell-free translation assay that allows a quantitative analysis of translation regulation by ncRNAs
and their corresponding translation repressor proteins. The assay quantifies the translation of chloram-
phenicol acetyltransferase in cell-free expression reactions that contain defined amounts of ncRNA and
repressor protein. We demonstrate our protocol with a comparative translation activation analysis of the
RsmX, RsmY, and RsmZ sRNAs from Psendomonas protegens, which reveals a superior efficacy of RsmZ
over RsmX and RsmY.

Key words Posttranscriptional regulation, Noncoding RNAs, Translation regulation, Cell-free
expression, Carbon storage regulator, Regulator of secondary metabolism, Chloramphenicol acetyl
transferase, Bacterial virulence, CsrA, RsmA

1 Introduction

Small noncoding RNAs (sRNAs) are important posttranscrip-
tional regulators of gene expression in both prokaryotes and
eukaryotes [1]. The bacterial carbon storage regulator/regulator
of secondary metabolism (Csr/Rsm) is an important global regu-
latory system that affects bacterial metabolism and virulence in
~75% of all bacterial species [2, 3]. Translation of target genes in
this regulatory system is repressed by the CsrA/RsmA proteins,
which occupy the ribosome-binding site of their target messenger
RNAs and thereby prevent ribosome entry and translation initia-
tion (Fig. 1) [1, 3, 4]. Changes in environmental conditions can
trigger the transcription of sSRNAs which contain GGA motifs that
sequester the repressor proteins from the mRNA and thus de-
repress translation (Fig. 1). These sSRNAs range from 100 to 500
nucleotides in size and possess various numbers of GGA motifs

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_11, © Springer Science+Business Media, LLC 2018
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Fig. 1 Schematic overview of posttranscriptional Csr/Rsm-regulated gene expression by the translation
repressor protein RsmE and the translation-activating small noncoding RNA (SRNA) RsmZ from Pseudomonas
protegens. Under normal growth conditions, RsmE binds to GGA motifs (red segments) within the 5’-untrans-
lated region (5’-UTR) of the hcnABC operon transcript, which prevents the ribosome to bind to the Shine-
Dalgarno (SD) sequence and thereby represses translation initiation. Certain environmental conditions, e.g., a
high cell density, trigger the transcription of the SRNA RsmZ, which contains several GGA motifs that sequester
RsmE from the 5’-UTR to liberate the SD for ribosome binding and translation of the hcnABC transcript

[3, 4], which have affinities for the CsrA/RsmA protein varying
by five orders of magnitude [5] and different relative arrange-
ments on the sSRNAs to cooperatively bind the CsrA/RsmA pro-
tein homodimers [6, 7]. This diversity results in various efficacies
of the sRNAs to de-repress translation and provides a means to
fine-tune translation activation.

Here we describe an in vitro approach to quantify the transla-
tion activation potential of sSRNAs of interest. Our assay uses an E.
coli-based cell-free system for coupled transcription and translation
of' chloramphenicol acetyltransferase (CAT) in the presence of
defined amounts of sSRNA and repressor protein. The precise con-
trol of the utilized amounts of sSRNA and repressor protein pro-
vides a substantial advantage over in vivo-based translation assays,
where the amounts of sSRNA and repressor protein vary signifi-
cantly over time. We demonstrate our in vitro assay with the
Pseudomonas protegens (ex-fluorescens) regulator of secondary
metabolism (Rsm) system, which comprises the RsmE repressor
protein and the RsmX, RsmY, and RsmZ sRNAs (Fig. 1). The cell-
free expression vector pCFX100 (Fig. 2) combines the 5’-UTR of
the henA mRNA of P protegens, which contains RsmE-regulated
GGA motifs within the ribosome-binding site (RBS), with the
CAT coding sequence and thereby couples CsrA/RsmE-regulated
translation to the quantifiable expression of the reporter enzyme
CAT. Analysis of alternative sSRNA-regulated gene expression sys-
tems can be achieved by simply exchanging the 5-UTR of the
henA mRNA in pCEX100 with the 5-UTR of the gene of interest
and by usage of the corresponding sSRNAs and repressor proteins.
An important modification of the cell-free expression setup is the
use of a CsrA-depleted E. coli cell extract (Fig. 3) because
endogenous CsrA in untreated E. coli cell extracts significantly
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Fig. 2 The 5’-UTR of the hcnABC mRNA (a) provides RsmE/RsmZ-mediated translation regulation of the quan-
tifiable reporter enzyme chloramphenicol acetyltransferase (CAT) from the pCFX100 vector (b). The GGA motifs
recognized by RsmE within the 5’-UTR are indicated with gray bold letters and the AUG translation start codon
is indicated with gray italic letters. T7P, T7 promoter; T7T, T7 terminator

represses translation and thereby falsifies the interpretation of the
assay (Fig. 4).

The translation assay is initiated by mixing all reagents for
coupled transcription/translation of CAT with defined amounts
of repressor protein and sSRNA (Fig. 5). The translation activation
potential of sSRNAs is readily analyzed by setting up parallel cell-
free reactions containing fixed amounts of repressor protein and
increasing amounts of the sSRNA of interest. After 3 h at 30 °C,
the reaction mixture is cleared by centrifugation and the superna-
tant is mixed with acetyl-CoA, chloramphenicol, and dithionitro-
benzoic acid (DTNB). The expressed CAT enzyme catalyzes
transfer of the acetyl group from acetyl-CoA to chloramphenicol
and thereby liberates CoA, which subsequently reacts via its sulf-
hydryl group with DTNB to generate the yellow thionitrobenzo-
ate (TNB) chromophore with its characteristic absorbance at
412 nm (Fig. 5). The sRNA-induced translation activation is
directly derived from the CAT activity in the reaction supernatant,
which is measured by the increase in absorbance at 412 nm over
time (Fig. 6). The small reaction volume enables the facile analysis
of multiple reactions in parallel. In summary, the here-described
protocol allows efficient analysis and quantification of sRNA-
mediated translation activation under defined conditions of
repressor protein and activating RNA. We demonstrate our proto-
col with a previously undescribed comparative analysis of the
translation activation of the RsmX, RsmY, and RsmZ sRNAs from
P. protegens, which reveals the superior translation activator poten-
tial of RsmZ over RsmX and RsmY (Fig. 7).
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Fig. 3 Preparation of DNA for the genetic engineering of an E. coli BL21 (DE3) Star csrA::(His)s strain. (a) The
entire ¢srA gene including ~ 100 base pairs (bp) of its 5’-UTR and ~ 250 bp of the 3’-UTR are separately PCR-
amplified from E. coli genomic DNA. (b) The two obtained PCR products are digested with the Xhol and Nod
restriction enzymes, respectively, (c) which are also used in parallel to excise a DNA cassette from the pGE1
vector that encodes a C-terminal hexahistidine tag (His)s with a stop codon (TAA) and the kanamycine resis-
tance gene neoR flanked by FLP recognition target (FRT) sites. (d) The two PCR products and the selection
cassette are subsequently ligated, (e) the ligation product is PCR-amplified and purified for transformation into
E. coli BL21 (DE) Star cells harboring the Red recombinase-encoding pKD46 plasmid. MCS, multiple cloning
site; PGE, sequencing primer annealing site

2 Materials

All solutions are prepared using reagents of highest available purity
and with ultrapure de-ionized water. Unless stated otherwise, the
solutions for preparation of E. coli cell extract and for setting up
the cell-free translation assay are prepared using diethylpyrocar-
bonate (DEPC)-treated ultrapure water. Particular care should
always be taken to avoid RNase contamination during preparation
of reagents that are required for the cell-free translation reaction
(see Note 1). All reagents required for cell-free expression are
stored at —20 °C, unless indicated otherwise (see Note 2).
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Fig. 4 Comparison of cell-free translation reactions with pCFX100 conducted using either standard or CsrA-
depleted E. coli cell extract. (a) Untreated cell extracts prepared from E. coli BL21 (DE3) Star and E. coli BL21
(DE3) Star csrA::(His)s strains result in comparable CAT activities. However, Ni-NTA treatment of the cell extract
from E. coliBL21 (DE3) Star csrA::(His)s significantly increases CAT activity due to removal of the endogenous
repressor protein CsrA. The addition of large amounts of RsmZ sRNA to standard cell extracts sequesters CsrA
from the 5’-UTR and results in CAT activities that compare to the CsrA-depleted extract. (b) Titration of RsmE
or RsmZ in the translation assay reveals a biphasic transition with the CsrA-containing standard cell extract
(filled bars) and a monophasic transition with the CsrA-depleted extract (empty bars). The second phase of the
biphasic transition is due to translation activation by RsmZ which sequesters endogenous CsrA from the
5’-UTR of the mRNA while the CsrA-depleted cell extract shows a monophasic transition because the maxi-
mum CAT activity is already obtained without the addition of RsmZ

2.1 Preparation 1. Oligonucleotide primers: Prepare separate 10 pM solutions of
of DNA for Generation cach of the following oligonucleotide primers: CsrA_Fwd
of the E. coli BL21 (5'-GGAATTC CAT ATG TAA TGT GTT TGT CAT TGC
(DE3) Star csrA::(His)s TTA C), CsrA_Rev (5'-CCG CTC GAG GTA ACT GGA
Strain CTG CTG GGA TTT TTC), CsrA2_Fwd (5'-AAG

ATAAGAAT GCGGCCGC T TTC CGC GTC TCA TCT
TTA TCG), and CsrA2_Rev (5'-CCG GAA TTC TGA GAC
TTA TAA GTC AAA C).

2. Genomic DNA of the E. coli BL21 (DE3) Star strain pre-
pared following standard molecular biology protocols [8]
(see Note 3).

3. Thermal cycler and a high-fidelity DNA polymerase kit.

4. pKD46 [9] and pGE1 vectors (see Notes 4, 5).

5. Xhol and Notl restriction enzymes with the supplied digestion
bufter.

6. Agarose gel electrophoresis unit including agarose gel casting
trays.

7. Tris—acetate-EDTA buffer (TAE; 50x): Dissolve 242 g Tris
base, 57.1 mL glacial acetic acid, and 100 mL of 0.5 M EDTA
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Cell-Free Translation Reaction

Prepare small-scale (25-50 pL) cell-free reactions by mixing the following reagents:

E. coli S30 extract (CsrA-depleted) o T7 RNA Polymerase
= Amino acids, NTPs, tRNAs, buffer and salts o Creatine phosphate and creatine kinase
pCFX100 plasmid with hcnABC-CAT fusion o Defined amounts of RsmE and RsmZ

0

0

(1) Incubate reaction mixtures for 3.5 h at 30 °C
(2) Cool reaction mixtures for 10 min on ice
(3) Spin down mixtures for 10 min at 10000 x g

g

Chloramphenicol Acetyltransferase (CAT) Assay

(1) Dilute 2.5-10 pL of the reaction supernatant to 500 uL with dilution buffer DB
[100 mM Tris—HCI at pH 7.8, 1 mg/mL BSA]

(2) Mix 10 pL of the diluted sample with 990 L reaction buffer RB [100 mM Tris—HCI at
pH 7.8, 1 mg/mL BSA, 0.5 mM DTNB, 50 uM acetyl-CoA, 50 uM chloramphenicol]

(3) Follow absorbance at 412 nm for 3—20 min

CAT
Acetyl-CoA + Chloramphenicol ===  CoA + Chloramphenicol-3-Acetate

CoA + Dithionitrobenzoic acid (DTNB) ===  Thionitrobenzoate (TNB) + CoA derivative

Fig. 5 Workflow for the cell-free translation activation reaction and the CAT assay
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Fig. 6 Analysis of optimal pCFX100 plasmid concentrations for the translation
activation assay. Cell-free expression reactions are initiated in parallel using
increasing concentrations of the pCFX100 plasmid. The obtained CAT activity in
the reaction supernatant is determined by measuring the increase in absorbance
at 412 nm (A4,) per time. The optimal concentration of plasmid DNA should yield
an activity that corresponds to 30-70% of the maximally attainable signal, i.e.,
between 20 and 40 ng/uL pCFX100 for the depicted case
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Fig. 7 Examples of translation activation assays. (a) Cell-free translation reactions of CAT are conducted in the
presence of 100 nM RsmE dimer and either 150 nM RsmZ (curve 1), 150 nM of an RsmZ variant comprising
only stem-loops 1-4 (curve 2, SL1-4), no RsmZ (curve 3), or no pCFX100 template plasmid (curve 4). The CAT
activity in the reaction supernatant is then determined in the CAT assay by recording the absorbance at
412 nm against time. The slope of the initial rates (boxed gray section of curves) is then determined for each
reaction. The curve corresponding to 150 nM RsmZ shows an unfavorable high CAT activity which causes
significant acetyl-CoA depletion with a subsequent rate reduction that leads to a nonlinear curve progression.
A good curve progression is represented by the curve corresponding to the SL1-4 reaction. (b) Individual
concentration series of the SRNAs RsmX, RsmY, and RsmZ were conducted in the presence of 250 nM RsmE
dimer. The maximum CAT activity in the reactions of RsmX, RsmY, and RsmZ is obtained in the presence of
~2.5pM, 1 uM, and 0.3 pM of the SRNA, respectively. Alternatively, 50% translation activation is obtained with
~1.3 pM, 0.6 pM, and 0.14 uM of the RsmX, RsmY, and RsmZ sRNAs, respectively. This demonstrates the
superior translation activation potential of RsmZ over RsmX and RsmY and reveals the relatively weak transla-
tion activation of RsmX

(pH 8.0) in 600 mL de-ionized water and adjust volume to
1 L with de-ionized water.

8. 1% (w/v) TAE-agarose gel: Add 1 g of low electroendosmosis
(EEO) agarose to 100 mL 1 x TAE buffer in a 250 mL
Erlenmeyer bottle and completely dissolve the agarose by
boiling in a microwave (see Notes 6, 7). Let the solution cool
down for 3-5 min, immediately add 5 pLL ethidium bromide
(10 mg/mL), and pour the solution into a gel casting tray
with the comb in place (see Note 8). Wait until the agarose gel
is completely solidified (usually within 1-2 h) before starting
the gel electrophoresis.

9. Loading buffer (6x) and molecular weight marker (e.g., 0.1-
10 kbp) for DNA agarose gel electrophoresis.

10. UV lamp and a clean scalpel.
11. DNA extraction Kkit.
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2.2 CsrA-Depleted E.
coli Cell Extract

12.
13.

—

T4 DNA Ligase kit.

50% (v/v) glycerol: Mix 250 mL glycerol with 250 mL de-
ionized water and sterilize by autoclaving.

Shaking incubator, sterile 1 L, and 5 L. Erlenmeyer flasks.

2. E.coli BL21 (DE3) Star csrA::(His)s strain [7].

10.
11.
12.
13.
14.
15.

16.

. 0.2 pm sterile filter, laboratory vacuum pump, and a sterile 1 L.

glass bottle.

. PYG medium: Dissolve 5.6 g KH,PO,, 28.9 g K,HPO,, and

10 g yeast extract in 1 L of de-ionized water and sterilize by
autoclaving. Prepare a solution of 40% (w/v) glucose in de-
ionized water and sterilize by filtration through a 0.2 pm ster-
ile filter. Add 25 mL of the sterile-filtered glucose solution per
liter of autoclaved medium to obtain the final PYG medium
containing 1% (w/v) glucose.

Spectrophotometer to measure the absorbance at 600 nm.

. Centrifuge with temperature control that allows cooling to

4 °C.
SS§34 and 1 L centrifugation bottles and corresponding rotors
(see Note 9).

. DEPC-treated ultrapure water (DEPC-H,0): Use the fume

hood to carefully add 4 mL of DEPC to a 4 L bottle of ultra-
pure water (see Notes 10, 11). Stir overnight with a magnetic
bar under the fume hood with the lid loosely covering the
bottle. Autoclave the DEPC-treated water and store at 4 °C.

$30 buffer: 10 mM Tris—acetate (pH 8.2), 60 mM potassium
acetate, 14 mM magnesium acetate, 7.15 mM
2-mercaptoethanol, 1 mM DTT (see Note 12).

French pressure cell press (see Note 13).

50 mL conical centrifuge tube.

Water bath with temperature control.

10 mL of a 50% (w/v) Ni-NTA agarose resin suspension.
Gravity purification column (50 mL capacity) with frit.

20 mM amino acid stock solution (AA): Mix 0.14 g GlIn,
0.15 g Asn, 0.17 g Arg, 0.2 g Trp, 0.18 g Lys-HCI, 0.21 g
His-HCI, 0.16 g Phe, 0.13 g Ile, 0.15 g Glu, 0.12 g Pro,
0.13 g Asp, 0.08 g Gly, 0.12 g Val, 0.11 g Ser, 0.09 g Ala,
0.12 g Thr, 0.12 g Cys, 0.15 g Met, 0.13 g Leu, 0.18 g Tyr,
and 0.08 g DTT into 40 mL DEPC-H,O while stirring with a
magnetic bar, adjust the pH to 7.0 with 5 N KOH and add
DEPC-H,O to a final volume of 50 mL (se¢ Note 14).

Preincubation buffer: 293.3 mM Tris—acetate (pH 8.2),
84 mM phosphoenolpyruvate-KOH (pH 7.0), 13.17 mM
ATP-KOH (pH 7.0), 9.24 mM magnesium acetate, 4.4 mM



17.

18.
19.
20.
21.

2.3 Cell-Free 1.

Translation Activation
Assay
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DTT, 40 uM of each proteinogenic amino acid, 6.67 U/mL
of pyruvate kinase (se¢ Notes 14, 15).

12-14 kDa molecular weight cutoff (MWCO) dialysis mem-
brane with appropriate dialysis tubing clips.

2 L glass beaker.

Magnetic stirrer with magnetic bar.

15 mL centrifugal filter device with 10 kDa MWCO.
1.5 mL snap-lock tubes.

Cell-free expression vector pCFX100 (1 mg/mL), prepared
using a plasmid DNA maxiprep kit (see Notes 16, 17).
Dissolve the purified plasmid DNA pellet in DEPC-H,0.

2. Tabletop incubator with temperature control and shaking.

w

CsrA-depleted E. coli cell extract.

4. RsmX, RsmY, and RsmZ. The sRNAs are prepared by in vitro

10.
11.
12.

2.4 Quantification 1.

of CAT Activity B

runoff transcription of linearized plasmid DNA with T7 RNA
polymerase as previously described [10] (see Notes 18, 19).

. RsmE repressor protein prepared as previously described [11]

(see Note 20).

. Energy-regeneration, cofactor, nucleotide (ERCN) solution

[12]: 155 pL of 1 M HEPES-KOH (pH 7.5), 271 pL of 40%
(w/v) PEG-8000, 89 pL of 6 M potassium acetate, 8.7 pL of
0.55 M DTT, 8.1 pL of 0.4 M ATP-KOH (pH 7.0), 5.8 pL.
of 0.4 M GTP-KOH (pH 7.0), 5.8 pL of 0.4 M CTP-KOH
(pH 7.0), 5.8 pL. of 0.4 M UTP-KOH (pH 7.0), 34.5 pL of
5.27 mM folinic acid, 17.3 pL of 100 mM cAMP, 33 pL of
2.2 M ammonium acetate, 216 pLL of 1 M creatine phosphate—
KOH (pH 7.0), 150 pLL DEPC-H,0 to obtain a final volume
of 1 mL (see Note 21).

65 pM T7 RNA polymerase, prepared as described [13] or
purchased from commercial providers.

E. coli tRNA solution (tRNA): Dissolve 17.5 mg (18 U/mg)
of E. coli tRNA in 1 mL of DEPC-H,0.

Creatine kinase: Dissolve 37.5 mg of creatine kinase (Roche)
in 10 mL DEPC-H,O and store 500 pL aliquots at —20 °C.

0.77 M sodium azide (see Note 22).
1.6 M magnesium acetate.

1.5 mL microcentrifuge tubes.

Tabletop microcentrifuge.

. 1.5 mL microcentrifuge tubes.
. Dilution bufter (DB): 100 mM Tris—-HCI (pH 7.8), 1 mg/mL

BSA (see Note 23).
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4.

5.

CAT reaction buffer (RB): 100 mM TrissHCI (pH 7.8),
0.5 mM DTNB, 50 pM acetyl-CoA, 50 pM chloramphenicol,
1 mg/mL BSA (see Notes 23, 24).

UV spectrophotometer with cuvettes to measure the absor-
bance at 412 nm (see Note 25).

3 Methods

3.1 Preparation

of DNA for Generation
of the E. coli BL21
(DE3) Star csrA::(His);
Strain

The preparation of an E. colz cell extract devoid of the endogenous
CsrA repressor protein is essential to carry out quantitative transla-
tion activation analysis. To get a “handle” on CsrA for its subse-
quent removal from the cell extract, we genomically introduce
DNA between the CsrA-coding region and the 3’-UTR (Fig. 3).
The introduced DNA sequence encodes a C-terminal (His)s-tag,
which allows to subsequently remove the translated endogenous
CsrA protein by Ni-NTA affinity chromatography.

1.

PCR-amplify the cs7A gene with its 5-UTR using the CsrA_
Fwd and CsrA_Rev oligonucleotide primers and amplify the
3’-UTR of the csrA gene using the CsrA2_Fwd and CsrA2_
Rev oligonucleotide primers, respectively (Fig. 3). Prepare
50 pL. PCR reactions according to the protocol of the DNA
polymerase kit used in your lab and use 100 ng E. colz BL21
(DE3) Star genomic DNA as a template and 300 nM of each
oligonucleotide primer.

Digest 5 pg of the pGEI vector with the Xhol and Notl restric-
tion enzymes according to the supplier’s protocol using a total
reaction volume of 50 pL.

. Add 10 pL of the 6x DNA loading buffer to each of the PCR

reactions and the pGEl restriction enzyme digest. Completely
apply each mixture on individual lanes of the 1% TAE-agarose
gel and perform electrophoresis at 80-100 V and using
1 x TAE as a running buffer. Stop electrophoresis when the
loading bufter dye is approaching the end of the gel (typically
ca. 1-1.5 h).

Visualize the separated DNA on the agarose gel using the UV
lamp and excise the bands corresponding to the desired PCR
products and the pGE]1 insert with a clean scalpel (see Notes
26,27).

. Extract the DNA from the excised pieces of agarose gel using

the DNA extraction kit.

Digest the purified 5-UTR-csrA PCR product with the Xhol
and the purified 3’-UTR PCR product with the Nozl restric-
tion enzyme, respectively.
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10.

11.

12.
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. Inactivate the restriction enzymes after digestion by incubat-

ing the reaction mixture for 20 min at 65 °C.

. Set up a 20 pLL DNA ligation reaction according to the sup-

plier’s protocol containing 100 ng of the pGEl insert, 20 ng
of the Xhol-digested 5'-UTR-csrA PCR product, and 20 ng of
the Nozl-digested 3’-UTR PCR product.

. Amplity the ligation product in a 50 pL. PCR reaction using

5 pL of the ligation reaction as template DNA and 300 nM of
each CsrA_Fwd and CsrA2_Rev oligonucleotide primer (see
Note 28).

Separate and purify the PCR product as described in steps 3
to 5 (see Notes 29, 30).

Use the purified DNA for transformation and genetic engi-
neering of electro-competent E. coli BL21 (DE3) Star cells
harboring the pKD46 plasmid according to the procedure
described by Datsenko and Wanner (se¢ Note 31).

Prepare 1 mL aliquots of the resulting E. co/z BL.21 (DE3) Star
csrA::(His) g strain by thoroughly mixing 0.5 mL of a log phase
cell culture with 0.5 mL of 50% (v/v) glycerol. Freeze the cell
suspension in snap-lock tubes in liquid nitrogen and store at
—80 °C until needed.

All steps after cell harvest are performed on ice, unless indicated
otherwise. Precool rotors and centrifuges timely before the
intended use. Rinse all bottles and equipment that gets in contact
with the cell extract sequentially with RNase-AWAY and DEPC-
H,O (see Note 32).

1.

Inoculate 200 mL of sterile PYG medium with a 1 mL aliquot
of E. coli BL.21 (DE3) Star csrA::(His)s cell suspension and
grow overnight at 37 °Cin a 1 L Erlenmeyer bottle with shak-
ing (see Note 33).

. Transfer 20 mL of the overnight pre-culture to each of the

three sterile 5 L Erlenmeyer flasks containing 1.8 L pre-
warmed PYG medium and grow the cell culture at 37 °C with
shaking to an ODgy of 0.8—1.0 (se¢ Note 34). Prepare 4 L of
$30 buffer while the cells are growing and chill the buffer in
an ice-water bath (see Note 12).

. Harvest the cells by 10 min centrifugation at 5000 x g and

4 °Cin 1 L centrifugation bottles (se¢ Note 9).

Re-suspend each cell pellet on ice with 25 mL pre-chilled S30
buffer and transfer the suspension to a pre-weighted 1 L cen-
trifugation bottle (see Note 35). Centrifuge cells for 10 min at
5000 x g and 4 °C and re-suspend the cell pellet in 250 mL
pre-chilled S30 buffer. Repeat this centrifugation/re-
suspension step two more times.
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3.3 Performing the
Cell-Free Translation
Activation Assay

10.

11.

. Weigh the cell pellet and re-suspend the cells in 1.8 volumes

§$30 buffer on ice. Sequentially wash a pre-cooled French pres-
sure cell press with 70% (v/v) ethanol, RNase-AWAY spray,
DEPC-H,O0, and S30 buffer. Lyse cells by a single passage
through the cleaned and pre-cooled French pressure cell press
at 4 °C.

. Centrifuge the disrupted cells for 30 min at 30,000 x g and

4 °Cin a pre-chilled SS-34 rotor. In the meantime you should
prepare the preincubation buffer corresponding to Y4 of the
volume of the cell lysate (see Note 15).

Carefully remove the supernatant by pipetting without dis-
turbing the pellet. Transfer supernatant into a 50 mL tube,
gently mix with the preincubation buffer, and incubate for
40 min in a water bath set to 30 °C.

. Apply 10 mL of a 50% (w/v) Ni-NTA agarose resin suspen-

sion into a gravity purification column and equilibrate the col-
umn with 50 mL ice-cold S30 buffer at 4 °C. Chill the
preincubated cell extract for 10 min in an ice-water bath and
centrifuge for 10 min at 4000 x 4 and 4 °C (see Note 36).
Careftully pass the supernatant twice over the Ni-NTA column
by gravity flow at 4 °C to remove the (His)s-tagged CsrA from
the cell extract (see Note 37).

Dialyze the CsrA-depleted cell extract for 2 hin a 12-14 kDa
MWCO dialysis membrane against 1.5 L pre-cooled S30 but-
fer with stirring at 4 °C, then exchange with 1.5 L fresh S30
buffer and continue dialysis overnight at 4 °C.

Transfer the dialyzed cell extract into a 50 mL tube, centrifuge
for 10 min at 5000 x g and 4 °C and collect the supernatant.
Adjust the absorbance at 260 nm either by dilution with pre-
chilled S30 buffer or by concentration in a 10 kDa centrifugal
filter device at 4000 x g and 4 °C to an Ay of ca. 250 (see
Note 38).

Centrifuge the cell extract in a 50 mL tube for 10 min at
5000 x g and 4 °C. Transfer 0.5 mL aliquots of the superna-
tant into 1.5 mL snap-lock tubes on ice. Immerse the aliquots
for ~ 2 min into liquid nitrogen and store the tubes at —80 °C
until needed (see Note 39).

The analysis of cell-free translation activation requires an initial
optimization of the pCFX100 plasmid concentration (Fig. 6; see
Note 40). Good sensitivity in the assay is obtained with a plasmid
concentration that yields ca. 30-70% of the maximally attainable
CAT expression level (Fig.6; see Note 41). The concentration of
repressor protein in the translation reaction should be adjusted to
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a concentration that yields ca. 50% translation repression (Fig.4b;
see Notes 42, 43).

1.

Thaw the following components on ice: ERCN solution,
pCEX100, CsrA-depleted E. coli cell extract, sSRNAs, RsmE
protein, 20 mM amino acid mixture (AA), T7RNAP, tRNA,
CK, NaNj;, and Mg(OAc),.

For 1 mL of cell-free reaction solution, prepare a master mix
of the following reagents on ice: 373 pl. ERCN solution,
10 pL tRNA, 10 pLL NaNj, 4.3 pL Mg(OAc),, 75 plL AA (see
Note 14), 66.7 pL. CK, 10 pL. T7ZRNAP, and 300 pL CsrA-
depleted E. coli cell extract. Add the pCFX100 vector and the
RsmE repressor protein according to the initially determined
optimal concentration (se¢ Notes 40, 43, 44).

. Always prepare a 50 pL. negative control reaction devoid of the

pCEX100 plasmid.

For each envisaged translation activation reaction, transfer
1/20 of the master mix into separate 1.5 mL tubes on ice.
Add the desired amounts of sSRNA, including a reaction with
no sRNA, to each reaction and adjust the final volume to
50 pL with DEPC-H,O (see Note 45).

. Carefully mix the reaction tubes by pipetting and incubate

them for 3.5 h with gentle agitation at 30 °C (see Note 46).

. Place the reaction tubes for 10 min on ice. Centrifuge for

10 min at 12,000 x g and transfer the supernatant to a clean
tube.

. Thoroughly mix 5 pL of the reaction supernatant with 495 pL.

DB on ice.

. Thoroughly mix 10 pL of the diluted reaction supernatant

with 990 pL RB preincubated to the measurement tempera-
ture (see Note 25). Work speedy when preparing several reac-
tionsforparallelmeasurementsinamulti-cellspectrophotometer
(see Note 47).

. Immediately start to record Ay, against time and proceed

with recording until you have accumulated enough data points
for a linear fit of the initial rate (Fig. 7a; see Note 47).

4. Determine the slope of Ay, against time for each reaction.

. Subtract the value of the negative control reaction from the

value of each reaction (see Note 48).

Normalize each independent sSRNA concentration series by
division with the largest measured slope value that was
obtained after full translation activation (se¢ Notes 45, 49).

Plot the normalized values against the corresponding concen-
trations of sSRNA (Fig. 7b).
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4 Notes

. The introduction of undesired RNase activity into the cell-free

translation mixture can significantly reduce translation effi-
ciencies and thereby distort the interpretation of the resulting
data. This RNase sensitivity stems from the strict dependence
of translation efficiency on intact tRNAs, mRNAs, and ribo-
somes, which are all potential targets of common RNases.
Also, RNases can degrade the sRNAs used to activate transla-
tion initiation, which results in a higher apparent activation
threshold for the sSRNAs of interest.

. Storage at —20 °C significantly prolongs the lifetimes of

hydrolysis-sensitive reagents such as NTPs. We usually do not
observe any significant deterioration in the activity of stored
reagents within 1 year at —20 °C. The E. coli S30 cell extract
is more sensitive and should be stored at —80 °C.

. Any other E. coli strain that contains the cs7A gene sequence

of the E. coli K12 strain is equally suitable for this step.

. The pGEl plasmid was prepared by insertion of a coding

sequence for a (His)s-tag upstream of the FLP recognition
target (FRT) site into the pKD4 vector. Furthermore, we
introduced restriction enzyme recognition sites (MCSI and
MCSII) to be able to excise the cassette comprising the
encoded (His)s-tag, the FRT sites and the kanamycin resis-
tance gene of the vector pKD4 [9] (Fig. 3).

. As an alternative to the pGEI vector template, you can PCR-

amplify the cassette comprising the FRT-sites that flank the
kanamycin resistance gene in pKD4 [9] using oligonucleotide
primers that encode the (His)s-tag and the Xhol and Notl
restriction sites of MCSI and MCSII, respectively.

. Pay extreme caution when handling the Erlenmeyer bottle

because the solution may spontaneously spill over due to
superheating. Always wear heat-proof gloves, a lab coat, and
safety goggles and try to use a fume hood when handling hot
agarose solutions.

. Avoid excessive boiling of the agarose solution after it is com-

pletely dissolved, as this causes evaporation and will increase
the final concentration of agarose in your gel.

. Ethidium bromide is toxic and a known mutagen. Always wear

gloves and a lab coat and use a fume hood when working with
ethidium bromide. Dispose ethidium bromide waste follow-
ing the regulations of your institution.

. Alternative centrifuge bottle sizes can also be applied.

However, we find that 1 L centrifugation bottles are very con-
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venient for cell harvest and minimize the time to harvest and
wash the cell pellets.

DEPC is toxic and should always be handled under a fume
hood while wearing gloves, safety goggles, and a lab coat.
Freshly opened DEPC bottles may spontaneously spill over
due to release of excess pressure.

You can alternatively distribute the 4 L ot S30 bufter into bot-
tles of smaller volume.

Prepare S30 buffer immediately before the intended applica-
tion and use it up within 1-2 days. Store S30 buffer at 4 °C
with a tightly closed cap to minimize air oxidation.

You can alternatively use a cell cracker for cell lysis; however,
this procedure usually dilutes the cell lysate and necessitates
increased efforts to concentrate the cell extract at the end of
the preparation protocol. Cell disruption by sonication usually
reduces the activity of the final cell extract and should there-
fore be avoided.

Certain amino acids, e.g., tyrosine, have a low solubility in
water and will not completely dissolve in the stock solution/
suspension. You should therefore always quickly vortex the
stock suspension before use.

Add pyruvate kinase as final component immediately before
mixing the preincubation buffer with the cell extract.

For the analysis of alternative sSRNA-regulated systems, simply
transfer the sSRNA-responsive 5'-UTR of the system of interest
directly upstream to the CAT coding region in the pIVEX1.3-
CAT vector.

Diligently follow the DNA plasmid purification procedure to
eliminate all RNase activities that may be dragged along from
the RNase-containing re-suspension buffer.

The concentration of the sRNA stock solution should be in

the range of 100 pM. The working solution usually contains
1-20 pM sRNA in DEPC-H,O0.

We commonly use the pTx1 vector for plasmid-based runoff
transcription of target RNAs (Fig. 8).

The RsmE protein can be stored at 100 pM in S30 bufter at
-20 °C.

Refer to [12] for a comprehensive list of reagent suppliers.
Sodium azide is extremely toxic and must be handled in a
fume hood while wearing gloves, safety goggles, and a lab
coat. Dispose sodium azide-containing waste following the
regulations of your institute.

It is extremely important to include BSA in both DB and RB
buffers! In the absence of BSA we observe nonspecific adsorp-
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T7 RNAP Tx Start T7 RNAP
Promotor Sapl-Cloning Site Terminator
ooo 11100
5 & T & & 3
Bglll Sapl Sapl Bsal  BamHI

Sapl Sapl

AGATCT TAATACGACTCACT ATAGTCACCTTA TTGAGACCGGATCC

TCTAGA ATTATGCTGAGTGATAT TATCAGTGGAAT AACTICTGG CCTAGG
Bglll T7 Promotor Sapl Sapl BamHlI

Fig. 8 Template vector pTx1 for runoff transcription of RNA. The DNA for transcription of the SRNA of interest
is seamlessly inserted into the pTx1 vector using the Sapl restriction sites. The obtained plasmid encoding the
SRNA of interest is then amplified and linearized with the Bsal restriction site for runoff transcription by T7 RNA
polymerase (T7 RNAP)

tion of CAT to surfaces which results in erroneous data
interpretation.

24. Acetyl-CoA in the RB is susceptible to hydrolysis and the
formed product will immediately react with DTNB. The RB
should ideally be prepared freshly before each usage. However,
RB can also be stored at =20 °C up to 2 weeks.

25. To ensure reliable data, you should use a spectrophotometer
equipped with temperature control. Furthermore, a spectro-
photometer that supports the simultanecous measurement of
multiple cells dramatically speeds up the required measure-
ment time. We routinely use a Cary 300 Bio spectrophotom-
eter set to 20 °C to simultaneously follow the Ay, in 12 cells.

26. Always wear gloves, safety goggles, and a lab coat when work-
ing with UV light. To avoid UV-induced DNA damage, you
should work speedy to minimize the exposure time of your
DNA to the UV light.

27. Expected size of PCR products and the pGE1 insert: 5’-UTR-
csrA (301 bp), 3’-UTR (268 bp), pGEL insert (1341 bp).

28. Depending on the efficiency of the DNA ligation reaction,
you may have to use more of the template DNA in the PCR
reaction to obtain sufficient amounts of the PCR product. To
avoid excessive dilution of the PCR reaction mixture, you can
use ethanol precipitation as described [14] to concentrate the
DNA in the ligation reaction mixture.

29. The expected size of the PCR product comprising the ligated
5’-UTR-csrA/pGE]1 insert/3'-UTR is 1889 bp.

30. Use ultrapure water to elute the purified PCR product from
the gel extraction column.

31. The kanamycin resistance cassette can optionally remain inte-
grated in the E. coli genome without affecting the activity of
the cell extract.
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4].

42.

43.

44.
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Common laboratory consumables such as 1.5 mL or 50 mL
tubes and pipette tips should be purchased as certified RNase-
free materials and therefore do not require treatment with
RNase-AWAY and DEPC-H,O0.

Pay attention to maintain a sterile working environment.

The main cell culture usually requires ca. 3—4 h to reach an
OD(,()() of 0.8-1.0.

Use an electric pipette controller or a magnet stirrer with a
magnet bar for fast and convenient re-suspension of the cell
pellet.

The preincubation reaction usually generates significant
amounts of precipitate. This is normal and will not negatively
affect the activity of the resulting cell extract.

You can accelerate the passage of the cell extract over the Ni-
NTA resin by gentle application of pressure on top of the col-
umn, ¢.g., by using the pump of a pipette controller.

Concentration of cell extract with centrifugal filter devices can
take up to several hours. You should occasionally clear the
membranes of the centrifugal filter device by gentle re-
suspension of the cell extract with a pipette.

The cell extract can be stored at —80 °C for atleast 6—12 months
without a significant reduction of activity.

The optimal plasmid concentration can be determined by
incrementing the plasmid concentration, e.g., by proceeding
in 5 ng/pL steps from 0 to 120 ng plasmid per pL reaction
mixture (Fig. 6).

Modification of the plasmid concentration directly affects the
amounts of transcribed mRNA in the translation assay. A plas-
mid concentration that yields ca. 50% of the maximally attain-
able CAT expression level is a compromise between CAT
activity, which increases with its expression level, and avoiding
saturation of the ribosomes with the transcribed mRNA.

The translation activation assay is most sensitive at 50% trans-
lation repression due to the steep slope of the sigmoidal dose-
response curve at that point.

Use the previously determined optimal plasmid concentration
(see Note 41) to set up translation reactions containing vari-
ous repressor protein concentrations ranging from, e.g.,
10 nM to 1 pM and analyze the effect on CAT translation
repression (Fig. 4).

Although it is also possible to distribute the pCFX100 plasmid
and the repressor protein individually to each reaction tube,
we strongly discourage this procedure due to the potential
error introduced by pipetting small volumes.
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45.

46.

47.

48.

49.

A typical concentration series of SRNA in the translation reac-
tion includes, e.g., 0, 30, 60, 90, 120, 160, 200, 300, 500,
1000, and 2000 nM of the sRNA. Depending on the transla-
tion activation potential of the investigated sSRNA, you may
have to reduce or expand the analyzed concentration range to
obtain complete coverage of the transition from repressed to
fully activated translation.

The cell-free translation reaction is typically finished after ca.
2 h due to consumption of dNTPs, amino acids, and energy
equivalents and due to the accumulation of inhibitory by-
products. However, prolonging the incubation time to 3.5 h
does not negatively affect the subsequent CAT assay and
ensures that all reactions come to completion.

The ideal slope for a linear fit is obviously linear. However,
enzymatic rate assays typically start with an initial rate which is
approximately linear and progressively slow down as the sub-
strate is consumed (Fig. 7). It is therefore of critical impor-
tance that your reactions proceed slow enough to catch the
initial rate phase and fast enough to generate significant reac-
tion product to increase Ay,. Reactions that proceed too fast
should be stopped and repeated using less reaction superna-
tant. Reactions with almost no detectable increase in Ay,
should also be stopped and repeated using more reaction
supernatant. We usually adjust the amounts of reaction super-
natant to obtain curves that increase by 0.1-0.2 arbitrary Ay,
units in 10 min.

The reducing agents present in the translation mixture react
with DTNB and cause a small increase in A,;,. In addition,
the slightly basic pH of the RB promotes hydrolysis of acetyl-
CoA and additionally contributes to a small background
increase in Aygps.

The maximal value is obtained when the sigmoidal dose-
response curve approaches the upper horizontal asymptote. It is
therefore very important to use a concentration series of SRNA
in the translation assay that completely covers the transition
from repressed to fully activated translation (se¢ Note 45).
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Chapter 12

Quantitative Super-Resolution Imaging of Small RNAs
in Bacterial Cells

Seongjin Park, Magda Bujnowska, Eric L. McLean, and Jingyi Fei

Abstract

We present a method for the quantification of small regulatory RNAs (sRNAs) in bacteria, by combining
single-molecule fluorescence in situ hybridization (smFISH), super-resolved single-fluorophore micros-
copy, and clustering analysis. Compared to smFISH imaging with diffraction-limited fluorescence
microscopy, our method provides better quantification for short and abundant RNA (such as sSRNAs)
in a small volume of bacterial cells. Our method can also be directly used for the quantification of
messenger RNAs (mRNAs).

Key words Fluorescence in situ hybridization, Super-resolution microscopy, Clustering analysis,
Small regulatory RNA

1 Introduction

Bacterial small regulatory RNAs (sRNAs) regulate gene expression
and provide growth benefit for bacterial cells under stress condi-
tions. They are typically 50-300 nucleotides in length, and are often
associated with Hfq for their functions [1, 2]. In most common
scenarios, SRINAs regulate gene expression posttranscriptionally by
base pairing with target messenger RNAs (mRNAs) and thereby
affect translation efficiency and/or mRNA stability [1, 2]. Single-
molecule fluorescence in situ hybridization (smFISH) is widely used
to count mRNAs at the single-cell level [3, 4], and has been applied
to study gene expression, especially in eukaryotic systems. In
smFISH, many, often dozens, fluorescently labeled DNA oligos are
hybridized to different portions of the same mRNA to generate
bright signal as diffraction-limited spots with conventional micros-
copy [4, 5]. However, direct quantification by counting spots from
smFISH signal cannot be applied to bacterial sSRNAs due to their
short length that limits the number of hybridized DNA oligos, and
therefore the signal brightness, and the usually high copy number
of sSRNAs in the small volume of a bacterial cell (Fig. 1).

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_12, © Springer Science+Business Media, LLC 2018
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Negative Control

3 min/Minimal 3 min/Rich 6 min/Rich Diffation—limited

6 min/Rich

Fig. 1 Presentative images of SgrS. From the left to right are: negative control for probe nonspecific binding
with AsgrS strain by SR imaging, 3 min post-induction by aMG in MOPS minimal medium by SR imaging,
3 min post-induction by «MG in MOPS rich medium by SR imaging, 6 min post-induction by «MG in MOPS rich
medium by SR imaging, 6 min post-induction by aMG in MOPS rich medium by diffraction-limited microscopy.
Cell boundaries are shown with white lines

Here, we provide a protocol of combining smFISH with super-
resolved single-fluorophore microscopy (such as stochastic optical
reconstruction microscopy (STORM), photoactivated localization
microscopy (PALM), and fluorescence photoactivation localization
microscopy (FPALM), and hereafter referred as SR microscopy)
[6-9], and determination of the copy number of sRNA in indi-
vidual bacterial cells with clustering analysis [10]. In SR imaging,
photo-switchable fluorophores are used to label the sample of
interest such that at any given time, only a subset and sparsely
localized fluorophores are activated into the bright state and the
centroids of these fluorophores are pinpointed with nanometer
accuracy [7]. Repetitive activation and imaging allow reconstruc-
tion of final images with about a 10-fold enhancement in spatial
resolution compared to the diffraction-limited microscopy. A
density-based clustering analysis algorithm, DBSCAN [10], is then
applied to 3D reconstructed SR images to segregate individual
spots into clusters, which allows further determination of RNA
copy number.

We use an sSRNA, SgrS, which is involved in glucose-phosphate
stress in E. colz [11-13], as an example to illustrate the method.
The same method can be used to quantify mRNAs [13]. We will
include bacterial sample preparation, SR imaging, and copy num-
ber calculation in the protocol.

2 Materials

2.1 Bacterial Gulture

1. MOPS rich defined medium: Solution is made using TEKnova®
MOPS EZ Rich Medium Kit. For 500 mL of medium, mix
50 mL of 10x MOPS mixture, 5 mL of K,HPO,, 50 mL of
10x ACGU, 100 mL of 5x Supplement EZ, and 295 mL
of water. Medium is sterilized using 0.2 pm filter. Store in the
dark at room temperature.



2.2 Labeling
of FISH Probe

2.3 Fixation
and Hybridization

2.4 Microscope
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2. MOPS minimal medium: For 500 mL of medium, mix 50 mL
of 10x MOPS mixture and 5 mL of K;HPO, and 445 mL of
water. Medium is sterilized using 0.2 pm filter. Store in the
dark at room temperature.

Carbon sources are added depending on the experimental needs.

In our example case, 0.2% glucose and 0.2% fructose are mixed
with MOPS rich or minimal media.

1. 1 M NaHCO;, pH 8.6: Dissolve 4.2 g of NaHCO; in 40 mL
of water. Adjust the pH with 5 M NaOH, and adjust the final
volume to 50 mL with water.

2. Absolute ethanol.

3. 3 M NaOAc, pH 5: Dissolve 12.3 g of NaOAc in 40 mL of
water. Adjust the pH with glacial acetic acid, and adjust the
final volume to 50 mL with water.

4. Silicone-based purification columns, such as Bio-Spin P-6

column (Bio-Rad™) or G25 column (GE Healthcare Life
Sciences™).

. 37% formaldehyde.

. Deionized formamide.

. Phosphorus-butffered saline (1x), pH 7.4, PBS.
. Saline-sodium citrate (20x), SSC.

. FISH wash buffer: 10% formamide in 2x SSC. Add 5 mL of
20x SSC and 5 mL of deionized formamide to 40 mL of water.
Store at 4 °C.

6. FISH hybridization buffer: 10% dextran sulfate and 10% for-
mamide in 2x SSC. Weigh out 1 g of dextran sulfate (average
molecular weight >500,000) and add to a 15 mL conical tube.
Add 1 mL of 20x SSC, 1 mL of formamide, and 7 mL of water
to the tube. Incubate at room temperature with shaking or
vortexing until the dextran sulfate dissolves. Adjust the
final volume to 10 mL with water. Divide the solution into
aliquots and store at —20 °C.

[ 2 B N N S R

SR microscopy setup can be configured in many ways, and here we
describe our example (Fig. 2). An inverted optical microscope
(Nikon Ti-E with 100x NA 1.49 CFI HP TIRF oil immersion
objective) can be combined with laser illumination, such as a red
laser (647 nm, 120 mW, Cobolt MLD) and a violet laser (405 nm,
25 mW, Crystalaser), through fiber coupling. Laser excitation
lights are reflected by a dichroic mirror (Chroma
z2t405 /488 /561 /647 /752rpc-UE3) for near-TIRF excitation.
The emission signal is collected by the objective lens, filtered by
the emission filter (Chroma ET700/75 m), and imaged by a
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Laser excitation assembly TIRF illumation arm PFS

Fig. 2 Schematic illustration of the microscope setup. M mirror, DM dichroic mirror, OFC optical fiber coupling,
L1 & L2lenses for expanding the beam, L3 lens at the back focal plane, Obj objective lens, CL cylindrical lens,
TL tube lens, EF emission filter, SM step motor. PFS Perfect focus system from Nikon, utilizing near-infrared
870-nanometer LED and CCD line sensor, is used to maintain the z stability

1024 x 1024 pixels EMCCD camera (Andor iXon Ultra 888). For
3D imaging, a cylindrical lens with 10 m focal length (CVI RCX-
25.4-50.8-5000.0-C-415-700) is inserted in the emission path to
cause the astigmatism effect of fluorophores. Single molecule sam-
ples (labeled DNAs or proteins immobilized on a coverslip) can be
imaged in different z-planes to correlate the astigmatism effect
with the corresponding z values. Then by interpolation and fitting,
a calibration curve is created to obtain z values of single fluoro-
phores in actual imaging [7]. To maintain the z-focus while imag-
ing, Nikon Perfect Focus System (PES) is used. The laser power
density on the sample is about 2000 W cm~2 for the red laser, and
the maximum power density for the violet laser is about 130 W ecm=2.

2.5 Imaging 1. 2-Metacaptoethanol (BME, Sigma-Aldrich M6250).

2. Catalase (EMD Millipore 219001): Make aliquots of
454.5 kU/mL =33.6 mg/mL in 50% glycerol/1x PBS and
keep them in —20 °C.

3. Glucose oxidase (Sigma-Aldrich G2133): Make aliquots of
100 mg/mL (>10 KU/mL) in 50% glycerol /1x PBS and keep
them in —20 °C.

4. The imaging buffer: 10 mM NaCl, 50 mM Tris and 10%
glucose in 1x PBS (for immunostained samples) or 4x SSC
(for FISH samples), with pH adjusted to 8.

5. 8-Well chambered cover glass (Nunc Lab-Tek 155409 or
Cellvis C8-1.5H-N).

6. Poly-L-lysine (Sigma Aldrich P8920).

7. Nikon NIS-Elements software for image acquisition.



2.6 Image
Processing and Data
Analysis
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1. IDL for reconstruction of 3D SR images.
2. MATLAB for copy number analysis.

3 Methods

3.1 FISH Probe
Design, Labeling,
and Purification

3.2 CGulture
Preparation, Fixation,
and Hybridization

1. FISH probes are designed using Stellaris® Probe Designer 4.2
(see Note 1). Probes contain an amine modification for fluoro-
phore conjugation.

2. The following protocol for probe labeling is for a total reaction
volume of 15 pL. Add 1.5 pL of 1 M NaHCO; (pH 8.6) to
13.0 pLL 100 pM amine-modified DNA oligo and mix. In a
separate tube, dissolve 0.025 mg of fluorophore in 0.5 pL
DMSO. Mix the dye solution with the oligo solution and
incubate at 37 °C overnight in the dark (se¢ Note 2).

3. On the next day, purify the labeled DNA oligos from the free
dyes with ethanol precipitation. Add 1/9 reaction volumes
of 3 M NaOAc (pH 5) and 2.5 volumes (of total volume
including reaction and NaOAc solution) of 100% ethanol to
the labeling reaction. Incubate for at least 6 h at =20 °C in
the dark. Centrifuge the probe solution at full speed
(~21,000 x g) for 30 min and then resuspend the pellet in
3040 pL of water.

4. Further purify the labeled oligo from the residual free dyes
with silica-based purification column, according to the manu-
facturer’s instruction.

5. Take the UV-Vis absorption spectrum of the sample to calcu-
late the concentrations of the DNA oligo, the fluorophore,
and the labeling efficiency (defined by the ratio of the concen-
tration of the fluorophore to the concentration of the oligo).

SgrS is used as an example here for the demonstration of the imag-
ing and copy number calculation. Along with the wild-type strain,
a AggrS strain is also prepared as a negative control. SgrS is induced
with methyl a-D-glucoside (aMG). A sample containing a rela-
tively low-copy number and well-separated SgrS is prepared for
RNA copy number calculation (referred as “single-RNA calibra-
tion sample,” and see Subheading 3.5). In this case, we use SgrS
induced for 3 min in MOPS minimal medium as the single-RNA
calibration sample. Samples with SgrS induced for 3 min and 6 min
in MOPS rich medium are prepared and analyzed as additional
examples for comparison (Fig. 1).

1. Grow bacteria strains overnight in MOPS EZ rich medium
(Subheading 2.1) supplemented with 0.2% glucose and 0.2%
fructose at 37 °C at 250 rpm in a shaker. On the next day,
dilute the overnight cultures 100-fold using fresh medium:
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10.

11.

10 mL culture of AggrS strain in MOPS EZ rich medium,
10 mL culture of wild-type strain in MOPS minimal medium,
and 20 mL culture of wild-type strain in MOPS EZ rich
medium. In each case supply the carbon source as 0.2%
glucose and 0.2% fructose. Cells are grown again at 37 °C
at 250 rpm until ODgqg reaches 0.2-0.3 for SgrS induction.

. Add 50% aMG to the cultures to a final concentration of 0.5%

to induce SgrS. Harvest the cells (10 mL each) at different
time points post induction by directly adding 1.2 mL 37%
formaldehyde to the culture (final concentration of 4%) to fix
the cells.

. Cells mixed with formaldehyde are incubated for 30 min on a

nutator at room temperature.

Collect the cells by centrifuging at 4000 x g for 10 min at
room temperature.

. Wash cells twice in the reaction volume of 1x PBS by resus-

pending, centrifuging at 600 x g for 3.5 min, and removing
the supernatant. The reaction volume is calculated such that
the density of the cells is ~5 x 10° per mL (see Note 3).

Reaction volume (mL)
= (Number of cells from the culture) /5x10°

Permeabilize cells by resuspending the pellet in the reaction
volume of 70% ethanol. To avoid clumping of cells, first resus-
pend cells in water and then mix with 100% ethanol to a final
concentration of 70% ethanol. Incubate cells in 70% ethanol
for at least 1 h at room temperature on a nutator (se¢ Note 4).

. For hybridization, take 60 pL of cells in 70% ethanol.

Centrifuge for 7 min at 600 x g and remove supernatant.
Resuspend with 100 pL of 10% FISH wash solution and leave
tor a few minutes.

. Prepare the hybridization mix in a fresh tube. Mix the labeled

oligos with the appropriate amount of FISH hybridization
buffer. The final concentration is 50 nM per probe for sSRNA
and 15 nM per probe for mRNA.

. Centrituge cells for 7 min at 600 x g4 and remove supernatant.

Add 15 pL of hybridization mix to each cell sample and mix,
avoiding air bubbles. Incubate at 30 °C overnight.

On the next day, add 200 pL of FISH wash buffer to each
hybridization reaction, mix, centrifuge at 600 x g for 7 min,
and remove supernatant.

Resuspend the pellet with 200 pL of FISH wash buffer and
incubate for 30 min at 30 °C. Afterward, centrifuge and
remove supernatant. Repeat the wash step two more times.
Resuspend the final cell pellet in 20 pL. of 4 x SSC (see Notes
5 and 6).



3.3 Imaging

3.4 Imaging

Reconstruction

12.
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To immobilize the cells, an 8-well chambered cover glass is
coated with poly-L-lysine for 45 min, then washed with water
three times and air-dried. Per each well, 5 pL of the cell resus-
pension from Step 11 are diluted with 125 pL of 4x SSC and
incubated in each well for >1 h in 4 °C for immobilization.

. Imaging buffer is mixed with oxygen scavenger system right

before imaging. Add 5 pL of BME, 3 puL of Glucose oxidase,
and 1 pL of catalase to 491 pL of the imaging bufter, and
transfer the mixed buffer to the imaging well. Incubate the
sample in the imaging buffer with oxygen scavenger and BME
for a few minutes (see Note 7).

. A DIC image is taken for an area of interest. Then count the

number of cells in the imaging area (se¢ Note 8).

. Imaging acquisition is done with repetitive cycles with the

sequence of violet (405 nm, 1 frame) — red (647 nm, 3 frames)
as a single cycle. The imaging acquisition starts with 0 W-cm=2
violet laser power. The violet laser power is modulated so that
the number of “blinking-on spots” is kept above 50% of the
number of cells in the field of view. When the number of
“blinking-on” spots reaches less than this, even with the maxi-
mum violet laser power (130 W-cm=2), the acquisition is termi-
nated. The controlled and automatic acquisition is coded in
the Jobs module in NIS-Element.

The data analysis is based on a previously published algorithm [7,
14]. An analysis package coded in IDL is used for reconstruction
of 3D SR images.

1.

Peak Identification and Fitting: To remove the noise, the
image is blurred by Gaussian convolution of 9 x 9 pixels.

(a) A user-defined intensity threshold (usually ~4) is intro-
duced. Then the software finds all the pixels whose values
are greater than “threshold” x “standard deviation of all
the pixel values of the entire frame.”

(b) The software finds the local maximum intensity pixels whose
pixel values are greater than their 24 surrounding pixels.

(c) The software removes overlapping spots or bright junks by
applying sharpness (ranging from 0.4 to 3) filter. Sharpness
is defined as the intensity ratio between the peak and the
background.

(d) For peaks filtered so far, the area of 19 x 19 pixels sur-
rounding local maximum intensity pixel is fitted with an
Elliptical Gaussian function,

(x—x0)2 _2(3’_3’0)2]+b

G(x,y)zhexp(—Z e >

x wy
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where (x, %) is the position of the peak, w, and w, are its
widths, and 4 and & are remaining fitting constants.

. Horizontal Drift Correction: Drift Correction by fast Fourier

transformation. The dataset is divided into an equal number of
frames, and sub-SR images appearing similar to each other are
obtained, except for the effect of drift. Then the fast Fourier
transformation (FFT) is applied to each sub-SR image. By
comparing the center images from each transformed image,
the software determines the relative drift among sub-SR
images. By linear interpolation, the drift is corrected through
all the frames (see Note 9).

Copy number calculation is performed with analysis package coded

in MATLAB. The package is free to distribute upon request.

1. Clustering analysis: Detecting clusters from the raw data is

necessary for cleaning the nonspecific background of the raw
data, as well as defining each cluster resulting from single or
multiple RNAs. The detected clusters are then used for RNA
copy number calculation. We use DBSCAN [10], a density-
based algorithm, for cluster detection (Fig. 3). DBSCAN
requires two input parameters as Npts and Eps (se¢ Note 10).
A “core spot” is defined if there are more than Npts spots
(including itself) around it within Eps distance. As an example,
Fig. 3A (upper penal) shows a case in which Npts = 7, hereby
starting with two core spots, colored as red and blue. Any spot
within the Eps distance of a core spot becomes a new core spot
if more than Npts spots can be found within Eps distance
around it, and becomes a part of the initial cluster. In this way,
clusters can expand (Fig. 3A, the center panel). On the other
hand, any spot within Eps distance from a core point becomes
a “border spot,” if it is surrounded by fewer spots than Npts
within Eps distance. In this way, the cluster stops expansion
(Fig. 3A, the lower panel). Spots not belonging to any cluster
are considered background noise and are not considered fur-
ther for the following analysis (Fig. 3A, the black spots). After
the cluster analysis, we obtain the following information: (1)
the total number of clusters in each cell, (2) the number of
spots in each identified cluster, (3) the total number of spots in
clusters in each cell, and (4) the average “radius” per each clus-
ter. The radius of a cluster is defined as the average distance
between the cluster center (the average of all the coordinates
of spots in the cluster) and all the spots in the cluster.

. Baseline correction: DBSCAN analysis gives the total number

of “clustered” spots in each cell, but not all those spots come
from the real RNAs. Even with the sequence-specific probes to
label the RNAs of interest, nonspecific binding of probes yields
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Fig. 3 Clustering analysis. (A) lllustration of DBSCAN algorithm. (B) Examples of DBSCAN on individual cells.
Left: raw data from SR imaging; right: clustered data from DBSCAN, with each color representing each
cluster

the false positive signal (the background signal) in each cell.
Therefore, the tested samples all need to be corrected for the
contributions from the background signal.

(a) Building a baseline for background signal: This back-
ground varies in different cells, as shown in the case of
AggrS§ cells labeled by SgrS FISH probes (Fig. 1, left most
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Fig. 4 Baseline subtraction for nonspecific binding. (A) x—y Inversed cumulative probability distribution of
number of spots per cell in negative control is fit with double-exponential growth, which serves as a baseline
for subtracting signal from probe nonspecific binding. (B) Distribution of the number of spots per cell after

baseline subtraction

panel). We plot the cumulative probability distribution of
background signal in individual cells by sorting the num-
ber of spots per cell from least to most (Fig. 4A, black
points), and determine a baseline function by fitting this
cumulative probability curve with a double exponential
function (Fig. 4A, the red curve).

N, =B+ A exp(Ex—C, )+ A, exp(E,x—C,)

where x is the cumulative probability and Njy is the num-
ber of spots per cell. This function needs to be updated
based on one’s own negative strain collected with the SR
microscopy setup.

Baseline subtraction: The number of spots in each cell of
the tested samples are sorted the same way, and subtracted
by the baseline level of Nj calculated from the fitting curve
obtained from the step (a) (Fig. 4B). Then the baseline-
corrected number of spots per cells are used for the down-
stream analysis (Fig. 4C).

3. Single RNA characterization: This step requires single-RNA
calibration sample, i.e., cells with low copy number and
well-separated (not granule or transcription site forming) of
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The heterogeneity in the number of spots per RNA (cluster) is contributed by both the heterogeneities of num-
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RNAs (Fig. 5A), such as cells fixed a short time after sSRNA
induction (Figs. 1 and 3 min/Minimal). In this case, we
assume that DBSCAN analysis generates each distinct clus-
ter corresponding to each RNA, and thus the number of
spots per cluster represents the number of spots per RNA
(Ny). We empirically fit the probability distribution of N,
with a negative binomial distribution. This fitting is based
on the assumption that each blinking event from each RNA
is a Bernoulli trial, with the “ON” probability p, and we
conduct imaging until » number of “OFF” states occur. We
conduct imaging for a sufficiently long time so that the final
event is always “OFF,” as photobleaching. Then the num-
ber of “ON” states, i.e., the number of recorded spots per
RNA (N,) is fitted by the negative binomial distribution
(Fig. 5A, B):
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N,+r-1
N

P(No;VaP):[ j(l—p)’ v

0

These N, values are the observables which we extract from
DBSCAN analysis for multiple clusters and from multiple cells,

and by fitting this data we obtain p and 7 values (Fig. 5B).

. Generation of P( N|C) matrix: To obtain the number of RNAs

in the cases of high-expression level, or granule forming, we
utilize the convolution of negative binomial distribution.
When there are RNAs with a copy number of C in a cell,
given the distribution of N, per RNA, we can expect the
distribution of a total number of spots (N) given the copy
number of C to be:

P(N|C)=P(N3»'C,p)= (N N 1J(1 -0)" b

N

Based on this, we simulate a matrix of P(N|C):
P(N'=1C'=1) - P(N'=1C" =)
P(n|c)= : :
P(N'=n|C'=1) -+ P(N'=#|C'=¢)

. Copy number calculation: According to Bayes’ theorem and

the law of total probability, probability of cells with N spots
having RNA copy number of C can be calculated by:

_PNIOP(©)__ P(NIO)

P(N) 2 P(NIC)P(C)

Assume P(C') is uniform for all possible copy numbers, i.e.,
P(C’) = P(C),

P(C|N)

P(CIN) = NIC)

Y P(NIC)

Then the expectation value of the RNA copy number C under the
condition of observing N spots per cell is

ZC,P(N|C')C'

2. P(N[C)

E(CIN)= ZC’P(C’|N’) =

here P(N|C') is obtainable from the constructed probability mass
function matrix, P(#|c) from step 4. Fig. 5C shows the distribution
of RNA copy number per cell for multiple cells in different condi-
tions in SgrS induction (also refer to Fig. 1).
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4 Notes

. Stellaris® Probe Designer 4.2 is a free program that designs

probes based on the nucleotide sequence provided by the user.
Maximizing the number of probes against a target increases
the signal-to-noise ratio during imaging. Make sure that
probes are not targeted to sequences involved in stable second-
ary structures.

. The reaction can be scaled up when needed. In general, the

amount of fluorophore used should be 25-30-fold in excess
of the molar concentration of oligos. The exposure of fluo-
rophore to room temperature should be minimized.
Wrapping the tube with aluminum foil helps minimize its
exposure to light.

. The number of cells is estimated from ODgyy. ODgyy of 1 cor-

responds to a cell density of 3 x 103-1 x 10? depending on
specific spectrometers.

4. Cells in 70% ethanol can be stored at 4 °C for a few weeks.

10.

. It is optional to perform postfixation; however, it can help

preserve the hybridization of probes for longer. For postfix-
ation, wash the cell sample with 200 pL of 1x PBS. Resuspend
the pellet in 100 pL of 4% formaldehyde in 1x PBS and incu-
bate for 10 min at room temperature on a nutator. Afterward,

centrifuge, remove supernatant, and perform one more wash
with 200 pL of 1x PBS.

It is highly recommended to image the cells when they are
fresh to prevent signal loss due to probe dissociation.

Since pH will change over time due to the activity of glucose
oxidase, imaging has to be done within ~ 1 h.

. Cell counting can be done either by eye or by commercial soft-

ware, such as Nikon NIS-Element’s Analysis Explorer — “Cell
count” feature.

An alternative way to correct the drift is to track the position
of a fiducial marker, such as a nano-diamond, during data
acquisition.

The choices of Npts and Eps are empirical depending on the
specific microscopic setup, number of probes per RNA, fluo-
rophore, and imaging conditions. It is recommended to try
different combinations of Npts and Eps, and visually validate
the clustered data compared to raw data. In addition, experi-
mental validation, such as quantitative PCR, is reccommended
to compare with the copy number calculation from imaging
approach.
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Extraction and Analysis of RNA Isolated from Pure
Bacteria-Derived Outer Membrane Vesicles
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Abstract

Outer membrane vesicles (OMVs) are released by commensal as well as pathogenic Gram-negative bacteria.
These vesicles contain numerous bacterial components, such as proteins, peptidoglycans, lipopolysaccha-
rides, DNA, and RNA. To examine if OMV-associated RNA molecules are bacterial degradation products
and/or are functionally active, it is necessary to extract RNA from pure OMVs for subsequent analysis.
Therefore, we describe here an isolation method of ultrapure OMVs and the subsequent extraction of
RNA and basic steps of RNA-Seq analysis. Bacterial culture, extracellular supernatant concentration, OMV
purification, and the subsequent RNA extraction out of OMVs are described. Specific pitfalls within the
protocol and RNA contamination sources are highlighted.

Key words Bacteria, RNA, Outer membrane vesicle (OMV), Gram-negative, Sequencing, Analysis,
Extraction, Ultracentrifugation, Ultrafiltration, Density gradient

1 Introduction

The secretion of outer membrane vesicles (OMVs) is a common
phenomenon apparent in many Gram-negative bacteria [1]. OMVs
are spherical nanovesicles with an average diameter of 20-200 nm
and are composed of LPS, protein, lipids, and nucleic acid [1]. The
amount of secreted-OMVs as well as their content is dependent on
the bacterial growth environment [2], and therefore OMVs can
play a function in intra- and inter-species [ 3, 4] and even in inter-
kingdom communication [5-8]. Interestingly, it has recently been
shown that an OMV-associated small RNA molecule disseminated
from Pseudomonas aecruginosa is able to trigger a functional
response in its host target cell [9]. Thus, analogous to observations
in eukaryotes it seems possible that OMVs not only protect
bacterial extracellular RNA but also represent means of transfer of

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_13, © Springer Science+Business Media, LLC 2018

213



214 Janine Habier et al.

RNA molecules to recipient cells where they could be functionally
active. Whether, this mechanism of inter-kingdom communication
is restricted to Psendomonas aeruginosa or if it is a common phe-
nomenon in Gram-negative bacteria still remains unclear.

Bacterial extracellular RNA has recently been described for dit-
ferent bacterial species and environments [ 10-13]. Bacteria secrete
products into the extracellular environment either through their
secretory systems via continuous or discontinuous passages across
the bacterial membrane or by the release of OMVs [1, 10, 14].
Another origin of extracellular bacterial RNA is the release of such
molecules from decomposing or disrupted cells. As the extracellu-
lar RNA can thus originate from different sources, it is likely that
the different fractions of RNA molecules also present distinct func-
tions. To investigate this theory, it is necessary to analyze the dif-
ferent RNA subpopulations individually.

Therefore, we describe here a protocol on how to isolate non-
OMV-associated and OMV-associated RNA. The protocol allows
the extraction of total RNA, large RNA, or only small regulatory
bacterial RNA molecules. We also highly recommend to control
the percentage of dead bacteria in the bacterial culture of interest.
Furthermore, it is important to note that OMV-associated RNA is
only present in the extracellular environment in very low amounts.
Consequently, extracellular RNA-Seq is prone to be enriched in
RNA contamination sequences. Therefore, we highly recommend
to include controls for contamination, such as extraction blanks.

2 Materials

It is worth noting that all the materials and methods described
within this chapter have been applied and optimized for the cultur-
ing of Salmonelln enterica subsp. enterica strain LT2 (henceforth
referred to Salmonelln), and thus culturing conditions and biomo-
lecular extraction methods might need to be optimized for other
Gram-negative species. Furthermore, we focus within this protocol
on the extraction of small RNA out of OMVs, but in principle, this
protocol can also be used to extract total RNA from OMVs or
from the OMV-free extracellular environment.

All solutions should be prepared using ultrapure water (sensi-
tivity of 18 MQ-cm at 25 °C) and analytical grade reagents. Prepare
and store all reagents at room temperature (unless indicated other-
wise). All working areas should be cleaned as much as possible with
an RNase decontamination solution, and certified RNase-free lab
material should be used during the whole protocol execution.
Precisely execute biosafety and standard operation procedures in
order to follow all waste disposal regulations when disposing waste
materials.



2.1 Minimal
Bacterial Culture
Media M9 (see Note 1)

2.2 Bacterial Live/
Dead Staining (see
Note 2 and Fig. 1)

2.3 Ultrafiltration
(see Note 3)
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. M9 Salts 5x: 800 mL H,O and add 64 g Na,HPO,-7H,0,

15 g KH,POy4, 2.5 g NaCl, 5.0 g NH,CI. Stir until dissolved.
Adjust to 1000 mL with distilled H,O. Sterilize by autoclav-
ing. 5x media should be kept at 4 °C until use.

2. 3000 mL of distilled autoclaved H,O.
. Autoclaved 50 mL 1 M MgSO,: add 6.0183 g of MgSO, into

50 mL of distilled H,O, dissolve, and autoclave (place at 4 °C
until use).

. Autoclaved 50 mLL 1 M CaCl,: add 5.549 g of CaCl, into

50 mL of distilled H,O, dissolve, and autoclave (place at 4 °C
until use).

. M9 media 1x: add 600 mL of M9 salts 5x, 6 mL of 1 M

MgSO,, 300 pL of CaCl,, 12 g of glucose in powder into an
autoclaved 5 L Schott bottle. Adjust to 3000 mL with distilled
autoclaved H,O. Filter sterilization should be done using a
steritop filter (0.2 pm). 1x M9 media should be prepared on
the day of use.

. LIVE/DEAD® BacLight™ Bacterial Viability Kit: SYTO 9

dye, 3.34 mM (Component A), 300 pL solution in DMSO,
Propidium iodide, 20 mM (Component B), 300 pL solution
in DMSO, BacLight mounting oil (Component C).

. Tangential flow filtration device (Quixstand Benchtop System)

using 100 kDa hollow fiber membrane and all the following
solutions to wash the tangential flow device.

2. Phosphate-buffered saline, PBS 1x: heat to 50 °C.

. Sterile distilled water, 5 L.

Fig. 1 Example of a Live/Dead stain for Salmonella grown in M9 minimal media (ODgg: 1). 1 mL of the
Salmonella culture has been stained with a commercially available Live/Dead stain following the supplier’s
recommendations, whereby all Salmonella cells are stained in green (syto 9) and only the dead cells are
stained in red (propidium iodide). The left image shows all the Salmonella cells present on the imaged area of
the slide and the right image shows the dead cells within the same imaged area. Scale bar: 10 pm
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2.4 Ultra-
centrifugation (see
Note 4 and Fig. 2)

2.5 lodixanol
Gradient Separation
Protocol (see Fig. 3)

2.6 SDS-PAGE
and Immunoblotting

4.

NaOH-NaOCI solution (0.5 M—-300 ppm): 10 g NaOH and
0.03% NaOCI in 500 mL sterile distilled water; heat to 50 °C.

. Precooled Beckman ultracentrifuge with a fixed angle rotor

(90 Ti) and precooled thickwall, polypropylene, (10mL, 16 x
76mm) ultracentrifugation tubes.

. Optiprep diluent buffer, ODB: 50 mM Hepes, 1.19 ginto 500

mL of distilled water, and 150 mM NaCl, 4.24 g into 500 mL
of distilled water, pH 6.8. Filter sterilization should be done
using a steritop filter (0.2 pm) and the ODB should be stored
at 4 °C until use.

. Optiprep diluent buffer (ODB): see Subheading 2.4.
. OptiPrep™ Density Gradient Medium: Iodixanol solution.

. Precooled Beckman ultracentrifuge with swinging bucket rotor

(SW40 Ti) and precooled thinwall, polypropylene, (14 mL,
14 x 95 mm) ultracentrifugation tubes.

. 12% Bis-Tris selfcasted or precasted gels.
. SDS-PAGE running buffer, 1x: 50 mM MOPS, 50 mM Tris

Base, 0.1% SDS, 1 mM EDTA, pH 7.7: To prepare 500 mL of
20x MOPS SDS Running Buffer, dissolve 104.6 g of MOPS,
60.6 g of Tris Base, 10 g of SDS, and 3.72 g of EDTA in

400 mL ultrapure water; mix well and adjust the volume to

Fig. 2 Example of crude OMVs isolated from Salmonella grown in M9 media. An
electron microscopy micrograph showing OMVs of sizes ranging from 20 to
around 100 nm. The scale bar represents 50 nm. The long tubular structure in
the middle of the micrograph represents flagellum, pilus, or fimbrium. The pres-
ence of these structures shows that crude OMVs are not pure and are still con-
taining large protein complexes
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Fig. 3 lllustration of the bottom-up density gradient ultracentrifugation. Before
ultracentrifugation, visible separations between the different density fractions
can be observed (intact lines), whereas no clear visible layers are observable
after ultracentrifugation (dashed lines). Crude OMVs are loaded in the bottom
fraction and during ultracentrifugation vesicles migrate into the lower density
fractions, while non-vesicular structures remain in the high density fraction.
1 mL fractions are taken from the top to the bottom and can then be further
analyzed for the presence of vesicles

500 mL with ultrapure water; the buffer is stable for 6 months
when stored at 4 °C. For electrophoresis, dilute this buffer to
1x with water. The pH of the 1x solution is 7.7. Do not use
acid or base to adjust the pH.

3. Precision Plus Protein All Blue Standards (or any other protein
ladder for polyacrylamide gels). For the lysis, denaturation and
protease protection of the OMV samples: RIPA bufter, mini
complete protease cocktail and Laemmli buffer with 10%
B-mercaptoethanol.

4. Transter Buffer: Mix 1 vol of 10x Tris/Glycine /SDS with 2
volume of methanol and 7 volume of ultrapure water. For 1 L:
mix 100 mL of 10x Tris/Glycine /SDS, 200 mL methanol and
700 mL water. Store at 4 °C.

5. Blocking butffer: For 50 mL, mix 5 mL of 10x PBS and 1.5 g
BSA and fill up to 50 mL with ultrapure water. Store at 4 °C.

6. Washing buffer: For 500 mL, mix 50 mL of 10x PBS and
2.5 mL of Tween-20. Store at 4 °C.

7. Polyvinylidene difluoride (PVDF) membrane and western
blotting filter paper.

8. First and second antibody dilution buffer: For 10 mL, mix
1 mL 10x PBS, 0.3 g BSA, and 0.05 mL Tween-20. Prepare
fresh for each SDS-PAGE.

9. First and secondary antibody. As an example, we use in the
protocol as a first antibody a rabbit anti-Salmonelln typhi outer
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2.7 Trichloroacetic 1.
Acid (TCA)

Precipitation 2
(see Note 6)

2.8 Small RNA 1.
Extraction (see Note 7)

protein A and as a second antibody a goat anti-rabbit coupled
to HRP (see Note 5).

20% of w/v TCA: for 100 mL: 20 g of TCA filled up to
100 mL with ultrapure water.

. 80% ice-cold acetone: 40 mL of 100% acetone and 10 mL of

sterile distilled water.

Any commercially available kits allowing the extraction of small
RNA.

. 10 pg/mL lysozyme solution: add 1 mg of lysozyme to 1 mL

of ultrapure water (1 mg/mL solution), mix, and dilute 100x
to obtain a 10 pg/mL solution. The lysozyme solutions should
be prepared just before the small RNA extraction and should
not be stored for further use.

. RNA clean & concentrator-5 kit (supplied with DNase I).

4. Agilent 2100 Bioanalyzer and Agilent Small RNA kit.

2.9 Small RNA 1.

Sequencing and Basic
Analysis

To prepare a small RNA sequencing library different commer-
cially available kits (NEB, Trueseq Illumina; or Perkin Elmer)
can be used and the library can be sequenced using a single-
end sequencing strategy on an Illumina Genome Analyzer,
MiSeq, or NextSeq, where the maximum read length is set to
50 nt.

. The data analysis can be performed on any computer having a

command-line available (Linux/Mac) and Perl (http://www.
perl.org) installed.

. To process the data, the following software is needed: FastQC:

tfor sequence data quality control [15], FASTX-Toolkit: for
trimming and processing of sequence data [16], NovoAlign/
Novolndex: for mapping sequence data onto a reference
genome [17, 18], HTSeq: Python tool to count RNA-Seq
sequencing reads for genomic features [19], DESeq: R pack-
age for differential expression analysis [20, 21].

3 Methods

Carry out all experimental procedures at room temperature unless
otherwise specified.

3.1 Bacterial 1. Inoculate Salmonella from a pure glycerol stock into 3 mL of

Culturing

M9 defined media (see Note 1) and grow this pre-culture for
6-8 h a day at 37 °C with a rotation of 200 rpm (se¢ Note 8).

2. When the pre-culture reached an ODy of around 1, inoculate

2 x 1.5 L of M9 media with the pre-culture by splitting it into


http://www.perl.org
http://www.perl.org

3.2 Live/Dead
Staining and Crude
OMV Isolation via
Ultrafiltration and
Ultracentrifugation

OMV —Derived RNA Isolation 219

two. Incubate these cultures at 37 °C, overnight, with a rota-
tion of 160 rpm. When the ODyg is between 0.5 and 1 (see
Note 9), pursue with Subheading 3.2.

. It is highly recommended to include a Live/Dead staining of

the bacterial culture used for the isolation of outer membrane
vesicle (OMV)-derived RNA (see Notes 2 and 9). For this
staining, any commercially available kit can be used. If over
95% of the bacterial culture stain as viable cells (Fig. 1), it is
recommended to pursue with the OMV-derived RNA isola-
tion procedure.

. Spin down the 3 L of bacterial culture for 30 min at 4700 x g

at 4 °C. Take oft the supernatant and place it into an auto-
claved clean flask (the supernatant contains the OMVs). After
having taken the desired amount of the bacterial culture for
bacterial-derived RNA extraction (see Note 10), discard the
remaining of the bacterial pellet as recommended by the bio-
safety rules appropriated for the bacterial type used. Filter the
supernatant containing the OMVs through a 0.22 pm or
0.45 pm filter in order to eliminate the remaining bacteria that
are still present in the supernatant. Use this filtered superna-
tant and concentrate it by using ultrafiltration.

. Use a Quixstand Benchtop System (or any other tangential

flow device) equipped with a 100 kDa hollow fiber mem-
brane to concentrate the bacterial supernatant 50-fold fol-
lowing the supplier’s recommendations (se¢e Note 11). All
supernatant that is not placed immediately into the tangential
flow device should be kept at 4 °C until use. The concentrate
(60 mL) should be filtered again through a 0.22 or 0.45 pm
in order to be sure that no bacterial cells remain in the super-
natant. Store the concentrate overnight at 4 °C or go on with
ultracentrifugation.

. Place the concentrate into precooled 10 mL ultracentrifuge

tubes uniformly. Place the balanced tubes into a Beckman
ultracentrifuge with a rotor 90 Ti (fixed angle rotor; the rotor
and centrifuge should be precooled at 4 °C before use) and
run with 150,000 x g for 2 h at 4 °C. After ultracentrifugation,
the tubes should be turned upside down and the last drops
should be absorbed on a tissue paper. The OMV pellets should
be dissolved and pooled in 500 pL of ODB (depending on the
amount of bacterial culture and the type of bacterial media
used the crude OMYV pellet will be visible or not; see Notes 1
and 11). The crude OMVs resuspended in buffer can be stored
for 10 days at 4 °C. It is important to note that the pellet iso-
lated at this step is highly enriched in OMVs but still contains
larger protein complexes which may associate with RNA (see
Note 4 and Fig. 2) [10]. Therefore, we recommend to pro-
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ceed with an iodixanol gradient separation in order to obtain
pure OMVs. If) however, only a crude OMV isolation is
desired, then the protocol can be stopped here and the pellet
can be resuspended in 1x PBS or ODB. RNA extraction can be
performed from crude OMVs if the absolute proof that a given
RNA is associated with OMVs for follow-up experiments is not
required. In that scenario, please skip Subheadings 3.3 and 3.4
and continue with Subheading 3.5.

3.3 Isolation of Pure  All the steps should be performed on ice.

OMVs via lodixanol
Gradient Separation

(Fig. 3)

1.

2.

Prepare the different OptiPrep™ density solutions by follow-
ing the pipetting scheme shown in Table 1.

Follow a bottom-up approach to build up the density gradient
within a 14 mL ultracentrifugation tube. For this, pipette the
2 mL 45% OptiPrep™-sample solution within the bottom of
the tube and overlay carefully with the 2 mL 40% OptiPrep™-
ODB solution. Continue to overlay with each of the 2 mL
solutions prepared in step 1 using the 35-20% OptiPrep™-
ODB solution until obtaining a 12 mL density gradient where
the different layers are visibly separated.

. Place the ultracentrifuge tube containing the density gradient

into a precooled bucket and place it into a precooled swinging
bucket rotor (SW 40 TI). In the opposing bucket, place a bal-
ancing tube. Run the ultracentrifuge with 100,000 x g, for
16 h at 4 °C and importantly switch off the break of the ultra-
centrifuge so that the different density fractions that will form
during ultracentrifugation will not be disturbed while the
ultracentrifuge breaks. When running the ultracentrifuge at
100,000 x g without break it takes about 40 min to stop once
the run has finished.

Table 1
lodixanol gradient pipetting scheme for one tube

OptiPrep™ (mL) Sample (mL)
45% OptiPrep™-sample 1.5 0.5
OptiPrep™ (mL) ODB (mL)
40% OptiPrep™-ODB 1.3 0.7
35% OptiPrep™-ODB 1.2 0.8
30% OptiPrep™-ODB 1.0 1.0
25% OptiPrep™-ODB 0.8 1.2

20% OptiPrep™-ODB 0.7 1.3
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4. Once the ultracentrifugation is finished, collect 1 mL fractions
from top to the bottom of the gradient. Keep them separated
and store on ice. From each fraction take 12.5 pL to check for
the OMV presence using SDS-PAGE (see Subheading 3.4).
Store the remaining 987.5 pL at 4 °C until use.

3.4 SDS-PAGE To identify the iodixanol density fraction that contains pure OMVs,

and Immunoblotting SDS-PAGE and immunoblotting can be used (see Notes 5, 12 and
Fig. 4). In a pure OMYV fraction, protein components of Salmonelln
flagella should not be detectable.

1. To prepare the SDS-PAGE sample, add to each 12.5 pL ali-
quot from the 12 individual iodixanol fractions, 5 pL. of RIPA
buffer and 2.8 pLL of 7x complete mini protease. Incubate the
samples on ice for 5 min. Then, add 7.5 pL of
f-mercaptoethanol-containing 4x Laemmli buffer to each

sample. Heat the samples for 5 min at 95 °C. Samples can now
be stored at —20 °C or used for SDS-PAGE immediately.

2. Fill the gel running chamber with 1x SDS-PAGE running buf-
fer and load the samples prepared in step 1, as well as an appro-
priated protein ladder on a 12% Bis-Tris gel. Run the
SDS-PAGE with 200 V for 40 min. Stop migration, remove
the gel, and proceed with western blotting.

3. Pre-soak PVDF membrane in methanol, then equilibrate in
transfer buffer. Also, equilibrate 2 extra thick filter papers in
transfer buffer. Prepare the western-blot sandwich as follows
within a semidry blotter: filter paper-PVDF membrane—Bis-
Tris gel-filter paper. Transfer with 25 V, 380 mA for an appro-
priated amount of time allowing the transfer of proteins with a
molecular weight in the range of the protein of interest.

Fig. 4 Combination of electron microscopy and SDS-PAGE to identify iodixanol gradient fractions containing
pure Salmonella-derived OMVs. (a) 10 uL out of the 1 mL fractions of all the individual 12 iodixanol gradient
fractions had been analyzed for the presence of Salmonella typhi outer membrane protein A (OmpA) by SDS-
PAGE. Fraction 1 being the lowest density fraction and fraction 12 being the highest density fraction. OmpA, an
OMV-associated protein, is detected in fractions 4-8. (b) Electron micrographs showing that in fractions 4-8
spherical structures are present (OMVs have an average diameter of 20200 nm and are bilayered). Scale bars
are all 50 nm, except the scale bar in fraction 4 which represent 100 nm
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4. Block the membrane with blocking buffer for 1 h. Wash the

membrane 3 times for 5 min using the washing buffer. Incubate
the membrane for 1 h with a first antibody directed against the
protein of interest (we used antibody directed against
Salmonelln typhi outer membrane protein A: see Notes 5 and
12). Alternatively, the membrane can also be incubated with
the primary antibody overnight at 4 °C. Wash the membrane 3
times for 5 min and incubate the membrane with an appropri-
ated HRP-conjugated secondary antibody. Reveal and visual-
ize the protein of interest by addition of peroxidase substrate
and subsequent light detection by a CCD camera or photo-
graphic film. Identify the iodixanol fractions that contain
OMVs and proceed with Subheading 3.5 with the 987.5 pL of
these fractions set aside in Subheading 3.3 (Note 13).

3.5 Trichloroacetic TCA precipitation should be avoided if intact OMVs are required
Acid (TCA) for subsequent analyses (se¢ Note 6).
Precipitation

3.6 Small RNA 1.

Extraction from Pure
OMVs

1. To each of the 987.5 pL. OMV-containing fractions obtained

in Subheading 3.3 and identified in Subheading 3.4, add 4 mL
of ODB and 5 mL of 20% w /v TCA to achieve a final concen-
tration of the TCA solution of 10% w/v. Vortex and incubate
on ice for 30 min. Centrifuge for 30 min at 17136 x4 at 4 °C.
Discard the supernatant carefully and resuspend the pellet in
450 pL ice-cold 80% acetone. Centrifuge for 30 min at
10,000 rpm at 4 °C. Discard the supernatant carefully and dry
the pellets (either let the pellets air-dry or use a vacuum pump).
It is recommended to do for each OMV-containing fraction an
individual TCA precipitation in order to dilute as much as pos-
sible the OptiPrep™ remaining in each fraction. When the pel-
lets are dry, resuspend and pool them in 100 pL. ODB. Keep
the resuspended biomolecules at 4 °C and continue with
Subheading 3.6.

Before isolation of RNA molecules from OMVs, the vesicles
need to be lysed in order to release the RNA molecules. Add
10 pL of 10 pg/mL lysozyme solution, freshly prepared, to the
precipitated OMV sample. Incubate for 5 min at room
temperature.

. Proceed with the extraction of RNA from the biomolecular

fractions precipitated in Subheading 3.5 using either spin-
column chromatography or phenol-chloroform extraction (see
Note 7).

. Isolated RNA can then further be concentrated using any

commercial available clean-up and concentrator spin-columns
that allow concentration of small molecules (<200 nt). Some
concentrator columns can also be used to separate small and
large RNA into individual fractions.
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4. Finally, to digest any residual contaminant DNA within the
isolated RNA sample, it is reccommended to treat the extracted
RNA with a DNAse.

3.7 Small RNA-Seq 1. All small RNA extracted out of OMVs (3 L Salmonelin culture
in M9 media) should be used to prepare a sequencing library
(see Note 1 and Fig. 5). Small RNA-Seq libraries can be pre-
pared using commercially available kits and the library can be
sequenced using a single-end sequencing strategy on an Illumina
Genome Analyzer, MiSeq, or NextSeq, where the maximum
read length is set to 50 nt. As OMV-derived small RNA samples
are rather low yield samples, they are prone to contamination,
and therefore it is highly recommended to include in the
sequencing library a blank sample that has been processed
exactly as the “real” samples, just that for this sample no bacteria
had been inoculated in the growth media (se¢ Note 7).

2. Optimal coverage and read depth are dependent on the experi-
mental setup. A guide to determine recommended coverage and
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Fig. 5 Enriched broth media contains small RNA and the amount of small RNA released into OMVs varies dras-
tically according to the growth environment of the OMV-secreting bacteria. Electropherograms of small RNA
fractions isolated from density-gradient purified vesicles out of a rich broth media (light blue), of a Salmonella
culture grown in a rich broth media (dark green) or of a Salmonella culture grown in a minimal chemically
defined media (red). The electropherogram represented in dark blue shows the migration time and fluorescent
unit of a water control sample. The OMV-secreting bacteria have been cultured to a similar 0Dgg, within the
chemically defined minimal media or the broth media and the supernatant volume used to isolate the small
RNA has been identical for the three samples shown here
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3.8 Small RNA-Seq
Analysis

1.

read depth is available in the following link: https://genohub.
com/recommended-sequencing-coverage-by-application/.

For reference genome data acquisition, download bacterial
genome sequences as well as known plasmid sequences in Fasta
format and the genome annotation in Genbank (.gb), GTF (.
gtf), or GFF3(.gft) format from the NCBI or EnsemblBacteria
webpages. For Salmonelln, the genome and plasmid sequences
(in Fasta format) and annotations (in Genbank format) are
available from NCBI, the genome accession AE006468
(https: //www.ncbi.nlm.nih.gov/nuccore /AE006468) and
the plasmid accession AE006471.1 (https://www.ncbi.nlm.
nih.gov/nuccore /AE006471.1) or EnsemblBacteria (http://
bacteria.ensembl.org/Salmonella_enterica_subsp_enterica_
serovar_typhimurium_str_sl1344 /Info/Index) (se¢ Note 14).

. For data preprocessing, FastQC [15], including visual inspec-

tion of QC reports, should be used to perform an initial quality
check (QC) of Fastq (.fq) format files per lane. Fastq files
should then be concatenated per condition and a second round
of QC using FastQC, including visual inspection of the QC
reports, should be performed and possible contamination/
adapter sequences from the QC report (listed as enriched
sequences) should be removed with the FastX-Toolkit [16].
The QC should be performed until FastQC detects no enriched
adapter/contamination sequences anymore. Sequences are
trimmed based on a Phred quality score threshold of 25 (nucle-
otides with lower quality are trimmed from the end of the
sequence, and the Phred quality score of >25 has to apply for
100% of the bases in a sequence). Within small RNA Salmonelln
datasets, sequences with a length lower than 17 bp are prone
tor cross-mapping and therefore it is recommended to fix the
minimum sequence length to 17 bp and to discard reads with
a length < 17 bp. The remaining sequences are collapsed, so
that identical sequences are represented by one sequence, but
the information of the original read count is maintained in the
read identifier.

. For read mapping, a genome sequence index should be con-

structed with Novolndex [17]. For example, for a Salmonelin
dataset, a Salmonelln “genome” consists of the Salmonelln
genomic and plasmid sequence. Additional sequence indices
should be built for genomes that are used for contamination
filtration (e.g., human and/or yeast genomes). The mapping
of trimmed sequence reads is performed with the following
parameters using Novoalign [ 18] onto the Salmonella genome:
the maximum acceptable mapping score of 60, which corre-
sponds to 2 mismatches—no homopolymer filtering—a mini-
mum length of 6 bp need to align—all mapping locations
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(multiple) are reported, and the number of recorded mappings
is limited to 51, which applies to the number of mappings with
a score equal to the best alignment. When this limit is getting
reached no further mappings are recorded and the search for
this read is stopped.

. Finally for annotation, successfully mapped reads are anno-

tated for the genes of interest with a weighted score account-
ing for cross-mapping correction [22 ]. For example, annotation
is done based on the Salmonelln genome (AE006468) and
plasmid (AE006471.1) NCBI Genbank, GTF or GFF3 files.
The annotation for genetic features should comprise the
assignment of different RNA types, which are “gene,” “CDS,”
“tRNA,” “rRNA,” “ncRNA,” “tmRNA,” “unknown,” and, if
available, some literature annotations for RNAs that could be
available for other bacterial strains of interest. “CDS” refers
here to the coding region of protein-coding genes. Reads are
counted per genetic feature using the HTSeq tool [19] for
each sample using any annotation file as input. If desired, dif-
ferential expression analysis can then performed based on the
count tables derived from HTseq using the R package DESeq
[20, 21]. A detailed description can be found here: http://
bioconductor.org/packages/release /bioc/vignettes/
DESeq/inst/doc/DESeq.pdf.

4 Notes

. For the bacterial culture, alternatively to chemically defined

minimal media, enriched bacterial culture media, such as
Lysogeny Broth (LB), can also be used. In that case, 1 L of
culture is enough to obtain bioanalyzer-detectable amounts of
OMV-associated RNA. However, it is important to note that
non-bacteria-derived small RNAs are present in any broth
media (Fig. 5) and appropriate controls should be taken into
account. For example, for functional assays, small RNA
extracted from only LB should also be tested for their func-
tionality in comparison to the bacterial OMV-derived small
RNA. For small RNA sequencing not only OMV-derived small
RNA should be sequenced but also LB-derived RNA.

It is also important to note that the amount of OMVs pro-
duced by bacteria [2, 23] and the amount of small RNA
released into OMVs by bacteria does vary drastically depend-
ing on their growth environment (Fig. 5).

2. Any other bacterial viability measurement can be used. The

Live/Dead staining of the cultured bacteria is only to assure
that the extracellular small RNA is indeed extracted from OMVs
that were actively released by intact bacteria and is not due to a
contamination by small RNA released by dead bacteria.


http://bioconductor.org/packages/release/bioc/vignettes/DESeq/inst/doc/DESeq.pdf
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3. Very low yield samples are always prone to contamination, and

therefore it becomes essential to clean thoroughly the hollow
fiber membrane and tubing from the ultrafiltration device. To
get rid of nucleic acid contaminants, it is recommended to use
NaOH-NaOCI (0.5 M-300 ppm) as a cleaning agent. To per-
form a more effective cleaning, the cleaning solution should be
preheated to 50 °C before use. Clean ultrafiltration device in a
closed loop for 1 h and rinse several times with water before
concentration of the sample.

. After ultrafiltration and ultracentrifugation of the bacteria-

derived supernatant the recovered pellet is enriched in OMVs,
but it does not contain pure OMVs (Fig. 2). If no pure OMV
sample is required, the protocol can be stopped here and the
OMVs can be resuspended in PBS 1x.

. If no Salmonelln strain is used to isolate bacteria-derived

OMVs, then an antibody directed against an outer membrane
protein of that given species might be used instead. It is
important that electron microscopy analysis or any other tech-
nique allowing the detection of vesicles within a given sample
correlates with the results of SDS-PAGE (Fig. 4 and also see
Note 12).

. If intact OMVs are required, then the TCA precipitation

should be avoided and pure OMVs can alternatively be gained
by following the subsequent method. Each 1 mL fraction col-
lected after the density gradient centrifugation does still con-
tain OptiPrep™, and to remove the latter, samples need to be
diluted in ODB. Therefore, each 1 mL fraction should be
transferred into a 10 mL ultracentrifugation tube and 8 mL of
ODB should be added. The samples should then be ultracen-
trifuged using a fixed angle rotor (90 Ti) (150,000 x g4 for 3 h
at 4 °C). After ultracentrifugation the supernatant should be
decanted carefully in order to not perturb the pellet (not visi-
ble if minimal growth media has been used), containing pure
OMVs. The pellets from the OMV-containing fractions (iden-
tified in Subheading 3.4) should be pooled and taken up in
either ODB or PBS 1x.

. RNA can be isolated from OMVs using phenol-chloroform

extraction or silica-column based approaches. Phenol-
chloroform extractions are more economic, and in combina-
tion with hot phenol provide higher lysis efficiency and there-
fore higher yields [3]. On the other hand, phenolic residues
can interfere with downstream analyses, such as preparation of
sequencing libraries, and the reagents are harmful. Silica-
columns for the isolation of small RNAs are commercially
available from a range of manufacturers and are applicable for
the isolation of bacterial small RNAs. As with all reagents, care
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has to be taken to control that kits are free of environmental
small RNAs, like rRNA fragments, which can skew analyses, in
particular when the number of RNA molecules in the samples
is low. In contrast to mRNAs, which are hardly ever stable
enough to contaminate lab-ware or reagents, small RNA can
form stable structures, which may be further stabilized on silica
matrices. Columns can be controlled by adding a defined
spike—in mix of small RNAs with appropriate lysis/binding
bufters, followed by washing and elution as usual. Eluates can
be sequenced or analyzed by qPCR. We have observed several
hundred thousands of contaminant RNA molecules per pl elu-
ate in one line of commercial columns. In our experience
microRNA enrichment columns of Norgen Biotek and
Machery Nagel were free of contaminating RNAs.

8. Always prepare a non-inoculated media control tube (to com-

9.

10.

11.

pare the turbidity: bacterial growth in the inoculated tube, to
have a blank for ODg, measurement and to see if the media
per se has not been contaminated with another microorganism
during the inoculation procedure).

An ODyy of 0.5-0.6 usually corresponds to the log or expo-
nential growth phase during bacterial culture. During the log
phase, bacteria are generally the most reproductive, and beyond
these ODgy values, bacterial population stabilize and then
decline. We observed that Salmonella culture grown in M9
media with an ODgy, of 0.7-1 allows to isolate more OMVs
compared to a culture with a lower ODg value. It is however
important to note that if OMV-derived RNAs are isolated
from the supernatant of a bacterial culture with an ODygg
above the exponential phase, it is crucial to check the viability
of the culture before extraction of the RNA in order to exclude
dead bacteria-derived RNA contamination in the OMV-
resulting RNA preparation.

If RNA extraction is required from the bacterial pellet, it is
recommended to snap-freeze a part of the bacterial pellet. To
avoid overloading of the extraction columns, only roughly 10?
bacteria should be loaded (for Salmonellan an ODgyy of 0.58
correspond approximately to 123 x 10° bacteria/mL). An
appropriated bacterial pellet should be snap-frozen and stored
at —80 °C until extractions will be done.

The yield of OMVs in the extracellular environment is very
low, and thus to obtain a visible pellet after ultracentrifugation,
a total volume of 5-7 L of bacterial culture should be used.
However, depending on the amount of OMV needed, the vol-
ume of bacterial culture can be reduced [24]. It is also impor-
tant to note that the amount of OMVs produced by bacteria is
dependent on the environmental conditions that the bacteria
encounter (see Note 1 and Fig. 5).



228

Janine Habier et al.

12.

13.

14.

In this protocol we suggest the use of SDS-PAGE to examine
the presence of OMVs within the individual iodixanol gradient
fractions. However, it is important to note that SDS-PAGE
can only be used if specific antibodies directed against OMV-
associated proteins are available. Moreover, SDS-PAGE should
be combined at least once with another technique allowing for
the detection of vesicles in order to correlate the presence of an
OMV-associated protein within a given fraction with the pres-
ence of intact vesicles within that same fraction. Techniques
that could be used are electron microscopy, single-particle
tracking, atom force microscopy, and high-resolution flow
cytometry [25-27]. We combined our SDS-PAGE experiment
with an electron microscopy analysis (Fig. 4). Therefore, we
collected 1 mL fractions from top to bottom of the iodixanol
gradient and added in each fraction 8 mL of ODB buffer in
order to dilute the iodixanol. We ultracentrifuged the 12 indi-
vidual fractions for 2 h at 4 °C at 150,000 x 4. After ultracen-
trifugation we discarded the supernatant and resuspended the
pellet in 100 pLL of ODB. For SDS-PAGE analysis we used
10 pL of each fractions and the remaining 90 pl. had been
fixed with 4% paraformaldehyde and analyzed by electron
microscopy (EM). We detected by SDS-PAGE the Salmonelin
typhi outer membrane protein A (OmpA) in fractions 4-8 and
by EM we observed vesicular structures in the exact same frac-
tions. Interestingly, we could not observe any vesicles by EM
in the high density fractions (fractions 10-12) and identically
we could not detect any OmpA by SDS-PAGE in these same
fractions indicating that no or almost no vesicles-free OmpA is
present in our sample. Interestingly, we were also unable to
observe any long tubular structure representing a flagella or
pilus or fimbria in the fractions 4-8, indicating the purity of
the vesicle preparation.

From the SDS-PAGE analysis not only OMV-containing
iodixanol fractions can be visualized but also iodixanol frac-
tions that are OMV-free (usually fractions 10-12).

As OMV-derived RNA samples are low yield samples, it is
important to control contamination sources, and thus
sequenced reads should be mapped against possible contami-
nation genomes and sequences, e.g., the human (current ver-
sion of the human genome (hg38) from the UCSC webpage
(https://genome.ucsc.edu/)) or yeast genomes (SGD data-
base; http://www.yeastgenome.org/) or the PhiX phage
sequence (NCBI accession number: NC_001422.1; https://
www.illumina.com/products/by-type /sequencing-kits /clus-
ter-gen-sequencing-reagents/phix-control-v3.html) that is
often used as a spike—in control for Illumina sequencing runs.
Unmapped “bacterial” reads from the analyzed dataset are
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mapped optionally against the human hg38 and yeast genome
to check for sample contamination using NovoAlign with the
same parameter as used for the mapping onto the genome of
interest.
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Chapter 14

Ahsolute Regulatory Small Noncoding RNA Goncentration
and Decay Rates Measurements in Escherichia coli

Florent Busi, Véronique Arluison, and Philippe Régnier

Abstract

Regulation of RNA turnover is of utmost importance for controlling the concentration of transcripts and
consequently cellular protein levels. Among the processes controlling RNA decay, small noncoding regula-
tory RNAs (sRNAs) have recently emerged as major new players. In this chapter, we describe and discuss
protocols that can be used to measure SRNA concentration in vivo and to assess SRNA decay rates in
Gram-negative bacteria. Precisely, we focus our analyses on the Escherichia coli Gram-negative bacterium
as a model. The information described in this chapter provides a guideline to help develop a protocol in
order to assess these important parameters and to identify RNA-processing enzymes involved in sRNA
degradation processes.

Key words Small noncoding RNA, Post-transcriptional control, Nucleic acid quantification, RNA

degradation
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1

Introduction

The degradation of RNAs in bacteria has been analyzed in detail
for years, and it is now well established that RNA stability depends
on numerous factors, which are mainly the presence of secondary
structures within the single-stranded RNA or mRNA translation
efficiency (for a recent review, see [1]). The whole RNA degrada-
tion process involves the organized and successive actions of a
series of ribonucleases, which may cleave within the RNA (z.e.,
endonuclease) or remove one nucleotide from the extremities of
the nucleic acid (i.e., exonuclease) (Fig. 1). As indicated below,
these nucleases sometimes need the assistance of cofactors in order
to modity the ends of the RNA or to unwind double-stranded
sequences (for a review see [1]) (Fig. 1). In Gram-negative bacte-
ria, more precisely in its best-characterized model E. coli, the first
major step that triggers decay is usually the cleavage of mRNA
within single-stranded (ss) regions by the endonuclease RNAse
E. Although alternative enzymes such as the RNAse III endonu-
clease can also initiate mRNA decay by cleaving in double-stranded
RNA regions, this RNAse has a less prominent role in mRNA
decay. Usually, RNAse E is found associated with other proteins in
a cellular complex called the degradosome [2]. In E. coli this com-
plex contains the exoribonuclease polynucleotide phosphorylase
(PNPase), an RNA-helicase (RhIB), and the enolase glycolytic
enzyme in addition to RNase E (Fig. 2). Following initial RNA
cleavage by the endonuclease, the RNA fragments can thus be
degraded, in a processive way, by the 3'-5’ exonucleases RNAse 11,
RNAse R, or PNPase (the latest being a part of the degradosome
complex). When the 3’ end of RNA fragments are protected by
stable secondary structures, poly(A) extensions synthesized by
poly(A) polymerase (PAP I) or melting of annealed nucleotides by
the RhIB RNA helicase (also a part of degradosome) can also facili-
tate the degradation by exonucleases. Finally, the essential oligori-
bonuclease Orn completes the degradation of the short
oligoribonucleotides into individual nucleotides available for fresh
rounds of RNA synthesis. While each step of RNA decay is impor-
tant, the first cleavage by RNAse E is considered to be kinetically
limiting. Nevertheless, RNAse E activity is allosterically activated
by the presence of 5" monophosphate ends, which may be gener-
ated ecither by an initial endonuclease cleavage, or by a protein
cofactor, the RppH pyrophosphatase. RppH is able to remove
pyrophosphates from the triphosphate 5’-end of the RNA. Note
that this RNA degradation machinery is organized in a structured
network localized in the vicinity of the inner bacterial membrane,
an organization that probably helps to temporally and spatially
coordinate the different activities [ 3].
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Pyrophosphate Endonuclease
removal cleavage

Fig. 1 General scheme for E. coli RNA decay. RNA pyrophosphohydrolase RppH trims off the 5’-pyrophosphate
of mRNA. RNase E preferentially cleaves internally in 5’-monophosphate RNA substrates. RNase Il has a lim-
ited role in mRNA processing, but plays a major role in SRNA decay. PNPase, RNase II, and RNase R exonucle-
ases carry out the 3’ — 5’ RNA degradation. RhiB helicase facilitates the degradation by exoribonucleases.
Similarly, addition of a poly(A) tail by PAP | facilitates the action of exonucleases. The essential exoribonuclease
Orn is responsible for completion of degradation of the short RNA fragments left by the other RNAses. Hfq
modulates translation and consequently RNA stability. It also interacts with RNAse E, facilitates the action of
PAP |, and binds directly with SRNA

Catalytic N-terminal domain C-terminal domain
0 529 564 582 71_9 ‘_!31 834 850 1021 1061
mb)| RhiB Eno PNPase -
h | Hfq lase
ams1 & rne3071 ACTR
- Rne131
thermosensitive
mutant
mutants ACTR

ACTR

rne1-417 mutant me1-653 mutant

Fig. 2 Structure of RNAse E and mutations used for decay analyses. RNAse E is a 1061 amino acid protein
essential for E. coli cells. It is made up of an N-terminal catalytic domain and a C-terminal domain, the later
containing regions that nucleate the formation of the degradosome complex as well as the inner-membrane
interacting region. Two thermosensitive mutations (rne7, originally named ams17, and rne1071) are found in the
first part of the catalytic domain. Different rme alleles coding for truncated RNAse E without CTR can also be
used (see Table 1)
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Table 1
Strains that can be used for the analysis

Strain name and genotype Phenotype Source
BL 322: thi-1 argH-1 sup44 [Rnc*] W. Studier
BL 321: thi-1 argH-1 supE44 rncl05 [Rnc] W. Studier
IBPC5321: thi-1, argGo6, argG3, his-4, mtl-1, xyl-5, tsx-29, [Rne*| [40]
rpsL, AlncX74
IBPC642: IBPC5321 amsl® zcf229::Tnl0 [Rne®] [41]
N3433: HfrH, lacZ43, -, relAL, spoT1, thi-1 [Rne*] D.Apirion
N3431: N3433 71¢3071 [Rne®] D.Apirion
IBPC637: N3431, rncl05 nadB51::Tnl0 [Rne®, Rnc], [33]
IBPC929: N3433 hfyl::Q(kan®, Bcll) [Hfg~] [42]
IBPC953: N3433 hfgA22-294 cycA30::Tnl0 (tet?) [Hfq™] [42]
MG1693: LAM-, thyA715, rph-1, deoC1 WT control CGSC
SK5665: MG1693, rnel [Rne®] [43]
SK5691: MG1693, pnp7 [Pnp~] [43]
SK5704: MG1693, rnel, pnp7, rnb500 [Rne®, Pnp~, Rnb®] [43]
SK5671: MG1693, rnel, pnp7 [Rne®, Pnp~] [43]
SK5715: MG1693, rnel, rnb500 [Rne®, Rnb®| [43]
SK7988: MG1693 penB::KmR [PAP-] [44]
IBPC690: MG1693 pcnB- [PAP-] [44]
IBPC667: SK5665 penB- [PAP-, Rne®] [44]
IBPC673: SK5704 penB- [PAP-, Rne®, Pnp~, [44]
Rnb*]
SK5006: MG1693, pDK39(716500) WT control [34]
SK5003: MG1693, pnp7, rnb500, pDK39(rnb500) [Pnp~, Rnb®] [34]
IBPC6790: thi-1, argE3, his-4, lncX74, mtl-1, xyi-5, tsx-29, [Rne*] [45]
supE44, rpsL, zce-726::Tnl0
IBPC6981: IBPC6790 rnel3l [RneACTD(584-1061)] [45]
SK9714: MG1693 7neA1018::bin, recA56, sriA300::Tnl0  [Rne*] S. Kuschner
Te®/pSBK1 [rne+, CmR ]
SK9714: MG1693 7neA1018::bin, recA56, srIA300::Tnl10  [Rne R169Q 47] [32]
TR /pRne-SG4
SK9714: MG1693 rneAl1018::bin, recA56, sriA300::Tnl0  [Rne T170A 89] [32]

Te®/pRne-SG5

(continued)
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Table 1
(continued)
Strain name and genotype Phenotype Source
SK9714: MG1693 rneAl018::bln, recA56, srIN300::Tnl0  [Rne [32]
Te®/pRne-SG31 T170A + A530-1061]
IT1568: W3110mlc [Hfq*] [29]
TM589: W3110mlc Akfy [Hfq ] [29]
EM1055: MG1655 Alac X174 [Hfq*] [46]
EM1265: EM1055 hfy-1::Q (kan;Bcll) [Hfg~] [14]
MC1000: F-, A (araA-len) 7697, [araD139]B/r, A (codB- ~ WT control CGSG
lncl)3, galK16, galE15(GalS), -, e14-, relAl,
rpsL150(strR), spoT1, mcrBI
AT8: MC1000 rnel—-417-cat [RneACTD(417-1061)] [3]
AT28: MC1000 rnel—417-kan [RneACTD(417-1061)] A. Taghbalout
AT27: MC1000 72¢1-659-kan [RneACTD(659-1061)] [3]
AT247: MC1000 Apcnb-an [PAP-] [3]
AT156: MC1000 Arnc-kan [RNAse III-] A. Taghbalout
FL1: MC1000 Arnb-kan [RNAse 117 [47]
AT165: MC1000 Akfy [Hfq ] [3]
AT160: MC1000 Akfyg-kan [Hfq] A. Taghbalout

Recently, new players in RNA decay appeared in this general
scheme. Indeed, small noncoding regulatory RNAs (sRNA) have
been proven to induce mRNA degradation in Gram-negative bac-
teria, although a few sRNAs may act as positive regulators [4]. This
destabilizing effect occurs mainly through binding of a specific
sRNA to its mRNA target, with the concomitant action of the
RNA-processing machinery. Indeed, RNAse III endonuclease
plays an important role in the degradation pathway of mRINA tar-
gets coupled to cognate sSRNAs. Furthermore, sSRNA often binds
in the vicinity of the ribosome-binding site (RBS), which causes a
stop in mRNA translation, which also promotes degradation of the
silenced transcript (for a review see [5]). As the Hfq protein plays
an important role in the mediation of sSRNA /mRNA interactions,
this protein also influences RNA decay [6]. On one hand, Hfq
mediated sSRNA-mRNA annealing triggers mRNA decay indirectly
while, on the other hand, a small RNA that is not associated to Hfq
is rapidly degraded, although the latter mechanism is not fully
understood. Furthermore, Hfq is also found to interact with other
proteins involved in mRNA decay such as Poly(A) polymerase and
RNAse E [7, 8], which may also influence its effect on RNA decay
in vivo.
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In this chapter, we intend to describe and discuss in detail the
different protocols and bacterial strains that can be used to mea-
sure SRNA decay and absolute concentration in E. coli bacterial
cell. Two main methods will be discussed.

2 Materials

2.1 Reagents

2.2 Mutant Strains
Affected
in sRNA Decay

2.3 Buffers
and Solutions

To ensure the reproducibility of the experiments described below,
we recommend using:

1. Phusion® High-Fidelity DNA Polymerase (from New England
Biolabs or Thermo Scientific) to produce DNA template for
transcription. Alternatively iProof DNA polymerase (from
Biorad) can be used.

2. RNeasy column from Qiagen for RNA purification.
3. SYBR green II is from Thermofisher Scientific.

A list of the strains that can be used for the analyses of SRNA decay
are summarized in Table 1. These strains are described in detail in
Subheading 3.1.1.

All solutions have to be RNAse-free.

. TE buffer: 10 mM Tris-HCI, 1 mM EDTA pH 8.0.
. TAE buffer: 40 mM Tris-Acetate, 1 mM EDTA pH 8.0.
. TBE buffer: 40 mM Tris-Borate, 1 mM EDTA pH 8.0.

. T7 RNAP transcription buffer (supplied with T7
polymerase).

s S NS ]

5. Denaturing gel-loading buffer: 60% formamide, 12 mM
EDTA, 0.03% bromophenol blue, 0.03% xylene cyanol.

6. RNA extraction Solution 1: 10 mM Tris—-HCl pH 7.5, 10 mM
KCL, 5 mM MgCl,.

7. RNA extraction Solution 2: 20 mM Tris—HCl pH 8.0, 200 mM
NaCl, 40 mM EDTA, 1% SDS.

8. Roti-Hybri-Quick ready-to-use solution for DNA and RNA
hybridization buffer (Carl Roth, this buffer is based on the
hybridization solution published by Church & Gilbert [9]).

9. Saline-sodium citrate SSC buffer 20x stock: 3 M sodium chlo-
ride, 300 mM trisodium citrate adjusted to pH 7.0 with HCI.

10. SYBR green qPCR ready-to-use Master Mix contains all com-
ponents for qQPCR, except primers and templates, and can be
obtained from manufacturers such as Roche Diagnostics,
Bioline, Thermo Scientific, Agilent, Biorad, and Promega.
Minor technical advantages can be observed with the mix from
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some manufacturers; this is especially due to components used
in the kit: in particular, the polymerase (processivity, proof-
reading activity or not and most importantly sensitivity to
inhibitors) as well as the dye and its physicochemical properties
(density of intercalation within the double stranded DNA, flu-
orescence quantum vyield, etc.). But overall one should be able
to achieve quantification experiments with any commercial kit
regardless of the manufacturer.

11. Qiagen RLT and RPE buffers (composition is confidential).

3 Methods

3.1 Cell Cultures
and RNA Extraction

3.1.1  Description

of Mutant Strains

of Particular Interest

for Determining

the Degradation Pathways
of SRNA

Contribution of RNAses and cofactors to the metabolism of a
sRNA and its target mRNA(s) can be determined by looking
whether the fate of a particular RNA is affected in mutant strains
failing to produce the active proteins. This is usually achieved by
comparing the concentration and the time course of decay of the
preexisting RNA after RNA polymerase inhibition by rifampicin in
strains containing and lacking RNAse(s) or cofactors (Table 1).

Available data indicate that RNAse E and PNPase are prominent
actors of processing and degradation of sSRNA whose metabolism
has been investigated [10-13]. In addition, RNAse E is recruited
to get rid of mRNAs silenced by sRNA [14, 5] and RNAse 111,
which specifically targets double-stranded RNAs, often catalyzes
the cuts which trigger decay of sRNA-mRNA duplexes [15].
Beside these main actors, one must also mention RNAse IT [11,
16], the Hfq RNA chaperone and the PAPI poly(A) polymerase
[17-19, 10], which favor sSRNA-mRNA annealing and facilitate
exonucleolytic decay of RNAs, respectively.

1. RNAse E strains. RNAse E is a polypeptide of 1061 amino
acids that is essential for cell viability, made up of'a N-terminal
catalytic domain (NTD) and a C-terminal domain (CTD),
containing polypeptide segments which nucleate formation of
complexes with the other degradosome components and the
inner membrane [20, 2, 21]. Two thermosensitive mutations
referred to as rmel, originally named amsl [22, 23], and
rnel071 are commonly used (Table 1). Both harbor point
mutations mapping at close locations in the NTD catalytic
domain (Fig. 2), which cause inactivation of RNA processing
at nonpermissive high temperature [24]. The role of the
RNAse E CTD can be investigated by means of 7ne alleles
encoding truncated polypeptides lacking part or all of this
multidomain half of the protein (Fig. 2). One of these alleles,
rnel31 [25], generated by a point mutation, gives rise to a
616 amino acid polypeptide terminated by 32 out-of-frame



238

Florent Busi et al.

residues, thus omitting most of the CTD (Fig. 2). The rnel31
strain containing thermosensitive RNAse E and the 7ze* con-
trol cells, grown at permissive temperature, must both be
shifted to 42 °C at the time of rifampicin addition in order to
detect whether RNase E affects RNA stability. Many other
strains harboring deletions of one or several domains of the
CTH have also been used to investigate the role of the degra-
dosome partners and membrane binding in RNA decay [20,
21, 26-30]. Initially characterized through its implication in
processing of rRNA precursors, RNAse E is now known to be
involved in maturation and decay of all kinds of RNA. This
plurality of substrate recognition capability has been attrib-
uted to the presence of a sensor pocket of the NTD able to
interact with the 5’ monophosphorylated terminus and struc-
tural motifs of the CTD, which bind internal parts of the RNA
[31]. Interestingly, strains harboring 7#¢ alleles affected at one
or both of these two sites (Table 1) allow investigation into
whether RNA decay follows a 5’ end-dependent or an inter-
nally initiated mode of decay [32].

. RNAse 111 strains. RNAse 111 is another major player of sSRNA

mediated regulations and sRNA metabolism. Although the
RNAse III deficient cells harboring the 7ncl05 allele grow
slightly more slowly than the rnc* strain, comparison of RNAs
in the rnc105 and 7zc + strains grown at 37 °C allows to deter-
mine whether RNAse III is involved in the metabolism of a
RNA. Considering that association of 7zel and 7ncl05 is not
viable in all genetic backgrounds, it is necessary to investigate
the effects of inactivation of both RNAse E and RNAse III on
the time course of RNA decay in a 7#21071-7#c105 double
mutant grown at permissive temperature, whose thermosensi-
tive RNAse E has been inactivated at 42 °C at the time of
rifampicin addition [33].

. PNPuase strains. Cells harboring the pnp7 allele are deficient for

PNPase. This allele can be associated with the nel, rnel071,
and 7zc105 alleles to investigate RNA metabolism in multiple
mutants lacking several ribonucleases. Notably, PNPase defi-
ciency is not compatible with the lack of another ribonuclease,
RNAse II, which also degrades the 3’ end of RNAs. Non-
viability of pnp-rnb (coding RNAse 1I) double mutants can be
overcome by using pnp200° or rnb5007 alleles, producing ther-
mosensitive PNPase and RNAse 11 [34-36].

. PAPI strains. It is also worth mentioning that strains deficient

for Poly(A) polymerase (penB) and the RNA chaperone Hfq
(hfg) have been used to study the role of these key players of
sRNA activity in decay rate of RNAs [17, 37, 5].

A list of the strains that can be used for experiments are
summarized in Table 1.
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3.1.4  RNA Furification
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Rifampicin is added in growing bacteria reaching the middle of the
logarithmic phase. Cultures are then continued and total RNA is
extracted from samples withdrawn just before and at several times
after inhibition of RNA synthesis (including # = 0). Rates of RNA
disappearance of specific RNA in different strains are then quanti-
fied on Northern blots or with RT-PCR.

Bacteria are usually grown at 37 °C except in the case of ther-
mosensitive strains that are cultivated at 30 °C before being shifted
to the nonpermissive temperature, which inactivates the thermo-
sensitive ribonucleases. In the case of RNAse E, the thermosensi-
tive 7ne-1" or rne-3071% (Table 1) and the 7ne* cells are grown at
the permissive temperature (30 °C) and rifampicin is added at the
time of the temperature shift to 42 °C, which inactivates the ther-
mosensitive RNAse E. Cells are then cultivated longer at 42 °C and
total RNA prepared and analyzed as a function of time as described
above. The same protocol is also applied to investigate the role of
other thermosensitive ribonucleases such as the 726500 encoded
RNAse II in strains lacking PNPase.

Because cells harboring 7zne-1% allele still grow at 37 °C due to
residual activity of the thermosensitive Rnel polypeptide, it is pos-
sible to examine RNAse E implication by comparing the amount
and the fate of a RNA in 7ze-1% and 7ne* cells grown at 37 °C [28].

1. When the culture of bacterial strains grown in appropriate con-
ditions reaches the appropriate ODgq, 10 mL of the culture is
added to an equivalent volume of pre-chilled (=20 °C) abso-
lute ethanol and kept on ice before step 2.

2. The different samples are then centrifuged at 12,000 x g for
5 min at 4 °C.

3. The bacterial pellet is re-suspended in 1.5 mL pre-chilled solu-
tion 1 (4 °C), and 1.5 mL of solution 2 (pre-warmed to 95 °C)
is added immediately.

4. The mixture is incubated for 2 min at 95 °C. The lysate can be
frozen after this step if necessary.

1. 3 mL of Acid Phenol:Chloroform:Isoamyl alcohol (25:24:1,
pH 4.5) is added to the bacterial lysate.

2. After vigorously mixing with a vortex, the mixture is incubated
at 65 °C for 15 min under agitation.

3. The tube is centrifuged at 10,000 x g for 15 min and the aque-
ous phase collected in another tube. This allows for the removal
of DNA which partitions into the organic phase.

4. This step has to be repeated a second time to maximize DNA
removal.

5. 3 mL of chloroform is added and the sample mixed vigorously
with a vortex.
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3.1.5 RNeasy Purification
Adapted for SRNA
(see Note 1)

3.2 Quantitative
RT-PCR Analysis
of Noncoding sRNAs

. The mixture is centrifuged at 10,000 x g for 15 min.
. The aqueous phase is collected and RNA precipitated with 0.1

volume of NaCl 5 M and 2.5 volumes of absolute EtOH.

. The pellet is washed with 70% EtOH and dried.
. The RNA is dissolved in 100 pL. H,O.
10.

Finally, RNAs are treated with 1 unit of RQ1 DNAse per pg of
DNA during 60 min at 37 °C and RNAs are further purified

with RNeasy column (Qiagen) as follows, in order to purify
RNA from RQ1 DNAse.

. Up to 10? bacteria are disrupted and homogenized in 350 pL

of RLT lysis buffer containing guanidine thiocyanate.

. 3.5 volumes (1225 pL) of 100% ethanol is added. Vortex to

mix and proceed immediately to step 3 (no centrifuge).

. Pipet 700 pL of the sample, including precipitate, into an

RNeasy spin column introduced in a 2 mL collection tube.
Close the lid and centrifuge for 15 s at 8000 x 4. Discard the
flow-through. Repeat step 3 until the whole sample has been
pipetted into the spin column.

. Place the spin column into a new tube. Add 500 pL of RPE

Buffer. Close the lid, and centrifuge for 15 s at 8000 x g to
wash the membrane. Buffer RPE is supplied as a concentrate.
Be sure to add ethanol to Buffer RPE before use.

. Again add 500 pL RPE Butffer into the column, close the lid,

and centrifuge for 15 s at 8000 x 4.

. Place the spin column into a new 2 mL collection tube.

Centrifuge at 12,000 x g for 1 min.

. Place the spin column into a 1.5 mL collection tube. Add

30-50 pLL RNAse-free water to the spin column. Close the lid
and centrifuge for 1 min at 8000 x g to elute the sRNA (and
total RNA if present).

. Repeat step 7 with a second volume of RNAse-free water.

Elute into the same collection tube.

RNA concentrations are measured by UV spectrophotometry

at 260 nm. The isolated RNA can be quantified using a NanoDrop
spectrophotometer (NanoDrop Technologies, USA), allowing
measurements of 1 pL. concentrated samples without the need for
dilution.

RNA extraction is carried out as in Subheading 3.1. In order to
correct absolute quantifications with RNA extraction yields,
3 pmol of a transcript from a kan® gene fragment (103 nt) pro-
duced by T7 in vitro transcription is added to the bacterial lysate
prior to RNA extraction.



3.2.1 InVitro Synthesis
of kan” Fragment
Transcript

3.2.2 Checking
the Result of In Vitro
Transcription

1.
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To produce the kan® fragment PCR fragment, the T7 promoter
(underlined) is added to kan® fragment sequence in the for-
ward primer: 5" TAATACGACTCACTATAGGG-GCGAG
TGATTTTGATGACGA 3’

Reverse primer is: 5 CATGAGTGACGACTGAATCC 3’

kan® fragment sequence is amplified from a plasmid con-
taining kan® gene, such as pET28a. It is usually not necessary
to add a T7 terminator to the reverse primer if the transcript
corresponds to the end of the PCR fragment. We recom-
mended to check the quality of the PCR product on a gel and
to remove abortive products if necessary.

. T7 transcription is performed in 20 pL of transcription bufter

(supplied with T7 RNAP) with 1 pmol of the PCR amplified
DNA matrix, 2 mM NTP, 12 mM MgCl,, and 100 U of T7
RNAP. The reaction mix is incubated for 3-6 h at 37 °C.

. DNA is then digested by RNAse-free RQ1 DNAse. The diges-

tion is performed with 1 unit of enzyme per pg of DNA during
15 min at 37 °C.

. The RNA is extracted by Phenol:Chloroform:Isoamyl alcohol

(25:24:1) extraction and ethanol precipitation. The transcript
is then re-suspended in 10 pL of TE bufter.

. In order to check the efficiency of transcription, the noncoding

RNA transcript is loaded on a denaturing PAGE. This can be
achieved with a 15% acrylamide /bis 19:1 gel containing 8 M
urea in TBE buffer.

. The sample is pre-heated at 80 °C in denaturing gel-loading

bufter. The electrophoresis is run for 1 h with TBE buffer at
~50 °C (20 V/cm).

. After migration, the RNA is stained with SYBR green II or

Ethidium Bromide (0.5 pg/mL). The visualization is achieved
with a transilluminator (254 or 300 nm). Two results can be
observed:

(a) Ifthere are no abortive products, the RNA can be purified
directly using the RNeasy Mini kit as described in
Subheading 3.1.5.

(b) If there are some abortive products, the transcript needs
to be purified from the PAGE.

. For this goal, the band corresponding to the RINA has to be

cut from the gel.

. The piece of gel is ground (crushed) and eluted overnight at

37 °C under agitation with 2 volumes of elution bufter.

. The supernatant is recovered and SDS is removed by phenol-

chloroform/chloroform extraction followed by ethanol
precipitation.
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3.2.3 Reverse
Transcription

3.2.4 RT-qPCR Analyses

7. The transcript is re-suspended in 10 pL. of TE buffer. RNA
concentrations are measured by UV spectrophotometry at
260 nm.

1. 20 U/pL M-MLYV reverse transcriptase is used for cDNA syn-
thesis from 1 pg total RNA in 25 pL. This step is performed at
37 °C for 60 min (see Note 2).

2. Heat at 85 °C for 5 min to inactivate reverse transcriptase.

Because, most of the time, the short length of the SRNA does
not permit different oligonucleotides to be used to prime the
reverse transcription reaction and the qPCR primers, the primers
used for reverse transcription are the same as the reverse primers
used for qPCR (see below). Negative controls without reverse
transcriptase are assembled in the same manner for each condition
to evaluate putative genomic DNA contamination.

The average copy number of SRNA in bacterial cells is measured
with a SYBR Green based RT-qPCR method. The quantification is
performed with the amplification of the three following sequences:
the sSRNA of interest and the kan® and 77sB transcripts. 77sB (cod-
ing 16S rRNA) is used as a housekeeping gene control to normal-
ize RNA quantities between samples (see Note 3), while kan® is
used to take into account the efficiency of RNA extraction.

The quantitation using a hydrolysis probe-based qPCR (such
as TagMan and other probe-based methods) is an alternative.
However, this strategy suffers from constraints inherent to sSRNA
properties. Indeed, the assay primers and probe require a careful
design and, in general, fulfilling these objectives both in primers
and in the probe is therefore more probable to be unsuccessful
than for Sybr Green I assays for which only two regular PCR prim-
ers are required. In addition, one should consider the cost of such
a strategy as a specific probe must be designed with fluorophore(s)
and quencher(s) coupled to oligonucleotides for each single assay.
Alternatively, having such an assay available may offer several
advantages. Most often the apparent PCR efficiencies calculated
from serial dilutions are better than for SYBR green I assays, espe-
cially because of shorter PCR product amplification, and more
importantly the sensitivity of these assays are much better and
allow the detection of fewer copies of starting material in single
reaction.

1. The primers are designed using the primer 3 program (http://
primer3.ut.ece/) in the following manner:

One main issue in a qPCR experiment is insufficient gPCR
assay efficiency, which is mainly affected by the capability of
primers to prime nonspecific polymerizations competing with
amplification of the specific product synthesis. Two kinds of
unspecific amplifications can occur and affect drastically the


http://frodo.wi.mit.edu/primer3/
http://frodo.wi.mit.edu/primer3/
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PCR efficiency: (1) primer-dimer amplification because of
priming on the high concentration oligonucleotides (used as
primers) within the reaction mixture and (2) unspecific prim-
ing of oligonucleotides on ¢cDNA harboring short nucleotide
sequence(s) highly similar to the target sequence, or when the
target gene belongs to a conserved multigene family with sev-
eral related isoforms. This latter case less frequently occurs in
sRNA qPCR assays. These issues can be avoided with a careful
design of qQPCR oligonucleotides.

Minimization of primer-dimer formation is achieved in the
online software when requiring the lowest intra- and inter-
primer complementarity (“(TH) Max (both “Self” and “Pair”)
Complementarity” and “(TH) Max 3’ (both “Self” and “Pair”)
Complementarity” parameters and should be as small as pos-
sible, close to ‘0’ for each primer and for the combination of
both (in the old interface), in addition to minimization of “TH
Max Primer Hairpin” parameter). The T,, difference between
both primers (“Maximum T,, Difference”) should be as low as
possible and the GC content (“Primer GC%”) ideally balanced.
Repetition of the same nucleotide (“Max Poly-X”) should also
be minimized. Two general strategies can be used in parallel
with primer 3: (1) either let the software pick the primers
according to the quality parameters that have been filled and
relax these constraints until obtaining a primer pair, or (2)
force the sequence of the primers in the dedicated text boxes
to get the primers analyzed. It is then possible to refine the
primer sequence by lengthening or shortening this sequence at
the 5’-end if the complementarity parameters, in addition to
the T, of the primers, are satisfactory. The latter strategy is
best adapted for the design of qPCR primers for the smallest
sRNAs as it is possible to tailor the primer at the suited posi-
tion. Indeed, according to the predicted secondary structures
of both sRNAs, one should avoid highly stable secondary
structure regions (RNA stems with high local GC content) as
well as the formation of intra-primer hairpins. It is often a good
idea to check the specificity of the designed primer oligonucle-
otides by BLASTing them on the same species nucleotide
database.

. RT-qPCR reactions in 10 pL total volume are set up as follows:
5 pL of properly diluted ¢cDNA is added to 5 pL of 2x SYBR
green qPCR Master Mix containing the primers of interest.
One has to find a compromise between low dilution for the
detection of low level RNAs and sufficient dilution to prevent
PCR inhibition. Because of carryover of impurities from puri-
fication steps in addition to by-products of the RT reaction, in
general, a 1/40 dilution offers a good starting condition. For
the quantification of RNA found at high abundance (such as
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3.3 sRNA Half-Life
Measurements

3.3.1  Northern Blotting
Procedure

3.3.2 Design
of the Probe

ribosomal RNA), an additional set of cDNA dilutions has to be
prepared. In parallel, serial dilutions of a stoichiometric (1:1:1)
mix of the 3 targets borne by plasmids (1-3, if several gene
sequences are found on the same plasmid) and containing the
sSRNA, kan® and r7sB gene target sequences of interest, are
used as a standard.

3. The following thermal cycling conditions can be used as a
starting protocol for the Roche Light Cycler 480 system (or
any qPCR thermalcycler from any other manufacturer): 95 °C
10 min (required in the case of thermoactivation-requiring
enzymes) or 2-5 min (if' antibodies are used for hotstarting the
reaction in the kit), followed by 45 cycles of 95 °C 10 s,
55-62 °C 10 s (according to Tm designed in primer3) and
72 °C 10 s (allow elongation of 25 bases per second).

4. Amplification is followed by a melting curve analysis using the
default program of a Roche Light Cycler 480 thermal cycler,
and in parallel by a denaturing PAGE electrophoresis to check
for the specificity of the reaction.

1. 5 pg of total RNAs preparation (see Subheading 3.1) are sepa-
rated on a 6% polyacrylamide denaturing gel as described in
Subheading 3.2.2.

2. After PAGE running, RNAs are electro-transferred to a
hybond-N membranes (GE-Healthcare) using TAE bufter.
Handle the membrane with tweezers and keep it wet to avoid
immediate hybridization.

3. Hybridization is performed using 5’-%P labeled oligonucle-
otides and Roti-Hybri-Quick (Carl Roth) hybridization bufter
at 42 °C for a minimum of 4 h. Membranes are washed twice
in 2x SSC with 0.1% SDS (once rapidly at room temperature
and once for 10 min at 42 °C) and then 5 times for 2 min in
0.2x SSC buffer with 0.1% SDS at RT.

The 3*P-labeled probe used to probe the sRNA can consist of a
synthetic DNA oligonucleotide which is complementary to the
sRNA sequence. Most of the time, an oligonucleotide with a size
around 30 nucleotides will yield satisfactory results; however,
shorter (from 18 nt) and longer (more than 50 nt) oligonucle-
otides can be used. A balanced 40-60% GC content should be
preferred to avoid stable nonspecific hybridization. It is important
to check the probe sequence for the propensity to form secondary
structures, as these might alter the hybridization to the target
sRNA sequence. This can be achieved using online software such
as mfold (use the version for RNA molecule: http://unafold.rna.
albany.edu/?q=mfold /RNA-Folding-Form) or RNA fold (http://
rna.tbi.univie.ac.at/cgi-bin/RNAWebSuite /RNAfold.cgi).
Primer3 can also be used as described in Subheading 3.2.4 to


http://unafold.rna.albany.edu/?q=mfold/RNA-Folding-Form
http://unafold.rna.albany.edu/?q=mfold/RNA-Folding-Form
http://rna.tbi.univie.ac.at/cgi-bin/RNAWebSuite/RNAfold.cgi
http://rna.tbi.univie.ac.at/cgi-bin/RNAWebSuite/RNAfold.cgi

3.3.3 sRNA Stability
Assay (see Note 4)

3.3.4 Half-Life
Measurement
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choose the probe while taking into account these parameters; in
this case one has to fill the form with the target sequence and adjust
the parameters cited above for oligonucleotide selection. In addi-
tion, Primer3 will facilitate avoiding repeated stretches of the same
nucleotide more than 4 times. The oligonucleotide designed at
this step needs to be BLASTed against a nucleotide database with
the target species to ensure specificity.

Labeling of the oligonucleotide is performed at its 5'-end with
[y-**P]ATD and T4 polynucleotide kinase.

1. E. coli strains were grown at 37 °C to appropriate growth
phase. Rifampicin was added at 200 pg/mL to stop tran-
scription and then samples were taken just before and at sev-
eral time points after rifampicin addition (time ranging
between 0 and 60 min). Each sample was chilled on ice and
then total RNAs were extracted as described in Subheading 3.1.
The total concentration of RNA was measured as described
previously.

2. Reverse transcription was performed as described in Subheading
3.2.3. The relative quantification of transcript can be per-
formed either by real-time RT-qPCR (Subheading 3.2) or
northern blotting (Subheading 3.3).

3. Normalization was performed using the amount of total RNA
in each RT reaction (250 ng) and by the level of expression of
a reference gene (77sB) at time zero point (z.e., just before
addition of rifampicin). Relative mRNA level in each sample
was normalized to time zero point for each strain.

The turnover rate or stability of sSRNA in vivo is usually reported as
the time required for degrading 50% of the existing RNA mole-
cules, z.e., the half-life of RNA (t, ,). Nevertheless, before half-life
decay rate constant measurements, transcription of the sSRNA of
interest must be turned off with the use of rifampicin that inhibits
bacterial DNA-dependent RNA polymerase (see Subheading 3.1).

1. The rate of disappearance of mRNA concentration (dC/d¢) is
dC/dt = =k, C, with kg, the rate constant of decay and C the
sRINA concentration

Thus, dC/C = —kye,.t

or (C=C, e ™) with C, the concentration of the
sRNA before decay starts (at time 0 = addition of rifampicin)

The half-life #,, is found when C/C, = '; thus,
InYa = —kyegt1)2, OF 115 = In2 /kyey (sce Note 5).

The decay rate constant kg, can be obtained by fitting data
C = f{¢) to an exponential curve (C =C, 'efk“g't) (see Note 6).

Half-lives are expressed as the mean +/— standard devia-
tion of at least three independent experiments (see Note 7).
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Note that the congruity of mRNA decay to simple first-
order kinetics usually applies in prokaryotes, but that some-
times more complex models must be used. This is especially
the case at the end of the kinetics probably due to the recruit-
ment of different RNAses and cofactors (see Note 8).

4 Notes

. The standard procedures exclude most RNAs less than 200

nucleotides in length. The modified procedure described here

was adapted to get RNA preparations containing the small
RNAs.

. Choosing M-MLV reverse transcriptase in the RT reaction

offers a good compromise between cost and efficiency as it is
one of the cheapest enzyme available from several manufactur-
ers, and it has been proven quite efficient in different reverse
transcription benchmarks [38, 39].

. In the time-course experiment, determination of sRNA halt-

life implies the analysis of several RNA samples collected at
different intervals, and it is necessary to use an internal control
to normalize the data. We suggest the use of the 77sB transcript
for this goal.

. The analyses described in this chapter also apply to measure

half-life and concentration of mRNA targeted by sRNAs,
which can be co-purified from the same culture.

. The parameter time constant or mean life time v may be used

instead half-life t, »; time constant 7 = 1/kqc,.

. Alternatively, the decay rate constant can be obtained from the

slope of a semi-logarithmic plot of RNA concentration C as a
function of time (InC = In Cy — kg, 2).

. It is recommended to make cultures and analysis at least in

triplicate (»# = 3) to calculate the standard deviation of the
mean.

. We recommend analyzing in deeper detail the first part of the

kinetics where first-order model applies.
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Chapter 15

High-Resolution, High-Throughput Analysis of Hfq-Binding
Sites Using UV Crosslinking and Analysis of cDNA (CRAC)

Brandon Sy, Julia Wong, Sander Granneman, David Tollervey,
David Gally, and Jai J. Tree

Abstract

Small regulatory nonprotein-coding RNAs (sRNAs) have emerged as ubiquitous and abundant regulators
of gene expression in a diverse cross section of bacteria. They play key roles in most aspects of bacterial
physiology, including central metabolism, nutrient acquisition, virulence, biofilm formation, and outer
membrane composition. RNA sequencing technologies have accelerated the identification of bacterial
regulatory RNAs and are now being employed to understand their functions. Many regulatory RNAs
require protein partners for activity, or modulate the activity of interacting proteins. Understanding how
and where proteins interact with the transcriptome is essential to elucidate the functions of the many
sRNAs. Here, we describe the implementation in bacteria of a UV-crosslinking technique termed CRAC
that allows stringent, transcriptome-wide recovery of bacterial RNA—protein interaction sites in vivo and
at base-pair resolution. We have used CRAC to map protein—RNA interaction sites for the RNA chaperone
Hfq and ribonuclease RNase E in pathogenic E. coli, and toxins from toxin—antitoxin systems in
Mycobacterium smegmatis, demonstrating the broad applicability of this technique.

Key words Protein—RNA interaction, Small RNA, Noncoding RNA, RBP, RNA-binding protein

1 Introduction

Bacterial pathogens colonize complex and changing host and
environmental niches that require rapid signal perception and
responses to survive. In the model prokaryote E. coli str. K-12,
transcriptional responses are controlled by approximately 213
transcription factors [1, 2] that mediate some 3477 interactions
[1] with the chromosome. These transcription factors integrate
external and internal signals, and produce a transcriptional land-
scape tailored to the perceived environment. In recent years, it has
become clear that there exists a post-transcriptional regulatory
network of potentially comparable dimensions. This is controlled
by small RNAs (sRNAs) that generally do not encode proteins but
allow the integration of additional information into the regulatory

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_15, © Springer Science+Business Media, LLC 2018
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response [ 3, 4]. The emerging picture is of a gene regulatory net-
work that consists of both transcriptional and post-transcriptional
inputs that ensures precise responses to complex signals.

Canonically, SRNAs control gene expression by forming short
duplexes on mRNAs at the ribosomal-binding site, thereby block-
ing 308 ribosomal subunit recruitment and translation [5]. While
mRNA targeting is directed by the sRNA “seed” sequence and
structure, the interaction is facilitated by protein partners including
the RNA chaperone Hfq [6], and the recently identified FinO/
ProQ protein family [ 7, 8]. Further interactions with RNases (nota-
bly the major RNA degradosome component RNase E) are medi-
ated by both Hfq—RNase and RNA-RNase interactions, and lead to
degradation of the duplexed sSRNA and/or mRNA [9]. In addition
to this canonical pathway, a number of new regulatory mechanisms
have emerged. Small RNA interactions have been described that
promote translational activation [10], guide and inhibit processing
of transcripts [9, 11], antagonize sRNA interactions by acting as
“sponges” [12, 13], and control transcription termination [ 14-16].
Defining the in vivo binding sites of RNA chaperones and RNases
within mRNAs and sRNAs has provided information that can be
used to understand how these transcripts are regulated post-tran-
scriptionally. High-resolution binding site data can define the
sequence specificity of the protein, provide insights into the mecha-
nism of protein function, and suggest functional outcomes for
interactions based on identified protein-binding sites.

Here we present a protocol for defining Hfq-binding sites
transcriptome-wide and with base-pair resolution in bacteria
termed UV crosslinking and analysis of cDNA (CRAC) (Fig. 1).
CRAC is differentiated from closely related CLIP-Seq protocols
(HITS-CLIP, CLIP-Seq, iCLIP, and eCLIP) by the inclusion of
tandem affinity purification and denaturing purification, providing
higher stringency in the recovery of authentic RNA—protein inter-
action sites [ 17]. More recently, the Granneman lab has developed
avery efficient UV-crosslinking device (Vari-X-linker) that makes it
possible to monitor the dynamics of Hfq binding to its substrates

»
»

Fig. 1 (continued) panel are given on the right. Briefly, Hfg—RNA complexes are
UV-crosslinked in vivo (panel 1), and the soluble fraction from cell lysates loaded
onto M2 anti-FLAG resin. (Panel 2) Hfg—RNA complexes are purified and eluted
using TEV protease cleavage, trimmed using a cocktail of RNase A and RNase T1,
and loaded onto Ni-NTA resins for denaturing purification. (Panel 3) The 5" and 3’
ends of the RNA are dephosphorylated and labeled with 32P-ATP (indicated by star),
and then ligated to RNA linkers on column. (Panel 4) The labeled Hfg—RNA complex
is size selected on an SDS-PAGE gel and transferred to nitrocellulose where the
appropriately sized Hfg—RNA complex is excised. The crosslinked RNA is then
recovered by proteinase K digestion of Hfq and organic extraction of the released
RNA. (Panel 5) The RNA is reverse transcribed and amplified by PCR to generate
libraries compatible with lllumina sequencing platforms. High throughput sequenc-
ing data is analyzed using the pyCRAC software package
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Fig. 1 Overview of the UV crosslinking and analysis of cDNA (CRAC) protocol used
for identification of Hfg-binding sites. The steps of the protocol represented in each
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in vivo at minute time-point resolution [18]. To facilitate Hfq
purification, we modified the previously used His,-TEV-Protein A
tag [19] to incorporate a smaller FLAG affinity tag (Hiss-TEV-
FLAG [HTEF]). This is better tolerated by the Htq hexamer, and
Hfq-HTF retains RNA chaperone activity. Importantly, the HTFE
tag was inserted into the chromosomal 4fg gene to avoid oft-target
effects that might be associated with overexpression or variability
on a plasmid-based system. To generate covalently linked RNA-
Hfq complexes in vivo, cells were treated with UV-C (254 nm)
generating RNA radicals that rapidly react with proteins in direct
contact with the affected nucleotide (zero length crosslinking).
The cells were then lysed and complexes purified using M2 anti-
FLAG affinity resin. Hfq—RNA complexes were eluted and cross-
linked RNAs trimmed using RNase A/T1, leaving a protected
“footprint” of the protein-binding site on the RNA. Trimmed
complexes were denatured, immobilized on Ni-NTA affinity resin,
and washed under denaturing conditions to dissociate copurifying
proteins and complexes. The enzymatic steps in which RNA 3’ and
5’ ends are prepared, labeled with **P; and linkers ligated were per-
formed on-column. The linker-ligated Hfq-associated RNA was
eluted from the Ni-NTA resin and size selected on an SDS-PAGE
gel. Following elution, Hfq was degraded by treatment with
Proteinase K digestion, releasing the bound RNA. The recovered
RNA fragments were identified by reverse transcription, PCR
amplification and sequencing using an Illumina platform.

CRAC offers the advantage of stringent purification and on-
bead linker ligation that simplifies separation of reaction constitu-
ents during successive enzymatic steps. Because linkers are ligated
to the protein—-RNA complex, a disadvantage is that UV crosslink-
ing of the RNA at, or near, the 5" or 3’ end may sterically hinder
on-column (de)phosphorylation or linker ligation.

In our own studies, we have used CRAC to identify the RNA
targets of TA-systems in Mycobacterinm and to map Hfq interac-
tions in enterohemorrhagic Escherichia coli (EHEC) [12, 17].
Since this publication, there have been a number of transcriptome-
wide interaction studies on sRNAs and their chaperones. CLIP-
Seq (UV crosslinking and immunoprecipitation sequencing) has
been applied to Hfq and CsrA in Salmonella Typhimurium reveal-
ing the binding specificity of these global posttranscriptional regu-
lators [20]. A further high-throughput technique, termed
Grad-Seq, has identified ProQ as an important RNA chaperone in
Salmonella [7]. RNase E cleavage and binding sites have also been
defined using TIER-Seq and CLASH [21,22]. Significant advances
have also been made in high throughput analysis of the sRNA-
mRNA interactome (RIL-seq, CLASH, MAPS, GRIL-seq) [4,
22-24]. Opverlaying this data with RNA-protein interaction
networks will begin to define the full extent, and range of mecha-
nisms, of posttranscriptional regulation in vivo.
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2 Materials

2.1 Bacterial Strains
and Culture Media

2.2 Buffers
and Solutions

Purification of the RNA—protein complex requires that the protein
of interest is tagged with the HTF dual affinity tag [22]. For our
studies on the function of Hfq in enterohemorrhagic E. coli under
type 3 secretion inducing conditions (supplemented MEM-
HEPES), we have tagged the chromosomal copy of 4fjg to ensure
native expression levels of the protein and to avoid off-target bind-
ing that may be associated with overexpression of RNA-binding
proteins [12].

1. Bacterial strains: Enterohemorrhagic Escherichin coli O157:H7
[25] and the isogenic 4fp-HTF mutant (JJT101) [12].

2. LB medium to culture inoculum.

3. MEM-HEPES (Sigma-Aldrich, M72781) supplemented with
0.1% glucose and 250 nM Fe(NO;);.

All butfters (excepting those containing SDS) are chilled on ice
before use.

1. Phosphate-buffered saline (PBS).

2. Lysis buffer: 50 mM Tris=HCI pH 7.8, 150 mM sodium chlo-
ride, 500 mM MgCl,, 0.1% Nonidet P-40, 5 mM
B-mercaptoethanol, 1 tablet of EDTA-free cOmplete protease
inhibitor cocktail (Roche, 11697498001).

3. TNM1000 buffer: 50 mM Tris—-HCI pH 7.8, 1 M NaCl,
500 mM MgCl,, 0.1% nonidet P-40, 5 mM p-mercaptoethanol.
4. TNMI150 buffer: 50 mM Tris-HCI pH 7.8, 150 mM NaCl,
500 mM MgCl,, 0.1% nonidet P-40, 5 mM p-mercaptoethanol.

5. Wash buffer I: 6 M guanidine hydrochloride, 50 mM Tris—
HCI pH 7.8, 300 mM NaCl, 0.1% nonidet P-40, 5 mM
p-mercaptoethanol, 10 mM imidazole pH 8.0.

6. Wash bufter II: 50 mM Tris-HCI pH 7.8, 50 mM NaCl,
10 mM imidazole pH 8.0, 0.1% nonidet P-40, and 5 mM
B-mercaptoethanol.

7. 1x PNK buffer: 50 mM Tris—-HCI pH 7.8, 50 mM MgCl,,
0.1% nonidet P-40, 5 mM f-mercaptoethanol.

8. 5x PNK buffer: 250 mM Tris—-HCI pH 7.8, 50 mM MgCl,,
50 mM f-mercaptoethanol.

9. Elution bufter: 50 mM TrissHCI pH 7.8, 50 mM NaCl,
150 mM imidazole pH 8.0, 0.1% nonidet P-40, 5 mM
f-mercaptoethanol.

10. Guanidine hydrochloride.
11. 5 M NaClL
12. 2.5 mM imidazole pH 8.0.
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2.3 Enzymes
and Enzymatic
Reaction Components

2.4 Oligonucleotides

2.5 Laboratory
Equipment

13. Trichloroacetic acid (TCA).
14. Acetone.

15. Proteinase buffer: 50 mM Tris-HCI pH 7.8, 50 mM NaCl,
0.1% nonidet P-40, and 5 mM p-mercaptoethanol, 1% sodium
dodecyl sulfate (v/v), 5 mM EDTA.

16. Proteinase K solution (20 mg/mL).

17. 3 M NaAc pH 5.2.

18. 25:24:1 phenol:chloroform:isoamylalcohol mixture.
19. 100% and 70% ethanol (stored at —20 °C).

20. 10x TBE buffer: 890 mM Tris base, 890 mM boric acid,
20 mM EDTA.

21. MilliQ water.

1. RNacelIT (Agilent) diluted 1:60 in TNM150 bufter.
2. Homemade GST-TEV protease (do not use His-tagged TEV).

. Thermosensitive alkaline phosphatase (TSAP) (Promega,
M9910).

. RNasIN RNase inhibitor (Promega, N2511).

. T4 RNA ligase 1 (New England Biolabs, M0204S).

. 32P-yATP (Perkin-Elmer, BLU502A250UC).

. 10 mM ATP.

. 10 mM deoxyribonucleotides (Sigma-Aldrich, D7295).

. Superscript III and accompanying 5x first strand buffer
(Invitrogen, 18080044 ).

10. 100 mM DTT (Invitrogen, accompanies 18080044 ).

11. RNase H (New England Biolabs, M02978S).

12. LA Taq polymerase (TaKaRa, RRO02M).

13. 10x LA Taq PCR Buffer (TaKaRa, accompanies RRO02M).

w

O 0 N O Ul

All oligonucleotides were supplied by Integrated DNA
Technologies and are listed in Table 1. The forward and reverse
PCR primers introduce sequences that allow binding of the PCR
product to an Illumina flow cell. The sequence introduced by PE_
miRCat_33_PCR is now obsolete and cannot be used for paired-
end sequencing.

Adapters and PCR oligonucleotides for paired-end sequencing
of CRAC libraries have been described in van Nues et al. (2017)
[18].

1. Incubator with orbital shaker.
2. UV crosslinker (LT 40-205, Van Remmen UV Techniek).
3. Refrigerated centrifuge for 1 L bottles.
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2.6 Other
Gonsumables
and Labware

O 0 N O Ul

. Refrigerated centrifuge for 50 mL and 15 mL centrifuge tubes.
. Rotary shaker stored at 4 °C.

. Temperature controlled dry block (with range 16 °C-65 °C).
. Refrigerated microcentrifuge.

. Mini Trans Blot western transfer apparatus (BioRad).

. Phophorimaging cassette.

10.
. Bunsen burner.
12.
13.
14.
15.

Film processing machine for developing films.

Thermocycler for cDNA synthesis.
Apparatus for agarose gel electrophoresis.
Qubit 3.0 Fluorometer (Thermo Scientific).

Vortex.

. 2 L conical flask (per sample).

2. Filtered and RNase-free pipette tips.

w

O 0 N O\ Ul

19.

20.
21.

. MEM-HEPES media (Sigma-Aldrich, M7278) supplemented

with 0.1% glucose and 250 nM Fe(NO;); (800 mL per
sample).

. 0.1 mm Zirconia/silica beads (Daintree scientific).
. M2 Anti-FLAG resin (Sigma, F3165).

. Spin columns (Pierce, Snap Cap).

. Ni-NTA resins (Qiagen, 30210).

. 1.5 mL microcentrifuge tubes.

. GlycoBlue (Ambion, AM9515).

10.

NuPAGE bis-Tris 4-12% precast gradient gels (Invitrogen,
NP0322BOX).

. MOPS running buffer (Invitrogen, NPOOO1).
12.
13.
14.
15.
16.
17.
18.

NuPAGE transfer buffer (Invitrogen, NP0006).
Nitrocellulose membranes (Thermo Scientific or GE Healthcare).
Kodak BioMax MS Autoradiography Film.

MinElute PCR purification kit (Qiagen, 28004 ).

MetaPhor high-resolution agarose (Lonza, 50181).
SYBRSafe (Life Technologies, S33102).

DNA ladder and loading dye (e.g., GeneRuler DNA Ladder
Mix by Thermo Scientific, SM0331).

Pre-stained protein standard SeeBlue Plus2 (Life Technologies,
LC5925).

Scalpels.
Qubit dsDNA HS Assay Kit (Life Technologies, Q32851).
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3 Methods

3.1 Generating
Hfq-CRAC Libraries
for Sequencing

3.1.1  Growth

and Crosslinking

of RNA-Hfq-His-TEV-FLAG
(HTF) Complexes

3.1.2 Cell Lysis

3.1.3  Purification
with M2 Anti-FLAG Resin

Appropriate negative controls and experimental replicates are
required to determine the background signal and true positive
binding sites. We routinely use the parental (untagged) strain as a
negative control and perform a minimum of biological replicates
for each sample. Alternative controls and experimental designs are
discussed with our data analysis approach (Subheading 3.1.4).

1. Streak out glycerol stocks of the HTF tagged and negative
control strains onto LB-agar plates and incubate at 37°C
overnight.

2. Inoculate colonies into 25 mL of LB broth and incubate at
37°C shaking at 200 rpm overnight.

3. Inoculate 800 mL of supplemented MEM-HEPES with 8§ mL
of overnight culture and grow until the ODgy measurement
reaches 0.8.

4. Decontaminate and warm-up the UV crosslinker before use.

5. Add bacterial culture into the UV crosslinker and expose for
100 s (1800 m]J). The chamber can be gently rocked to ensure
circulation of the cell around the UV-lamp.

6. Pour the cultures into pre-chilled 1 L centrifuge bottles on ice.
Centrifuge at 4000 x g for 20 min at 4°C.

7. Resuspend pellet in 40 mL of ice-cold PBS and transfer to a
50 mL Falcon tube. Centrifuge at 4000 x g for 20 min at 4°C.

8. Decant supernatant and record the pellet weight (subdivide
the sample into 1 g pellets).

9. Snap freeze in liquid nitrogen, and store pellets at —80°C until
required.

1. Add one volume of’ice-cold LYSIS buffer and three volumes of
0.1 mm zirconia beads to the cell pellet. Vortex the cells five
times at 1 min intervals, putting them on ice for 1 min between
each vortex.

2. Add three volumes of LYSIS buffer and vortex once again.
Centrifuge for 20 min at 4000 x g and at 4°C. Transfer the
supernatant into chilled 1.5 mL microcentrifuge tubes and
spin at 16,000 x g for 20 min at 4°C. Keep tubes on ice
throughout the entire process.

1. Wash 200 pLL M2 anti-FLAG resin (50% slurry) (per sample)
with 5 mL of LYSIS buffer. Gently invert the bottle of resin
before use. Collect the resin by pulsing the centrifuge at
1000 rpm. Repeat the wash once more.
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3.1.4 RNase Digestion
and Binding to Ni-NTA
Resin

3.1.5 Dephosphorylation
of RNA 3 P Ends Using
Alkaline Phosphatase

p—

. Remove the wash buffer from the resin before adding the

supernatant from Subheading 3.2.2. Incubate the samples on
an orbital shaker for 2 h at 4°C.

. Pulse the tubes at 1000 x g to collect the resin. Remove the

supernatant.

. Wash the resin twice with 5 mL of TNM1000 and twice with

TNM150.

. Resuspend the resin in 600 pLL of TNM150 and transfer to a

microcentrifuge tube. Use wide orifice pipette tips or use a
scalpel to cut the end oft of a regular pipette tip for more effi-
cient pipetting of the resin.

. Add 1.5 pL (20-30 units) of TEV protease to the resin.
. Incubate at 18°C for 2 h with shaking.

. Spin the resin suspension through a microcentrifuge tube spin

column to capture the resin. Store a sample of the eluate for
troubleshooting.

. Prepare 1.5 mL microcentrifuge tubes containing 0.4 g of

guanidine hydrochloride.

. Prepare Ni-NTA resin (50% slurry) by washing 100 pL of resin

(per sample) with 750 pL of Wash Bufter I twice. Leave the
resin in about 100 pL of wash buffer until use.

. Add 1 pL ofa 1,/60 dilution of RNace IT (0.15 units, Agilent;

see Note 1) to 500 pL of the TEV eluate. Incubate for pre-
cisely 5 min at 37°C.

. Immediately transfer the RNase-treated eluate into the pre-

prepared microcentrifuge tubes containing guanidine hydro-
chloride. The final volume should be around 800 pL.

. Add 27 pL of 5 M NaCl (300 mM) and 3 pL. of 2.5 M pH 8.0

imidazole (10 mM) to the eluate.

. Remove the remaining supernatant from the washed Ni-NTA

resin. Add the eluate to the resin.

. Incubate with gentle agitation at 4°C overnight.

. Pulse the microcentrifuge tubes to pellet the resin. Remove the

supernatant and wash twice with 750 pLL of WASH BUFFER 1
and three times with 750 pL of 1x PNK buffer.

. Transfer the resin to a microcentrifuge spin column.

. Spin out the residual 1x PNK buffer and cap the bottom of the

column. To each sample, add 80 pL. of TSAP master mix that
contains 16 pLL of 5x PNK butfter, 8 pL. of TSAP, and 2 pL of
RNasIN.

. Incubate at 37°C for 45 min.



3.1.6 0n Bead Ligation
of 3 miRCat-33 Linker

3.1.7  Phosphorylating
the 5 Ends of Crosslinked
RNA

3.1.8  0On-Column
Ligation of the 5’ Linker

3.1.9  Elution
and Precipitation Hfg—RNA
Complexes
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. Wash the resin once with 400 pL of WASH BUFFER I and

three times with 400 pL of 1x PNK buffer.

. Spin out the residual volume of 1x PNK buffer. Cap the bot-

tom of the column. To the resin, add 76 pL. of miRCat master
mix containing 16 pL of 5x PNK buffer, 8 pL. of 10 pM miR-
Cat-33, 2 pL of RNasIN, and 50 pL of Milli-Q water (see
Note 2).

2. To each sample add 4 pL. of T4 RNA ligase 1.
. Incubate at 25°C for 6 h.
4. Wash the resin once with 400 pL. of WASH BUFFER I and

three times with 400 pL of 1x PNK butffer.

. Spin out the residual volume of 1x PNK buffer. Cap the bot-

tom of the column. To the resin, add 80 pL. of PNK master
mix containing 16 pL of 5x PNK buffer, 4 pL of T4 polynucle-
otide kinase, 56 pLL of Milli-Q, and 4 pL of 3?P-yATP (10 pCi/
pL). Incubate at 37°C for 40 min.

. Add 1 pL of 100 mM ATP and continue the incubation for

20 min.

. Wash the resin three times with 400 pL. of WASH BUFFER 1

and three times with 1x PNK buffer.

. Spin out the residual volume of 1x PNK buffer. Add 75 pL of

5’ linker master mix containing 16 pL of 5x PNK, 8 pL of
10 mM ATP, 2 pL. of RNasIN, and 49 pL of Milli-Q water.

. To each sample add 1 pL of bar-coded 5’ linker and 4 pL. of T4

RNA ligase I.

. Incubate overnight at 16°C.
4. Wash the resin three times with WASH BUFFER I1.

. Spin out the void volume. Cap the column and add 200 pL of

ELUTION buffer.

2. Incubate the resin on ice for 5 min.

. Collect the flow-through in a 1.5 mL microcentrifuge tube.

Re-cap the column and repeat the elution with another 200 pL
of ELUTION buffer (see Note 3). Collect the residual
ELUTION bufter on the column by zip spinning the column.

. Pool the eluates into a single microcentrifuge tube. Add 40 pg

of GlycoBlue co-precipitant and 100 pL of trichloroacetic acid.
Vortex and incubate on ice for an hour.

. Centrifuge at top speed for 30 min at 4°C. Remove the super-

natant (use the Geiger counter to ensure that the pellet hasn’t
been dislodged it the blue pellet isn’t visible).
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3.1.10 Size Selection
of Hfg—RNA Complexes

3.1.11 Recovery
of Trimmed and Adapter
Ligated RNA

. Add 800 pL of'ice-cold acetone to the pellet and centrifuge for

20 min at 4°C (see Note 4).

. Remove all the supernatant and air-dry the pellet for a few

minutes in a fume hood. Make sure that you do not over-dry
your samples as you may not be able to resuspend the pellet in
loading dye (see below).

. Resuspend the pellet in 30 pL of 1x NuPAGE LDS sample

buffer. Load the sample onto a NuPAGE 4-12% gradient gel.
Run for 50 min at 200 V or until the dye reaches the bottom
of the gel.

. Transfer the protein—-RNA complex to nitrocellulose using a

wet transfer western blotting system. Transfer the proteins at
100 V for 1.5 h (see Notes 5 and 6). Expose the membrane to
a high-sensitivity X-ray film. If samples are highly radioactive, a
10-30 min exposure time should suffice. Ensure that chemilu-
minescent marker is included to realign and film after
developing.

. Develop the X-ray film and align it to the membrane. Cut out

the smear corresponding to the size of the protein—-RNA com-
plex (see Note 7).

. Incubate the membrane slices with 400 pL of Proteinase buffer

(50 mM Tris—HCI pH 7.8, 50 mM NaCl, 0.1% NP-40, 5 mM
B-mercaptoethanol, 1% SDS, 5 mM EDTA) containing 100 pg
of Proteinase K (Roche). Make sure the membrane slices are
completely submerged. To be able to more accurately quantity
the background signal, membrane slices containing from the
control and HTF samples can be pooled so that the differen-
tially bar-coded RNA samples can be reverse transcribed and
PCR amplified in the same reaction tube [18].

2. Incubate at 55°C for 2 h in a shaking heating block.
. Add 50 pL of 3 M sodium acetate (pH 5.2) and 500 pL of

phenol:chloroform:isoamyl alcohol (25:24:1). Vortex and cen-
trifuge for 5 min in a microcentrifuge at full speed at room
temperature.

. Transfer the aqueous phase to clean microcentrifuge tube con-

taining 500 pL  of phenol-chloroform-isoamyl alcohol
(25:24:1). Vortex vigorously and centrifuge for 3 min in a
microcentrifuge at full speed at room temperature.

. Transfer the supernatant to a tube containing 400 pL of chlo-

roform. Vortex vigorously and centrifuge for 3 min in a micro-
centrifuge at full speed at room temperature. Transfer the
supernatant to a new 1.5 mL Eppendorf tube.

. Add 1 mL of’ice-cold absolute ethanol and 20 pg of GlycoBlue.

Incubate at —80°C for 30 min and centrifuge at 16,000 x g4
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of cDNA Libraries and Gel
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and 4°C for 30 min. Wash the pellet with 500 pL of ice-cold
70% ethanol and centrifuge for 20 min. Aspirate the pellet and
air dry.

. Resuspend the RNA pellet in 9 pLL of MilliQ water and transfer

into a 0.2 mL PCR tube. Add 2 pLL of RT oligo and 2 pL. of
5 mM dNTDPs. Perform subsequent incubation in a
thermocycler.

2. Heat the samples to 80°C for 3 min, then chill on ice for 5 min.

. To each sample, add 4 uL of 5x First Strand bufter (Invitrogen),

1 pL of 100 mM DTT, and 1 pL. of RNasIN.

. Incubate at 50°C for 3 mins and add 1 pL of SuperScript III

(Invitrogen).

. Incubate at 50°C for 1 h.
6. Inactivate the SuperScript III by incubating the samples at

65°C for 15 min.

. Add 2 pL of RNase H and incubate for 30 min at 37°C.

. To 2 pL. of cDNA template, add 48 pL. of PCR master mix

containing: 5 pL of 10x LA Taq buffer, 1 pL of 10 pM P5
Solexa primer, 1 pL. of 10 pM paired_end_miRCat.R reverse
primer, 2.5 pL. of 5 mM dNTPs, 0.5 pL. of LA TaKaRa Taq
polymerase, and 38 pL of nuclease-free water. We prepare
3-10 PCR reactions per sample to increase the complexity of
our libraries.

. The reaction is run with cycling conditions (se¢ Note 8):

Temp. (°C) Time Cycle

95 2 min

98 20s 21 cycles
52 20 s

68 20s

72 5 min

. Pool PCR reactions into clean microcentrifuge tube and pre-

cipitate with 0.1 V sodium acetate (pH 5.2) and 2.5 V of ice-
cold absolute ethanol. Incubate at —80 °C for 30 min.
Centrifuge at 16,000 x g and 4 °C for 30 min. Remove the
supernatant and air dry the pellet. Resuspend in 20 pL of
MillQ water.

4. Prepare a 2% Metaphor agarose gel using TBE buffer (see Note 9).
. Add 4 pL of 6x DNA gel loading dye to precipitated sample

and load the entire volume onto the prepared 2% Metaphor
agarose gel.
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3.2 Analysis of CRAC
Datasets

10.

11.

12.

13.

14.

15.

16.

17.

18.

. Run the gel at 100 V for approximately 1.5 h or until the bro-

mophenol blue dye front reaches 2-3 ¢cm from the bottom of
the gel.

. Image the gel. We use a Typhoon FLLA9500 laser scanner (GE

Life sciences) for increased sensitivity and print the gel images
at 1:1 scaling. The cDNA libraries from Hfq-HTF appear as a
smear running above primer dimers that should be apparent in
the negative control samples.

. Excise the libraries using a sterile scalpel by cutting from the

bottom of the smear to the top. Transfer the gel slices to
1.5 mL microcentrifuge tubes.

. Add 750 pL of Buffer QG from the MinElute PCR purifica-

tion kit (QIAgen) and incubate the gel slices at 42 °C for
30 min to dissolve the agarose. The gel slice should be less
than or equal to 0.4 g. If you have more than that, separate the
gel slices over two tubes.

Transfer the volume to a MinElute column fitted to collection
tubes and spin for 1 min at 16,000 x g (see Note 10). Discard
the flowthrough.

Add 500 pL of QG butfer and spin through the column.

Add 750 pL of Buffer PE (QIAgen) to the columns and incu-
bate for 10 min at room temperature.

Spin the wash out at 16,000 x g for 1 min at room temperature
and discard the flowthrough.

Dry the columns by spinning at 16,000 x 4 for 2 min at room
temperature. Transfer the columns to clean 1.5 mL microcen-
trifuge tubes.

Add 20 pL of nuclease-free MilliQ water to the column and
incubate at room temperature for 5 min.

Elute the purified cDNA by spinning at 16,000 x g for 2 min
at room temperature.

Quantify the cDNA using a Qubit high sensitivity DNA assay
kit and fluorometer.

The samples can be submitted for single-end sequencing on
Illumina MiSeq, HiSeq, NextSeq platforms.

A generally accepted analysis pipeline for the many RNA—protein
UV-crosslinking protocols (CRAC, CLIP-Seq, HITS-CLIP,
iCLIP, eCLIP, PAR-CLIP) has yet to emerge and most labs use
custom scripts and software packages to process the sequencing
data. Here, we focus on the pipeline we currently use for bacterial
CRAC datasets and highlight some alternative approaches where
appropriate (see reference [25] for a detailed review of alternative
methodologies).
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Controls and veplicates. The inclusion of negative control experi-
ments is required to identify background signal, usually from abun-
dant RNA species. We include the parental (untagged) strain E. cols
O157:H7 str. Sakai as a negative control. These controls generate
very low complexity libraries and pose some problems for normal-
ization between background and signal samples. Control samples
generated without UV crosslinking are often used in CLIP-Seq
experiments and may be used to establish dependence on covalent
crosslinking, although we note that under native purification condi-
tions Htq—RNA complexes are readily purified without any cross-
linking.  Size matched input (SMinput) controls from
pre-immunoprecipitated total RNA have been used to generate high
complexity control libraries that can be used for background estima-
tion and have been shown to increase enrichment of true positive
binding sites in eCLIP datasets [26]. We minimally process biologi-
cal duplicate experiments with duplicate negative control samples,
which allows us to identify peaks that are present in replicate datasets
and absent from controls. For differential analysis of peak height
between signal and background samples, a minimum of biological
triplicates for experimental and control samples are required.

Read depth. The read depth required for sufficient coverage of
binding sites will depend on the number of RBP-binding sites and
complexity of the library generated (i.e., number of PCR dupli-
cates). Hfq binds ~20% of the transcriptome and we have gener-
ated usable CRAC data from as little as 4.2 M reads. We generally
aim to generate 17-35 nt trimmed RNA fragments that contain
enough sequence for a unique alignment, and short enough to
limit the sequence space for the protein interaction. We routinely
use Illumina 50 bp single-end sequencing that is long enough to
sequence into the 3’ adapter sequence. However, paired-end
sequencing can be useful to identify high-confidence mutations
that are introduced during the ¢cDNA library preparation step.
These crosslinking mutations can be used to map the exact protein
crosslinking sites [19].

Data analysis. Our data analysis can be broken into six stages: (1)
adapter trimming and quality filtering, (2) demultiplexing samples,
(3) aligning reads to a genomic template, (4) counting reads over-
lapping genomic features, (5) identification of binding sites, and
(6) statistical analysis of peaks. We use the pyCRAC software pack-
age (https://bitbucket.org/sgrann/pycrac) for many of these
processing steps [27].

Flexbar (https://github.com/seqan/flexbar) is used to trim 3’
adapter sequences and allows quality filtering of the reads [28].

flexbar -r input.fastg —gf i11.8 -t trimmed.fastq -n 10 -
ao 7 —as TGGAATTCTCGGGTGCCAAGG —-gt 30

where input.fastq and trimmed.fastq are the input and output fastq
file names, respectively.


https://bitbucket.org/sgrann/pycrac
https://github.com/seqan/flexbar
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3.2.2 Demultiplexing
Samples Using 5’ Linker
Barcodes

3.2.3 Aligning Reads
to a Genomic Template

3.2.4 Counting Reads
Overlapping Genomic
Features

The 5" barcode sequence introduced by the L5Ax series of 5 link-
ers (Table 1) allows sample multiplexing and also incorporates
three random nucleotides for accurate quantification of PCR dupli-
cates (i.e., reads with the same start and end positions that arise
from PCR duplication of a single cDNA rather than independent
linker ligation events). We use pyBarcodeFilter.py (version 2.3.4)
from the pyCRAC package to demultiplex the samples [27]. This
script additionally recognizes the random nucleotides within the
barcode sequence and appends the random sequence to the read
header for downstream processing.

pyBarcodeFilter.py —f trimmed.fastq -b barcodes.txt -m 1

where barcodes.txt is a file containing a tab delimited list of bar-
codes and sample names. The “—m” flag indicates the number of
mismatches allowed in the barcode sequence part of the read dur-
ing demultiplexing.

We remove PCR duplicates from our datasets using pyFastq-
DuplicateRemover.py (version 0.0.2), also from the pyCRAC
package.

pyFastgDuplicateRemover.py —f demultiplexed.fastqg -o col-
lapsed. fasta

where demultiplexed.fastq and collapsed.fasta are the input and
output file names, respectively.

A number of tools are available to align short read data to genomic
templates. We use novoalign (version 3.04.00) as it tolerates muta-
tions well, and these are introduced during the CRAC protocol.
SAM format files generated by bowtie2 are also compatible with
the downstream processing steps presented here (with some addi-
tional flags).

novoalign -d novo.index -f collapsed.fasta -r Random >
collapsed.novo

where novo.index is the genome-specific index file generated by
novoindex, and collapsed.novo is the output file name. The “-r
Random” flag ensures that reads that map to multiple genomic
locations are randomly distributed to all possible mapping

locations.

To convert aligned reads into read density across the genome, we
use the pyCRAC script pyReadCounters.py (version 0.5.3). The
output is a GTF format file that can be used as input for a number
of analysis scripts within the package. The script also generates a
“hit table” of reads counts mapping to each genomic feature that
is useful as a first glance at dataset for enriched RNAs.

pyReadCounters.py —f collapsed.novo --gtf annotation.gtf
-v --rpkm -o readcounters output
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where annotation.gtf is a GTF format file of the genome annota-
tion and readcounters_output is the file name for pyReadCounters
output files (see Note 11). The “--rpkm” flag adds an extra table
with the number of reads per kilobase transcript per million reads
for each genomic feature.

At this stage, we also generate plots of read density across the
transcriptome using pyGTE2bedGraph.py (version 0.0.3). The
BEDGRAPH format files can be normalized to reads per million
and visualized using software like the integrated genome browser

(http://bioviz.org/igb/).

pyGTF2bedGraph.py --gtf readcounters output.gtf --count
-v --permillion -o bedgraph output

where readcounters_output.gtt is the GTF format output from
pyReadCounters.py and bedgraph_output is the output file name
tor pyGTF2bedGraph.py.

A number of approaches are available for identifying binding sites
in CRAC and CLIP-Seq datasets [29]. We currently use two
approaches; both look for read clusters (groups of overlapping
reads) and require the user to empirically determine thresholds for
read overlap, read density, or minimum cluster height.

pyClusterReads.py -f readcounters output.gtf -r 100
--cic X --co Y -o cluster output

where —r is the amount of flanking sequence surrounding each
genomic feature, X is the threshold for number of reads within a
clusters, and Y is minimum overlap for a read to be included in the
cluster.

More recently we have adopted the peak calling approached
described by Holmgvist et al. [20, 29] with good results. Read
clusters are identified using blockbuster [ 30] and read peaks identi-
fied by merging overlapping read clusters into a single feature. The
blockbuster pipeline requires a BED file format input of aligned
reads and this can be generated from the pyReadCounters.py GTFE
output.

pyGTF2bed.py --gtf read counters.gtf -o read counters.
bed

where read_counters.bed is the output file name. The BED format
file can be used as an input for the pipeline described previously by
Holmgqvist et al. [20].

After identification of read clusters in both experimental and con-
trol samples, we look to define those that are statistically significant
when compared to background. We use the pyCRAC script pyCal-
culateFDR py that heuristically determines the probability of recov-
ering a given peak height by randomly redistributing reads within a
genomic feature and reporting the maximum random peak height.


http://bioviz.org/igb/
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The process is iterated to determine the distribution of random
peak heights, which is used to calculate the probability of recover-
ing the observed peak height. We then look for peaks (read clusters)
that are present in replicate experiments and absent from back-
ground samples. The advantage of this approach is that it can gen-
erate false discovery rates from a single experimental sample. This
approach also avoids the need to normalize between experimental
and backgrounds samples (e.g., by median centering) that may
amplity the background signal and obscure true positives. High
complexity control libraries can be generated from a fraction of the
input material and may allow more robust identification of true
positive binding sites when using approaches that required normal-
ization between experimental and background samples [26].

The FindSignificantPeaks_pipeline.py pipeline that performs
the below steps is available at https: //bitbucket.org/sgrann/

pyCalculateFDR.py -f readcounters output.gtf --gtf an-
notation.gtf -c genome.length -r 100 -o FDR output -m
0.05 -—min=10 --iterations=500

where:

genome.length is a tab delimited file containing the chromo-
some name and length

- is the length of sequence on either side of a feature to include
-is the output file name

-m is the FDR threshold for reporting peaks

--min is the minimum read coverage

--iterations is the number of times the reads are randomly dis-
tributed over each genomic feature.

The GTF format output from pyCalculateFDR reports regions
of statistically significant peaks and can be used to identify statisti-
cally significant read clusters from pyClusterReads.py and the block-
buster pipeline using intersectBed from the bedtools package.

In some cases the interval lengths reported by pyCalculateFDR.
py can be less than 5 nucleotides, which is not useful for down-
stream analyses, such as motif analyses. In these cases we recom-
mend to using pyNormalizelntervalLengths.py to extend the
length of the short intervals. We set a minimum interval length of
20 nucleotides:

pyNormalizeIntervalLengths.py -f FDR output.gtf -o FDR
output min20.gtf

Next we use intersectBed from the bedtools suite (REF) on
each sample allowing to collate data between samples:

intersectBed -s -u -a cluster output -b FDR output
min20.gtf > clusters FDR.gtf


https://bitbucket.org/sgrann
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Next we merge overlapping peaks within each sample using
mergeBed from the bedtools package, and append the sample
name to each peak to facilitate peak counting between samples.

sort -kl1,1 -k4n,4 clusters FDR.gtf > clusters FDR sort-
ed.gtf

mergeBed -s -d -1 -i clusters FDR sorted.gtf > clus-
ters FDR merged.temp

awk '{print SI"\t"S2"\t"S3"\t"FILENAME"\tI\t"$4}' clus-
ters FDR merged.temp > clusters FDR merged.bed

The number of overlapping statistically significant peaks found
in the experimental or background samples can then be counted
and the source (signal or background) added to each feature and
output in BED format.

cat *signal cluster FDR merged.bed | sort -k1,1 -k2n,2
> all sig cluster FDR merged.bed

cat *bkg cluster FDR merged.bed | sort -kl1,1 -k2n,2 >
all bkg cluster FDR merged.bed

mergeBed -s -d -1 -c 4 -o count distinct -i all sig clus-
ter FDR merged.bed | awk '{print S$SI"\t"$2"\t"$3"\
tsignal count\t"$5"\t"$4}' > signal merged.bed

mergeBed -s -d -1 -c 4 -o count distinct -i all bkg clus-
ter FDR merged.bed | awk '{print SI"\t"$2"\t"$3"\
tbackground count\t"$5"\t"$4}"' > bkg merged.bed

where *cluster_FDR_merged.bed lists all of the clusters_ FDR_
merged.bed files generated for experimental or background sam-
ples. Finally, we tabulate overlapping, statistically significant peaks
found in the experimental and background samples using
mergeBed.

cat signal merged.bed bkg merged.bed | sort -kl1,1 -k2n,2
> all samples merged.bed

mergeBed -s -d -1 -c 4,5 -o collapse -i all samples
merged.bed > peaks FDR count.bed

FDRbed2table.py peaks FDR count.bed X Y > peaks FDR
count.table

where X and Y are the number of experimental and background
samples, respectively. We consider statistically significant peaks
that are found in at least replicate experimental samples, and
are absent from all background samples, to be valid protein-
binding sites.

Once statistically significant peaks have been defined, these
regions can be analyzed for enriched sequence motifs and RNA
structures that will allow extrapolation of the protein—RNA inter-
action data.



270 Brandon Sy et al.

4 Notes

10.

. The concentration of RNace IT used to footprint (trim) RNAs

onto protein of interest is determined empirically. Ideally, the
reads will be long enough to map uniquely (~17 nt) but short
enough to give good resolution of the protein-binding site.
We aim to generate and average RNA length of ~35 nt.

. As of February 2016, the sequences introduced by the miR-

Cat-33 3’ linker, RT_oligo, and PE_miRCat_33_PCR primers
no longer allow paired-end sequencing on Illumina platforms.
Single end read sequencing can still be performed on libraries
generated using the 5" and 3’ sequences listed in Table 1.

. Ensure that the elution flowthrough is radioactive. If after two

elutions the flowthrough remains only slightly radioactive,
more elutions can be added as desired.

. If the TCA pellet is very large, this means that some salt has

precipitated during the TCA step. Should this be the case,
resuspend the pellet in acetone before spinning.

. For larger complexes, we find that transferring overnight at

30 V gives better transfer.

. Using the wet transfer system, we usually get about an 80%

transfer efficiency. It is important to check whether the transfer
has been completed as you could otherwise lose a lot of your
material.

. First incision can be made just above the band corresponding

to the protein of interest—this should represent the protein
bound to a few nucleotides of RNA. Once membrane frag-
ments have been cut out, they can be stored overnight at
-20°C.

. The number of cycles used to amplify cDNA libraries should

be optimized for the template to avoid artifacts due to overam-
plification. Generally, 21 cycles has been sufficient to produce
complex libraries from cDNA generated from Hfq-HTF; how-
ever, we often adjust the cycles between 19 and 24 cycles and
will increase number of independent PCR reactions (up to 10)
for samples with low abundance cDNA.

. Cooling the Metaphor agarose-TBE buffer mixture for 15 min

on ice prior to melting the agarose in the microwave prevents
foaming of the mixture during heating. Similarly, cooling the
Metaphor gel in a caster at 4 °C for at least 30 min prior to use
helps with handling of the fragile gel after casting.

For samples with >700 pL of buffer/agarose multiple of sam-
ple loading should be performed to bind the entire sample to
the column matrix.
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11. A GTF format file for genome annotation is required by the
pyCRAC software and is critical to the interpretation of the
output of the pyCRAC pipeline (i.e., the genomic features to
which the significant clusters map). pyCRAC is sensitive to the
formatting within the GTF file and we find it useful to check
the annotated GTF file using the pyCheckGTFfile.py com-
mand to ensure that the GTF file is suitable for use with the
pyCRAC software.
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Chapter 16

Producing Hfq/Sm Proteins and sRNAs for Structural
and Biophysical Studies of Rihonucleoprotein Assembly

Kimberly A. Stanek and Cameron Mura

Abstract

Hfq is a bacterial RNA-binding protein that plays key roles in the post-transcriptional regulation of gene
expression. Like other Sm proteins, Hfq assembles into toroidal discs that bind RNAs with varying affini-
ties and degrees of sequence specificity. By simultaneously binding to a regulatory small RNA (sRNA) and
an mRNA target, Hfq hexamers facilitate productive RNAseeRNA interactions; the generic nature of this
chaperone-like functionality makes Hfq a hub in many sRNA-based regulatory networks. That Hfq is
crucial in diverse cellular pathways—including stress response, quorum sensing, and biofilm formation—
has motivated genetic and “RNAomic” studies of its function and physiology (in vivo), as well as bio-
chemical and structural analyses of HfqeeeRNA interactions (in vitro). Indeed, crystallographic and
biophysical studies first established Hfq as a member of the phylogenetically conserved Sm superfamily.
Crystallography and other biophysical methodologies enable the RNA-binding properties of Hfq to be
elucidated in atomic detail, but such approaches have stringent sample requirements, viz.: reconstituting
and characterizing an Hfq-RNA complex requires ample quantities of well-behaved (sufficient purity,
homogeneity) specimens of Hfq and RNA (sRNA, mRNA fragments, short oligoribonucleotides, or even
single nucleotides). The production of such materials is covered in this chapter, with a particular focus on
recombinant Hfq proteins for crystallization experiments.

Key words Hfq, Sm, sRNA, RNA chaperone, RNA-binding protein, Crystallization, In vitro
transcription
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nt Nucleotide

PDB Protein Data Bank

RNP Ribonucleoprotein

RT Room temperature

SDVD  Sitting-drop vapor diffusion

1 Introduction

The bacterial protein Hfq, initially identified as a host factor
required for the replication of bacteriophage Qp RNA [1], plays a
central role in RNA biology: both in RNA-based regulation of
gene expression and in modulating RNA stability and lifetime
in vivo [2]. Hfq functions broadly as a chaperone, facilitating con-
tacts between small noncoding RNAs (sRNAs) and their cognate
mRNAs [3]. The RNA interactions may either stimulate or inhibit
expression, depending on the identity of the mRNA—sRNA pair
and the molecular nature of the interaction (high or low affinity,
stable or transient, etc.) [4, 5]. In many cases, Hfq is required for
these pairings to be effective [6], and knockdown of the /4fg gene
results in pleiotropic phenotypes such as increased UV sensitivity,
greater susceptibility to oxidative or osmotic stress, and decreased
growth rates [7]. A flood of “RNAomics”-type studies, over the
past decade, has shaped what we know about Hfq-associated RNAs
[2, 8, 9]. Hfq has been linked to many cellular pathways that rely
on rapid responses at the level of post-transcriptional /mRNA reg-
ulation, including stress responses [ 10-12], quorum sensing [13],
biofilm formation [14], and virulence factor expression [12, 15].
Hfq homologs are typically #80-100 amino acids in length,
with the residues folding as an a-helix followed by five f-strands
arranged into a highly bent, antiparallel p-sheet [16, 17]. Hfq
monomers self-assemble into a toroidal hexamer, the surface of
which features at least three distinct regions that can bind RNA. The
proximal face of the hexamer (proximal with respect to the N'-
terminal a-helix) is known to bind U-rich sequences [16, 18],
while the distaltace of the (Hfq), ring binds preferentially to A-rich
RNA eclements [19, 20]. Recently a third, lower-affinity, lateral
surface on the outer rim of the Hfq ring has been shown to bind
RNA [21] and aid in sSRNAeeemRNA annealing [22]. This lateral
site likely has a preference tor U-rich segments [23], but also may
interact fairly nonspecifically with RNA because of an arginine-rich
region that is found in some homologs. While the exact mecha-
nism by which Hfq facilitates productive RNAeeeRNA interactions
remains unclear, it is thought that the distal face binds the
3'-poly(A) tails of mRNAs while the proximal face binds to 3’
U-rich regions of sSRNAs [3]. The lateral surface may act either to
cycle different RNAs onto Hfq [22] or as an additional surface for
binding to internal, U-rich regions of sSRNAs. A recent study sug-
gested that this mechanistic model holds for only a subset of
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sRNAs, termed “Class I” sSRNAs [24]. A second subset of SRNAs
(“Class II”) appears to bind both the proximal and distal sites of
Hfq; the mRNA targets of these Class 1T sSRNAs are predicted to
bind preferentially to the lateral region of the Hfq ring.

A detailed understanding of how different sSRNAs interact with
Hftq, and with target RNAs in a ternary RNA-Hfq-RNA complex,
requires atomic-resolution structural data. While multiple struc-
tures have been determined for short ($10-nucleotide) RNAs
bound to ecither the proximal [16, 18], distal [19, 20], or lateral
[23] sites of Htq (Table 1), as of this writing only one structure of
an Hfq bound to a full-length sRNA has been reported [25]. In
that Hfq-RNNA complex, comprised of E. coli Hfq bound to the
Salmonelln RydC sRNA (Fig. 1a), the 3’-end of the sSRNA encir-
cles the pore, toward the proximal face of the hexamer, while an
internal U-U dinucleotide binds in one of the six lateral pockets
on the periphery of the Hfq ring (Fig. 1b). Though other regions
of the sSRNA were found to further contact a neighboring Hfq ring
in the lattice (Fig. lc), the stoichiometry of the Hfq-RydC com-
plex in vivo, at limiting RNA concentrations, is thought to be 1:1.
(Interestingly, two distinct interaction/binding modes were seen
between RydC and the lateral rim of an adjacent hexamer [Fig.
1c].) The Htq-RydC complex offers a valuable window into our
understanding of HfqeeesRNA interactions, limited mainly by the
relatively low resolution (3.48 A) of the refined structure. For this
and other Hfq-RNA complexes, many questions can be addressed
by leveraging different types of structural and biophysical
approaches. Ideally, the methods used would provide a variety of
complementary types of information (i.e., the underlying strategy
in taking a “hybrid methods” approach [26, 27]).

Atomic-resolution information may be obtained in several
ways. Historically, the premier methodologies have been X-ray
crystallography and solution NMR spectroscopy; these well-
established approaches are described in many texts, such as [28,
29]. Though beyond the scope of this chapter, note that much
progress in recent years has positioned electron cryo-microscopy
(cryo-EM) as a powerful methodology for high-resolution (nearly
atomic) structural studies of macromolecular assemblies [30, 317,
including ribonucleoprotein (RNP) complexes such as the ribo-
some [32-34], telomerase [35], and, most recently, the spliceo-
some [ 36, 37]. Thus far, all Hfq and Hfq-RNA structures deposited
in the Protein Data Bank (PDB), listed in Table 1, have been
determined via X-ray crystallography. The molecular weight (MW)
of a typical Hfq hexamer is 60 kDa while sRNAs, which range in
length from = 50 to 500 nucleotides (nt), have MWs of ~16-
1600 kDa. An RNP complex of this size is ideally suited to macro-
molecular crystallography.

In this chapter, we describe how to prepare and crystallize
Hfq-sRNA complexes for structure determination and analysis via
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Table 1

A comprehensive list of Hfq structures in the PDB, including co-crystal structures

with nucleotides and RNAs

Crystallization

Solvent information (format,
content precipitants, other
PDBID Space- d,, (byvol) Macromolecular complex solution conditions/
(year) group (li) (%) [species]; other notes notes) Citation
1KQ1 P2, 1.55 35.9 (Hfq)s hexamer HDVD at 298 K; pH 4.6; [16]
(2002) [ Staphylococcus anrens| (NH,),SO,, NaOAc
1KQ2 €222, 2.71 43.3 (Hfq)sr(AUsG) RNA, HDVD at 298 K; pH 7.5; [16]
(2002) bound at proximal site; HEPES, PEG-550,
[S. anrens) MgCl,, KCI
1HK9 Po, 2.15 33.0 (Hfq)s hexamer SDVD at 293 K; pH 4.6; [68]
(2003) [ Escherichia coli] 25% PEG-4000, 0.2 M
NH,-OAc, 0.2 M
NaOAc
1U1S Pr2,22, 1.6 50.0 (Hfq)s hexamer HDVD at 295 K; pH 8.5; [53]
(2005) [ Pseudomonas 200 mM NH,CI, 12%
aeruginosi] PEG-4000, 50 mM
Tris-HCI, 5 mM CdCl,
1U1T P2,22, 19 517 (Hfq)s hexamer [ P, HDVD at 295 K; pH 6.5; [53]
(2005) aeruyinosn] 100 mM MES, 0.6 M
(NH,4),SO4, 1 M
Li,SO,
2QTX P2, 2.5 45.3 (Hfq)s hexamer SDVD at 277 K; pH 8.5; [69]
(2007) [ Methanococcus 0.1 M Tris, 0.2 M
Jannaschii) NH,OAc, 25%
PEG-3350
3GIB P2,2,2 24 45.0 (Hfq)sr(A)e RNA, bound HDVD at 298 K; pH 9.5; [19]
(2009) to distal site; [ E. colz] 0.1 M CHES, 40% v/v
MPD
3HFN P3 23 427 (Hfq)s hexamer SDVD at 277 K; pH 3.5; [70]
(2009) [Anabaena sp. PCC 0.1 citric acid, 2 M
7120] (NH4),SO4
3HFO R22 1.3 36.1 (Hfq)s hexamer SDVD at 292 K; pH 7; [70]
(2009) [ Synechocystis sp. PCC 60% Tacsimate (see
6803] Note 10)
3INZ P2.22, 1.7 412 (Hfq)s hexamer, H57T VD at 295 K; pH 8.5; [71]
(2010) mutant; [ P. aeruginosn] 50 mM NaCl, 100 mM

NH,CIL, 7.5% PEG-
MME 550, 50 mM
TrisCl, 10 mM CdCl

2

(continued)
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Table 1
(continued)
Crystallization
Solvent information (format,
content precipitants, other
PDBID Space- d.. (byvol) Macromolecular complex solution conditions/
(year) group (A) (%) [species]; other notes notes) Citation
3M4G Pl 2.05 41.0 (Hfq)s hexamer, H57A HDVD at 293 K; pH 8.5; [71]
(2010) mutant; [ P aeruginosa] 50 mM NaCl, 100 mM
NH,CI, 7.5% PEG-
MME 550, 50 mM
TrisCl, 10 mM ZnCl,
2Y90 P6 2.25 30.0 (Hfq)s hexamer [ E. colz] HDVD at 293 K;pH 8;  [72]
(2011) 0.1 M Tris, 1.6 M
(NH,),SO,
2YHT Pl 29 300 (Hfq)s hexamer [ E. colz] SDVD at 293 K; pH 5.4; [72]
(2011) 0.1 M Nacitrate, 30%
PEG-3350
2YLB P6, 1.15 39.0 (Hfq)s hexamer pH 7; 0.1 M HEPES, [18]
(2011) [ Salmonelin 0.5% Jeffamine, 1.1 M
typhimurinm] malonate
2YLC P6 1.3 40.0 (Hfq)sr(U)s RNA, bound pH 8; 0.2 M NaSCN, [18]
(2011) at proximal pore; [S. 20% PEG-3350
typhimurinm]
3AHU R22 22 42.0 (Hfq)sr(AG);A RNA HDVD at 293 K; pH 6.5; [73]
(2011) (SELEX-derived 0.2 M MES, 1.8 M
aptamer), bound to (NH,),SO4, 0.01 M
distal site; [ Bacillus CoCl,
subtilis|
3HSB 422 2.2 39.6 (Hfq)sr(AG)3;A RNA HDVD at 293 K; pH 6.5; [73]
(2011) (SELEX-derived 0.1 M MES, 1.8 M
aptamer ), bound to (NH,4),SO4, 0.015 M
distal site; [ B. subtilis] CoCl,
3QHS Pl 2.85 37.7 (Hfq)s hexamer; full-length HDVD at 277 K; pH 6.5; [74]
(2011) protein; [ E. colz] 0.1 M Bis-Tris, 30%
v/v PEG-MME 550,
0.05 M CaCl,
3RER Pl 1.7 437 (Hfq)sr(AUsA) RNA-ADP HDVD at 283 K; pH 6.2; [75]
(2011) [E. coli] 0.1 M cacodylate,
100 mM NaCl, 12%
w,/v PEG-8000
3RES n 2.0 42.6 (Hfq)s-ADP [ E. coli] HDVD at 283 K; pH 4.2; [75]
(2011) 200 mM NH,OAc,

100 mM NaOAc, 22%
w,/v PEG-4000

(continued)
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Table 1
(continued)
Crystallization
Solvent information (format,
content precipitants, other
PDBID Space- d,, (byvol) Macromolecular complex solution conditions/
(year) group (A) (%) [species]; other notes notes) Citation
3SB2 P2, 2.63 43.0 (Hfq)s hexamer SDVD at 291 K; pH 7.0; [54]
(2011) [ Hevbaspivillum 0.1 M PCB
seropedicae) (Na-propionate,
Na-cacodylate, Bis-tris
propane), 25% w/v
PEG-1500
303 @ 2.15 48.3 (Hfq)s-ATP [E. coli] SDVD at 295 K; pH 7.5; [76]
(2012) 0.1 M HEPES, 10%
w,/v PEG-8000, 8%
v/v ethylene glycol
3QsU 13 22 359 (Hfq)sr(A); RNA, bound HDVD at 298 K; pH 6.5; [20]
(2012) to distal site; [ S. anreus] 0.1 M Na-cacodylate,
12% v/v MPD, 0.2 M
Zn(OAc),, 0.1 M KCI
3QUI  P2,2.2, 1.93 379 (Hfq)s-{ADP, AMP-PNP} HDVD at 295 K;pH 8;  [77]
(2013) (see Note 11) [P, 0.2 M (NH,4),SOy,,
aeruginosn) 0.2 M NaCl, 50 mM
TrisCl
3VU3 222 2.85 58.9 (Hfq)s-catalase HPII (see  HDVD at 293 K;pH 9;  [78]
(2013) Note 12) [E. coli] 0.1 M TrisCl, 0.18 M
NaCl, 10% w/v
PEG-4000
4HTS 2 19 430 (Hfq)sr(A); RNA [E. coli] HDVD at 283 K; pH 7.9; [79]
(2013) 200 mM NH,OAc,
100 mM Tris, 26% v/v
isopropanol
4HT9 I 1.8 33.0 (Hfq)sr(A); 1(AUGA) HDVD at 283 K; pH 6.2; [79]
(2013) RNASs [ E. colz] 0.1 M cacodylate,
0.1 M NaCl, 12% w/v
PEG-8000
4J5Y P2,2,2, 2.1 44.8 (HfqQ)sATD [ P. aeruginosn] HDVD at 295 K; pH 8;  [77]
(2013) 0.2 M (NH,),SO;,
0.2 M NaCl, 50 mM
TrisCl
4J6W  P2.2,2, 1.8 463 (Hfq)s-CTP [P HDVD at 295 K; pH 8;  [77]
(2013) aerugyinose] 0.2 M (NH,),SO,,

0.2 M NaCl, 50 mM
TrisCl

(continued)
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Table 1
(continued)
Crystallization
Solvent information (format,
content precipitants, other
PDBID Space- d.. (byvol) Macromolecular complex solution conditions/
(year) group (ii) (%) [species]; other notes notes) Citation
4J6X P2,2,2, 222 449 (Hfq)s UTP [P HDVD at 295 K; pH 8;  [77]
(2013) aeruginosn] 0.2 M (NH,),SO,,
0.2 M NaCl, 50 mM
TrisCl
4J6Y P2,2,2, 2.14 44.1 (Hfq)s; GTP not found in - HDVD at 295 K; pH 8;  [77]
(2013) density; [ P aeruginosa) 0.2 M (NH,),SOy,,
0.2 M NaCl, 50 mM
TrisCl, 4.75 mM GTP
4JLI H3 1.79 35.7 (Hfq)s hexamer, F42 W HDVD; pH 8.0-9.0; [80]
(2014) mutant; [ E. colz] 0.1 M Tris, 22-28%
PEG-3350, 26-32%
isopropanol
4JRI 2, 1.83 38.0 (Hfq)s hexamer, F39 W HDVD; pH 8.0-9.0; [80]
(2014) mutant; [ E. colz] 0.1 M Tris, 22-28%
PEG-3350, 26-32%
isopropanol
4JRK 22,2, 1.89 39.9 (Hfq)s hexamer, F11 W HDVD; pH 8.0-9.0; [80]
(2014) mutant; [ E. coli] 0.1 M Tris, 22-28%
PEG-3350, 26-32%
isopropanol
4JUV P2, 2.19 40.2 (Hfq)s hexamer, Y25W HDVD at 295 K; [80]
(2014) mutant; [ E. colz] pH 8.0-9.0;0.1 M
Tris, 22-28% PEG-
3350, 26-32%
isopropanol
4MMK P2, 2.16 40.3 (Hfq)s hexamer, Q8A HDVD at 303 K; pH 6.5; [81]
(2014) mutant; [ P aeruginosa) 50 mM TrisCl, 7% w/v
PEG-2000 MME, 2%
v/v MPD, 20 pM
ZnCl,
4MML  P6 1.8 36.5 (Hfq)s hexamer, D40A HDVD at 303 K; pH 6.5; [81]
(2014) mutant; [ P aeruginosa) 50 mM TrisCl, 7% w /v
PEG-2000 MME, 2%
v/v MPD, 20 pM
7ZnCl,
4NL2 P2,22, 2.6 431 (Hfq)s hexamer [ Listerin ~ HDVD at 298 K; pH 7.5; [82]
(2014) monocytogenes| 0.1 M HEPES, 40%

1,2-propanediol

(continued)
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Table 1
(continued)
Crystallization
Solvent information (format,
content precipitants, other
PDBID  Space- d,, (byvol Macromolecular complex solution conditions/
(year) group (A) (%) [species]; other notes notes) Citation
4NL3 2 3.1 487 (Hfq)sr(U)s RNA, bound HDVD at 298 K; pH 7.5; [82]
(2014) at proximal pore; [ L. 0.1 M HEPES, 40%
monocytogenes| 1,2-propanediol
4NOY rR22, 28 433 (Hfq)s hexamer, F43 W HDVD at 298 K; pH 7.5; [82]
(2014) mutant; [ L. 0.1 M HEPES, 40%
monocytogenes| 1,2-propanediol
4PNO P6 0.97 334 (Hfq)s'r(U)s RNA, bound SDVD at 293 K; pH 8.0; [83]
(2014) at proximal pore; [ E. 0.1 M HEPES/NaOH,
coli] 12% w/v PEG-3350,
0.25 M KSCN
4V2Ss P2,2,2, 348 55.0 (Hfq)s:RydC sRNA SDVD; pH 6.5; 0.2 M [25]
(2014) (65 nt) [ E. coli Hfq, S. tri-sodium citrate,
enterica RydC| 0.1 M Na-cacodylate,
15% isopropanol
4QVC P2,2,2, 199 49.3 (Hfq)s r(AUAACUA) HDVD at 281 K; pH 5.5; [84]
(2015) RNA [ E. coli] 0.1 M citrate, 12% w/v
PEG-4000
4QVD P2,2,2, 197 49.5 (Hfq)s r(AACUAAA) RNA HDVD at 281 K; pH 7.2; [84]
(2015) [E. coli] 0.1 M HEPES, 16%
w,/v MPEG-5000 (see
Note 13)
4RCB P6 1.63 38.3 (Hfq)s hexamer [E. coli] ~ SDVD; 1.6 M [85]
(2015) (NH,),SO4, 0.5 M LiCl
4RCC Po 1.98 38.3 (Hfq)s hexamer [ E. coli] SDVD; pH 8.5; 0.1 M [85]
(2015) TrisCl, 1.5 M
(NH4)2$O4, 15% V/V
glycerol
4Y91 P2,2,2, 2.66 39.0 (Hfq)s'r(U)s RNA, bound HDVD at 291 K; pH 8.5; n/a
(2015) at proximal pore; tri-potassium citrate,
[ Thermotoga maritima) 30% w/v PEG-3350
4X9C P2,2,2, 14 41.7 (Hfq)s hexamer [ M. HDVD at 296 K; pH 8;  [86]
(2016) Jannaschii) 0.1 M TrisCl, 50% v/v
PEG-200
4X9D P2,22, 1.5 419 (Hfq)s:UMP [ M. HDVD at 296 K; pH 8;  [86]
(20106) Jannaschii) 0.1 M TrisCl, 50% v/v

PEG-200

(continued)
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Table 1
(continued)
Crystallization
Solvent information (format,
content precipitants, other
PDBID Space- d,, (byvol) Macromolecular complex solution conditions/
(year) group (R) (%) [species]; other notes notes) Citation
5DY9 P2, 1.6 34.9 (Hfq)s-AMP (Y68T HDVD at 296 K; pH 8;  [86]
(2016) mutant of Hfq); [ M. 0.1 M TrisCL, 50% v /v
Jannaschii) PEG-200
5121 6 1.55 37.0 (Hfq)s hexamer, Y55W HDVD at 303 K; pH 6.5; n/a
(20106) mutant; [ P aeruginosa) 50 mM TrisCl, 7% w /v
PEG-2000 MME, 2%
v/v MPD
587D Pl 149 40.2 (Hfq)s hexamer [Aquifex  SDVD at 291 K; pH 5.5; [23]
(2017) aeolicus) 0.1 M Na-cacodylate,
5% w/v PEG-8000,
35% v/v MPD, 0.1 M
[CO(NHg)G]Clg
5SZE P6 1.5 46.1 (Hfq)sr(U)s RNA, bound SDVD at 291 K; pH 5.5; [23]
(2017) at lateral rim; [ A. 0.1 M Na-cacodylate,
aceolicus) 5% w,/v PEG-8000,
35% v/v MPD, 1.0 M
GndCl

the classic, single-crystal X-ray diffraction approach. However, if
crystallographic efforts with a particular Htq or Hfq-sRNA com-
plex prove difficult because of a lack of well-diffracting crystals—
or, even when such crystals can be reproducibly obtained—then
one can also consider investigating the Hfq-based complex via
complementary approaches. Two main families of alternative
methodological approaches are available: (1) NMR and other spec-
troscopic methods (e.g., EPR [38]), and (2) cryo-EM and other
scattering-based approaches (e.g., SAXS [39]). NMR and cryo-
EM are routinely used for smaller or larger-sized biomolecular
complexes, respectively, though methodological developments are
continuously redefining these limitations. The current upper size
limit for de novo NMR structure determination is ~40 kDa,
this limit being reached via the application of techniques such as
TROSY, as well as relatively recently developed approaches for
deriving distance restraints (e.g., paramagnetic relaxation
enhancement). NMR applications to RNP complexes have been
recently reviewed [40]. In the reverse direction, from large to
small, cryo-EM was recently used to determine the structure of a
protein as small as 170 kDa [41]; the highest-resolution cryo-EM
structure reported thus far has reached a near-atomic 2.2 A [42].
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Fig. 1 Crystal structure of Hfq in complex with RydC sRNA (PDB 4V2S). (a) The sequence of S. enterica RydC
sRNA is shown. The gray residues were not discernible in the crystal structure and were manually modeled in
(b) and (c). Residues that bind Hfq at the lateral and proximal sites are highlighted. (b) In this cartoon ribbon
representation of the E. coli Hfq hexamer, alternating monomeric subunits are colored blue and cyan. N’- and
C’-termini are labeled for the monomer at the 6-0’clock position. The RydC RNA backbone is shown as a tan-
colored tube, with the termini labeled. The 3’ end of the RydC RNA wraps around the proximal pore of the Hfq
ring, and an internal region of the RNA binds to the /ateral rim (yellow arrow). Uracil bases involved in binding
Hfq at the proximal and /ateral sites are thickened and colored orange and yellow (respectively). (¢) The RydC
SRNA mediates crystal contacts via binding to the /ateral pocket of an adjacent Hfq hexamer, as indicated by
the red arrow. The same coloring scheme is used as in (b), with the uridines that facilitate crystal contacts
thickened and colored red. This figure was created with PyMOL
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As alluded to above, RNA and RNP complexes pose particular
challenges in crystallographic structure determination [43, 44].
Most proteins typically adopt a discrete, well-defined three-
dimensional (3D) structure, but populations of RNAs tend to sam-
ple broad ranges of conformational states, yielding greater
structural heterogeneity; notably, this holds even if the sample is
technically monodisperse (i.e., homogeneous in terms of MW).
Therefore, RNA and RNP crystals often exhibit significant disor-
der and correspondingly poorer diffraction, as gauged by resolu-
tion, mosaicity, and other quality indicators [45]. Synthesis and
purification of an RNA construct through in vitro transcription (see
Subheading 3.2) generates large quantities of chemically homoge-
neous RNA, and also conveniently lends itself to the engineering
of constructs that may be more crystallizable, or that exhibit
improved diffraction. Alongside crystallization efforts, chemical
probing [46] and structure prediction/modeling methods [47]
can be used to examine the secondary structure of the RNA of
interest, as well as identity potential protein-binding sites. Then, in
designing a more crystallizable construct, extrancous regions of
RNA can be either removed or replaced with more stable second-
ary structures (e.g., stem-loops incorporating tetraloop /tetraloop-
receptor pairs); these rigid structural elements can aid crystal
contacts and enhance lattice order [44, 48]. As an example of judi-
ciously choosing (and/or designing) an RNA system for crystal-
lographic work, the aforementioned RydC sRNA (Fig. la) is a
favorable candidate for crystallization efforts because (1) it is rela-
tively small and compact (forming a pseudoknot), and (2) it fea-
tures multiple U-rich regions that can potentially bind to both its
cognate Hfq (within a single RNP complex) and other Hfq pro-
teins across the lattice. In the crystal structure (Fig. 1b, ¢), the
RNA was found to span two Hfq hexamers, forming intermolecu-
lar contacts that helped stitch together a stable crystal lattice.

Once crystals that diffract to even low resolution (e.g., <4 A)
are obtained, a native (underivatized) X-ray diffraction dataset can
be collected. From this dataset alone, much can be learned [49],
including the likely stoichiometry in the specimen that crystallized
(e.g., 1:1 or 2:1 Hfq:RNA?) and whether or not the complex
found in the crystalline asymmetric unit (AU) features any addi-
tional (non-crystallographic) symmetry. Calculation of an initial
electron density map from the diffraction data requires approxi-
mate phases for each X-ray reflection. Such phases can be estimated,
de novo, via a family of computational approaches based on the
two fundamental ideas of multiple isomorphous replacement
(MIR) or multi-wavelength anomalous dispersion (MAD); these
general approaches require derivatization of native crystals, either
via soaking with heavy atoms (MIR/SIR/etc.) or covalent intro-
duction of an anomalously scattering atom (MAD/SAD /etc.)
such as selenium. For more information on approaches to de novo
estimation of initial sets of phases, see [28].
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If a known 3D structure is similar to the (unknown) structure
that one seeks to determine, then the phase problem can be greatly
simplified. In such cases, a phasing approach known as molecular
replacement (MR) can be used to estimate initial phases for the
unknown structure (the “target”) using a known structure (the
“probe”), or a suitable modification thereof (e.g., a homology
model). Essentially, the MR approach can be thought of as a “fit,”
via rigid-body transformations that sample the three rotational and
three translational degrees of freedom, of the probe structure to
the unknown phases of the diffraction data (which, in turn, directly
result from the detailed 3D coordinates of the target structure).
Because 3D structures are available for Hfq homologs from many
species (Table 1), the phase problem is much simplified by using
MR. Similarly, the phases computed in refining a given apo Hfq
structure can then be used as an initial phase estimate for X-ray
data collected for a corresponding Hfq-sRNA complex. The proto-
cols below assume that one can successfully estimate initial phases
via MR; if such is not the case, e.g., if there is an unexpected/
complicated stoichiometry in the AU (say four Hfq rings and three
RNAs, in an odd geometric arrangement), then one must resort to
de novo phasing methods.

2 Materials

2.1 Hfq Purification

1. DNA sample that contains the /4fg gene of interest (e.g.,
genomic DNA).

2. Inducible expression vector capable of encoding a His6x affin-
ity tag (e.g., pET-22b(+) or pET-28b(+)).

3. Chemically competent BL21(DE3) E. coli cells.

4. Lysogeny broth (LB) agar plate, supplemented with appropri-
ate antibiotic (e.g., 100 pg/mL ampicillin or 50 pg/mL
kanamycin).

5. LB liquid media, supplemented with a suitable antibiotic (e.g.,
100 pg/mL ampicillin or 50 pg/mL kanamycin).

6. 1 mM isopropyl f-p-1-thiogalactopyranoside (a 1000x stock
[1 M] can be prepared, partitioned into 1-mL aliquots, and
stored at —20 °C).

7. Lysis buffer: 50 mM Tris pH 7.5, 750 mM NacCl.

8. Chicken egg-white lysozyme (100x stock at 1 mg/mL).

9. 0.2-pm syringe filters.
10. His-Trap HP pre-packed sepharose column (GE Healthcare).
11. 200 mM Ni,SO,.

12. Wash buffer: 50 mM Tris pH 7.5, 200 mM NaCl, 10 mM
imidazole.
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Elution buffer: 50 mM Tris pH 7.5, 200 mM NaCl, 600 mM
imidazole.

Bovine thrombin (200 U/mL).
p-Aminobenzamidine-agarose resin (Sigma).

3-kDa molecular weight cut-oft (MWCO) filter-concentrators
(Amicon).

. Template DNA (~1 pg/pL for a 3-kb linearized plasmid).
. 10x transcription bufter: 500 mM Tris—-HCI pH 8.0, 100 mM

NaCl, 60 mM MgCl,, 20 mM spermidine.

. 10x rNTP mix: rATP, rCTP, rUTP, rGTP, each at 20 mM.

. 100 mM dithiothreitol (DTT).

. Diethyl pyrocarbonate (DEPC)-treated H,O (RNase-free).

. T7 RNA polymerase (20 U/pL).

. RNase-free DNase I (50 U/puL).

. Denaturing (8 M urea) 5% polyacrylamide gel.

. Elution buffer: 20 mM Tris—-HCI pH 7.5, 1 mM EDTA, 1%

(w/v) SDS.
Phenol:chloroform (1:1).
96% ethanol.

. Purified Hfq protein (see Subheading 3.1).

2. Purified sSRNA construct (see Subheading 3.2).

w
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. The “Natrix” and “Crystal Screen” sparse-matrix crystalliza-

tion screens (Hamton Research).

. Intelli-Plate 96-3 Microplates (Hampton Research).

. Sealing tape (Hampton Research).

. 24-well VDX plates with sealant (Hampton Research).
. Siliconized glass cover slips (Hampton Research).

. Vacuum grease.

. Light stereomicroscope, with cross-polarizing lenses (e.g.,

Zeiss Discovery V20).

3 Methods

3.1 Hfq Purification

Crystallization efforts typically require large quantities of highly
purified and concentrated material, e¢.g., on the scale of >100 pL at
>10 mg/mL of the biomolecule. To achieve this, Hfq is often
expressed in a standard E. co/i K12 laboratory strain, using a
plasmid-based construct created via standard recombinant DNA
techniques. The expression vector, e.g., an inducible T7/ac-based
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system (pET series), can be used to add various affinity tags to the
N’ or C’ termini of the wild-type sequence. Then, overexpressed
Hfq can be readily purified via affinity chromatographic means.
Further steps, detailed below and in Fig. 2, may be required to
remove co-purifying proteins and nucleic acids. Because at least
some Htq homologs bind nucleic acids fairly indiscriminately, the
ratio of absorbances at 260 nm and 280 nm (Ays,/Ass0) should be
monitored over the various stages of purification in order to detect
the presence of contaminating nucleic acids. Pure nucleic acid is
characterized by an Ayg/Agg ratio of ~1.5-2.0, versus ~0.7 for
pure protein; rapid colorimetric assays can be used alongside absor-
bance readings to discern whether a contaminant is mostly RNA or
DNA [50].

In terms of solution behavior, experience has shown that Hfq
homologs generally remain soluble in aqueous buffers at tempera-
tures >70 °C, and that they resist chemical denaturation (e.g.,
treatment with 6 M GndCl); in many cases, depending on the spe-
cies of origin, Hfq samples are insoluble at low temperatures. We
have found that the common practice of purifying/storing pro-
teins at 4 °C can be unwise with Hfq homologs: it visible precipita-
tion occurs at &4 °C, we recommend that purification be conducted
at ambient room temperature (~18-22 °C), and that elevated tem-
peratures be considered for long-term storage of purified protein
(e.g., =37—42 °C works well for an Hfq homolog from the hyper-
thermophile Aguifex aeolicus). In terms of protein expression
behavior, purification strategies, solubility properties (tempera-
ture- and ionic strength-dependence), etc., we have found that the
in vitro behavior of many Hfq constructs resembles the overall
properties of Hfq orthologs (Sm proteins) from the archaeal
domain of life [17].

Previously, His-tagged [18, 51] and self-cleaving intein-tags
[16, 21, 52] have been used for affinity purification of Hfq,
although it has also been purified without the use ofa tag. Untagged
Hfq has been purified using immobilized metal affinity chroma-
tography (IMAC), as the native protein has been shown to associ-
ate with the resin [4]. Poly(A)-sepharose [ 10] and butyl-sepharose
[53, 54] columns also have been utilized to purify untagged Hfq,
leveraging the RNA-binding properties and partially hydrophobic
nature of the surface of the protein (respectively). Below, we out-
line the purification of recombinant Hfq using a His6x-tagged
construct. This tag can be removed at a later step through protease
treatment; this is a crucial feature, as it is possible that even a mod-
estly sized His6x tag can interfere with the oligomerization behav-
ior and binding properties of Hfq [55]. The intein-mediated
purification with an affinity chitin-binding tag (IMPACT) scheme,
used to both clone and purify intein-tagged constructs, has been
successfully applied to Hfq by multiple labs (e.g., [21, 52]). This
system is available as a kit from NEB, so that method will not be
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described herein. Note that many of the considerations and notes
described below, for His6x-tagged Hfq, also apply when purifying
and working with any Hfq construct, intein-based or otherwise.

1. Clone the 4fg gene, using a genomic sample as PCR template,
into an appropriate expression vector; ideally, such a vector
will add a His-tag. A compatible vector from the pET series of
plasmids often works well (e.g., pET-28b(+), which fuses an
N-terminal His6x tag).

2. Transtorm competent BL21(DE3) E. colz with the recombi-
nant Hfq plasmid and plate onto LB agar supplemented with
antibiotic (e.g., 50 pg/mL kanamycin if using pET-28b(+)).

3. Grow-out the transformed cells in LB media at 37 °C with
shaking (225 rpm) to an optical density at 600 nm (ODyyg) of
~0.6-0.8. Then, induce overexpression of Hfq by adding
IPTG to a final concentration of 1 mM. Optionally, immedi-
ately before adding IPTG take a 1-mL aliquot of the cell cul-
ture as a ¢t = 0 (pre-induction) sample; this sample can be
stored at —20 °C and later analyzed alongside a post-induction
sample (by SDS-PAGE) in order to assess overexpression
levels.

4. Incubate the cell cultures for an additional 3—4 h at 37 °C,
with continued shaking, and then centrifuge at 15000 x 4 for
5 min to pellet. Optionally, take a 1-mL aliquot of the cell

culture at # ~ 2-3 h post-induction; this sample can be stored
at —20 °C and analyzed by SDS-PAGE.

5. Resuspend the cell pellet from the previous step in Lysis Buffer
(Subheading 2.1). Optionally, DNase I and RNase A can be
added at this stage in order to hydrolyze any nucleic acids,
Hfq-associated or otherwise (se¢ Note 1).

6. Incubate the lysate with 0.01 mg/mL lysozyme for 30 min (if
a more thorough chemical lysis is required), at either RT or
37 °C; gently shake/invert the sample a few times during this
incubation.

7. Mechanically lyse the cells using a sonicator or other similar
means (e.g., a microfluidizer or French press). Remove cellu-
lar debris from the lysate by centrifugation at 16,000 x g for
5-10 min at RT.

8. Initial purification of Hfq can be achieved by using a heat-cut
to precipitate endogenous, mesophilic E. colz proteins. Proceed
by incubating the supernatant from the last step (i.e., clarified
lysate) at #70-80 °C for #10-15 min (see Note 2); a substan-
tial amount of white precipitate should develop within min-
utes. Next, use a high-speed centrifugation step (e.g.,
33,000 x g for 30 min) to clarify the soluble, Hfq-containing
supernatant; for pilot studies, the supernatant and pellet
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fractions from this step can be saved in case SDS-PAGE
analysis becomes necessary.

9. If nucleic acid is still present in the heat-treated sample, as
assessed by A,/ Asgo ratios, colorimetric assays [50], or dye-
binding assays (e.g., cyanine-based stains such as PicoGreen or
SYBR-Gold), then a chaotropic agent such as urea or GndCl
can be added to the sample, to a concentration of up to 8 M
or 6 M, respectively (see Note 3 and Fig. 2).

10. Pass the latest Hfq-containing sample through a 0.2-pm filter
(syringe or vacuum line) to remove any particulate matter,
prior to applying the material to a high-performance liquid
chromatography (HPLC) or fast protein liquid chromatogra-
phy (FPLC) system in the next step.

11. Isolate the His6x-tagged Hfq via IMAC, using an iminodiace-
tic acid sepharose resin in a pre-packed column connected to
an HPLC or FPLC instrument. All buffers should be vacuum-
filtered (0.45-pum filters) and sonicated before use. In brief,
this IMAC step entails the following sub-steps:

(a) Prepare the resin by washing with 3—4 column volumes
(CVs) of dH,0, and then 3—4 CVs of Wash Buffer.

180
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Fig. 2 Size-exclusion chromatography of Hfq samples reveals the impact of a chaotrope such as guanidinium
chloride (GndCl) on elution profiles and co-purifying nucleic acid content. In particular, high concentrations of
GndCl can disrupt HfgeeeRNA interactions, as shown here via preparative-scale SEC chromatograms for
recombinant His-tagged A. aeolicus Hfq constructs that were previously purified by IMAC either in the absence
(0 M) or in the presence (at 3 M, 6 M) of GndCl. The peak that elutes at ~60 mL corresponds to Hfq associated
with nucleic acids, as indicated by the higher molecular weight (versus Hfq alone) and the high Aggg/Ags, absor-
bance ratio for this eluate; the peak at ~100 mL corresponds to pure Hfq protein. Note the smooth shift from
nucleic acid-bound Hfq to free protein as [GndCl] increases
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(b) Charge the resin with Ni?* by loading at least 1-2 CVs of
200 mM NiSOy (see Note 4).

(c) Load the crude (unpurified) Hfq-containing protein sam-
ple (collect the flow-through), and then wash the column
with several CVs of Wash Buffer (until the Ayg trace drops
near baseline).

(d) Elute the Hfq protein by applying a linear gradient of
Elution Bufter, from 0 - 100% over 10 CVs.

(e) Combine the fractions thought to contain Hfq (as assessed
by A,so and the elution profile), and dialyze into 50 mM
Tris pH 7.5, 200 mM NaCl, 12.5 mM EDTA in order to
remove any residual Ni**.

(f) To regenerate a column for subsequent use, strip the resin
with 4-5 CVs of 100 mM EDTA; remove the EDTA by
washing with 5-6 CVs of dH,O (and, for long-term stor-
age, wash with 20% EtOH).

12. To proteolytically remove the His6x-tag (see Note 5), incu-
bate the sample overnight with thrombin at a 1:600 mass ratio
of thrombin:Hfq.

13. To remove thrombin from the latest sample, either apply the
material to a benzamidine column or mix it with free resin (in

batch mode).

14. Additional chromatographic steps, such as size-exclusion
chromatography (Fig. 2), may be necessary in order to isolate
the various populations of hexameric, “free” Hfq versus any
subpopulations with RNA bound.

In addition to purified protein, crystallizing an RNP complex
also requires milligram quantities of RNA of sufficient quality.
Here, “quality” means that the ideal RNA sample will be (1)
chemically uniform, in terms of sequence, length, and phosphate
end-chemistry (i.e., uniform covalent structure), and also (2)
structurally homogeneous (i.e., narrow distribution of conforma-
tional states in solution). The first issue—monodispersity—is a
fairly straightforward matter of chemistry, and is within one’s
control (e.g., use an RNA synthesis scheme that minimizes het-
erogeneity of the 3’-termini of the product RNA molecules).
The second issue, concerning structural heterogeneity, is a mat-
ter of physics: one can anneal RNAs by heating/cooling, adjust-
ing pH, ionic strength, etc., to try and modulate the solution-state
behavior of an RNA, but the intrinsic structural /dynamical
properties of RNA are generally not easily regulated; ultimately,
one must empirically monitor the RNA and its properties of
interest (e.g., “crystallizability”).

For sRNAs, which range from =50 to 200 nt, a sufficient
quantity of material can be readily synthesized via run-off
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transcription, in vitro, using phage T7 RNA polymerase and a lin-
earized plasmid as the DNA template (see Note 6). Traditional
in vitro transcription is limited by the fact that T7 polymerase
strongly prefers guanosine at the 5'-end of the transcript [56], thus
adversely affecting yields for target RNAs lacking a 5" G. In addi-
tion, the polymerase typically incorporates a tew nucleotides at the
3’-end of the transcript in a random, template-independent man-
ner, giving an RNA population that is heterogeneous in length and
3’ sequence. Both of these limitations can be avoided by including,
5" and 3’ to the RNA sequence of interest, a pair of cis-acting, self-
cleaving ribozymes [57, 58]. The flanking ribozymes ensure that
the population of RNA products is accurate and chemically uni-
form, given the single-nt precision with which ribozymes self-
cleave at the scissile bond. In principle, any self-cleaving ribozyme
can be used (hammerhead, hairpin, hepatitis 8 virus (HDV), etc.).
In practice, an engineered 5" hammerhead and 3" HDV ribozyme
have been found to work well [48], and impose virtually no
sequence constraints on the target RNA product; some obligatory
base-pairing interactions between the 5’ hammerhead ribozyme
and the target RNA sequence does mean that this region will need
to be redesigned for each new target RNA construct that one seeks
to produce.

A DNA template suitable for the in vitro transcription reaction
can be generated by cloning the construct into a high copy number
plasmid containing the T7 promoter upstream of a multiple clon-
ing site (MCS). The plasmid will need to be linearized using a
restriction enzyme with selectivity to a site thatis 3’ of the sequence
of interest. The individual components for the in vitro transcrip-
tion reaction may be prepared by the user or purchased from a
manufacturer; whole kits are also commercially available (e.g.,
MEGAscript T7 transcription kit, Invitrogen). Large quantities of
T7 RNA polymerase can be produced in-house in a cost-effective
manner by using a His-tagged construct and affinity purification
(similar to that described above for Hfq). In general, the concen-
trations of INTPs, MgCl,, and T7 polymerase in the transcription
reaction will require optimization for each new RNA construct/
system. General guidelines and examples can be found in [57-59].
Using the method outlined below, it is ideally possible to generate
milligram quantities of RNA.

1. Clone the DNA construct into a high copy number plasmid
containing a T7 promoter upstream of a MCS (e.g., the pBlue-
script or pGEM series; also see Note 7).

2. Linearize the plasmid using a restriction enzyme for a site 3’ to
the sequence of interest.

3. Mix the following components (final concentrations are noted)
in the listed order, and incubate at 37 °C for 1-2 h:

(a) 1x transcription buffer (50 mM Tris-HCI pH 8.0, 10 mM
NaCl, 6 mM MgCl,, 2 mM spermidine).
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(b) 2 mM rNTP mix.
(¢) 10 mM DTT.

(d) Template DNA (~0.05 pg/pl. for a 3-kb linearized
plasmid).

(¢) DEPC-treated H,O to bring to volume.
(f) 0.5 U/pL T7 RNA polymerase.

4. To digest the original template, add RNase-free DNase I (2 U
DNase I per 1 pg DNA template) and incubate for 30 min.

5. Purify the RNA by first separating on a denaturing (~8 M
urea) 10% w /v polyacrylamide gel and then excising the band
corresponding to the transcript (se¢ Note 8).

6. Add the gel slice to a tube containing 400 pL. Elution Buffer
and incubate for several hours at 4 °C. Centrifuge at 10,000 x g4
for 10 min at 4 °C and transfer the supernatant to a new tube.

7. Extract the RNA by phase separation with 1-2 V
phenol:chloroform. Centrifuge at 10,000 x g for 20 min at
4 °C and transfer the aqueous phase to a new tube.

8. Precipitate with 2—3 V ice-cold ethanol.

9. Resuspend in dH,O or an appropriate buffer (e.g., Tris-HCI
pH 7.5, 0.1 mM EDTA).

There is no reliable way to predict the conditions that will yield
well-diffracting crystals of a macromolecule or macromolecular
complex, such as an Hfq-sRNA assembly: the process is almost
entirely empirical. The word “almost” appears in the last sentence
because the process of crystallizing biomolecules is one of guided
luck. Many of the biochemical properties and behavior of a system
that are most salient to crystallization—idiosyncratic variations in
solubility with pH, metal ions, presence of ligands, etc.—become
manifest as the knowledge that one develops after many hours of
working with a biomolecular sample at the bench. This implicit
knowledge is highly system-specific (sometimes varying for even a
single-residue mutant in a given system), it accumulates in a tortu-
ously incremental manner, and it directly factors into the decision-
making steps that ultimately dictate the success of a crystallization
effort. Thus, the best advice for crystallizing an Hfq-sRNA com-
plex is to work as extensively as possible to characterize the Hfq
and sRNA components, as well as the assembled RNP, prior to
extensive crystallization trials.

Ideally, one’s samples will be structurally homogeneous, thus
increasing the likelihood of successful crystallization. Even given
that, still it is often necessary to empirically screen through myriad
potential crystallization conditions. High-throughput kits are
available for the rapid screening of the many conditions that
have successfully yielded crystals for various proteins in the past
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(a technique commonly referred to as sparse-matrix screening
[60]). We recommend the Natrix Screen (Hampton Research), as
it is specifically tailored to nucleic acid and protein—nucleic acid
complexes; other commonly used screens, such as the Crystal
Screen and PEG-Ion Screen, are also advised. These kits are avail-
able in 15-mL or 1-mL high-throughput (HT) formats. Once a
potential crystallization condition is identified, further optimiza-
tion is usually required in order to improve the quality of the crys-
talline specimen. Often, this is pursued via “grid screens.” In grid
screens, one or two free parameters are varied in a systematic man-
ner; these parameters often include the buffer and pH, protein
concentration, salts (types, concentrations), types and concentra-
tions of other precipitants (e.g., PEGs), inclusion of small-mole-
cule additives, temperature, etc. Further information on
crystallization can be found in many excellent texts (e.g., [61]) and
other resources, such as the Crystal Growth 101 literature available
online (https://hamptonresearch.com/growth_101_lit.aspx).

In general, the purified Hfq and sRNA must be prepared and
then assessed for homogeneity and stability before crystallization
trials begin (often this is done via biophysical approaches or, ide-
ally, via functional assays). Also, we advise adhering as closely as
possible to RNase-free procedures (e.g., use DEPC-treated water,
RNase Zap) both in biochemical characterization steps and in han-
dling Hfq, sRNA, and Hfq-sRNA specimens for crystallization tri-
als. The following is a general protocol to get started:

1. Dialyze the purified Hfq into a suitable crystallization buftfer.
This should be the simplest, most minimalistic buffer in which
the biomolecule is stable and soluble, to a concentration of at
least 1-2 mg/mL; for instance, a buffer such as 20 mM TrisCl
pH 7.5, 200 mM NaCl has often worked well in our experi-
ence. Because RNA is involved, inclusion of salts of divalent
cations, such as MgCl,, may be found to aid in crystallization
and overall diffraction quality.

2. Bring the [Hfq] to ~#15 mg,/mL via concentration or dilution,
as necessary (see Note 9); concentration is often achieved via
centrifugal filtration devices with a suitable MWCO.

3. To potentially enhance the conformational homogeneity of the
sRNA via annealing, incubate at 80 °C and slowly cool to RT;
another approach worth trying is to heat the RNA sample and
then snap-cool to ~4 °C on ice.

4. As a cautionary (and troubleshooting) step, one can test for
background RNase activity in the crystallization sample by
incubating the Hfq and RNA together for ~2 weeks and assay
degradation via PAGE or other methods (a molar ratio of
between 1:1 and 2:1 protein:RNA is recommended as a start-
ing point [25, 48, 62]).
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Finally, to begin crystallization trials one should follow the
manufacturer’s protocol for the particular sparse-matrix screen.
Crystal trays should be stored in a temperature and humidity-
controlled environment. Crystals can take between hours and
months to develop. We recommend checking trays for crystals rela-
tively frequently at the start of the process—e.g., after 1, 2, 4, 8,
16, 32 days. Experience suggests that, ideally, precipitation should
occur in roughly one-third to one-half of the conditions within
minutes of setting up the crystallization drop; if this is not the case,
the Hfq, sRNA, or Hfq-sRNA concentrations may need to be
adjusted accordingly. Once a potential crystallization condition has
been identified, it should be re-made in-house (using one’s own
reagents) in order to ensure reproducibility. Then, large-scale grid
screening and further optimization can be pursued.

Intriguingly, a survey of the PDB identifies several crystalliza-
tion agents that seem to recur in the crystallization of Hfq and
Hfq-RNA complexes, as detailed in Table 1. The most commonly
occurring reagents are (1) sodium cacodylate and citrate buffers,
(2) PEG 3350 and 2-methyl-2,4-pentanediol (MPD) precipitants,
and (3) MgCl,, CoCl,, and KCI salts as additives. Other divalent
cations and polyamines, such as metal hexammines (e.g., hexam-
mine cobalt(III) chloride, [ Co(NH;)s]Cl;), spermine, and spermi-
dine, have been found to aid in the crystallization of many
protein-nucleic acid complexes [48, 62].

Several methods can be applied to verify that new crystals are
indeed of an Hfq-sRNA complex. A three-well Intelli-Plate
(Hampton Research, HR3-118) may be used during sparse-matrix
screening in order to test, in parallel, multiple components for each
crystallization condition (e.g., the Hfq-sRNA complex, the Hfq
alone, and the buffer alone). If crystals appear only in the drop con-
taining Hfq-sRNA complex, there is a high likelihood that the crys-
tals are composed of the complex. Also, macromolecular crystals can
be washed, dissolved, and run on an SDS-PAGE or native polyacryl-
amide gel, or they can be subjected to the flame of a Bunsen burner
(biomolecular crystals melt, whereas salt crystals survive this trial by
fire [63]). Small-molecule dyes, such as crystal violet or methylene
blue, are taken up by macromolecular crystals but not by salt crys-
tals, and thus can be used to distinguish between the two [64].
Finally, obtaining a diffraction dataset is the ultimate way to deter-
mine if a given crystal is macromolecular and, if so, the likelihood of
a successtul structure determination from that specimen.

4 Notes

1. Hfq is known to protect RNAs [65], and nucleic acid may still
remain even after nuclease treatment. This potential pitfall
should be monitored by A,4)/Asg. If protein degradation is
detected by SDS-PAGE or other means, then the Lysis Buffer
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used to resuspend the frozen cell pellet should be supple-
mented with a protease inhibitor cocktail, either commercial
or homemade (including such compounds as PMSF, AEBSE,
EDTA, aprotinin, and leupeptin).

. Experience with many recombinant Sm-like protein constructs

suggests that the efficacy of the heat-cut step (i.e., degree of
purification achieved) can vary greatly with temperature: we
have found that many (>5) more E. colz proteins retain solubil-
ity in the clarified lysate after a 70 °C heat-cut, versus at 75 °C,
at least for the BL21(DE3) strain. In purifying a new Hfq
homolog, one can test 500 pL-aliquots of the clarified lysate at
a series of temperatures near this range, say 65, 70, 75, and
80 °C.

. In our experience, Hfq withstands treatment with conven-

tional chaotropic agents, such as high concentrations (#6-8 M)
of urea or GndClI. While such treatment may not fully dena-
ture the protein, we have found that it can disrupt potential
Hifgeeenucleic acid interactions. Adding such denaturants to
the wash and elution buffers used in the IMAC stage can help
mitigate nucleic acid contamination [23].

. The divalent cation Co** has a lower affinity (than Ni**) for the

imidazole side chain of histidine, but it also features less non-
specific binding to arbitrary proteins; it necessary because of
persistent contaminants in the Hfq eluate, one can try Co** in
place of Ni** in the critical IMAC purification step.

. Often, proteins are crystallized with an intact His6x-tag.

Protein tags can potentially interfere with structure or func-
tion, although this is less likely with the small His6x-tag. His-
tags can also deleteriously affect crystallizability, by increasing
the length of a disordered tail or by forming spurious (and
weak) crystal contacts that lead to lattice disorder. We recom-
mend cleaving the tag if possible, as this better replicates the
wild-type sequence. If crystals cannot be obtained with the
untagged protein, the tagged construct should be considered
for crystallization too. As two practical anecdotes from our
work with the Sm-like archaeal protein (SmAP) homologs of
Hfq, we note the following: (1) with Pyrobaculum aerophilum
SmAPI, a C-terminal His6x tag was found to interfere with
oligomerization in vitro, and ultimately the tag was cleaved off
in order for crystallization to succeed [66], and (2) for that
same recombinant construct, attempts to remove the His-tag
via treatment with thrombin failed (even though the linker
between the tag and the native protein sequence was designed
to include a thrombin recognition site), but the tag could be
successfully removed by proteolytic treatment with trypsin. In
such work, we generally use mass spectrometry (typically
MALDI-TOF, sometimes electrospray) to assess the accuracy
of the cut-site and completeness of proteolysis.
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Previous work has examined the RNA-binding properties of
Hfq using ecither (1) free ribonucleotides of various forms
(e.g., INTPs, INMPs, etc.), (2) short oligoribonucleotides of
<30-nt, e.g., the rUs oligo co-crystallized by Stanek et al.
[23], or (3) longer, full-length sRNAs, such as the 65-nt
Salmonelln RydC sRNA co-crystallized with E. coli Hfq [25].
The nucleotides in category (1) are readily purchased, and the
oligonucleotides in category (2) are readily obtained via step-
wise, solid-phase chemical synthesis (such RINAs are available
from various suppliers, e.g., Dharmacon). In contrast, such
approaches are inefficient for the longer (230-nt) oligonucle-
otides of (3), and these can be efficiently generated by enzy-
matic synthesis in vitro, using RNA polymerase as described
above.

. The plasmids pUCI18 and pUC19 are also commonly used for

in vitro transcription. The T7 promoter will need to be cloned
into these plasmids as well.

. If the RNA construct contains ribozymes, be careful to not

overload gels in order to enable the correctly processed, selt-
cleaved RNA transcript to be isolated from other products
that difter by only a few nucleotides.

Typically, proteins are crystallized at concentrations between
~5 and 20 mg/mL. Nevertheless, concentrations well outside
this range have been required for Hfq and other Sm proteins;
for instance, A. aecolicus Hfq crystallized at 4 mg/mL [23],
while P. aerophilum SmAP3 was at 85 mg,/mL [67]. Hfq con-
centrations may well be limited by protein solubility (not just
supply), and likely will need to be varied in any successtul set
of crystallization trials.

Tacsimate is “a mixture of titrated organic acid salts” that con-
tains 1.8 M malonic acid, 0.25 M ammonium citrate tribasic,
0.12 M succinic acid, 0.3 M DL-malic acid, 0.4 M sodium ace-
tate trihydrate, 0.5 M sodium formate, and 0.16 M ammonium
tartrate dibasic (for more information, see http://hamptonre-
search.com/documents/product/hr000175_what_is_tacsi-
mate_new.pdf).

This structure contains molecules of both ADP and the non-
hydrolyzable ATP analog AMP-PNP.

In this serendipitous co-crystal structure of E. colz Hfq and
catalase HPII, an Hfq hexamer was found to bind each sub-
unit of a HPII tetramer.

MPEG, an acronym for methoxypolyethylene glycol (also
known as PEG monomethyl ether), has a covalent formula of
CH;(OCH,CH,),OH, versus H(OCH,CH,),OH for simple
PEGs.


http://hamptonresearch.com/documents/product/hr000175_what_is_tacsimate_new.pdf
http://hamptonresearch.com/documents/product/hr000175_what_is_tacsimate_new.pdf
http://hamptonresearch.com/documents/product/hr000175_what_is_tacsimate_new.pdf
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Chapter 17

Single-Molecule FRET Assay to Observe the Activity
of Proteins Involved in RNA/RNA Annealing

Thierry Bizebard, Véronique Arluison, and Ulrich Bockelmann

Abstract

In recent years, single-molecule fluorescence resonance energy transfer (sSmFRET) has emerged as a powerful
technique to study macromolecular interactions. The chief advantages of smFRET analysis compared to
bulk measurements include the possibility to detect sample heterogeneities within a large population of
molecules and the facility to measure kinetics without needing the synchronization of intermediate states.
As such, the methodology is particularly well adapted to observe and analyze RNA /RNA and RNA /protein
interactions involved in small noncoding RNA-mediated gene regulation networks. In this chapter, we
describe and discuss protocols that can be used to measure the dynamics of these interactions, with a par-
ticular emphasis on the advantages—and experimental pitfalls—of using the smFRET methodology to
study sSRNA-based biological systems.

Key words Small noncoding RNA, Single-molecule FRET, RNA annealing, Hfq, sSRNA

Abbreviations

smFRET  Single-molecule Forster resonance energy transfer
sRNA Small noncoding RNA

1 Introduction

Forster resonance energy transfer (FRET) is a mechanism of energy
transfer between two fluorophores, namely the donor and accep-
tor. One condition for FRET to occur is that donor emission and
acceptor excitation spectra partially overlap. Upon donor excita-
tion, nonradiative energy transfer to the acceptor occurs. The effi-
ciency of energy transfer is inversely proportional to the sixth
power of the distance between the donor and the acceptor, making
FRET happen only when fluorophores are in close proximity (typi-
cally less than 100 A, Fig. 1a).

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
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Fig. 1 Principle of FRET. (a) FRET efficiency E (the ratio of energy transfer events per donor excitation events)
depends on the distance between donor (red) and acceptor (green), the spectral overlap of donor emission and
acceptor absorption spectra and relative orientation of donor emission dipole moment (red arrow) and accep-
tor absorption dipole moment (green arrow). FRET typically occurs in the range of 1-10 nm. (b) a typical
single-molecule fluorescence trajectory: donor emission (green) and acceptor emission (red). The anti-
correlation of the donor and acceptor fluorescence emissions is indicative of FRET

Precisely, the efficiency of energy transfer (E) is given as:
R*G
E=— s
R +R,

where R is the distance between the two dyes and R, is the
Forster radius at which energy transfer is half-maximal (E = 0.5;
Fig. la). Ry is usually in the range of ~1.5-6 nm, depending on the
donor/acceptor couple used. Indeed, Ry, depends mainly on the
refractive index of the medium (), the dipoles orientation factor
(x?), the fluorescence quantum yield of the donor in the absence of
the acceptor (®p), and the spectral overlap integral of donor and
acceptor ().

Recent progress in optics (i.e., laser light sources and ultrasen-
sitive cameras) allowed the development of single-molecule FRET
techniques (smFRET). In the case of smFRET, a pair of donor and
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acceptor dyes is excited and detected at the single-molecule level,
not in ensemble as in the case of conventional bulk FRET. This can
be achieved by analyzing either diffusing molecules in a small
volume or with molecules immobilized on a surface. For instance,
confocal microscopy can be used to follow conformational motion
of individual proteins [1]. In this case, a single fluorescent protein
is excited when it diffuses through the small excitation volume of
the confocal microscope. Nevertheless, to observe interaction
between different partners and make a statistics on a population,
imaging of surface immobilized molecules by total internal reflec-
tion fluorescence (TIRF) microscopy is preferred. In TIRF micros-
copy, an evanescent field of excitation light only penetrates by
~100 nm into the immediate adjacency to the surface, allowing the
selective excitation of individual surface-bound fluorophores, while
non-bound molecules are not excited. Exciting an area of approxi-
mately 1000-5000 pm? allows imaging hundreds of distinct mol-
ecules in parallel and to observe kinetics of energy transfer between
dyes (Fig. 1b). Thus, the advantage of using TIRF for smFRET
analysis mainly relies on: (1) the detection of sample heterogeneity
within a large population of molecules, (2) the detection of tran-
sient intermediate states that can be hidden in bulk measurements,
thus allowing building more complete mechanisms, and (3) the
measurement of kinetics without the need for synchronization of
molecules (Fig. 2).

Recently, three-color smFRET, i.e., measurement of FRET
between one donor and two alternative acceptors, has also emerged
as a powerful tool in order to analyze complex reactions (Fig. 3).
This is particularly useful for investigations involving more than 2
partners, as in the case of regulatory RNA annealing to target
mRNA, which is in turn usually dependent on a protein cofactor.
Within the gene regulation networks involving RNA /RNA inter-
actions, bacterial small noncoding RNA (sRNA) are of particular
interest as they control response to cellular stresses by base pairing
with their mRNA targets. They usually inhibit translation by cover-
ing the Ribosome Binding Site (RBS), with important consequences
on RNA stability. As most of these SRNA need a protein cofactor
(Hfq or ProQ) to facilitate base pairing, sSRNA annealing process
thus usually involves three cellular partners [2, 3]. Furthermore, as
RNA melting and /or RNA strand exchange may occur simultane-
ously, three-color smFRET also permit following these ditferent
processes in parallel [4, 5].

In this chapter, we will describe and discuss protocols that can
be used to measure kinetics of RNA /RNA annealing in vitro, with
a particular focus on sRNA/mRNA/Hfq complexes. Advantage
and drawbacks of the use of immobilized molecules and of protein
labeling, together with information that can be obtained with
smFRET experiments, will be discussed in detail.
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Fig. 2 Information obtained by smFRET analysis. (a) Observation of different FRET intermediates. (b) Single-
molecule kinetics allows characterizing intermediate states: in schematic drawing there is always a green
conformation between the blue conformation and the red conformation. (¢) Different populations can also be
quantified and shown as single-molecule histograms

2 Materials

2.1 Microscopy

—

. Coverslips: 24 x 32 mm #1 (Menzel-Gliser).
. Microscope Slides 76 x 26 mm, cut edges, frosted end

(Menzel-Gliser).

. Inverted microscope (Zeiss Axiovert 200).

4. Back-illuminated EM-CCD camera 512 x 512 pixel (Andor

iXon+).

. Beam expander 2-8x, A = 532 nm (Linos).
. Beam expander 2-8x, 4 = 633 nm (Linos).

. Beam combiner dichroic z532bcm (Chroma Technology

Corp.).

. Fluorescence dichroic z532/633rpc (Chroma Technology

Corp.).

. Emission filter HQCy3/Cy5m (Chroma Technology Corp.).
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Fig. 3 Three-color FRET. Single-molecule three-color FRET measures FRET between one donor (green) and two
alternative acceptors (red and blue). This allows to observe correlated melting of RNA and binding to a protein
(for instance, Hfq protein, grey torus). 5’ end of RNA is depicted as a sphere and 3’ end is as an arrowhead

10. Image-splitter beam divider 630dcrx (Chroma Technology
Corp.).

11. Image-splitter (Cairn research Optosplit II).

12. CW 532 nm 50 mW DPSS laser (Cobolt Samba).

13. CW 638 nm 25 mW laser (Coherent Cube).

14. TIRF objective (Zeiss alpha “Plan-Apochromat” 100x/1.46
Oil DIC).

15. Kwik-cast sealant (WPI).

16. Softwares: Matlab (MathWorks); vbFRET [6]; LabView
(National Instruments); Igor (WaveMetrics Inc.)

2.2 Reagents
and Enzymes

. HPLC grade methanol.
. HPLC grade acetone.

. Glucose oxidase.

. Catalase.

. Streptavidin.

QN Ul W N~

. Trolox (6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic
acid) (from Sigma-Aldrich).
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7. Vectabond (aminosilane reagent) (from Vector).

8. N-Hydroxysuccinimide (NHS) polyethylene glycol (PEG;
MW 5000) (from Laysan Bio).

9. Biotin-PEG-NHS ester (from Laysan Bio).
10. Tris[2-carboxyethyl Jphosphine (TCEP).
11. Cy5-maleimide (from GE Healthcare).

12. Ni-NTA resin

2.3 Buffers 1. Washing buffer 1: 20 mM Tris-HCI pH 8, 20 mM imidazole,
and Solutions 0.3 M NaCl, 0.1 mM TCEP.
2. Elution buffer: 20 mM Tris—HCI pH 8, 250 mM imidazole,
0.3 M NaCl, 0.1 mM TCEPD.
3. Working buffer: 50-300 mM NaCl, 0-5 mM MgCl,, 50 mM
Tris—-HCI pH 8.
4. Washing buftfer 2: 50 mM NaCl, 10 mM Tris—-HCI pH 8.
5. Imaging buffer: 50-300 mM NaCl, 0-5 mM MgCl,, 50 mM
Tris-HCI pH 8, 0.8%(w:v) glucose, 165 U/mL glucose oxi-
dase, 2000 U/mL catalase, 1.5-2 mM Trolox.
3 Methods
3.1 Choice of Dyes For smFRET analysis, dyes must be bright, which means usually an
and Buffers for Single extinction coefficient & > 50,000 M~ cm™ and a quantum yield
Molecule Fluorescent ® > 0.1 [7]. Dyes must be photostable and it is recommended to
Experiment choose FRET pairs with a large spectral separation between donor
311 D and acceptor emission. Consequently, we suggest using organic
1.1 Dyes

fluorophores such as Cyanine, Alexa, and ATTO dyes. Cyanine
dyes (Cy3, Cy5, Cy5.5, and Cy7) are our favorites, although other
dyes (ATTO550 or Alexa555 instead of Cy3, for instance) may
work properly (Table 1). It is finally better to choose two fluoro-
phores with similar quantum yields in order to have similar donor
and acceptor signals. In brief, common cyanine pairs used for
FRET and three-color FRET are Cy3 as donor, Cy5 as acceptor 1,
and Cy5.5 or Cy7 as acceptor 2.

To ensure the reproducibility of the experiments described
below, we recommend using cyanine-labeled oligoribonucleotides
from Eurogentec. The labeling efficiencies are usually >90% and
not less than 70%. As necessary for the experiment, fluorophores
can be placed at either extremity (5" or 3") of the RNA oligoribo-
nucleotide, or even at an internal location.

Some of the fluorescent oligoribonucleotides will be used for
immobilization, in order to be able to perform smFRET stud-
ies on immobilized molecules. To achieve this goal, we suggest
using a biotin at an extremity of the oligoribonucleotide (5" or 3’),
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Table 1
Properties of cyanine dyes used for snFRET measurement

Quantum
Cyanine name Akxcitation (NIM) AEmission (NM) yield @
Cy3 550 565 0.12
Cy5 650 670 0.27
Cy5.5 675 694 0.28
Cy7 753 775 0.28

depending on where the fluorescent modification has been designed
on the same oligoribonucleotide. We recommend adding a chemi-
cal spacer between oligonucleotidic RNA sequence and the biotin
used for immobilization in order to avoid interferences with surface
proximity during RNA annealing. Oligoribonucleotides providers
propose different spacers of various lengths.

Even though the buffer condition may need to be optimized
depending on specific protein, we suggest starting with the “work-
ing buffer.” MgCl, may have to be included depending on the
system of interest. In the specific case of Hfq, a high-salt bufter
(containing 300 mM NacCl) is used to dissociate the protein from
RNA [5].

Additionally, when imaging, as oxygen is a notorious source of
photobleaching, it is almost always mandatory to use as an “imag-
ing buffer” the “working buffer” supplemented with an oxygen
scavenging system—we routinely use 0.8%(w:v) glucose; 1 mg/
mL glucose oxidase; 0.05 mg/mL catalase (all final concentra-
tions)—and a triplet state quencher such as the vitamin E analog
Trolox. Trolox can be added at final concentration of 1.5-2 mM
(Trolox stock is prepared at 200 mM in dimethyl sulfoxide DMSO).

Labeled proteins can also be efficient tools to observe association
to RNA (Fig. 3b). In this case, different approaches are available
for protein labeling.

We will present here how to label a protein with a small organic
fluorophore, such as a cyanine dye.

Mainly, two approaches can be used (1) site-specific conjugation
on a cysteine; this can be achieved with a maleimide-ester dye that
forms a covalent bond with the cysteine sulthydryl group.
Maleimide-linked cyanine dyes are easily available from different
companies, such as GE Healthcare. (2) Conjugation on a lysine;
amine-reactive conjugates such as NHS-esters.
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3.2.2 Example of Hfq
S38C Labeling with Cy5

The advantage of cysteine residue labeling is specificity as
Cys is not an abundant amino acid residue, while lysine residues
are frequent in proteins, especially in proteins that interact with
nucleic acids; therefore Lys labeling is likely to result in bind-
ing many fluorophores. Note that cysteine can be absent in the
protein of interest and that it then may be necessary to mutate
a surface-accessible serine or alanine into a cysteine to label the
protein. This is, for instance, the case for the sSRNA cofactor Hfq,
where a cysteine has to be introduced. Position of labeling may
vary, but two successful positions for cysteine labeling have been
reported: a cysteine residue introduced in position 38 (S38C) [8]
or in position 65 (S65C) [9]. Note that depending on the activity
measured, one mutant can be preferred: S38 is located on the dis-
tal face, involved in binding of DNA and RNA A-rich sequences,
while S65 is located on the proximal surface involved in uridine-
containing RNA binding.

The cysteine mutant plasmid was prepared by substituting Ser38 in
wild-type Hfq with a cysteine using the QuikChange mutagenesis
kit (Agilent). E. coli Hfq (without Hiss-tag) can be expressed and
purified using a Ni-NTA resin as previously described in [10].
Note that it is usually important to use a Asfg BL21(DE3) strain
to avoid the formation of mixed mutated and non-mutated hexam-
ers. Hfq S38C protein is then labeled with Cy5-maleimide (GE
Healthcare) as follows:

1. Prepare “Washing Buffer 1” by supplementing a solution con-
taining 20 mM Tris—HCI pH 8, 20 mM imidazole, and 0.3 M
NaCl with a 10 mM TCEP stock solution (final TCEP concen-
tration: 0.1 mM). TCEP is used as it interferes less with the
thiol-reactive dye than DTT and p-mercaptoethanol.

2. Dissolve 1 mg of Cy5-maleimide in 30 pL DMSO. Add a two-
fold molar excess of Cy5-maleimide to the protein (protein
concentration is usually around 1 mg/mL).

3. Incubate overnight on a rotatory shaker at 4 °C.

4. Load Ni-NTA resin with the protein (we prefer using a batch
resin rather than a pre-packed column to adapt the ratio resin/
protein).

5. Wash with 30 mL of “Washing Buffer 1” (until the solution
which is flowing through the column becomes clear).

6. Elute with “Elution Buffer.”

7. Process to an electrophoresis gel to check protein labeling. Gel
must be imaged with a fluorescence imager, such as a G-Box
(Syngene).

8. To evaluate the efficiency of labeling, OD of the sample is
measured (the blank is done on “Elution buffer”). The OD is



3.3 Optical Setup
for smFRET
Experiments

3.4 Analysis with
Label-Free Protein

3.4.1 Preparation of
Coverslips and Slides for
Immobilization of
Fluorescent RNA

RNA Annealing SmFRET Assays 309

measured at 650 nm and 277 nm. OD at 277 nm corresponding
to the protein is corrected from Cy5 absorption as follows: 5%
of Agsonm 1s subtracted from Asy7,m (Azr7°" = Ayyr — 5% Asso)

[Cy5] concentration is determined using the extinction
coefficient of Cy5 &g500m = 250,000 M~ cm™!

Htq concentration [Hfq] is determined using the extinction
coeflicient of hexameric Hfq €577, = 23,333 M~ cm™!

The ration of [ Cy5]/[Hfq] allows to determine the efficiency
of labeling, which is usually around 50%.

We use a custom-built objective-type TIRF setup for single-
molecule imaging (Fig. 4). The excitation beam is focused on the
back focal plane of the TIRF objective. A movable mirror is used
to bring the incident beam close to the edge of the objective aper-
ture and cause total internal reflection. The fluorescence light is
collected by the same objective, passes a dichroic and an emission
filter (placed in the microscope filter cube) before being split with
a commercial image splitter. Two separate images corresponding
to emissions from the Cy3 and Cy5 fluorescent dyes are formed on
a cooled back-illuminated electron-multiplying CCD.

Polymer-coated glass coverslips are used as imaging surfaces [7].
Coverslips and slides are prepared for capture of biotinylated mol-
ecules as follows:

1. Coverslips are cleaned by sonication (15 min) in 1 M KOH
and rinsed in milliQ water.

2. Then coverslips are dried and aminosilane reaction is carried
out with aminosilane reagent (Vectabond, Vector) in acetone.
Submerge coverslips into Vectabond (in acetone) for 5 min.
Rinse in acetone and in milli-Q water.

3. Coverslips are then incubated for 3 h with a solution of PEG-
NHS (120 mg/mL) including a fraction (~0.25%) of biotin-
PEG-NHS ester in 100 mM sodium bicarbonate buffer at
pH 8.25 (Fig. 5). PEG forms a passivated layer to prevent
nonspecific binding of proteins to the surface.

4. Glass slides must be customized as follows: at least 2 drilled
holes (diameter ~1 mm, see Fig. 6 for explanations of where
holes must be designed) are made in the slide (with your local
rotary drill machine).

5. The slides are then cleaned and PEG-passivated following
exactly the same protocol (steps 1, 2, and 3) than for coverslips
except that biotin-PEG is not used.

6. Finally, PEG-slides and coverslips are stored (up to a few
months) at —20 °C in well-closed Falcon tubes filled with an
inert gas, such as argon.
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Fig. 4 Schematic view of the setup for smFRET TIRF microscopy. In the main configuration, a green laser is
used to excite the donor fluorophores. The corresponding beam path is represented in green. For some control
measurements acceptor molecules are directly excited using a red laser. In this case, the beam block is
removed and the laser beam shown in red is coupled into the excitation path using a dichroic. In either case,
an achromatic doublet focuses the laser beam onto the back focal plane of the water-immersion TIRF objec-
tive. The position of the focal point on the objective is adjusted with a movable mirror in order to reach total
internal reflection mode with the TIRF objective, assuring that only a sheet of about 100 nm depth above the
bottom coverslip is excited inside the sample chamber. The same objective collects the fluorescence light
emitted by the fluorophores located within this sheet. The light is reflected by a dichroic, passes an emission
filter exhibiting very efficient blocking of the excitation wavelengths before entering the image-splitter. The
image splitter device generates two distinct images, where the first one arises from emission of the donor fluo-
rophores and the second one from emission of the acceptor fluorophores. These two images are formed on
two laterally separated regions of the back-illuminated chip of a cooled electron-multiplying charged-coupled
device (EMCCD) camera exhibiting single-photon sensitivity
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Fig. 5 Single-molecule FRET experimental setup. In each experiment, one RNA is immobilized on the surface
thanks to the presence of biotin. Then, other molecules in solution are injected in the sample chamber. FRET can
be observed in parallel for hundred of molecules. Single-molecule kinetics as that shown in Fig. 1b can be recorded

3.4.2  Flow Chamber A PEG-passivated glass slide with drilled holes is customized for

and Sample Preparation flow in- and output. Typically, tubing is glued and sealed above
each hole using the Kwik-cast sealant (see Fig. 6 as an example).
This allows flow in of samples and buffers and removal of waste
solutions.

1. Just prior to the fluorescence measurements, a biotin-PEG
coverslip is affixed to the slide using double-sided tape—typi-
cally one or a few injection channels of ca. 10-50 pL can thus
be designed, with the corresponding number of holes in the
slide (Fig. 6).

2. The slide and coverslip are sealed using wax or commercial
sealant (Kwik-cast sealant, WPI).

From this point, all experiments are performed at room-
controlled temperature (typically 20 or 25 °C).

Successively inject into the sample chamber(s):
3. 150-200 pL of “washing buffer 2.”

4. 50-75 pL of streptavidin (0.2 mg/mL) in “washing buffer 2.”
Incubate for 5-10 min at room temperature.

5. 150-200 pL of “washing buffer 2” to rinse out excess
streptavidin.
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Fig. 6 Preparation of flow chamber. (a) Picture of one of our typical flow chamber: buffer/samples are injected
with a pipet into the customized yellow cones sealed to the slide just above the 2 right drilled holes; the solu-
tion is aspirated into the flow chamber using the hand-manipulated syringes connected by teflon tubing to the
cut needles sealed to the slide just above the 2 left drilled holes. An important practical point while aspirating
buffers/solutions into the flow chamber is to avoid at all costs to introduce bubbles into the chamber! (h)
Schematic layout for a 2-injection compartments flow chamber

3.4.3 Visualization
of Molecules

6. 50-75 pL of biotinylated RNA solution (10-100 pM—see

Note 1) in “working buffer.” Incubate for 10 min at room
temperature.

. 150-200 pL of “working bufter” to rinse out excess fluores-

cent RNA molecules.

. (When relevant) 50-75 pL of protein and /or complementary

RNA in “working buffer” are injected and incubated (necessary
time must be adjusted). Afterward, the flow chamber is rinsed
with 150-200 pL of “working buffer” to remove biomolecules
in excess.

In order to be able to observe individual fluorescent molecules
during a sufficiently long time (typically one or a few minutes) to
allow analysis, the visualization buffer should be “imaging buffer,”
i.e., “working buffer” supplemented with an oxygen scavenging
system and a triplet state quencher—as described previously.

Proceed as follows:

. Mix all the components of the “imaging bufter” just prior to

the fluorescence measurements, and incubate it in a microtube
for 2 min at room temperature (to allow the enzymes to cata-
lyze the removal of most of the oxygen originally present in the
solution).
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2. Inject into the flow chamber and immediately start the fluorescent
measurements (see Note 2).

3. Carefully install the flow chamber on the sample frame of the
inverted microscope. A small area (approx. 1000 pm?) of the
sample solution is directly excited when the appropriate laser is
switched on (se¢ Note 3).

3.4.4  Acquisition Concerning controls necessary to validate the quality of the collected
and Analysis smFRET data (see Note 4).

1. A custom-written program in LabView (available on request)
is used to set data acquisition parameters and to collect raw
data. Typically, each image on the CCD camera corresponds to
an acquisition time of 60 ms (lower limit 30 ms, limited by
CCD camera deadtime). Gain value is set to optimize S/N
ratio. We usually use a gain of 300.

2. Data analysis is performed using a custom-written program in
Igor (available on request). First, donor and acceptor channels
are aligned, including any translation, rotation, or distortion
between the 2 channels. Second, isolated spots, mostly corre-
sponding to single fluorescent molecules, are detected by the
software in donor (or acceptor) channel—and spots corre-
sponding to the same molecule in acceptor (or donor) channel
are automatically mapped and isolated (Fig. 5). Third, spot
intensities are summed on a user-defined area (we typically use
a circle with diameter of 9 pixels—1 pixel corresponds to
16 pm on our camera) and background is subtracted from the
area surrounding the spot (here again user-defined). Too
closely localized spots are rejected (again, the rejection crite-
rion is user-defined).

3. Fluorescent intensity vs. time trajectories for individual spots
are extracted from all images in both donor and acceptor chan-
nels. The fluorescent intensity trajectories are then converted
into FRET trajectories as a function of time using equation:

E=Ta/(1d + Ia).

4. Apparent FRET efficiency trajectories are analyzed by hidden
Markov chain modeling. We typically use the software vbFRET
for this analysis [6], which allows to extract discrete FRET
states from the data containing noise from various sources.

5. From raw trajectories or from vbFRET idealized trajectories,
custom-written program in Matlab are used:

(a) To plot histograms of apparent FRET efficiency for any
subset or for all molecules analyzed (typically in this case,
ca. 10 short movies, 5-10 s each, taken in different areas
of the sample are used for the analysis)

(b) To compute dwell time statistics of the single molecules in
the different idealized FRET states.
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3.4.5 Observation of
RNA/Protein Interaction
by PIFE

Protein binding to cyanine-labeled RNA substrates can often be
monitored by fluorescence intensity increase (Fig. 6). This effect is
named protein-induced fluorescence enhancement (PIFE) and
consists in the increase of fluorescence intensity when the protein
binds a cyanine probe [11]. This typical enhancement of cyanine
fluorescence occurs when the dye is sterically constrained, for
instance, in a more viscous environment (solvent) or, as this is the
case here, by being confined in a protein-binding site. PIFE can be

observed with analysis in bulk (Fig. 7a) or at the single-molecule
level (Fig. 7b).
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Fig. 7 Bulk and smFRET observation of RNA annealing. FRET is observed in the presence of a protein. In this
case the protein is not fluorescent, while SRNA is labeled with Cy5 and mRNA with Cy3. Cy3-mRNA is immo-
bilized while Cy5-sRNA and protein are in solution. (a) Bulk analysis. Increase of Cy3 emission (~565 nm green
label) reflects the interaction of the protein with the cyanine dye (PIFE), while FRET is indicated by an increase
in fluorescence emission at ~670 nm (red label). (b) The same at the single-molecule level. Increase of Cy3
emission (green trace) reflects the interaction of mRNA with the protein. Simultaneously, transient increases of
Cy5 emission (red bursts) occur, reflecting brief FRET between Cy3 and Cy5 (i.e., SRNA and mRNA interaction).
As seen, SRNA/mRNA complex is not stable in the first part of the kinetics (0-350 s) and is probably just due
to protein simultaneous binding of SRNA and mRNA, without pairing between RNAs. (¢) Then after 500 s, stable
increase of Cy5 emission reflects annealing and SRNA/mRNA base pairing. At 600 s, decrease of Cy3 emission

reflects the dissociation of the protein from the complex. At 700 s, new increase of Cy3 emission reflects the
transient re-binding of the protein to the complex
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Statistics on immobilized cyanine-RNA with increased emission
due to PIFE also allows measurement of amounts of individual
protein-bound RNAs as a function of time (Fig. 3c). From these
data, a dissociation-time histogram can be obtained, allowing the
measurement of %_; dissociation kinetic constant (Fig. 8). k_; can
be obtained by simple exponential curve fitting ( F = E,e ™).

In the setup used for Fig. 5, Cy3-mRNA is immobilized while
Cy5-sRNA and cofactor are in solution. Single-molecule imaging
allows visualization of sSRNA/mRNA interaction in real time. If
sRNA and mRNA interact transiently, one will observe increases of
Cy5 emission as spikes; if they form a stable duplex, then one will
observe stable increases of Cy5 emission.

In this chapter, we have focused on a qualitative use of sSmFRET
to evaluate the proximity (or not) of fluorescent dyes—a very useful
way to unravel conformational changes/binding of the macromol-
ecules labeled with the dyes (Fig. 9). It should be noted that, in
principle, smFRET can also be used in a more quantitative way: that
is, to evaluate precisely (in a certain range) the distances between the
dyes, which allows to quantity parameters of the three-dimensional
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Fig. 8 Dissociation-time histogram. Statistics of protein-bound RNAs in a population as a function of time
allows obtaining dissociation-time histograms, in order to measure k_; dissociation kinetic constant of the
complex (fitting on simple exponential F = Foc‘k*" ). From k_; half-life of the complex can be calculated as

t1/2 = |n2/k,1
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3.4.8 Observation
of Strand Exchange

Time

/\/
11

FRET efficiency
Fig. 9 smFRET efficiency and distance: Higher FRET efficiency means Cy3 and
Cy5 are closer. FRET efficiency allows to estimate the proximity between RNAs
and thus to evaluate the efficiency of base pairing

Counts

structures of the macromolecules. To achieve such an objective, the
technique described in this chapter is not optimal [12 ] and the inter-
ested reader is referred to adequate methodological improvements
of the smFRET technique which allow precise measurements of dis-
tances—such as, for example, the “ALEX” methodology, which uses
alternated laser excitation of dyes [13, 14].

Finally three-color FRET allows observing strand exchange (see
Note 5). This three-color FRET procedure can be particularly
useful to follow the replacement of one sSRNA by another (Fig. 10a),
or in order to follow opening of a stem loop by an sSRNA (Fig. 10b).

4 Notes

1. These RNA concentrations are usually adequate to obtain a
good density of fluorescent single molecules: typically, 100-200
single-molecule spots are observed on the visualization area
(~1000 pm? in our case). If single-molecule density is too high
or too low, consider first adjusting the RNA concentration.

2. smFRET measurements usually cannot exceed ca. 30 min with
the same visualization solution—this is because the oxygen
scavenging system renders it too acidic with time. To avoid this
problem, one can simply reinject fresh visualization solution
after that lapse of time.
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Fig. 10 Kinetics of RNA strand exchange. Labeling of RNA with FRET trio allows observing strand exchange (a)
or opening of a stem loop by an sRNA (b).

3. When most fluorescent spots in the area directly excited by the
laser are bleached—after 1 or 2 min—it is recommended to
move to a neighboring “fresh” area in order to go on with the
fluorescence measurements.
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4. Some controls are mandatory to validate the quality of the
smFRET experiments. At the minimum, we routinely perform
two of them:

(a)

Check background fluorescence of the coverslips lot—i.e.,
all steps described in Subheading 3.4.2 are applied to a
test coverslip except that the biotinylated fluorescent oli-
gonucleotide is omitted; in these conditions, one should
see less than 10 fluorescent spots in the excited area. If this
is not the case, a new lot of passivated coverslips should be
prepared with fresh chemicals.

Check nonspecific binding (adsorption) of fluorescent
molecules present in solution—typically, fluorescently
labeled proteins if they are used. The same procedure is
applied than above; this time, the fluorescent molecule in
solution is added at its maximum investigated concentra-
tion. And, once again, less than 10 fluorescent spots in the
excited area should be observed. If not, consider changing
buffer conditions (adding BSA, detergents, etc.) and/or
coverslip treatment (cf. [7] for a good discussion on this
point) to minimize unspecific adsorption.

5. Three-color FRET can sometimes be considered as pseudo
three-color FRET. In some cases, the same donor can poten-
tially transfer to both acceptors simultaneously—which requires
controls and calibration—while in other cases (pseudo three-
color), the two acceptors are mutually exclusive, so at a given
time, one indeed observes two-color FRET.
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Chapter 18

Techniques to Analyze sRNA Protein Cofactor
Self-Assembly In Vitro
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Abstract

Post-transcriptional control of gene expression by small regulatory noncoding RNA (sRNA) needs protein
accomplices to occur. Past research mainly focused on the RNA chaperone Hfq as cofactor. Nevertheless,
recent studies indicated that other proteins might be involved in sSRNA-based regulations. As some of
these proteins have been shown to self-assemble, we describe in this chapter protocols to analyze the nano-
assemblies formed. Precisely, we focus our analysis on Escherichia coli Hfq as a model, but the protocols
presented here can be applied to analyze any polymer of proteins. This chapter thus provides a guideline
to develop commonly used approaches to detect prokaryotic protein self-assembly, with a special focus on
the detection of amyloidogenic polymers.

Key words Protein self-assembly, Noncoding RNA cofactor, Functional amyloid

Abbreviations

AFM  Atomic force microscopy

CF Curve fitting

FTIR  Fourier transform infrared spectroscopy
SAXS  Small angle X-ray scattering

SRCD  Synchrotron radiation circular dichroism
TEM  Transmission electron microscopy

ThT Thioflavin T

1 Introduction

In prokaryotes, the components of RNA metabolism self-assemble
into complex structures, resulting in functional compartmentaliza-
tion within the cell [1-3]. The RNA maturation components

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_18, © Springer Science+Business Media, LLC 2018
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include proteins involved in post-transcriptional genetic regulation
such as ribonucleases (RNAses) or RNA chaperone, but also small
regulatory noncoding RNAs (sRNA) [2, 4, 5]. The best-
characterized protein involved in such pathways using regulatory
sRNA is probably the RNA chaperone Hfq [6]. Nevertheless, some
others have also been identified such as ProQ and the archaeal Sm
proteins [7, 8]. Our recent studies demonstrated that specific
sequences in the E. coli Hfq C-terminus region (CTR) are able to
polymerize, resulting in the formation of amyloid fibers [9]. Indeed,
increasing evidence shows that amyloids are not only the result of
protein misfolding associated with neurodegenerative diseases, but
also found in cells for useful reasons [10]. In the later case, amyloids
contribute to the physiology of the cell and are referred as “func-
tional” [10]. Indeed, these functional amyloids have been widely
reported in different organisms, including bacteria. In prokaryotes,
diverse functions have been described for these amyloids, such as a
role in biofilm development [11], formation of curli and pili [12],
or creation of pores in the host membrane [13]. In this chapter we
intend to provide a guideline to develop approaches that can be
used to detect the fibers of SRNA protein cofactors, precisely molec-
ular imaging, such as atomic force microscopy and transmis-
sion electron microscopy, infrared spectroscopy, synchrotron
radiation circular dichroism, and small angle X-ray scattering. Our
chapter will focus on Hfq and its amyloid nature as an example, but
it could be applied to any self-assembling prokaryotic proteins.

2 Materials

2.1 Preparation
of Samples

2.2 Thioflavin
Staining

2.3 AFM Imaging

1. Synthetic peptide: 20 mg/mL in deionized RNA-grade water
(see Note 1).

2. Purified Hfq/Sm proteins, prepared as described in the
Chapter 15 by Stanek and Mura. Depending on buffer used
and protein concentration reached during the purification pro-
cess, the same limits apply as those described in Note 1.

3. UV spectrophotometer suitable for the precise determination
of protein concentration measurements (micro-volumes).

1. ThT stock solution: 0.8 mg/mL in 10 mM phosphate buffer
pH 7 containing 150 mM NaCl.

2. Fluorescence microscope equipped with a digital camera and
emission /excitation filter sets to permit visualization of ThT
staining.

1. AFM microscope with liquid cell.

2. AFM tips with different force constants: 2-75 N/m and reso-
nant frequencies in the range of 100-320 kHz for imaging in
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air or in the range of 0.01-0.8 N/m and resonant frequencies
in the range of 70-100 kHz for imaging in solution.

. AFM-grade mica.
4. AFM-free image analysis software such as WsXM (http://www.

wsxmsolutions.com/) and Gwyddion (http://gwyddion.net/).

. Cryo-transmission electron microscope equipped with a slow

scan CCD camera.

. Carbon-coated electron microscopy copper grid, CF200-Cu

(200 mesh) or CF300-Cu (300 mesh), EMS.

. Carbon-coated electron microscopy copper grid, ref. 01881-F

(200 mesh) or 01883-F (300 mesh), Ted Pella.

4. Uranyl acetate solution: 2% (w/V).

. Uranyl-less solution containing Gadolinium salts, Delta

Microscopies.

. Plasma cleaner.

. Leica EM-CPC plunge-freezing device for cryo-fixation.

. Interferometer-based spectrophotometer coupled with an IR

source.

. For transmission measurements, liquid cell equipped with CaF,

windows and a 6 pm-thick polytetrafluoroethylene (Teflon)
spacer (for example, Omni-Cell transmission Cell from Specac
Company or Demountable liquid Cell from Piketech).

. For reflection measurements, attenuated total reflection (ATR)

sampling setup.

. SRCD endstation such as that of DISCO beamline at SOLEIL

synchrotron [ 14, 15].

. Manually loaded circular demountable CaF, cells of 30 pm

path length with a loading volume of 2 pL [16].

. CDtool software for data acquisition and treatment, including

averaging, smoothing, subtraction of buffer baselines from
sample-spectra, calibration ((+)—camphor-10-sulfonic acid
CSA), and normalization [17].

. BestSel open access software (http://bestsel.elte.hu/) [18].

. SAXS beamline such as SWING at SOLEIL.

. Quartz capillaries of 1.5 mm diameter and 0.01 mm

thickness.

. Foxtrot software (http://www.synchrotron-soleil.fr/Recherche /

LignesLumiere /SWING).


http://www.wsxmsolutions.com/
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http://gwyddion.net/
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3 Techniques

3.1 Analysis of Hfgq
Self-Assembly

by Molecular Imaging

3.1.1 Thioflavin Staining

3.1.2  AFM Imaging

Characterization of Hfq self-assembly can be performed by micros-
copy techniques, including fluorescence microscopy, transmission
electron microscopy (TEM), and atomic force microscopy (AFM).

Thioflavin T (ThT) is a benzothiazole salt commonly used to visu-
alize amyloids. When bound to aggregated f-sheets, such as those
found in amyloids, the dye displays an enhanced red-shifted fluores-
cence emission spectrum [19]. Even if the dye fluorescence is not
completely specific and may bind to other structures (such as dou-
ble-stranded DNA), it is however a good indicator that amyloid
structures are formed in the sample. Practically, for ThT staining:

1. Dilute protein samples to 0.2 mg/mL.

2. Prepare a stock solution of ThT. This solution can be filtered
and stored in the dark for 1 week. Before use, the stock solu-
tion is diluted in 10 mM phosphate buffer pH 7 containing
150 mM NacCl (dilution 1/50 = working solution); this must
be done extemporaneously.

3. For a spectroscopic assay, add a 10 pL aliquot of protein to
1 mL of working solution, incubate for 1 min, and measure the
fluorescence intensity with excitation set at 440 nm and emis-
sion detected in the range 450-500 nm (see Note 2).

4. For slide staining and visualization under a microscope, place
10 pL aliquots of stained samples and image using a fluores-
cence microscope with a 60x oil-objective (NA = 1.4). The
laser excitation can be set at 415 or 450 nm and emission is
detected at 482 nm.

Atomic force microscopy (AFM) has become a common tool for
the analysis of protein aggregation and fibrilization [20]. It pro-
vides height information that complements structural information
from two-dimensional projection images obtained using electron
microscopy (see Subheading 3.1.3). In essence, an AFM setup con-
sists of a microtip attached to a cantilever held on a piezo scanner
that moves along the surface of the sample with high precision over
a defined distance within the micrometer range. The deflection of
the cantilever follows the surface topography and is monitored fol-
lowing the position of a laser spot reflecting from its surface on a
photodiode. The motion of the cantilever can also be used to inter-
rogate the mechanical properties of the sample. AFM imaging thus
provides information about biological objects dimensions at nano-
meter resolution [21]. As amyloid fibrils are usually in the pm
range in length with a lateral dimension between 3 and 30 nm,
AFM is thus perfectly adapted to probe fibrils structure.

1. Substrate preparation. In order to study fibrillar protein
structures, it is essential to first adsorb them to a flat surface.
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This step is crucial for obtaining high-quality data. The fibers
formed in solution have to be at an adequate density and firmly
attached to allow the tip to scan over them. One of the surfaces
that is most frequently used for AFM studies is mica, although
clean glass or annealed gold can also be used. Here we will
concentrate on describing the adsorption of fibrils to mica sur-
faces. Mica is convenient because it is atomically flat and can be
casily cleaved immediately before use to obtain a clean surface.
AFM-grade mica can be easily obtained from several AFM
product suppliers. The freshly cleaved mica is glued to the sam-
ple holder using, for example, double-sided tape before incu-
bating the protein sample.

. Protein adsorption. A protein solution is incubated on the
mica surface to allow for fibril adsorption to the surface (see
Note 3). The size, charge, and mechanical stability of the
fibers determine the details of the preparation protocol.
Basically this protocol consists of two steps: first, conditioning
the surface where the fibers will be deposited and second, incu-
bating the protein solution to allow for filament deposition. As
the surface /protein interaction will be affected by the surface
charge of the protein and surface, the pH of the solution has
to be selected to optimize this interaction. Precisely, mica is
constituted of sheets of octahedral hydroxyl-aluminum lying
between two silicon tetrahedral layers. The most favorable
cleavage plane is located in the layer of unbound K* that lies in
the interlayer space between neighboring silicon layers. When
immersed in water, the hydrated potassium ions can be dissoci-
ated from the mica surface, leaving negatively charged alumi-
num tetrahedra (AlO,™) in the first outer layer [22]. Thus, the
solution pH and ionic salt concentration should be adjusted to
allow for the protein to be positively charged to promote its
interaction with the negatively charged mica surface.

. Imaging in air. If the protein binding to the surface is not
strong enough to allow imaging with the sample immersed in
solution, the best alternative is to image in air. Incubate a small
amount of diluted protein (typically 10 pL of 5-10 pg/mL
fibrils) on the mica surface and allow to air dry at room tem-
perature. All the fibers in the solution will now be adsorbed on
the mica surface. Before imaging, the sample must be exten-
sively washed with Milli-Q water to remove the salt from the
buffer and then carefully air-dried again. AFM can operate in
different modes, and the ones more conveniently used to
image amyloid self-assemblies are contact mode and tapping
mode, depending on the characteristics of the fibrils of interest
[21]. Contact mode images are obtained when the tip is in
contact with the sample, so it requires that the fibers are firmly
attached to the surface and rigid enough to withstand the tip
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pressure as it scans along the surface without deformation or
sliding. In tapping mode, the cantilever is oscillated at its reso-
nant frequency during the scan, so that it does not drag the
sample along as it moves over the surface. Resonant frequen-
cies of the soft cantilevers used for biological materials are,
typically, within the 70-100 KHz range, depending on whether
the microscope is operated in air or in solution, so that the
interaction time between the tip and sample is reduced dra-
matically to only a few microseconds. Fibers can be imaged
cither in tapping or in contact mode, depending on the char-
acteristics of the sample.

. Imaging in solution. If the fibers are sufficiently long and their

interaction is strong enough to allow for a stable adsorption to
the surface, the fibers will remain firmly attached during imag-
ing in solution. After allowing 10-60 min of incubation, the
sample is extensively rinsed with buffer to remove excess pro-
tein. The imaging bufter is selected to optimize the interaction
between the tip and the sample and could difter from the one
selected for fiber adsorption to the mica. The pH or salt con-
centration can be adjusted again so that the tip—protein interac-
tion is minimized to reduce damaging the fibers during imaging.
Operating in solution offers the possibility of imaging fiber
growth. In such a case, imaging should be done in the presence
of' small amounts of protein in the solution to avoid interfering
with the imaging process. Images of the same area taken at dif-
ferent times can be used to follow filament growth kinetics.

. AFM imaging procedure. Once the sample is properly pre-

pared, the AFM is operated selecting the most appropriate tip
for the imaging mode. If imaging in air, stiffer tips with force
constants in the range of 2-75 N /m and resonant frequencies
in the range of 100-320 kHz can be more convenient to
reduce the snap-to-contact region. For imaging in solution,
softer tips, with force constants in the range of 0.01-0.8 N/m
and resonant frequencies in the range of 70-100kHz can be
used. In brief, AFM operation includes the following steps:
placing the cantilever in the holder and then both to the scan-
ner; aligning the laser to impinge the cantilever tip; aligning
the laser reflection on the center of the photodiode; placing
the sample in the sample holder; if operating in tapping mode,
the cantilever resonance frequency has to be selected; approach-
ing the tip and sample. Once the tip is touching the sample,
the scanning parameters, gains, scanning speed, and setpoint,
are adjusted to obtain reproducible trace and retrace images.

. AFM topographic analysis. AFM obtains direct topographical

images of the sample surface. Each AFM provider includes
software to analyze the images, but there are also free specialized
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software available to process scanning probe microscopy
images (WsXM or Gwyddion).

Figure la—f shows Hfq peptide fibers imaged in air or in
solution.

3.1.3  TEM Imaging A quick way to check the presence and structural characteristics of
fibers (length, diameter, interweaving), as well as the homogeneity
of the sample, is negative staining and observation by transmission
electron microscopy.

Protocol for Negative 1. Sample preparation. Deposit a 5 pl. drop of Hfq sample at

Staining 1 mg/mL in 50 mM phosphate buffer pH 7 (i.e., stock solution
diluted in water) on a glow-discharged carbon-coated electron
microscopy copper grid (200 mesh square grid, EMS). In order
to optimize the adsorption of the sample to the grid it is recom-
mended, but not strictly required, to realize a glow-discharge
(gas ionization process giving the carbon film hydrophilic).

O
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Fig. 1 Visualization of Hfq self-assembly by molecular microscopy. Transmission electron microscopy (TEM)
and atomic force microscopy (AFM) are efficient tools to investigate protein nanostructures. (a—f) AFM images
of Hfq peptide fibers in air and under liquid. Upper panels (a, b, ¢) are fibers imaged in air. A drop of the protein
solution was allowed to dry on the mica before imaging in contact mode. Lower panels (c, d, f) show filaments
observed under buffer at pH 4 in tapping mode, after incubating the fibers for 5 min on mica at pH 4 at a
concentration of 0.5 mg/mL. Panels C and F show the height profile under the blue lines shown, respectively,
in panels b and e. (g—h) In TEM experiments, 5 pL of Hfq solution is deposited on a glow-discharged electron
microscopy grid covered by a continuous carbon film for negative staining (g) or a holey carbon film for cryo-
TEM (f). (g) The sample is dried and subsequently stained with a solution of either uranyl acetate or uranyl-less
(filling the protein cavities with heavy atoms). (h) The excess of sample is blotted and subsequently frozen in
ethane at liquid nitrogen temperature (embedding the sample in thin amorphous ice layers). Both methods
show filaments that seem more aggregated in negative staining. Scale bar: 500 nm
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Protocol for Cryo-Electron
Transmission Microscopy
(Cryo-TEM)

2. Sample adsorption. After 5 min of interaction, blot out the
excess sample using a Whatman filter paper (1-3 min is usually
enough to have efficient adsorption of the sample onto the
grid).

3. Contrasting of the sample. The adsorbed sample can then be
put in contact with the contrasting agent. To perform negative
staining, 5 pL. of uranyl acetate solution (2%) is applied onto
the grid-containing sample. After 30 s incubation, the excess of
uranyl acetate is blotted out and then the grids can be kept in
a dry dark dust-free environment until observation at the elec-
tron microscope. Gadolinium salt (uranyl-less) is also used for
negative staining. It is used instead of uranyl acetate because it
is safer. However, it may create artifacts such as crystals. Store
it at cold temperature and use it at room temperature to avoid
salt deposition as much as possible.

4. The grids can be stored at room temperature for further obser-
vation on any standard transmission electron microscope.

5. Sample observation. The electron microscopy grid is then
mounted onto a room temperature-equilibrated holder and
subsequently introduced into an electron microscope (JEOL
2200FS, JEOL, Tokyo, Japan).

6. Image acquisition. 2 k by 2 k images are acquired using a Gatan
Ultrascan 894 US1000 slow scan CCD Camera (Gatan,
Pleasanton, CA, USA) at 40,000x nominal magnification (cor-
responding pixel size was 0.32 nm).

Figure 1g shows Hfq peptide fibers imaged by TEM after neg-
ative staining.

While it is true that negative staining is the tool of choice for
quick characterization, it implies the dehydration of the sample,
which can lead to artifactual aggregations of fibers or to structural
modifications. Therefore, when high-resolution ultrastructural
studies are required, samples should be observed in hydrated con-
ditions, which is possible by cryo-transmission electron microscopy
(cryo-TEM). Cryo-TEM is based on fast-freezing of the electron
microscopy grid containing a thin layer (100-200 nm or less) of
the adsorbed sample by quick immersion in liquid ethane cooled-
down at liquid nitrogen temperature. This can be achieved by
using a lab-made or commercial apparatus. Some commercial
apparatuses can be fully automatized so that repetitiveness can be
easily achieved when freezing conditions have been set up.

1. Sample preparation. Deposit a 5 pL. drop of Hfq suspension on
a glow-discharged lacey carbon film grid (300 mesh).

2. Sample freezing. Blot the suspension through the grid for about
1 s using a Whatman filter paper to create thin suspended films
in the carbon holes of the grid. Using a Leica EM-CPC, plunge
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the grid into liquid ethane cooled-down with liquid nitrogen.
Prior to sample freezing, the grid is kept in a liquid nitrogen
storage unit until observation at the electron microscope.

3. Transfer to the electron microscope. The grid with the frozen
hydrated sample is transferred to a cryo-TEM for observation.
During this transfer process, and during observation, the sam-
ple should remain under liquid nitrogen to prevent water
crystallization, which impedes the observation of the sample.
Since the observed sample is fully hydrated, the obtained
images reflect the near native structure of proteins and fibers.
A simple but detailed description of negative staining and cryo-
TEM techniques is described in [23]. Grids are transterred
into a JEOL JEM 2200ES cryo-electron microscope equipped
with a Q-energy filter by using a Gatan 914 cryo-transfer
system.

4. Image acquisition. Hfq peptide cryo-images can be acquired
using a 2 k by 2 k Gatan Ultrascan 894 US1000 slow scan
CCD Camera (Gatan, Pleasanton, CA, USA) at 40,000x nom-
inal magnification (corresponding pixel size was 0.32 nm) with
an energy window of 20 eV.

Figure 1h shows Hfq peptide fibers imaged by cryoTEM.

Fourier transform infrared (FTIR) spectroscopy can be used to
analyze protein secondary and super-secondary structures such as
amyloid. The peptide bond is an amide group (CONH) that gives
rise to seven active absorption bands in the infrared. This method
can thus give information on secondary structure (three bands
carry information on the secondary structure, but the Amide I
band is the most used, see below) and tertiary structure (through
the Amide II band). Indeed, the Amide II spectral region studied
in the presence of D,O solution (i.c., Amide II', see Note 4) is a
marker of the partial opening of the protein and thus of the tertiary
structure changes, during which the hydrogens remained within
the protein core undergo H-D exchange [24]. The Amide I is
most often used for secondary structure elucidation since it has the
smallest contribution from peptide side chain absorptions. The
Amide I band absorption is mainly due to the C=0 stretching of
the amide group vibration but this vibration is strongly delocalized
over the amide C-N and C-H bonds giving rise to a strong cou-
pling: the trans dipole coupling. The exact frequency of the absorp-
tion peak is thus sensitive to the angle of the amide bond, which is
dependent on the local structure of the protein domain. a-Helices,
B-sheets, B-turns, random coils, and 3-10 helices are each restricted
to a different set of angles as seen in a Ramachandran plot, giving
rise to amide peaks located at difterent frequencies. This gives rise to
the sensitivity of infrared spectroscopy to the secondary structure
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of proteins. Here, we thus focus on the infrared zone in the region

of the Amide 1.

1. Hfq fibril samples (from 1 to 20 mg,/mL) are loaded into lig-
uid cell equipped with CaF, windows and a 6 pm thick spacer.
This configuration allows studying a sample in solution for sev-
eral hours (8 on average), and therefore allows for following
the aggregation kinetics.

2. FTIR absorption measurements are performed between 1000
and 4000 cm™! through the use of an interferometer-based
spectrophotometer coupled with an IR source and a Triglycine
sulfate (DTGS) detector. The best way to have good transmis-
sion spectra is by performing a measurement in which 256
scans are collected and at least 5 independent measurements
are averaged. Spectra at a nominal resolution of 2 cm™ are
baseline corrected and background subtracted before analysis.
A spectrum of the buffer must be collected using the same
experimental parameters for water subtraction. Buffer subtrac-
tion is performed by an iterative procedure to remove the sig-
nal originating from the water. The association band of water
between 1800 and 2400 cm™! is used to compute the subtrac-
tion factor. Most commercial software packages propose an
integrated subtraction routine.

3. Alternatively, an attenuated total reflection (ATR) sampling
setup can be used. With an ATR setup, the infrared beam light
is reflected inside an infrared-transparent, high refractive index
crystal. The crystal can be single bounce or have a multiple
bounce geometry to increase sensitivity. An evanescent wave is
created at the crystal-solution interface, which extends into
the sample with a penetration depth typically around 1 pm
(depending on the wavelength and on the crystal’s refractive
index). A background spectrum without sample is first
recorded. A total of 64 scans are usually averaged. Then, ~
5-20 pL of fibril sample (1-20 mg/mL) is deposited directly
on the crystal and covered with a cap to reduce evaporation. A
spectrum of the buffer must also be recorded in the same con-
ditions for latter subtraction.

4. The analysis consists of qualitative evaluation of secondary
structure through the combination of 2nd-derivative, Fourier
self-deconvolution (FSD), and curve-fitting (CF) analysis [25].
ESD and the 2nd-derivative can be used to find the number
and exact positions of the overlapping peaks composing the
Amide I band. CF involves fitting a series of model peaks to the
experimental data. The best function for peak shape in liquid
samples is usually a convolution of Lorentzian and Gaussian
bands, the Voigt profile. Overlapping peaks composing the
Amide I band are fitted with Voigt profiles with a bandwidth
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varying between 15 and 25 cm~!. The goodness-of-fit is gener-
ally evaluated by comparing the rest with the noise. The CF,
being an iterative algorithm, is pursued until the rest is less
than 5 times the noise. The integration of the area of the com-
ponent bands used to generate the final curve fit can provide
an estimate of the relative percentages of secondary structure
present. Both qualitative and quantitative analyses can be
achieved with dedicated software. Most software packages
such as OMNIC™ (Thermo Fisher Scientific) and Opus
(Bruker) provide curve-fitting algorithms.

5. The assignment of a peak at a given wavenumber to a given
secondary structure should be done according to Table 1.
Briefly, a peak near 1645 cm™ is indicative of random coil,
1655 cm™ of a-helix, and 1630 cm~! and 1690 cm™ of B-sheet
(see Note 5). Stronger hydrogen bonding results in a shift to
lower wavenumbers and, therefore, amyloid fibrils often have
B-sheet peaks below 1630 ecm™ [26].

Figure 2a shows Hfq peptide fibers analyzed by FTIR
spectroscopy.

Circular Dichroism (CD) is a sensitive absorption spectroscopy
technique for studying biological samples such as proteins and
polynucleotides (DNA and RNA) as well as sugars. Circular left
and right polarized light is differentially absorbed, e.g., by proteins
due to the excitation of the n-n and n-n* electronic transition of
the peptide bonds. Additionally the aromatic side chains produce
characteristic absorptions between 210 and 275 nm. Standardized
CD spectra can be deconvoluted and used for protein secondary

Table 1
Empirical assignments for Amide | infrared (IR) bands characteristic
of proteins [25]

Wavenumber (cm-") Assignment

1615-1625 Intermolecular B-sheet (in particular vibrations
of strongly bound intermolecular aggregated
B-strands, including amyloids)

1630-1640 Intramolecular native p-sheet

1640-1650 Disordered random coil

1650-1660 a-Helix

1660-1695 B-turn

1675-1695 Intermolecular B-sheet (in particular antiparallel

aggregated B-sheets)
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Fig. 2 Secondary and supersecondary structure determination. (a) FTIR spectra
of Hfq peptide immediately after diluting in water (blue) and after incubation for
1 day at 20 °C (red). The peaks shown in (a) are due to intermolecular aggre-
gated B-sheet at 1620 cm~" and to the presence of native p-turn at 1670 cm~'
and intermolecular aggregated p-sheet at 1690 cm~', respectively. In addition, in
a lot of proteins studied, the contemporary increase of the components at about
1620 and 1680 cm~" indicates the building of antiparallel f-aggregated struc-
tures; the low frequency B-sheet moiety at approximately 1620 cm~" are attrib-
uted to multistranded intermolecular p-sheet and resembles the typical
fingerprint of the cross-p motif found in amyloid-like fibrils [37, 38]. (b) SRCD
spectra of Hfq peptide at 20 mg/mL in water (blue) or after incubation at 20 °C
for a few days at 100 mg/mL to ensure the formation of fibrils (red). In this case,
sonication procedure to fragment fibrils into shorter forms or their monomeric
form was not necessary. Secondary structure determination by BESTSEL (inset)
revealed a structural increase of 5% in $-sheet content for the fibrils as opposed
to the monomeric Hfq peptide
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structure determination. Synchrotron radiation circular dichroism
(SRCD) allows for the extension of the spectral range down to
168 nm in aqueous solution and 120 nm in hydrated films, with
very good signal-to-noise ratios (typically ~20 mdeg/0.2 mdeg).
The extension of the spectral range down to 168 nm has improved
the information content obtainable from a SRCD spectrum.
Especially for the weak CD signals of proteins with high p-sheet or
disordered content, SRCD has improved the spectral analysis sub-
stantially [27]. Numerous algorithms exist for the estimation of
the secondary structure composition from CD spectra. For the
special case of B-sheet-rich proteins, with a broad range of protein
folds, a recent publicly accessible algorithm BestSel [ 18] allows the
determination of secondary structure contents including parallel
and antiparallel f-sheets and potential fold recognition. The novel
reference dataset with spectra that significantly differ from present
reference sets extends the information content for secondary struc-
ture determination.

1. Sample preparation. Homogenized Htq peptide fibrils were
prepared by diluted peptide in water at 20 mg,/mL to 100 mg/
mL. Observation of fibrils can be made directly after few days
(see Note 1) as described in step 5. Nevertheless, in some cases
long and associated fibrils need to be fragmented to shorter
and individual pieces to be analyzed, as described below (2—4).

2. Seeds can be prepared by a sonication procedure [28]. The
sonication strength and time had to be carefully chosen. At
low force, homogenization of the fibril solution will just
decrease the viscosity by breaking the fibrils into shorter pieces.
A microtip sonicator set up in the cold room needs to be regu-
lated to minimal strength (force, amplitude), with a 50% duty
cycle (e.g., 1 s pulses interrupted by 1 s silence). Sample vol-
ume should be at least 100 pL in microtubes. Sonication shall
be carried out with the tubes containing sample cooled in ice-
cold solution (for better contact), with the tip plunged right to
the bottom of the tube without touching the tube wall. For
homogenization of peptides and small proteins four cycles of
five pulses with a 10 s rest between cycles produces reliable and
reproducible results. During the rest period, mix well the solu-
tion containing the peptide by lifting and plunging the tip up
and down. Droplet formation on the tube wall should be
avoided. Gloves, mouth mask, and glasses are recommended

for safety.
3. SRCD spectra are taken before and after sonication allowing
the spectral distinction between fibril seeds and amyloid fibrils.
4. Ultracentrifugation in Beckmann TLA-100 rotor run at
53500-96500 Relative Centrifugal Field (RCF) x g for

15-30 min may be used to distinguish eventual monomers
floating in the supernatant and the fibrils accumulating in the
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pellet. The baseline spectrum for the fibril seeds should be taken
from the supernatant. Once the sonication and centrifugation
are finished, keep samples at 4 °C.

. Sample concentration, buffer composition, and pathlength

choices for SRCD data acquisition should be handled with
care. In general, concentrations should be for a-helix rich pro-
teins 1-2 g/L., for p-sheet rich proteins 3—4 g/L, and for
unordered structures above 5 g/L in a 20 pm pathlength cell.
Loading volumes are 2 microliters in special 20 pm CaF, cells
[16] (Fig. 3). The choice of buffer is a function of how much
chloride will be considered essential (10-50 mM NaCl allows
obtaining spectra down to 185 nm). Chloride is readily
replaced by fluoride allowing twice the initial chloride concen-
tration. Ideally phosphate bufter is used being more tempera-
ture stable than Tris-Cl and being deep-UV transparent.

| 4s8A . _
7
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Data g 5 \ N |
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24| 7.97A M
B —) © /
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E "
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Fig. 3 Use of synchrotron radiation for the analysis of amyloids self-assemblies. Top: Basic sketch of data
acquisition and treatment at a SAXS beamline. The sample scattering pattern recorded by a 2D detector is
radially averaged to and background is subtracted to give the following SAXS curve. The CTR peptide of the
Hfq protein exhibits typical diffraction peaks corresponding to a cross-f structure sketch in overlay. Bottom:
Data acquisition and treatment at a SRCD beamline. A rich $-strand containing protein is shown as an example
(Concanavalin A, PDB ID 4PF5 [39])
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6. All spectra are normalized to the mean residue weight elliptic-
ity (Omrw, deg.cm?.dmole?).

7. For secondary structure determination with BestSel, normal-
ized root-mean-square deviation (NRMSD) indicates the most
accurate fit for each spectrum; values of <0.15 are considered
significant.

Figure 2b shows Hfq peptide analyzed by SRCD spectroscopy.

Small angle X-ray scattering (SAXS) is a simple and powerful tech-
nique that directly provides structural information at scales ranging
typically from 1 nm to 1 pm [29-31]. The physical principle is the
same as X-ray crystallography; it is based on elastic scattering of an
incoming X-ray wave by the electrons of the sample. The resulting
“signal” is a scattering pattern most frequently collected using a
bi-dimensional detector positioned behind the sample and perpen-
dicular to the incoming beam. Practically, SAXS experiment can
bring information for either peptides in solutions or assembled
materials made of peptides. In this section, we will focus on how to
prepare and analyze amyloid peptides and particularly Hfq cross-p
structure.

1. Different solutions of peptide are prepared (25-100 pL), rang-
ing from 0.5% w/v to the highest concentration by 2.5% steps
by dissolving the peptide into an appropriate buffer. The buffer
must be the same for the previously described experiments
(FTIR, SRCD...) in order to compare the results; buffer con-
taining phosphorous should be avoided and low salt concen-
tration is better.

2. When all the solutions are ready, directly fill quartz capillaries
of 1.5 mm diameter and 0.01 mm thickness. Then, capillaries
are sealed using wax or nail polish. The capillaries containing
the peptides are left at room temperature until cross-p strands
are obtained (this is usually determined by other methods).

3. If the cross-f strand formation kinetics are unknown, FTTR
will be a better method than SAXS to determine the kinetics of
assembly.

The SAXS experiment can bring information for both peptides in
solutions or assembled materials made of peptides. The intensity
collected is proportional to the number of objects within the
sample, N. It directly results from their size, shape, and internal
structure, given by the Fourier Transformation modulus of their
electronic density, showed here for an isotropic sample:

=3y, (1 )=
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where the triple integral is performed within the volume V, of each
particle and the average performed over all possible orientations £2.

7. 1s the classical electron radius, p, (17 ) is the electronic density at

position # within the particle, p, is the average electronic density of

. 4msing .
the surrounding buffer, 4= Y is the momentum transfer, ¢

is the scattering angle, typically below a few degrees, and 1 is the
X-ray wavelength. The rotational average severely limits the struc-
tural information content of the scattering pattern for a non-
assembled material obtained in a SAXS experiment. When isolated
macromolecules assemble into regular structures, new correlations
appear in the electronic density of the whole structure, giving rise
to specific modulations in the scattering intensity. When motifs are
repeated along a defined axis with a repetition distance d, the scat-
tered photon waves undergo strong constructive interferences at q

values given by g = n% , where n is an integer (Bragg law). The

phenomenon is called diffraction, but is not different in nature
from solution scattering. When identical units, e.g., a peptide or a
protein, are regularly spaced, with periodicities typically on the
order of or larger than 1 nm, diffraction is observed in the Small
angle range (SAXD) [32].

1. Cross-f structure is investigated here. The sample-to-detector
distance needs to be optimized. The typical signals resulting
from p-sheet structure correspond to inter-distances of around
10 and 4.7 A; the available q-range should thus be from 0.3 to
2A

2. Capillaries containing the samples and buffer (control) are
mounted onto capillary holder system and positioned into the
beam path.

3. Depending on the sample homogeneity, several positions
within the sample capillaries can be chosen. At least 3 positions
are enough: one at the top of the sample, one in the middle,
and the last at the bottom.

4. One important step here is the detection of radiation damage.
When exposed to X-rays, organic molecules tend to form free
radicals, leading to aggregation of the sample onto the capil-
lary wall. Radiation damage does not occur for all samples.
This phenomenon is observable after data treatment by an
increase of the curve intensity at small q. In order to avoid this
problem, samples should be exposed to X-rays and then let to
rest for a few seconds before a new exposition at the same spot.

5. As samples on the same capillary holder can vary greatly, the
exposure time must be adjusted, in order to get enough signal
and to avoid saturation on the detector (depending of the
beamline detector).
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6. Due to radiation damage, acquisition time should not be
higher than 3 s with at least 5 s of pause. It is better to make
10 acquisitions of 3 s than 1 of 30 s.

7. Record the scattering pattern with short and identifiable sam-
ple and buffer names.

1. When the entire scattering patterns are recorded as 2D images,
radial integration is performed in order to obtain SAXS curves
for each position inside all the samples and buffers. Such oper-
ation can be done using the Foxtrot software or equivalent.

2. For curves corresponding to the same position within the same
sample, averaging is suggested in order to obtain better statis-
tics. This must be done carefully in order to avoid averaging
data with radiation damage.

3. As samples are analyzed within the buffer, the buffer signal
needs to be subtracted. Data subtraction is provided by most
of the SAXS data reduction software.

4. When the resulting final curve (averaging + subtraction of buf-
fer) is obtained, diffraction peaks corresponding to cross-f3
sheets should be observed. The example of Hfq C-terminus
peptide is shown on Fig. 3 (top), where the anisotropic reflec-
tions are indicative of a partially aligned fiber, perpendicular to
the X-ray beam. The reflections at 4 = 4.58 Aand 4 =7.97 A
correspond, respectively, to the inter-strand and inter-sheet
spacing.

4 Concluding Remarks

The self-assembly of biological macromolecules constitutes a key
process in all living organisms. We recently reported that sSRNA
cofactor Hfq belongs to the family of functional amyloids [9]. The
various experimental approaches described in this chapter aim at
further investigating the self-assembling properties of sSRNA cofac-
tors. This could indeed represent a versatile means to regulate
sRNA-related processes in vivo. Furthermore, this would also
enable the formation of mixed synthetic sSRNA:protein synthetic
self-assemblies, with future perspectives for nanotechnologies.

5 Notes

1. The main obstacle for the examination of peptides and proteins
that polymerize, and in particular those that form amyloids, is
sample preparation. Indeed, the buffer used for the synthe-
sis/purification processes and its composition (counter-ions,
mainly chloride ions or trifluoroacetic acid TFA~ ions used for
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peptide chemical synthesis) may affect fibrillization [33]. For
this reason, batch-to-batch variability of synthetic peptides
is frequently reported, resulting in a poor reproducibility of
experiments in term of kinetics of self-assembling. Proper stor-
age conditions are also important. Typically, peptides are most
stable when stored lyophilized at —20 °C. Nevertheless, even
under this condition, hydration occurs. This may affect the
presence of pre-formed aggregates in samples. Therefore, in
order to ensure comparison between various experiments, we
do not recommend storing peptides and proteins for a long
time and rather suggest ordering or preparing a fresh batch
and performing experiments in a short timeframe.

2. Use of ThT staining is a widely used method and relatively well
accepted as an indicator of the presence of amyloid fibrils.
Nevertheless, it has to be taken with precaution as ThT can
also be an inhibitor of fibrillization [34].

3. A frequently used surface modification protocol for AFM
involves fusing unilamelar lipid vesicles on glass or mica to
form a supported lipid bilayer that can then be exposed to
the protein fibrils. Indeed, interaction of amyloids with
membrane is commonly reported and has been observed for

Hfq [35, 36].

4. D,O solutions may be used in samples to avoid the spectral
overlaps between the Amide I band and strong absorption
band of water at 1640 cm™'. Note that Amide I wavenumbers
are lowered in D,0 environment (5-10 cm™). In this case
Amide I /11 bands are referred to as Amide I’ /11"

5. The interpretation of an amyloid FTIR spectrum should usu-
ally begin with the examination of the primary sequence of the
protein/peptide. Indeed, side chains such as asparagine and
glutamine, which are very common in amyloid-forming pro-
teins, have IR vibrations that overlap in the Amide I band.
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Chapter 19

Sequence-Specific Affinity Chromatography
of Bacterial Small Regulatory RNA-Binding
Proteins from Bacterial Cells

Jonathan Gans, Jonathan Osborne, Juliet Cheng, Louise Djapgne,
and Amanda G. Ogleshy-Sherrouse

Abstract

Bacterial small RNA molecules (sRNAs) are increasingly recognized as central regulators of bacterial stress
responses and pathogenesis. In many cases, RNA-binding proteins are critical for the stability and function
of sSRNAs. Previous studies have adopted strategies to genetically tag an sRNA of interest, allowing isola-
tion of RNA—protein complexes from cells. Here we present a sequence-specific atfinity purification proto-
col that requires no prior genetic manipulation of bacterial cells, allowing isolation of RNA-binding
proteins bound to native RNA molecules.

Key words Bacterial small RNAs, Hfq, RNA-binding proteins, Affinity chromatography, In vivo
crosslinking, Western blot

1 Introduction

Over the past 15 years, bacterial small RNA (sRNA) molecules
have gained substantial recognition for their role in shaping bacte-
rial physiology and pathogenesis. In spite of this appreciation, we
still know very little about the mechanisms that drive sSRNA regula-
tion in most bacterial specie0073. A majority of mechanistic stud-
ies have been centered on sRNAs produced by Escherichia coli
[1-6]. This work has demonstrated that the host factor Q (Hfq)
protein is required for the stability and function of many E. coli
sRNAs [3, 7-12]. Subsequent work indicates that the requirement
for Hfq extends to sSRNAs produced by other bacterial species [ 13—
19]. However, many bacterial sSRNAs have been shown to not
require Hfq for their stability or regulation [15, 20], and the Hfq
proteins of most Gram-positive bacteria do not appear to contrib-
ute to SRNA regulation [21-23]. This has spurred the development

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
vol. 1737, https://doi.org/10.1007/978-1-4939-7634-8_19, © Springer Science+Business Media, LLC 2018
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of methods aimed at identifying novel RNA-binding proteins that
may contribute to sSRNA biology.

Previous approaches relied on genetic manipulation of bacte-
rial cells to produce sRNAs that are tagged with aptamers [24].
However, this method requires the bacterial species of interest to
be amenable to genetic manipulation and relies on the assump-
tion that the aptamer will not affect the expression or structure
of the tagged sRNA. Here we present a method for the enrich-
ment of sRNA-binding proteins from bacterial cells, previ-
ously developed for use in the opportunistic bacterial pathogen
Psendomonans aeruginosa [25]. The method was adapted from ecar-
lier protocols developed for use with eukaryotic organisms [26,
27]. It entails sequence-specific affinity chromatography (SSAC)
of UV-crosslinked RNA-protein complexes from bacterial cells
using a tagged complementary DNA (cDNA) oligonucleotide that
is specific to the sSRNA of interest. As such, this method requires
no genetic manipulation of the organism, allowing adaptation to
bacterial species that are not easily amenable to genetic manipula-
tion. We previously combined this system with a discovery-based
liquid chromatography tandem mass spectrometry (LC-MS/MS)
proteomics approach to identity proteins that interact in vivo with
the P. aeruginosa PrrF and PrrH sRNAs [25]. Here, we provide a
detailed protocol of the in vivo crosslinking and SSAC methodol-
ogy, and we discuss how this method may be used in conjunction
with different downstream applications to identity or detect pro-
teins bound to sSRNAs in vivo.

2 Materials

2.1 Preparation

of Crosslinked
Bacterial RNA—Protein
Gomplexes

Prepare all solutions in nuclease-free water with molecular
biology-grade reagents. Our lab generally purchases nuclease-
free water and buffers, but we have also used diethyl pyrocar-
bonate (DEPC) to render deionized water RNase-free (0.1%
DEPC treatment for 2 h, followed by 15 min autoclaving to
inactivate residual traces of DEPC). Do not use DEPC to treat
solutions containing Tris. Molecular biology-grade reagents
should be reserved for RNA work only, and powdered reagents
should be measured without the use of a spatula. Reagents
should be prepared and stored at room temperature, unless indi-
cated otherwise. All work should be performed with filtered
pipette tips that are certified nuclease-free.

1. Bacterial cultures, grown under conditions that allow for maxi-
mal expression of the sSRNA of interest.

2. Qiagen RNAlater®.
3. Large Petri plates (150 mm x 15 mm).
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4. UV Crosslinker (115 V).

(92

O 0 NN O

. Lysozyme solution (1 mg,/mL) in 10 mM Tris—HCI- (pH 8.0),

1 mM EDTA.

. Beta-mercaptoethanol.

. Qiagen RNeasy® Buffers RLT, RW1, and RPE.
. 100% ethanol, molecular biology grade.

. Qiagen RNeasy® Mini Columns.

10.
. RNase-free water.
12.
13.
14.

Qiagen on-column RNase-free DNase.

New England Biolabs (NEB) DNase I (RNase-free).
3 M sodium acetate.

Nanodrop or similar instrumentation for quantifying nucleic
acid concentrations.

. Invitrogen streptavidin-coated M-270 Dynabeads®.

Specific Affinity 2. Magnetic stand.
Chromatography 3. 2x Binding and Washing Buffer (10 mM Tris-HCI pH 7.5,
1 mM EDTA, 2 M NaCl).
4. Solution A (0.1 M NaOH, 0.05 M NaCl).
5. Solution B (0.1 M NaCl).
6. Nuclease-free water.
7. 1 pg 5’ biotinylated cDNA “bait” that is complementary to the
RNA of interest, prepared in RNase-free water at a concentra-
tion of 50 ng/pL (see Note 1).
3 Methods

3.1 Preparation

of In Vivo Crosslinked
RNA—-Protein
Complexes

All procedures are performed at room temperature, unless other-
wise stated.

1.

Grow P. aeruginosa strains in appropriate media to ensure
maximal expression of sSRNA of interest (see Note 2).

. Add 1.5 mL Qiagen RNAlater® to 5 mL culture to stabilize

RNAs during crosslinking.

. Pour mixture into a large Petri dish and make sure culture is

spread evenly across the bottom of the dish. Irradiate using a
UV crosslinker for 2—-3 min (see Note 3).

. Transfer 1 mL of irradiated culture to a microcentrifuge tube

and harvest by centrifugation at >13,000 x g for 1 min.

Steps 5—12 are taken from the Qiagen R Neasy® Mini Kit
manufacturer’s protocol with some minor modifications:

. Resuspend harvested cells in 100 pL of lysozyme solution.

Incubate for 5 min at room temperature.
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3.2 Enrichment
of RNA-Binding
Proteins

6

N

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

. Prepare Qiagen RNeasy® RLT Buffer for use by adding 10 pL
of'beta-mercaptoethanol (BME) per 1 mL of RLT. Add 350 pL.
RLT-BME solution to lysozyme-treated cells. Vortex and incu-
bate at room temperature for 15 min.

. Add 250 pL 100% ethanol to lysed cells and invert tube 3—4
times. Transfer mixture to Qiagen RNeasy Mini Column.
Centrifuge for 1 min at >13,000 x g.

. Discard flow-through and add 350 pL of Qiagen RW1 Buffer
to RNeasy Mini Column. Centrifuge for 1 min at 13,000 x 4.

. Combine 10 pL of Qiagen on-column RNase-free DNase
solution with 30 pL. RDD Buffer. Apply to RNeasy Mini
Column. Incubate for 1-2 h at room temperature.

Add 350 pLL. RW1 Butffer to RNeasy Mini Column. Centrifuge
for 1 min at >13,000 x g.

Discard flow-through and add 500 pL of RPE Buffer to
RNeasy Mini Column. Centrifuge for 1 min.

Discard flow-through and centrifuge RNeasy Mini Column for
5 min at >13,000 x g to dry column.

Add 40 pL RNase-free water to RNeasy Mini Column.
Incubate for 5 min at room temperature. Elute by centrifuga-
tion for 1 min at 13,000 x 4.

Add 5 pL. NEB DNase and 5 pL. 10x reaction bufter to super-
natant. Incubate at room temperature for 2-3 h.

Add 150 pL 100% ethanol and 5 pLL 3 M sodium acetate and
vortex mixture. Incubate precipitation overnight at —20 °C.
Centrifuge sample at 16,000 x g for 20 min at 4 °C. Remove
supernatant and add 1 mL ice-cold 100% ethanol.

Centrifuge sample at 16,000 x g for 10 min at 4 °C. Remove
supernatant and let RNA pellet air-dry at room temperature
for 5-10 min, with tube caps open slightly to allow evapora-
tion of residual ethanol.

Add 15 pL of water to RNA pellet and incubate at 65 °C for
10-15 min to promote resuspension.

Measure the RNA using a nanodrop and adjust the concentra-
tion to 1 pg/pL (see Note 4). Keep RNA on ice until Step 6
of Subheading 3.2.

. Transfer 1 mg of M-270 streptavidin-coated Dynabeads®
(100 pL) to an RNase-free eppendorf tube.

. Place eppendorf tube on magnetic stand and allow the
Dynabeads® to separate from the storage buffer. Remove stor-
age buffer completely, and add 250 pL of 2x Binding and
Washing Buffer. Resuspend Dynabeads® in buffer by inverting
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tube 3—4 times. Repeat this process two more times with the
2x Binding and Washing Bufter.

. Wash Dynabeads® two times as in Step 2 with 250 pL of

Solution A.

. Wash Dynabeads® two times as in Step 2 with 250 pL of

Solution B.

. Resuspend Dynabeads® in 100 pL. 2x Binding and Washing

Buffer. Keep Dynabeads® on ice until Step 7.

. Combine 1 pg of 5’ biotinylated ¢cDNA-bait with 10 pg

(10 pL) of the SSAC supernatant from Step 19 of Subheading
3.1. Bring total volume up to 100 pL using nuclease-free
water, and incubate the SSAC supernatant and ¢cDNA bait
mixture at 70 °C for 30 min. Transfer mixture to 37 °C and
incubate for 15 min with gentle rotation at 150 rpm.

. Combine the SSAC supernatant and ¢cDNA bait mixture with

1 mg of M-270 Dynabeads®. Incubate at 37 °C for 45 min
with gentle shaking. Separate beads from solution using a
magnetic stand and discard the supernatant.

. Resuspend the beads in 100 pL. of nuclease-free water and

invert tube 3—4 times. Incubate beads at 65 °C for 10 min to
disrupt streptavidin—biotin interaction and remove RNA-bait
mixture from the beads. Separate beads from solution using a
magnetic stand and collect the supernatant.

. Enriched RNA-protein complexes in the SSAC supernatant

are now ready for analysis by any number of proteomic
approaches for a discovery-based identification of RNA-
binding proteins (see Note 5). We previously performed
LC-MS/MS analysis of wild-type and AprrF1,2 P. aeruginosn
SSAC supernatants (“SSAC-MS/MS”), allowing the identifi-
cation of several potential PrrF1- and PrrH-binding proteins
(Table 1). Alternatively, western blot can be used to determine
if a specific protein is present in the enriched RNA-protein
complexes, as is shown for the PrrF1 sRNA and P. aeruginosa
Hftq protein in Fig. 1.

4 Notes

. The ¢cDNA bait should be long enough to provide specificity in

a complex RNA mixture isolated from bacterial cells, as would
be warranted for a northern blot. The PrrF1 ¢cDNA bait that
was previously used for such studies was 27 nucleotides long,
and the PrrH probe was 60 nucleotides long. The PrrF1 and
PrrH ¢DNA baits were each shown by northern blot to be
specific for the PrrF1 and PrrH sRNAs, respectively (Fig. 2a,
b) [25].
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Table 1
Summary of SSAC-MS/MS results

Positive samples®
PrrF1 bait PrrH bait
WT-Fe AprrFl,2 WT-Fe AprrF1,2

Protein n=15 n=2_8 n=2_8 n=9
Hfq (PA4944) 11** 1 3 1
PvdL (PA2424) 5* 0 3 1
LysR-type transcriptional regulator (PA1128) 3 0 2 0
Shikimate biosynthesis (PA1750) 3 0 2 1
Putative oxidoreductase (PA3106) 3 0 2 1
HemB (PA5243) 3 0 0 0
HscA (PA3810) 3 1 1 2

“Number of samples with at least one peptide corresponding to the indicated protein

Asterisks indicate a significant difference in the frequency of Hfq (P < 0.005) and PvdL (P < 0.05) positive samples when
comparing PrrF1-enriched PAO1 and AprrFI1,2 samples, as determined by a two-tailed Student’s z-test. SSAC-MS /MS,
sequence-specific affinity chromatography and tandem mass spectrometry

This table was reproduced with minor modifications from reference [25] under the Creative Commons Attribution
license, copyright © 2014 Osborne, ct al.

2!! 3!! 4!!
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>T 23 20
-t Tt o &
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Fig. 1 Visualization of Hfq from SSAC supernatants by western blot. SSAC super-
natants from wild-type and AprrF1,2 mutant cultures, grown in M9 minimal
media, supplemented with 50 nM FeCl, added to support low-iron growth for 8 h,
were separated by SDS-polyacrylamide gel electrophoresis (PAGE), transferred
to a PVDF membrane, and blotted with P aeruginosa Hfq antibody that was gen-
erated as previously described [25]
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2.

The culture conditions used for PrrF1 and PrrH analysis
(growth in M9 minimal medium) were chosen because they
allowed for robust expression of the PrrF and PrrH sRNAs (see
Fig. 2¢). We also opted to purchase M9 minimal medium to
ensure consistency across experiments when conducting
discovery-based analysis of PrrF-binding proteins.

. When first developing this protocol for discovery of novel

PrrE- and PrrH-binding proteins, we attempted various cross-
linking times ranging from 30 s to 6 min and evaluated the
amount of protein pulled down by gel electrophoresis. Three
minutes was the longest irradiation time that still allowed effi-
cient separation of proteins by electrophoresis and was suffi-
cient for identifying Hfq in wild-type SSAC supernatants but
not in the AprrFI1,2 mutant SSAC supernatants (Table 1) [25].
However, we found that crosslinking times greater than 2 min
precluded visualization of the Hfq-sRNA complex by western
blot (Fig. 1), indicating this method is more sensitive to aggre-
gation of UV-crosslinked macromolecules. The time for cross-
linking may also need to be optimized for different organisms,
sRNAs, or crosslinking apparatus. We recommend preparing
SSAC-enriched RNA samples from cultures exposed to a range
(1-5 min) of crosslinking times, and analyzing lysates from
these cultures by PAGE and Coommassie staining to deter-
mine which allows for the best separation of crosslinked
proteins.

. We routinely use the Qiagen RNeasy® RNA Tsolation Mini Kit,

which is sufficient to yield 15 pLL of RNA at a concentration of
>100 ng/pL with a 260,280 ratio of 2.0 = 0.1. This concen-
tration was sufficient for detecting Hfq bound to PrrF1 and
PrrH by LC-MS/MS (Table 1) [25] and to PrrF1 by Western
blot (Fig. 1). Alternative methods for RNA isolation should be
sufficient, so long as they yield a high-quality RNA sample at a
sufficient concentration. The concentration of RNA that is
necessary for detection, however, will depend on the expres-
sion level of the specific SRNA being targeted, the amount of
protein that is bound to that SRNA, and the sensitivity of the
method used to detect the bound protein.

. Discovery of novel sSRNA-binding proteins is dependent upon

analysis of an isogenic mutant lacking expression of the sSRNA
of interest. As shown in Table 1, only two proteins identified
using the PrrF1 ¢cDNA bait showed statistically significant dit-
terences in pull-down rates between the wild-type and AprrF1,2
RNA samples. Also note that the rate of Hfq pull-down by the
PrrH bait was much lower than that for the PrrF1 bait. It
remains unclear if this is due to decreased interaction of PrrH
with Hfq, or the smaller amount of PrrH as compared to
PrrFl in P aeruginosa cells [28].
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Chapter 20

Identification of Small RNA-Protein Partners in Plant
Symbiotic Bacteria

Marta Robledo, Ana M. Matia-Gonzalez, Natalia I. Garcia-Tomsig,
and José l. Jiménez-Zurdo

Abstract

The identification of the protein partners of bacterial small noncoding RNAs (sRNAs) is essential to under-
stand the mechanistic principles and functions of riboregulation in prokaryotic cells. Here, we describe an
optimized affinity chromatography protocol that enables purification of in vivo formed sRNA—protein
complexes in Sinorhizobinm meliloti, a genetically tractable nitrogen-fixing plant symbiotic bacterium. The
procedure requires the tagging of the desired SRNA with the MS2 aptamer, which is affinity-captured by
the MS2-MBP protein conjugated to an amylose resin. As proof of principle, we show recovery of the
RNA chaperone Hfq associated to the strictly Hfq-dependent AbcR2 #rans-sRNA. This method can be
applied for the investigation of sRNA-protein interactions on a broad range of genetically tractable
a-proteobacteria.

Key words Rhizobia, trans-sRNA, MS2, Maltose-binding protein

1 Introduction

Posttranscriptional regulation of gene expression by small noncod-
ing RNAs (sRNAs) is ubiquitous in bacteria. The vast majority of
sRNAs rely on antisense interactions with one or multiple mRNAs
to control translation and/or stability of the targeted transcripts.
However, sequence complementarity between sRNAs and trans-
encoded target mRNAs is typically limited to short and discontinu-
ous nucleotide stretches, and therefore these interactions require
the assistance of proteins. Previous work on classical model entero-
bacteria identified Hfq and, more recently, ProQ as RNA chaper-
ones acting as global sRNA stabilizers and matchmakers in
riboregulation [1, 2]. However, these proteins are not widely dis-
tributed across bacterial kingdom. Even in bacteria encoding a
functional Hfq homolog, this protein has a limited impact or is
fully dispensable in riboregulation, anticipating that other yet
undiscovered proteins may fulfill similar chaperone roles in sSRNA

Véronique Arluison and Claudio Valverde (eds.), Bacterial Regulatory RNA: Methods and Protocols, Methods in Molecular Biology,
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regulatory networks. It is also well known that the enterobacterial
Hfq establishes a higher-order protein complex with the RNA
degradosome consisting of the major single-strand RNase E endori-
bonuclease, the 3'-5" exoribonuclease polynucleotide phosphory-
lase (PNPase), RNA helicase B, and enolase [3]. The degradosome
promotes target mRNA decay upon base-pairing interaction with
its cognate partner Hfq-dependent sSRNAs. On the other hand,
other classes of bacterial SRNAs act by target mimicry rather than
through base-pairing interactions to counteract the activity of spe-
cific proteins functionally related to the flow of genetic informa-
tion. Well-characterized examples of this class of riboregulators are
the 6S and CsrB sRNA families, which antagonize the activity of
the 67 RNA polymerase holoenzyme or the translational repres-
sors of the CsrA/RmsA family, respectively [4, 5].

Understanding the function and activity mechanisms of bacte-
rial sSRNAs therefore requires the identification of their protein
partners. In this regard, research on phylogenetically distant bacte-
ria exhibiting complex lifestyles is expected to add new paradigms
to what is known about protein-assisted riboregulation in classical
model enterobacteria. We have optimized an affinity chromatogra-
phy protocol to capture proteins interacting with sRNAs identified
in the nitrogen-fixing symbiotic a-proteobacterium Sinorhizobinm
meliloti. The procedure relies on 5'-tagging of bait SRNAs with the
RNA aptamer recognized by the MS2 coat protein, which is fused
to a maltose-binding protein (MBP) to allow its immobilization on
an affinity matrix. As a proof of principle, we show reliable recovery
of Hfq with its known S. meliloti AbcR2 sSRNA partner.

2 Materials

2.1 Culture
and Harvest
of Bacteria

Standard equipment in molecular biology (e.g., incubators, gel
electrophoresis devices, refrigerated centrifuges) is required for the
tollowing protocols. To avoid RNA degradation, special attention
should be kept on glassware and equipment cleanness. Working
solutions were prepared in ultrafiltered sterile water. Commercial
RNase-free water and plasticware were used for in vitro assays.
Below, the specific material needed to carry out the methods
described in Subheading 3 is listed.

1. Rhizobial strains: wild-type and derivatives expressing a FLAG-
tagged Hfq (e.g., SmAafg 4% in Sm2B3001) [6] or carrying a
deletion of the corresponding sRNA locus (e.g.,
Sm2B3001AabcR2) [7].

2. Media: LB medium was routinely used to grow E. coli at 37 °C
and complex tryptone yeast (TY) [8] or defined minimal
medium (MM) [9] for growing rhizobia at 30 °C.
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. Antibiotics: streptomycin (600 mg/mL), tetracycline

(10 mg/mL), or kanamycin (50 mg/mL for E. coli and
180 mg/mL for Sinorbizobinm strains).

. Cultures (usually 200 mL cultures in 1 L flasks) were incu-

bated at 30 °C and 180 rpm.

. Although most of the bacterial sSRNAs are upregulated in early

stationary phase [10], optimal expression conditions for the
sRNA of interest must be assessed prior the study.

. Cells are harvested by centrifugation (10 min at 5500 x g and

4 °C). Cell pellets are washed once with 0.1% sarcosyl in Tris-
EDTA pH: 8.0 (TE Buffer) to facilitate subsequent cell disrup-
tion and once again with the working buffer (e.g., butfer A for
affinity purification) prior to storage at —80 °C.

. Vector pSRK-C, which is an engineered pSRKKm [11], lack-

ing the LaclQ operator is used as backbone for aptamer-tagged
sRNA constructions (confers Km resistance).

. DNA oligonucleotides (100 pmol/mL) for direct annealing of

aptamer and terminator sequences and for PCR amplification
of the SRNA (see details for primer design in Subheading 3.1).

. Conventional PCR: Phusion High-Fidelity DNA Polymerase

(Finnzymes), 5x Phusion HF Bufter, 10 mM dNTDs.

. DNA clectrophoresis: 6x DNA loading dye, 10x TAE buffer

(0.4 M Tris, 17.4 M acetic acid, 0.02 M EDTA pH: 8.2), and
agarose.

. PCR and plasmid DNA purification kits.
6. Cloning: Restriction enzymes, T4 DNA ligase (5000 U/mL),

and 10x T4 DNA ligation buffer.

. Rubidium chloride competent E. coli DH5a (for cloning) and

§17.1 cells (for conjugation by biparental mating).

Materials listed below are required to purity RNA, including
sRNAs, without the use of columns, although commercial kits are
available (see Note 1).

1. RNA isolation and DNA digestion: lysis solution (1.4% SDS,

4 mM EDTA, 50 pg proteinase K), 5 M sodium chloride
(NaCl), ethanol (EtOH), RNase-free DNase 1.

. RNA  extraction and precipitation:  phenol (pH:

4.5):chloroform:isoamyl alcohol solution (25:24:1, v/v),
EtOH and sodium acetate 3 M.

3. Acrylamide gel: 10x TBE (0.89 M Tris, 0.89 M boric acid,

0.02 M EDTA pH: 8.0); 40% acrylamide /bisacrylamide solution,
7 M urea, 10% ammonium persulfate (APS, prepare fresh or store
aliquots at —20 °C), and tetramethylethylenediamine (TEMED).
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2.4 Affinity
Purification

of Aptamer-Tagged
SRNAs

2.5 RT-PCR Analysis

2.6 Protein
Electrophoresis
and Western Blotting

4.

Electrophoresis: 2x RNA loading buffer (97.5% formamide,
10 mM EDTA pH 7.5, 0.3% xylene cyanol, 0.3% bromophe-
nol blue); RNA molecular weight marker.

. Membrane blotting: 3 mm Whatman paper, positively charged

nylon membrane, semidry electroblot transfer apparatus.

. Hybridization: Buffer (0.5 M sodium phosphate bufter

pH 7.2, 7% SDS, 10 mM EDTA), hybridization tubes, and
oven.

. Probe labeling: T4 phosphonucleotidekinase (PNK) provided

with 10x reaction buffer, 10 mCi/mL y-[*P] ATP, 20-25mer
oligonucleotide probes (50 pmol/pL; complementary to the
sRNA under study, the aptamer, and to the 5S rRNA), and
Sephadex G-25 spin column.

. Membrane washes: 20x SSC (3 M NaCl, 300 mM trisodium

citrate pH: 7.0) and 1% SDS.

. Detection: phosphorimager cassette, screen, scanner, and

image analysis software.

. Purification: Buffer A (20 mM Tris—-HCI pH: 8.0, 150 mM

KCl, 1 mM MgCl,, Il mM DTT), sonicator, MS2-MBP, amy-
lose resin (NEB), disposable chromatography columns, and
maltose.

. RNA extraction and precipitation (see item 2 in Subheading

2.3).

. Protein precipitation: acetone.

. Reverse transcription: random hexamers, SuperScript™ II RT,

5x First-Strand Buffer (Invitrogen), 0.1 M DTT, and
RNaseOUT™ (Invitrogen).

. PCR: specific primers to amplify the sSRNAs under study and

conventional reagents (se¢ item 3 in Subheading 2.2).

. Acrylamide gel: Tris—-HCI bufter 1.5/1 M pH: 8.8 /6.8 resolv-

ing /stacking gel; 40% acrylamide /bisacrylamide solution, 10%
APS, 10% SDS, TEMED, and butanol.

. Electrophoresis: 10x SDS running buffer (250 mM Tris base,

1.92 M glycine and 1% SDS in 1 L); protein loading buffer
containing f-mercaptoethanol; protein size marker.

. Gel staining;: silver stain kit.

. Membrane blotting: 3 mm Whatman paper, polyvinylidene

difluoride membrane (P 0.45 PVDF, Amersham), methanol,
transfer buffer (25 mM Tris pH: 8.3, 192 mM glycine, and
20% methanol).

. Immunoassay: TBST20 buffer (20 mM Tris-HCI pH: 8.0,

0.18 M NaCl, 0.1% Tween 20), blocking reagent (Amersham),
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monoclonal anti-FLAG antibody (1:5000 in TBST20), and
anti-mouse antibody conjugated to horseradish peroxidase
(1:100,000).

6. Detection: blotting detection reagent (ECL, Amersham) and
imaging system.

3 Methods

3.1 Plasmid-Based
MS2-Aptamer Tagging
of sRNAs

The experimental strategy to engineer, analyze, and purify aptamer-
tagged sSRNAs and in vivo bound proteins is overviewed in Fig. 1a.
The S. melilot: Hfq-dependent trans-sRNA AbcR2 [6, 12], which
is widely conserved in a-proteobacteria, has been used to success-
fully implement and optimize the following protocol. Figures 1
and 2 illustrate the detailed protocol using AbcR2 as a model
sRNA.

sRNAs can be theoretically tagged with a wide variety of aptamer
tags (e.g., MS2 tandem repeats, boxB, elF4A, or streptomycin) at
any position between its transcription start site (TSS) and the
beginning of the terminator [13]. However, experiments in E. colz
have revealed that MS2 tagging at the sRNA 5’-end vyields the
most homogenous transcripts and efficient target regulation [13]
(see Note 2). This section describes the 5’-MS2-aptamer tagging
of the full-length AbcR2 sRNA (Fig. 1b) under the control of the
Pr.. promoter in the engineered plasmid pSRK-C, which has been
successfully used for constitutive overexpression of sRNAs in
rhizobia.

1. The MS2 aptamer is generated by annealing of complementary
DNA oligonucleotides that leave BamHI and Xbal compatible
overhangs. 1 pL of FMS2 and RMS2 oligonucleotides
(Table 1) are mixed in a final volume of 10 pL, heated for
5 min at 90 °C, and let cool down to enable primer
annealing.

2. The obtained 48 bp fragment is directly ligated into pSRK-C
digested with BamHI and Xbal enzymes, generating the
pSRK-C derivative harboring the MS2 aptamer sequence.

3. E. coli DH5a competent cells are used for transformation with
ligation reaction and plated in kanamycin-containing LB plates
(see Note 3).

4. Successtul integration of the insert is verified by colony PCR
using flanking reverse primer PCR1 (CGGGCCTCTTCG
CTATT) and forward PCR2 (TTAGCTCACTCATTAGG).

5. Plasmid DNA from colonies showing the correct size is iso-
lated and sequenced with PCR2.
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A WORKFLOW
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Fig. 1 (a) Schematic view of the workflow. (b) Schematic representation of the secondary structure of the SRNA
AbcR2 tagged with the MS2 epitope. Left panel shows the sequence of the MS2 tandem tag

6. To subsequently generate vectors expressing the aptamer-
sRNA fusion (e.g., MS2-AbcR2), primer pairs incorporating
Xbal and Hindlll sites to the 5'- and 3’-ends of the sSRNA of
interest, respectively, are designed.

7. PCR amplification is performed using genomic DNA as tem-
plate and obtained products are digested with the aforemen-
tioned enzymes.

8. In parallel, to construct a control vector with the MS2 aptamer
sequence followed by a transcription terminator (e.g., T1), the
fragment is generated as in step 1 by oligonucleotide hybrid-
ization using primers T1X/H and T1cX/H listed in Table 1,
which leave Xbal and Hindlll compatible overhangs.

9. Purified fragments obtained in steps 7 and 8 are ligated into
Xbal- Hindlll digested pSRK-C containing the MS2 sequence.

10. Steps 3-5 are repeated.

11. Correct plasmids are purified, sequenced, and subsequently
transformed into E. coli S17.1 cells for biparental mating with
the corresponding rhizobial strain (see Note 4).
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A AFFINITY PURIFICATION
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Fig. 2 (a) Schematic view of the affinity purification procedure. MS2-MBP protein is immobilized in an amylose
column. Cell lysate containing the tagged MS2-AbcR2, previously pre-incubated with MS2-MBP is applied to
the amylose column. After several column washes, addition of a maltose enables the elution of both the MS2-
AbcR2- and the AbcR2-binding proteins. (b) SRNA and protein analysis. Agarose gel (left panel) showing prod-
ucts from RT-PCR reactions for detection of AbcR2 within the eluates from MS2-Term and MS2-AbcR2. Input:
total RNA. RT: reverse transcription. Immunoblot and silver-stained polyacrylamide gel (right panel) to monitor
specific proteins (Hfq™¢) and protein pattern across the procedure when using cells expressing MS2-AbcR2
or MS2-Term as control. Input, total lysate; Sn, supernatant after incubation with amylose column; W, wash
fraction. MS2-MBP in the silver-stained PAA gel is indicated with an arrow
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Table 1

DNA oligonucleotides encoding the MS2 and T1 that leave BamHI/Xbal or Xbal/Hindlll compatible
overhangs for construction of pSRK-MS2-(Term)

Oligo Sequence

EMS2 GATCCGTACACCATCAGGGTACGTTTTTCAGACACCATCAGGGTCTGT
RMS2 CTAGACAGACCCTGATGGTGTCTGAAAAACGTACCCTGATGGTGTACG

T1X/H CTAGATGAAAAAACGACAAAGCAGCACTGATTACAGTGCTGCTTTT
TTTATCCCTGTA

TlcX/H AGCTTACAGGGATAAAAAAAGCAGCACTGTAATCAGTGCTGCTITTG
TCGTTTTTTCAT

3.2 Analysis

of Aptamer-Tagged
SRNAs by Northern
Hybridization

Before affinity purification, the impact of tagging on secondary
structure, expression, stability, and, if possible, functionality of the
sRNA should be assessed (i.¢., the Hfg-binding, regulatory poten-
tial or susceptibility to RNase degradation). Northern blot hybrid-
ization was used to assess the stability and the transcript size of
aptamer-tagged sSRNAs, which should not be more than 48 nt lon-
ger than the wild-type version (size of the tandem MS2 aptamer
and the restriction site). As control vector, a construct in which the
MS2 aptamer is followed by a transcription terminator (MS2-
Term) can be included. An oligonucleotide probe corresponding
to the aptamer region is generally used to ensure specificity, but
membranes can also be probed with oligonucleotides designed to
detect the SRNA under study.

1. Bacterial pellets (see details in Subheading 2.1) are split into
1.5 mL microtubes containing cells equivalent to ODgyy ~3
(e.g., 5 mL culture of ODgy 0.6), gently resuspended in
300 pL of lysis solution and incubated for 10 min at 65 °C
with regular mixing.

2. Lysates are chilled on ice and 125 pLL 5 M NaCl is added to
each 1.5 mL microtube.

3. After 10 min on ice, samples are centrifuged (15 min,
16,000 x g, 4 °C).

4. The aqueous (upper) phase is transferred to a new 1.5 mL
microtube with 1.35 mL of cold 100% EtOH.

5. Tubes are mixed by inversion and stored at —80 °C at least 1 h
prior to centrifugation (30 min, 16,000 x g, 4 °C).

6. EtOH is completely removed and pellets are resuspended in
42.5 pL of water and pooled together for DNAse I treatment
according to the manufacturer’s instructions.

7. After incubation, 1x vol of cold phenol:chloroform:isoamyl
alcohol is added. Samples are mixed by vortex and the organic
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and inorganic phases are separated by centrifugation (15 min,
16,000 x g4, 4 °C).

. The aqueous (upper) phase is transferred to a new microtube

containing 20 pLL. 3 M NaAc (pH: 5.2) and 600 pLL EtOH and
mixed by inversion. Step 5 is repeated.

. Supernatant is removed and RNA pellet is washed with 700 pL.

cold 70% EtOH, avoiding pipetting or vortex.

Precipitated RNA is pelleted by centrifugation (30 min,
16,000 x g, 4 °C) and supernatant is carefully removed.

Samples are air-dried at room temperature with open lids for
10 min.

RNA pellets are resuspended in 25 pL of RNase-free water,
and RNA concentration is determined by measuring optical
density at 260 nm with a Nanodrop device (~1 pg/pL).

A 6% polyacrylamide 7 M urea solution is prepared (see
Note 5).

Per mL of gel solution, 10 pL. of 10% APS and 1 pLL. of TEMED
are added.

Gel mixture is immediately poured in between two glass plates,
separated by 1-mm spacers, and a comb is inserted (5 mm-
depth into the glass plates is sufficient and allows better resolu-
tion) avoiding air bubbles (se¢ Note 6).

Electrophoresis device is casted and the required volume of 1x

TBE is added.

Prior to samples loading, a pre-electrophoresis step is per-
formed (current set at ~30 mA) to warm up the gel.

To adjust sample volumes, equal amounts of total RNA
(5-15 pg) are dried in a vacuum concentrator and 10-20 pL
1x RNA loading bufter are added.

Samples are denatured by 5 min-boiling at 95 °C and cooled
on ice.

After stopping pre-electrophoresis, gel wells are flushed with
1x TBE with a syringe to remove the urea and unpolymerized
acrylamide.

Samples are spin down and loaded into the wells (loading vol-
ume should not exceed 25 pl). As a size reference, a RNA
molecular weight marker (MWM) is loaded.

Electrophoresis is set at ~30 mA until bromophenol blue
reaches the bottom part of the gel.

After the electrophoresis, the lane containing the MWM is
excised and stained with ethidium bromide (EtBr) or GelRed.

RNA is transferred onto a nylon membrane according to the
manufacturer’s instructions (see Note 7) which is subsequently
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3.3 Affinity
Purification

of Aptamer-Tagged
SRNAs

exposed to UV light at 254 nm for 5 min to enable a covalent
link between the RNA and the membrane.

25. The nylon membrane can be then stored or directly placed in
a glass hybridization tube, RNA facing inside, with 10-20 mL
hybridization buffer and incubated at 42 °C with rotation for
30-120 min in a hybridization oven.

26. Oligonucleotide labeling reaction is set as follows (see Note 8):
5 pL of RNase-free H,O, 1 pL. of 50 pmol/mL oligonucleotide,
1 pL of 10x reaction buffer, 1 pL. of T4-PNK, and 2 pL of
y-[**PJATP. Labeling reactions are incubated for 1 h at 37 °C.

27. RNAse-free H,O is added to the reaction (final volume 25 pL)
and the mixture is applied to the center of a Sephadex G-25
spin column in which the storage buffer has been already
removed by centrifugation.

28. The column is transferred to a new 1.5 mL microtube and
centrifuged (2 min, 3500 x g) to purify the oligonucleotide
probe by eliminating the unincorporated y-[3*P]ATP.

29. Eluted purified RNA probe (25 pL) is heated at 95 °C for
5 min and added into the hybridization bottle (se¢ Note 9).

30. After overnight incubation at 42 °C, the hybridization solu-
tion is discarded and the membrane is washed twice for 5 min
with 2x SSC-0.1% SDS solution and twice for 15 min with 1x
SSC-0.1% SDS solution. All the washes are performed at the
hybridization temperature.

31. Membrane is dried with Whatman paper, wrapped in plastic,
and exposed onto a phosphorimager screen overnight.

32. After scanning, the same membrane is stripped by boiling at
95 °Cin 0.1% SDS twice for 15 min with shaking. The proto-
col is repeated from step 23 using a 5S rRNA probe
(TACTCTCCCGCGTCTTAAGACGAA) as loading control.

33. For quantitative comparison of samples, an image analysis soft-
ware is used.

The functionality of the tagged sRNA, i.e., the ability to regulate
its targets or to trigger a specific phenotype upon overexpression,
should also be checked in comparison with the untagged sRNA.
Detailed methods for in vivo verification of sSRNA-mRNA interac-
tions in S. melilots have been already described [ 14]. If tagging impairs
sRNA function, other alternative approaches should be undertaken,
e.g., MS2 incorporation into different positions within the sSRNA, as
detailed previously [13], or the use of biotinylated probes.

The previously established affinity chromatography protocol for E.
coli [13, 15] was adapted for S. meliloti, assuming that FLAG-
tagged Hfq should be detected in the eluates from bacteria harbor-
ing MS2-tagged AbcR2 sRNA. The bait protein MS2-MBP was
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firstly purified by FPLC over amylose and heparin columns (see
Note 10). A schematic view of the experimental approach to purify
cognate proteins bound to MS2-tagged AbcR2 in vivo is repre-
sented in Fig. 2a. Briefly, S. meliloti expressing MS2-AbcR2 were
harvested and disrupted. The whole-cell cleared lysate was then
incubated with the MS2-MBP protein that binds the MS2-AbcR2
and applied to an amylose column, which interacts non-covalently
with the MBP moiety. After removing unspecific-bound by several
column washes, addition of a maltose-butfer disrupts the interac-
tions between the MBP and the amylose from the column, facilitat-
ing the elution of both the MS2-AbcR2 and the AbcR2-binding
proteins. The detailed protocol is described below. All the steps
were performed at 4 °C or on ice.

1. Cells equivalent to 240 ODgy (¢.g., 100 mL of a culture with
ODgop ~2.4) were harvested as described in Subheading 2.1
and stored at —80 °C.

2. Bacterial cells were thawed on ice, resuspended in 8 mL bufter
A (see Note 11), and split into 2 mL RNAse-free tubes (6-10
tubes are used to facilitate sonication). An analytical sample is
collected at this point for subsequent monitoring of SRNA and
protein within this fraction by RT-PCR and Western blot,
respectively (see Subheadings 3.4 and 3.5).

3. Cells are broken using a sonicator with a microprobe by three
rounds of 10 s bursts at 32 W. Lysates are chilled on ice
between sonication rounds (see Note 12).

4. Cell lysates are cleared by centrifugation (15 min, 16,000 x g,
4 °C) to remove cell debris.

5. During centrifugation, affinity column is prepared. Columns
are washed three times with 800 pL buffer A prior to resin
application. On the other hand, amylose beads are briefly cen-
trifuged to remove the storage solution from the affinity
medium in a 1.5 mL microtube (100 pL per sample), washed
with 800 pL buffer A and resuspended again in 800 pL buffer
A to be loaded into the column together with 200 pmol of
MS2-MBP (see Note 13).

6. After centrifugation of lysates, soluble cell fractions are trans-
terred to a new microtube. An analytical sample (input-In) is
kept as reference for further analysis. MS2-MBP (200 pmol) is
added and the mixture is incubated for 5 min with soft soaking
(see Note 14).

7. Cell lysates containing half of the bait protein mixture were
then applied into the amylose column to interact with the
MBP moiety (see Note 15).

8. An aliquot of the flow-through fraction (supernatant-Sn) is

collected for reference. Buffer A (600 pL) is added three times
to remove unspecific-bound to the column.
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3.4 RT-PCR Analysis
of (AbcR2) sRNA
Co-purification

9

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

. An aliquot from the wash fraction (wash-W) is collected prior
to loading 600 pL of buffer A containing 12 mM maltose to
enable the elution of MS2-AbcR2- and AbcR2-binding pro-
teins (se¢ Note 16).

An aliquot of the eluate fraction (eluate-E) is stored sepa-
rately. For protein and RNA dissociation, 1x vol.
phenol:chloroform:isoamylalcohol [25:24:1 (v/v)] is added
and mixed by vortex for 20 s.

The mixture is centrifuged (30 min, 16,000 x g, 4 °C) enabling
separation of water and organic phases.

RNA precipitation: the aqueous upper phase is transferred to a
new microtube. 3x vol. EtOH and 20 pL 3 M NaAc pH: 5.2
are added.

Protein precipitation: 3x vol. acetone are added to the organic
lower phase.

Samples from steps 12 and 13 are mixed by inversion and
stored overnight at —20 °C.

RNA and proteins are precipitated by centrifugation (30 min,
16,000 x g, 4 °C).

RNA and protein pellets are washed with 500 pL of cold 70%
EtOH and 500 pL of acetone, respectively.

Samples from step 16 are mixed by tube inversion and centri-
fuged (10 min, 16,000 x g, 4 °C).
EtOH or acetone is carefully removed in two steps and pellets
are air-dried at room temperature.

RNA is resuspended in 10 pL of RNase-free water and stored
at —80 °C (see Note 17), whereas the protein pellet is dissolved
in 50 pLL 1x protein loading buffer and stored at —20 °C.

To address whether the MS2 tag allows enrichment of MS2-sRNA
during the purification process compared to control, fractions
eluted upon affinity chromatography can be analyzed by RNA
reverse transcription followed by PCR to monitor the presence of
the sRNA of interest. Figure 2b shows the RT-PCR product for
AbcR2 obtained when using the control (MS2-Term) and MS2-
AbcR2 eluates, confirming that aptamer-tagged AbcR2 is success-
fully recovered from the atfinity chromatography assay. This assay
is performed as follows:

1

. After treatment with DNAse I (see Note 16), eluted RNA sam-
ples are diluted 1:10 and 1 pL (2.4 ODyg equivalents) is PCR
amplified with sSRNA specific primers and conventional reagents
to rule out the presence of genomic DNA.

. The remaining 9 pL are subjected to first-strand cDNA syn-
thesis using SuperScript™ II reverse transcriptase. The reac-
tion is set mixing the RNA with 1 pL. random hexamers
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(100 ng/pL), 1 pL ANTP mix (10 mM each), and water (up
to 12.5 pL).

3. The mixture is heated to 65 °C for 5 min and quickly chilled
on ice.

4. The following reagents are subsequently added: 4 pL 5x first-
strand buffer, 2 pL. 0.1 M DTT, and 1 pL. RNaseOUT™.

5. The contents are gently mixed and incubated at 42 °C for
2 min (see Note 18).

6. Finally, 0.5 pL (100 units) of RT are added to half of the reac-
tions, mixed by pipetting, and incubated at 42 °C for 50 min.

7. The reaction is inactivated by heating at 70 °C for 15 min.

8. The first-strand reaction (1 pL) is now used as template for
PCR with the same sRNA-amplifying primers and conven-
tional reagents.

9. PCR products are electrophoresed in 2-2.5% agarose gel in
TBE to allow for visualization, and PCR fragments of correct
size are sequenced.

The remaining RNA sample from the soluble fraction can be sub-
jected to RNA-seq (see Note 17) to decipher the SRNA “targetome,”
i.e., the array of mRNAs that are targeted by a sSRNA under specific
conditions. This approach, known as MAPS (MS2-affinity purification
with RNA sequencing) has been already described elsewhere [16].

To further evaluate the output of the affinity chromatography, pro-
tein aliquots collected across the experimental procedure are
resolved by SDS-PAGE and visualized by silver staining and/or
Western blot as described below (Fig. 2¢). Gel profiling allows
direct comparison between eluate fractions. Distinct protein pat-
terns across control and experimental samples can be observed
anticipating different binding proteomes that must be subsequently
analyzed by LC-MS/MS. Of note, MS2-MBP is clearly enriched in
all eluate fractions indicating that the affinity purification is working
with the same efficiency for control and tagged-sRNA samples.

AbcR2 binds tightly to Hfq both in vivo and in vitro and this
strong association has allowed enrichment of AbcR2 by co-
immunoprecipitation with Hfq from §. meliloti lysates [6]. Given
that the affinity chromatography approach recovered stable
MS2-AbcR2 (Fig. 2b), Hfq is expected to be present within the
MS2-AbcR2 eluate. Figure 2¢ shows enrichment of Hfq in the
MS2-AbcR2 when compared to MS2-term, confirming a suc-
cessful affinity purification procedure. As it has been already
reported in E. coli [13], Hfq can weakly associate with MS2
alone, but the significant higher recovery with MS2-AbcR2 indi-
cates that Hfq was purified specifically through the interaction
with AbcR2.
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10.

11.

12.

13.

14.

15.

16.

. Aliquots of collected proteins to be resolved by SDS-PAGE are

thawed.

. Two 15% polyacrylamide gels are prepared.
. Immediately after addition of 10 pLL of 10% APS, 10 pL of

10% SDS, and 0.4 pL of TEMED per mL of gel solution, the
mixture is poured in between the glass plates up to ~2 ¢cm of
the top.

. Separation gels are overlaid with butanol.

. After polymerization of the resolving gel, the butanol is

removed with filter or Whatman paper.

. A 5% polyacrylamide stacking gel is prepared with the same

proportion of APS, SDS, and TEMED per mL as for the sepa-
rating gel (see step 3), mixed to homogeneity, and poured on
top of the resolving gel.

. Gel combs are immediately placed over the gel avoiding bub-

bles formation.

. Two sets of protein samples are prepared: one for subsequent

gel staining with silver containing aliquots equivalent to 0.05
OD of the lysate, flow-through and wash fractions and other
set to 0.2 OD for Western blot. Half of the elution fractions
can be loaded into each gel (120 OD).

. Samples are resuspended in 2x protein loading buffer and,

together with half of the elution fractions (120 OD), dena-
tured by heating at 95 °C for 5 min.

Electrophoresis device is casted and the necessary 1x SDS-
running buffer is added.

After gel polymerization, combs are removed and wells are
carefully flushed with running buffer prior to sample and pro-
tein marker loading.

Electrophoresis is set at ~30 mA until desired protein separa-
tion, monitored by the pre-stained markers (1.30-2 h).

One gel is subsequently stained with silver for protein
visualization.

For immunoblot analysis, prior to protein transfer, the PVDF
membrane must be shortly activated in methanol, washed with
ddH,O, and finally immersed in 1x transfer buffer, together
with the gel and the Whatman paper (see Note 7).

Proteins are blotted onto the PVDF typically for 50 min at
0.8 mA/cm?. At this point, the membrane can be stored at
4 °C (see Note 19) or directly subjected to immunoassay at
room temperature with shaking.

Membrane is incubated 1 h in TBST20 with 1.5% blocking
reagent.



3.6 Protein
Identification by Mass
Spectrometry

17.

18.

19.

20.
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After a short rinse with TBST20, membrane is incubated for
1 h with a monoclonal anti-FLAG antibody (1:5000 in
TBST20) to detect FLAG-tagged Hfq.

Membrane is then rinsed and washed in TBST?20 six times for
5 min each.

After removal of the primary antibody, membrane is incubated
with an anti-mouse antibody conjugated to horseradish per-
oxidase (1:100,000 in TBST20).

Membrane is then rinsed and washed again in TBST20 six
times for 5 min each.

Proteins are detected by incubation with blotting detection
reagent (5 min, room temperature in the dark) and visualized
with an image documentation system.

The protein complexity of the eluted fractions can be examined by
mass spectrometry with the aim of identifying novel protein part-
ners for specific sSRNAs. This analysis will help to gain insights into
the unknown cellular functions of the sSRNA of interest. The com-
bination of this technique together with the RNA-seq can shed
some light on the role of sRNAs in §. meliloti. The protocol
detailed below can be adapted depending on the proteomics facil-
ity available (e.g., mass spectrometer can vary and therefore the
settings described below).

1.

Protein samples equivalent to 120 ODggo were run 10 min in a
4% SDS-PAGE.

. Each gel lane corresponding to the different samples was cut

into 10 slices.

. Gel slices are subjected to in-gel tryptic manual digestion.

. The resulting peptides are fractionated using an Easy n-LC II

chromatography system (Proxeon) in line with an Amazon
Speed ETD mass spectrometer (Bruker Daltonics).

. CaptiveSpray Ion Source (Bruker Daltonics) set at 1300 V is

used to ionize the peptides.

. Amazon Speed ETD Ion Trap mass spectrometer controlled

by TrapControl software v7.2 (Bruker-Daltonics) and oper-
ated in AutoMS(2) acquisition mode is used to acquire tandem
mass spectra.

. Ton Trap set to analyze the survey scans in the mass range m/z

400-1400 in Enhanced Resolution MS mode and the top ten
multiply charged ions in each duty cycle selected for MS/MS
in UltraScan MS/MS mode.

. DataAnalysis software v4.3 (Bruker-Daltonics) and search against

the UniProtTrembl database using Mascot 2.4 (Matrix Science)
integrated together with ProteinScape v4.0 (Bruker-Daltonics)
was used to process the raw data files.
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3.7 Data Analysis

9. Peptide precursor mass tolerance was set at 0.5 Da, and MS/
MS tolerance was set at 0.5 Da. Search criteria included carb-
amidomethylation of cysteine (+57.02 Da) as a fixed modifica-
tion and oxidation of methionine (+15.99 Da) as a variable
modification.

10. A maximum of 2 missed cleavages for tryptic digestion was set
to perform the search.

11. The reverse database search option was enabled and all peptide
data was filtered to satisty false discovery rate (FDR) of <2%.

Detected proteins associated in vivo with the sRNAs identified
using the above-described protocol may be unspecific or form part
of complexes. Therefore, a set of protein candidates should be vali-
dated, e.g., by immunoprecipitation followed by sRNA co-
purification detection as described before [6]. Furthermore,
functionality of the sSRNA—protein complex should be tested, ide-
ally comparing wild-type and derivative strains carrying a deletion
in the protein coding gene. Anyway, a suitable assay depending on
the expected protein function should be designed (Northern blot
to check sRNA stability in the absence of the protein, sSRNA deg-
radation assays, or double plasmid assay to assess protein involve-
ment in target regulation).

Once obtained the list of proteins identified by mass spectrometry,
it is essential to demarcate the range of nonspecific binding pro-
teins. The nonspecific proteins identified by affinity purification
experiments can vary considerably and depend on the experimental
conditions and also the construction used to assess the contamina-
tion, i.c., different proteins will associate with the MS2 moiety
itselt or with the type of matrix used for the purification. Thus, all
proteins associated with negative controls, either containing only
the MS2 aptamer or the sRNAs should be discarded from the anal-
ysis. To ensure that proteins cataloged as putative contaminants are
indeed indirect partners, it is important to analyze the correlation
between samples, calculating the Pearson correlation coefficient.
When different proteins are identified across samples and corre-
sponding controls, it is expected to have a bad linear correlation
between samples (7 < 0.4). However, when samples present a simi-
lar protein pattern or when biological replicates are performed, a
higher correlation is expected (7> 0.75). This criterion can be used
to remove potential contaminants although is commonly accepted
to remove only those proteins not significantly enriched in the
samples when compared to the corresponding control after a
label-free quantification analysis. The major limitation of this quan-
tification is the number of biological and technical replicates
required. Therefore, when limited samples are available for the
analysis and quantification cannot be performed, proteins identi-
fied in control samples should be excluded to avoid false positives.
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Stringent thresholds can then be applied to redefine the pro-
tein list. One commonly applied threshold is the exclusion of those
proteins identified by less than two peptides. However, the length
of the protein must be considered when applying this criterion.
Shorter proteins, such as Hfq, will produce fewer unique peptides,
and thus might be artificially excluded using the two peptide
cutoft.

Gene Ontology (GO) enrichment analysis is performed to
explore protein properties. Several online tools are available for
this purpose; some examples are DAVID [17] or comparative GO
[18]. The main difference between these two tools is the statistical
method applied to calculate the enrichment level. DAVID calcu-
lates the p-value of the enrichment by the Fischer exact test and
allows for p-value correction. Conversely, comparative GO calcu-
lates the p-value by a hypergeometric test, resulting in a more
relaxed analysis. Regardless the online tool chosen for the enrich-
ment analysis, it is essential that the number of genes annotated for
the corresponding strain and species, in this case S. melilots 1021
would be complete, otherwise the results obtained will be biased.
In other words, the selected tool must have the majority of the
proteins, if not all; annotated for the organism of interest to be
used as the reference proteome. Moreover, DAVID allows for
exploring other protein properties such as protein domains or cel-
lular pathways where these proteins are involved.

4 Notes

1. The majority of the commercial kits for RNA isolation are
based on columns that do not retain RNA molecules smaller
than ~200 nt and, therefore, to ensure that isolation of the
small RNA fraction, RNA purification should be performed
with specifically designed kits like the miRNeasy Mini Kit from
QIAGEN [19].

2. The existence of alternative 5" processed ends in sSRNAs (e.g.,
EcpR1 sRNA) [19], which can be anticipated in RNAseq data
and confirmed by Northern blot analysis, should be taken into
account to implement this strategy. Cloning of the functional
stable SRINA version starting at the processed end could be the
best strategy to handle with these molecules, avoiding loss of
the aptamer sequence by ribonucleolytic activity on the full-
length version.

3. Blue/white selection of transformants with IPTG and X-gal is
not possible in pSRK-C derivatives.

4. Preferably, a markerless deletion mutant of the sSRNA under
study should be used as recipient strain.



368

Marta Robledo et al.

10.

11.

12.

13.

. The mix should be heated to completely dissolve urea, filtered,

and stored at 4 °C if not used immediately.

. Polymerization takes approximately 1 h, but at this point the

cast gel can be stored overnight at 4 °C.

. For electrophoretic transfer during Northern and Western

blotting, membrane and Whatman papers are cut slightly larger
than the size of the acrylamide gel. A dry Whatman paper is
placed onto the gel to facilitate gel removal and prevent intro-
duction of air bubbles. The gel and the membrane are then
surrounded by 3 Whatman papers, previously soaked in the
corresponding transfer buffer and placed on the electroblot
transfer device following the right order, considering that RNA
and proteins migrate to the positively charged pole.

. If detection using radioactivity is not possible, digoxigenin-

labeled RNA (riboprobes) or DNA probes can also be used.
Even though that detection may not be as sensitive as when
using radioactive-labeled oligonucleotides, the fact that ribo-
probes are homolog to the (full) sSRNA coding sequence and
internally labeled, make these methods reliable for sRNA
detection by Northern hybridization. Membranes hybridized
with either nonradioactive labeled riboprobes (synthesized
with the Maxiscript kit from Ambion) or DNA probes obtained
by PCR can be subjected to chemiluminescence detection
(DIG Luminescent Detection Kit, Roche) as described before
[19, 20].

. To avoid signal background, do not apply the probe directly

on the membrane but on the hybridization bufter.

Recombinant MS2-MBP is composed by the MS2 coat protein
N-terminally fused to maltose-binding protein. The fusion
protein purification is described in [21]. Protein purity is
checked by SDS-PAGE and Commassie blue gel staining and
concentration is determined with Bradford dye-binding
method (Bio-Rad).

Establishment and maintenance of RNA—protein complexes
considerably depends on salt concentration and Hfq has been
reported to co-purify better with InvR-MS2 RNA increasing
concentration of KCl in Buffer A [13, 22]. We also compared
MS2-AbcR2 eluates obtained with different KCI concentra-
tions (150 mM, 500 mM and 1 M). However, we did not
observe better binding of FLAG-tagged Hfq or other proteins
with KCI concentrations higher than 150 mM, but an excess of
salt precipitates in the eluates that hampered subsequent steps.

Alternatively, rhizobial cells can also be disrupted in a French
press.

Considering the starting amount of cells and the conditions
used here, a total of 400-500 pmol was the optimal amount of
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MS2-MBP to recover FLAG-tagged Hfq with MS2-AbcR2
and, therefore, is recommended in this protocol. Lower
amounts (100-200 pmol) of MS2-MBP did not recover Hfq
so efficiently and increasing MS2-MBP concentration
(1000 pmol) did result in more purified Hfq yield, but seemed
to lead to unspecific protein binding.

14. Brief pre-incubation of MS2-MBP protein with the lysate prior
to loading into the column had a positive effect on Hfq recov-
ery with MS2-AbcR2, disregarding the incubation time.
Considering that some MS2-MBP may not bind efficiently to
the tagged-sRNA during incubation with the lysate or once
into the column, the effect of additive application in two steps
(200 pmol MS2-MBP each) was also tested. This experimental
set-up showed the best Hfq recovery rates when MS2-AbcR2
was used as a bait and thus it is recommended.

15. If the column flow rate is high, the lysate can be applied twice
to the resin, increasing the chance for complex binding.

16. DNAse I digestion of total or part of the eluates can be per-
formed at this step to enable subsequent RT-PCR analysis of
this fractions without further phenol-chloroform treatment.

17. If the samples are going to be either stored for long periods or
shipped, RNA sample pellets can be stored dry.

18. A conventional PCR thermocycler can be set to follow the RT
steps to avoid using multiple incubators.

19. If the PVDF membrane gets dry during storage, it must be
shortly activated in methanol again prior to proceeding with
Immunoassay.

References

1. Vogel J, Luisi BF (2011) Hfq and its constella- 5. Babitzke P, Romeo T (2007) CsrB sRNA fam-

tion of RNA. Nat Rev Microbiol 9(8):578-
589. https://doi.org,/10.1038 /nrmicro2615

. Smirnov A, Forstner KU, Holmqvist E, Otto A,
Giinster R, Becher D, Reinhardt R, Vogel
J (2016) Grad-seq guides the discovery of ProQ
as a major small RNA-binding protein. Proc
Natl Acad Sci U S A 113(41):11591-11596.
https: //doi.org,/10.1073 /pnas.1609981113

. Sobrero P, Valverde C (2012) The bacterial
protein Hfq: much more than a mere RNA-
binding factor. Crit Rev Microbiol 38(4):276—
299. https://doi.org,/10.3109 /10408
41X.2012.664540

. Cavanagh AT, Wassarman KM (2014) 6S RNA, a
global regulator of transcription in Escherichin cols,
Bacillus subtilis, and beyond. Annu Rev Microbiol
68(1):45-60. https://doi.org,/10.1146 /annurev-
micro-092611-150135

ily: sequestration of RNA-binding regulatory
proteins. Curr Opin Microbiol 10(2):156-163.
https://doi.org,/10.1016/j.mib.2007.03.007

. Torres-Quesada O, Reinkensmeier J, Schliiter

JP, Robledo M, Peregrina A, Giegerich R, Toro
N, Becker A, Jiménez-Zurdo JI (2014)
Genome-wide profiling of Hfq-binding RNAs
uncovers extensive post-transcriptional rewir-
ing of major stress response and symbiotic reg-
ulons in Sinorbizobium meliloti. RNA Biol
11(5):563-579

. Torres-Quesada O, Millin V, Nisa-Martinez R,

Bardou F, Crespi M, Toro N, Jiménez-Zurdo JI
(2013) Independent activity of the homologous
small regulatory RNAs AbcR1 and AbcR2 in the
legume symbiont Sinorhizobinm meliloti. PLoS
One 8(7):¢68147. https://doi.org/10.1371/
journal.pone.0068147


https://doi.org/10.1038/nrmicro2615
https://doi.org/10.1073/pnas.1609981113
https://doi.org/10.3109/1040841X.2012.664540
https://doi.org/10.3109/1040841X.2012.664540
https://doi.org/10.1146/annurev-micro-092611-150135
https://doi.org/10.1146/annurev-micro-092611-150135
https://doi.org/10.1016/j.mib.2007.03.007
https://doi.org/10.1371/journal.pone.0068147
https://doi.org/10.1371/journal.pone.0068147

370

8.

10.

11.

12.

13.

14.

15.

Marta Robledo et al.

Beringer JE (1974) R factor transfer in
Rhizobinm leguminosarum. ] Gen Microbiol
84(1):188-198

. Robertsen BK, Aman P, Darvill AG, McNeil

M, Albersheim P (1981) Host-symbiont inter-
actions: V. The structure of acidic extracellular
polysaccharides secreted by Rhbizobinm legumi-
nosarum and Rhizobium trifolis. Plant Physiol
67(3):389-400

Waters LS, Storz G (2009) Regulatory RNAs
in bacteria. Cell 136(4):615-628. https://doi.
org/10.1016/j.cell.2009.01.043

Khan SR, Gaines J, Roop RM, Farrand SK
(2008) Broad-host-range expression vectors
with tightly regulated promoters and their use
to examine the influence of TraR and TraM
expression on Ti plasmid guorum sensing. Appl
Environ  Microbiol 74(16):5053-50062.
https://doi.org,/10.1128 /AEM.01098-08
del Val C, Rivas E, Torres-Quesada O, Toro N,
Jiménez-Zurdo JI (2007) Identification of dif-
ferentially expressed small non-coding RNAs in
the legume endosymbiont Sinorbizobium meli-
loti by comparative genomics. Mol Microbiol
66(5):1080-1091. https://doi.
org/10.1111/j.1365-2958.2007.05978 .x
Said N, Rieder R, Hurwitz R, Deckert J,
Urlaub H, Vogel J (2009) Iz vivo expression
and purification of aptamer-tagged small RNA
regulators. Nucleic Acids Res 37(20):e133.
https://doi.org,/10.1093 /nar/gkp719
Jiménez-Zurdo JI, Robledo M (2015)
Unraveling the universe of small RNA regula-
tors in the legume symbiont Sinorhizobium
meliloti. Symbiosis 67(1-3):43-54. https://
doi.org,/10.1007 /s13199-015-0345-z
Corcoran CP; Rieder R, Podkaminski D,
Hofmann B, Vogel J (2012) Use of aptamer
tagging to identify iz vivo protein binding part-
ners of small regulatory RNAs. Methods Mol

16.

17.

18.

19.

20.

21.

22.

Biol 905:177-200. https://doi.org/
10.1007,/978-1-61779-949-5_11

Lalaouna D, Massé E (2015) Identification of
sRNA interacting with a transcript of interest
using MS2-affinity purification coupled with
RNA sequencing (MAPS) technology. Genom
Data 5:136-138. https://doi.org,/10.1016/j.
gdata.2015.05.033

Huang d W, Sherman BT, Lempicki RA (2009)
Systematic and integrative analysis of large gene
lists using DAVID bioinformatics resources.
Nat Protoc 4(1):44-57. https://doi.org/
10.1038 /nprot.2008.211

Fruzangohar M, Ebrahimie E, Ogunniyi AD,
Mahdi LK, Paton JC, Adelson DL (2013)
Comparative GO: a web application for com-
parative gene ontology and gene ontology-
based gene selection in bacteria. PLoS One
8(3):¢58759. https://doi.org,/10.1371 /jour-
nal.pone.0058759

Robledo M, Frage B, Wright PR, Becker A
(2015) A stress-induced small RNA modulates
alpha-rhizobial cell cycle progression. PLoS
Genet  11(4):¢1005153.  https://doi.org/
10.1371 /journal.pgen.1005153

Robledo M, Jiménez-Zurdo JI, Becker A (2015)
Antisense transcription of symbiotic genes in
Sinorbizobium meliloti. Symbiosis 67(1):55-67.
https://doi.org,/10.1007 /s13199-015-0358-7
Jurica MS, Licklider L], Gygi SR, Grigorieft N,
Moore MJ (2002) Purification and character-
ization of native spliccosomes suitable for
three-dimensional structural analysis. RNA
8(4):426-439

Lohman TM, Overman LB, Ferrari ME,
Kozlov AG (1996) A highly salt-dependent
enthalpy change for Escherichin coli SSB
protein-nucleic acid binding due to ion-protein
interactions. Biochemistry 35(16):5272-5279.
https://doi.org,/10.1021 /bi9527606


https://doi.org/10.1016/j.cell.2009.01.043
https://doi.org/10.1016/j.cell.2009.01.043
https://doi.org/10.1128/AEM.01098-08
https://doi.org/10.1111/j.1365-2958.2007.05978.x
https://doi.org/10.1111/j.1365-2958.2007.05978.x
https://doi.org/10.1093/nar/gkp719
https://doi.org/10.1007/s13199-015-0345-z
https://doi.org/10.1007/s13199-015-0345-z
https://doi.org/10.1007/978-1-61779-949-5_11
https://doi.org/10.1007/978-1-61779-949-5_11
https://doi.org/10.1016/j.gdata.2015.05.033
https://doi.org/10.1016/j.gdata.2015.05.033
https://doi.org/10.1038/nprot.2008.211
https://doi.org/10.1038/nprot.2008.211
https://doi.org/10.1371/journal.pone.0058759
https://doi.org/10.1371/journal.pone.0058759
https://doi.org/10.1371/journal.pgen.1005153
https://doi.org/10.1371/journal.pgen.1005153
https://doi.org/10.1007/s13199-015-0358-7
https://doi.org/10.1021/bi9527606

PartV

Applications in Synthetic Biology



Chapter 21

A Modular Genetic System for High-Throughput Profiling
and Engineering of Multi-Target Small RNAs

Samuel D. Stimple, Ashwin Lahiry, Joseph E. Taris, David W. Wood,
and Richard A. Lease

Abstract

RNA biology and RNA engineering are subjects of growing interest due to recent advances in our
understanding of the diverse cellular functions of RNAs, including their roles as genetic regulators. The
noncoding small RNAs (sRNAs) of bacteria are a fundamental basis of regulatory control that can regu-
late gene expression via antisense base-pairing to one or more target mRNAs. The sRNAs can be cus-
tomized to generate a range of mRNA translation rates and stabilities. The sSRNAs can be applied as a
platform for metabolic engineering, to control expression of genes of interest by following relatively
straightforward design rules (Kushwaha et al., ACS Synth Biol 5:795-809, 2016). However, the ab
initio design of functional sRNAs to precise specifications of gene control is not yet possible.
Consequently, there is a need for tools to rapidly profile uncharacterized sRNAs in vivo, to screen
sRNAs against “new/novel” targets, and (in the case of metabolic engineering) to develop engineered
sRNAs for regulatory function against multiple desired mRNA targets. To address this unmet need, we
previously constructed a modular genetic system for assaying sRNA activity in vivo against specifiable
mRNA sequences, using microtiter plate assays for high-throughput productivity. This sSRNA design
platform consists of three modular plasmids: one plasmid contains an inducible SRNA and the RNA
chaperone Hfq; the second contains an inducible fluorescent reporter protein and a LacY mutant trans-
porter protein for inducer molecules; and the third plasmid contains a second inducible fluorescent
reporter protein. The second reporter gene makes it possible to screen for sSRNA regulators that have
activity against multiple mRNAs. We describe the protocol for engineering sSRNAs with novel regulatory
activity using this system. This sSRNA prototyping regimen could also be employed for validating pre-
dicted mRNA targets of uncharacterized, naturally occurring sSRNAs or for testing hypotheses about the
predicted roles of genes, including essential genes, in cellular metabolism and other processes, by using
customized antisense sSRNAs to knock down or tune down gene expression.

Key words Small regulatory sSRNA, In vivo fluorescent reporter gene assay, High-throughput screen,
Bacterial genetics, DsrA, Multi-target SRNA engineering, sRNA engineering platform, sRNA
characterization
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1

Introduction

As part of a broader and deeper understanding of the roles of RNA
in biology, there has been a tremendous increase in the number
and relevance of sSRNAs found in bacteria. However, despite their
critical function in many bacterial stress and environmental
responses, many naturally occurring small RNAs (sRNAs) remain
poorly understood and inadequately characterized. Tools tor rap-
idly validating putative sSRNA:mRNA interactions could therefore
have a significant impact on our understanding of RNA biology.

Although several noncoding sRNAs act by titrating effector
proteins, many sRNAs regulate translation of their target mRNAs
via antisense base-pairing interactions [1]. This type of regulation
by sSRNAs typically occurs through one of several routes: (1) sSRNA
binding can interfere with ribosome access to the mRNA, decreas-
ing the translation rate; (2) binding can destabilize the mRNA
typically by exposing or creating an RNase-sensitive site, enhanc-
ing the mRNA turnover rate; or (3) sSRNA binding can lead to a
structural rearrangement of the mRNA leader, exposing the
ribosome-binding region and typically increasing the translation
rate. These sSRNAs show great potential as modular, flexible, and
portable genetic regulators and can be readily tailored for specific
applications [2] both in model organisms and in genetically intrac-
table hosts [ 3]. By using a chimeric fluorescent reporter gene fused
to the translation initiation region (TIR) for an mRNA of interest,
we can study the effect of a given sSRNA on the translation of the
mRNA-encoded protein during cell growth. Others have used
colorimetric assays for surveys of sSRNA function at mRNAs [4, 5].
In many sSRNA:mRNA studies that use reporter genes to quantify
sRNA activity, it is common to see quantification of sSRNA activity
at a single fixed time point [6-9]. Others have followed a single
fluorescent reporter activity during growth from lag phase through
early log phase [10, 11].

We sought to increase the range of analysis of SRNA genetic
function to include assays of multi-targeting sSRNAs that coordi-
nate regulation of several transcripts simultaneously. Accordingly,
we created a second reporter gene with a distinct fluorescent
reporter. The two fluorescent proteins that we chose, namely
GFPuv and mCherry, have minimal or no overlap in their fluores-
cent excitation and emission spectra. To permit combinatorial and
high-throughput analyses, we elected to put each reporter gene on
a separate compatible plasmid, and the vector that produces the
sRNA on a third compatible plasmid, each with its own drug resis-
tance gene [3]. Each transcript (two reporters and one sRNA) is
repressed by orthogonal repressor proteins (AraC, TetR, LacI) that
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can be separately induced by their respective small molecule induc-
ers: arabinose (ara), anhydrotetracycline (aTet), and isopropyl
B-p-1-thiogalactopyranoside (IPTG). This E. coli system is ame-
nable to analysis by flow-cytometry, but for high-throughput
screening it is convenient to use a plate reader equipped with fluo-
rescent readout mode. Because the assay is performed during the
growth of the strain, the effects of the sRNA in real time, on
growth rate, and on the simultaneous expression control of the
two mRNASs can be captured by this method.

We constructed our 3-plasmid genetic system for engineering
sRNA variants in E. co/i with the goal of implementing these pro-
totype sSRNAs in other organisms. As a proof-of-principle we cre-
ated retargeted sRNAs that are capable of simultaneously tuning
translation in E. coli from two reporter genes with TIR sequences
derived from mRNAs in the ABE (acetone, butanol, ethanol) fer-
mentation pathway of Clostridium acetobutylicum. These two
reporter genes (hydA and buk) and one of the prototype dual-
acting retargeted sSRNAs generated by this system (DsrA-buk’1.1-
hydA’2.4.1) form the basis of the current generation of our
modular three-plasmid system (Fig. 1).

Prototype sRNAs can be readily designed to target new
mRNAs by semirational design using an antisense sequence-tiling
method [3, 9], with the aid of free energy-based simulations and
structural prediction software [12, 13], and can be rapidly tested
for regulatory function in the 3-plasmid system. One innovation is
the use of structured stem-loop antisense modules (fingerloops;
Fig. 2) for production of antisense sequences in the sRNA [3]. For
this approach, the antisense region is incorporated on one strand
of the stem and into one loop (Fig. 2b, ¢, letter N symbolizes anti-
sense nucleotides), and the complementary strand of that helix is
reconstructed de novo (lowercase letter n reconstructs the helix).
We use this second strand of the stem-loop RNA structure to cre-
ate Watson-Crick base pairs, along with the judicious use of GeU
base pairs or bulge mismatches to scale the predicted free energy of
stem formation. Typically, we clone these variant sSRNA libraries as
annealed oligonucleotide pairs (Fig. 2b) that create compatible
ends for existing restriction sites. We describe the methodology for
creating these customized fingerloops and for using our platform
to generate sSRNAs that regulate the translation of up to two
mRNA(s) of interest. The protocol could easily be exploited for
validating predicted activity of naturally occurring sRINAs against
putative mRNA targets, for in-depth characterization of poorly
understood sRNAs, or for surveying gene-knockdown effects by
targeting desired genes or pairs of genes simultaneously.



376 Samuel D. Stimple et al.

BstEIll

hydA::GFPuv
reporter

4658 bp

B BsiWl  Nhel

/ / (i) p15A ori, TER 6%
(ii) TER only
pBADA42

buk::mCherry
reporter

9067 bp

3
mu\wﬁ“

N

<07 o

Dl rerio
o

o F
2052
L5000 =

C Aatll Apo'Bsuasl
Mfel

¢ | SRNA

oter |
O™ lacPO
&

sRNA plasmid
pSDS801a
DsrA-buk'1.1-hydA'2.4.1

3748 bp

Fig. 1 Plasmid maps for the three-plasmid system. Arrows indicate gene orientations. (a) The GFPuv reporter
plasmid on the pACYC backbone; (b) The mCherry reporter plasmid on the pSC101 backbone; (c) The SRNA
plasmid on the pBR322 backbone. Note that there are two versions of the pBAD plasmid that contain either an
ori p15A (and its internal terminator) or a synthetic terminator, in addition to the pSC101 origin (see Note 1)
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Fig. 2 Modular cloning of SRNA antisense domains. (a) The secondary structure model of DsrA [13, 21-24] in the
SRNA plasmid context, with the location of corresponding restriction sites highlighted in red. The use of restriction
sites Aat Il and Apo |, or Apo | and Bsu36 I, for cloning, respectively, permit modular exchange of stem-loops 1 or
2. (b) The dsrA DNA gene sequence with cleavage patterns from Aat Il, Apo I, and Bsu36 | digestion superposed
on the restriction sites (lowercase and red letters). Pairs of annealed DNA oligonucleotides can thus be designed
to create compatible ends that introduce synthetic fingerloops or unstructured antisense regions as desired.
Uppercase N (in cyan) represents the 18-mer antisense sequence that targets a transcript; lowercase n (cyan)
represents the sequence used to complete the fingerloop structure; lowercase and uppercase X sequences
encode complementary Watson-Crick base pairs in the opposite oligo strand. This process creates modular
dsDNA structured antisense fragments to be ligated for creation of fingerloops in SRNAs. (¢) The orientation of
fingerloops in a DsrA derivative that mimics the DsrA native structure. Mismatches can be engineered into stems
by altering single “n” nucleotides. The lengths of loop and stem sequences could also be changed to vary regula-
tory outcomes (Notes 9-11)
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2 Materials

2.1 Modular Vector
Cloning

2.1.1  Plasmids
and Strains (Available
upon Request; Fig. 1)

2.1.2  Restriction
Enzymes

2.1.3 Media
and Antibiotic Stocks

p—

. Reporter plasmid (RP) 1: pACYC hyd A::qfp-uvmue tet' cam.

2. RP 2: pBAD42 buk::mCherry araC lacY*V77C spc.

w

o NN O Ol B

. SRNA vector: pSDS801la dsrA (buk’l.1 hydA’2.4.1) Ilacl'

bfg: amp'.

. Reporter 1 control: pACYC184 AtetA cam.

. Reporter 2 control: pPBAD42 spc.

. SRNA vector control: pSDS1002 (=pBR322 AtetA amyp').

. Delta-sRNA vector control: pSDS801a AdsrA lacl* hfy amp'.
. Host strain: E. coli CM1000 (= MG1655 AlacX74 dsrAl4)

[14] (see Note 1).

. BstE II-HF, Acc65 I, BsiWw I-HF, Nhe I-HF, Hind III-HF,

Nde I, Aat I, Apo I-HF, Afl I1, Bsu36 I, Mfe I-HF restriction
enzymes and their corresponding 10x NEB reaction buffers.

. T4 DNA ligase and 10x ligation reaction buffer.
. Phusion® High-fidelity DNA polymerase, dNTPs, and 10x

Phusion reaction buffer.

. Luria-Bertani lysogeny broth media (per L: 10 g Bacto

Tryptone, 5 g Bacto Yeast Extract, 10 g NaCl). Sterilize by
autoclaving. For plates, add 15 g/I. Bacto Agar before
autoclaving.

. SOC media: per L: 20 g Bacto Tryptone, 5 g Bacto Yeast

Extract, 2 mL 5 M NaCl, 2.5 mL 1 M KCI; supplement with
10 mL 1 M MgCl, 10 mL 1 M MgSO,4 20 mL 1 M glucose.
Sterilize by autoclaving. Separately filter-sterilize magnesium
salts and glucose solutions to be added after the other ingredi-
ents cool to ~50 °C.

. Ampicillin (amp): 200 mg/mL stock solution. Sterilize by fil-

tration. 200 pg/mL final concentration in media.

. Chloramphenicol (cam): 34 mg,/mL stock solution (in EtOH).

25 pg/mL final concentration in media.

. Spectinomycin (spec): 100 mg,/mL stock solution. Sterilize by

filtration. 75 pg/mL final concentration in liquid media;
175 pg/mL final concentration for plates.

. DH5a chemically competent cells. (see Note 2).
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Fluorescence Assay

2.2.1 Growth Media
2.2.2 Assay Media
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. LB media: per L: 10 g Bacto Tryptone, 5 g Bacto Yeast Extract,

10 g NaCl. Sterilize by autoclaving. For plates, add 15 g/L
Bacto Agar before autoclaving.

. 5x M9 media salts solution: per L: 64 g Na,HPO,7H,0, 15 g

KH,PO,, 5 g NH,CL, 2.5 g NaCl. Sterilize by autoclaving.

. 1 M MgSO,. Sterilize by filtration.

. 1 M CaCl,. Sterilize by filtration.

. 10% (w/v) casamino acids solution. Sterilize by autoclaving.

. 10,000x NBS trace metals solution [15]: per L: 5 g NaCl, 1 g

ZHSO4'7H20, 4 g MHC12'4H20, 4.75 g FCC13'6H20, 0.4 g
CUSO4'5H20, 0.575 g H';BO;, 0.5 g N32M004'2H20,
12.5 mL 6 NeH,SO,. Sterilize by filtration.

. 20% (w/v) glucose solution. Sterilize by filtration.
. 5% (w/v) Bacto Tryptone solution. Sterilize by autoclaving.

. M9 liquid media, supplemented with 0.2% (w/v) Casamino

acids. For 1 L, combine:

e 200 mL 5x M9 media salts solution.
e 700 mL sterile distilled H,O.

e 2mL1M MgSO,

e 20 mL 10% (w/v) casamino acids.

e 100 pL 1 M CaCl,,

e Adjust final volume to 1000 mL with sterile water.

. M9 + Glucose + Metals MOGM: M9 liquid media supple-

mented with 4 g/L of glucose and 1x NBS trace metals. For
1 L, combine:

200 mL 5x M9 media salts solution.

e 700 mL sterile distilled H,O.

e 2mL1M MgSO,

e 20 mL 10% (w/v) casamino acids.

e 100 pL 1 M CaCl,,

e 100 pL 10,000x NBS trace metals solution.

e 20 mL 20% glucose.

e Adjust final volume to 1000 mL.

M9 + GMT: M9 + GM supplemented with 1% (w/v) tryptone
(see Note 3).

e 200 mL 5x M9 media salts solution.

e 500 mL sterile distilled H,O.

e 2mL1M MgSO,

e 20 mL 10% (w/v) casamino acids.
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2.2.3 Inducers for Assays
(see Note 4)

2.2.4 Plate Reader

2.3 Data Analysis
Using Excel Template

11.

e 100 pL 1 M CaCl,,

e 100 pL 10,000x NBS trace metals solution.
e 20 mL 20% glucose.

e 200 mL 5% Bacto Tryptone.

e Adjust final volume to 1000 mL.

Mineral oil.

. Isopropyl p-p-1-thiogalactopyranoside (IPTG). 1 M stock

solution, sterilize by filtration, store at —20 °C.

. Anhydrotetracycline (aTet). 1 mg/mL stock solution in

EtOH. Store under foil or in opaque tubes at —20 °C.

. L-arabinose (ara). 20% (w/v) stock solution, sterilize by

filtration.

. Biotek Synergy 2 Multi-Mode microplate reader (see Note 5).

. 96-well Corning 3603 fluorescence microtiter plate (sterile,

from manufacturer)

. Plate reader filters and mirrors for GFPuv,,:

e Excitation filter (395 = 10 nm).

* Emission filter (528 + 10 nm) with a 435 nm-cutoff
dichroic mirror.

. Plate reader filters and mirrors for mCherry.

e Excitation filter (585 + 5 nm).

e Emission filter (620 = 7.5 nm) with a 595 nm-cutoff
dichroic mirror.

. Excel template for rapid data analysis (Supplementary

Materials).

3 Methods

3.1 Modular Vector
Cloning: Reporters
(see Note 6)

3.1.1  Cloning into the
GFPuv Reporter Plasmid

. PCR-amplity the mRNA leader (translation initiation region or

TIR) sequence for the gene of interest. Alternatively, prepare
oligos that will generate a deliberate primer-dimer for the
leader sequence. Use BstE II (upstream) and Acc65 I (down-
stream) as the flanking restriction sites (se¢ Note 7).

. Digest 1 pg pACYC hyd A-fp-uvnus RP and the PCR product

with BstE II-HF and Acc65 I for 1.5 h at 37 °C.

. Run digested samples on an agarose gel and cut out relevant

DNA bands.



3.1.2  Cloning into the
mCherry Reporter Plasmid

3.1.3 Autofluorescence
Control Strains

3.2 Cloning sRNA
Variants into the
Modular sRNA
Expression Vector

3.2.1 Construction
of SRNA Library
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. Gel extract DNA from the agarose gel using standard

methods.

. Ligate vector and insert in a 10 pL reaction in a 1:3 molar ratio

using T4-DNA ligase; incubate at RT for 3045 min.

. Use the ligation mix to transform competent DHb5a cells

(100 pL cells +5 pL ligation mix) and plate cells on LB + cam
(25 pg/mL) agar plates.

. Screen colonies for fragment of interest (digest check or col-

ony PCR screen).

. Sequence and re-transform verified clones into DH5a compe-

tent cells and store glycerol stocks at =80 °C.

. PCR-amplity the mRNA leader sequence for the gene of inter-

est or make a deliberate primer-dimer for the leader sequence
with (upstream) BsiW I and (downstream) Nhe I as the flank-
ing restriction sites (see Note 7).

. Digest 1 pg pBAD42 Buk-mCherry RP and the PCR product

with BsiW I-HF and Nhe I-HF for 1.5 h at 37 °C.

. Run digested samples on an agarose gel and cut out relevant

DNA bands

. Gel extract DNA from the agarose gel using standard

methods.

. Ligate vector and insert in a 10 pL reaction in a 1:3 molar ratio

using T4-DNA ligase; incubate at RT for 30—45 min.

. Use the ligation mix to transform competent DH5a (100 pL

cells +5 pL ligation mix) and plate cells on LB + spec (175 pg/
mL) agar plates.

. Screen colonies for fragment of interest (digest check or col-

ony PCR screen).

. Sequence and re-transform verified clones into DH5a compe-

tent cells and store glycerol stocks at —80 °C.

. pPACYC184 AtetA and pBAD42 can be used as autofluores-

cence (background) control plasmids for the assay. Together
with an sSRNA control plasmid (below) these should be used to
transform a mock reporter strain and grown in parallel in trip-
licate with each screen (see Note 8).

. To retarget DsrA or other sRNAs to the TIR of interest, an

sRNA library can be constructed by “tiling” antisense
sequences to pair with the TIR of the target mRNA [9] (Fig. 2)
(see Note 9).

. For DsrA, antisense sequence tiling can be done in 2-3 bp

increments.
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3.2.2 Cloning Retargeted
SRNA Variants (Annealed
Primers or Primer Dimers)

3.

10.

18 bp antisense sequences that span the target mRNA TIR can
then be cloned into DsrA using the modular cloning sites in
the pSDS801 dsrA (buk’1.1 hyd A°2.4.1) vector. It is important
that the fingerloop antisense motif is conserved during this
process (Fig. 2b, ¢) (see Notes 10 and 11).

. Annealed primers or deliberate primer dimer PCR reactions

can be used to exchange the antisense regions within our DsrA
variant, creating retargeted DsrA variants against the mRNA(s)
of interest. Because the sSRNA vector is modular, other sSRNAs
can be cloned in place of our DsrA variant and tested /retar-
geted in a similar fashion.

. Antisense sequences/fingerloop motifs can be integrated into

stem loop 1 of our DsrA variant by cloning annealed primers
between the Aat II and Apo I restriction sites (Fig. 2b).

. Antisense sequences/finger loop motifs can be integrated into

stem loop 2 of our DsrA variant by cloning annealed primers
between the Apo I and Bsu36 I restriction sites (Fig. 2b).

. DsrA can be completely replaced with a different sSRNA using

the Aat IT and Mfe I restriction sites (Fig. 2a, b). A new sRNA
can be constructed using annealed primers, via deliberate
primer dimer PCR, or can be PCR-amplified from the host
chromosome. If desired, the gene encoding Hfq protein can
be removed from the sRNA vector using the Hind III and Nde
I restriction sites, with blunting of ends with T4 DNA poly-
merase (Fig. lc) prior to ligation. (Such a plasmid encoding
lacI and dsrA, but not /fy, is available upon request.)

. Digest 1 pg pSDS801 dsrA (buk’l.1 hydA’2.4.1) with the

relevant enzymes for the region of the sSRNA you would like to
modify.

e To replace stem loop 1: digest with Aatll and Apol.

e To replace stem loop 2: digest with Apol-HF and Bsu361.

e To fully replace the sSRNA scaffold: digest with AatIl and
Mtel-HF.

. Run digested samples on an agarose gel and cut out relevant

DNA bands.

. Gel-extract DNA from the agarose gel.

. Ligate vector with insert in a 10 pL reaction in a 1:10 molar

ratio using T4 DNA ligase; incubate at RT for 3045 min (see
Note 7).

. Use the ligation mix to transform competent DH5a (100 pL

cells +5 pL ligation mix) and plate cells on LB + amp (200 pg/
mL) agar plates.

Screen colonies for fragment of interest (digest check or col-
ony PCR screen).



3.2.3 Autofluorescence
Control

3.3 High-Throughput
In Vivo Assay

3.3.1 Pre-assay Setup

3.3.2 Cell Growth
and Fluorescence Assay
(see Note 13)

11.

[\
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Sequence plasmids. To archive, re-transform verified clones into
DHb5a competent cells and store glycerol stocksat —80 °C. Retain
sequenced DNA for transformations of assay strain.

. pSDS801(AdsrA) can be used as the autofluorescence control

plasmid for the assay.

. For DsrA variants, it is essential that fresh transformants are

used for the assay (sec Note 12).

. The CM1000 strain with the two reporter plasmids is re-

streaked from the —80 °C stock onto an LB (+cam?, +spec!’®)
agar plate.

. After 16 h, 5-10 colonies from the plate are resuspended in

400 pL of'ice-cold, sterile 0.1 M CaCl, and placed on ice.

. After 30 min, 100 ng of the sSRNA plasmid is added to 50 pL.

of'ice-cold cell suspension and the mixture is kept on ice.

. After 10 min, the cells are heat shocked at 42 °C for 30-60 s.

6. Cells are placed on ice for 1 min and 150 pL. of SOC medium

is added to the cells.

7. Place the cells in a 37 °C water bath to recover for 1 h.

10.

. Cells can be plated on LB +(amp

200" cam?®, spec!”®) triple anti-

biotic plates.

. After 16 h, single colonies from the plate are used to inoculate

2 mL cultures in LB (+amp??, cam?®, spec”®) liquid medium.

Over-day 3-plasmid assay cultures are grown in a 37 °C water
bath for 12 h, shaking at 220 rpm. This can be done with test
tube or microtiter plate cultures.

. Add 150 pL of M9 + GMT liquid medium (+antibiotics, +2%

(w/v) ara, +20 ng/mL aTet) to half of the wells of a ster-
ile Corning 3603 microtiter plate.

. Add 150 pL of M9 + GMT medium (+ antibiotics, +2% (w/v)

ara, +20 ng/mL aTet, + 1 mM IPTG) to the other half of the
wells of the plate.

. For each over-day culture, dilute 1:100 (v/v) into one well

from step 1 and one well from step 2. IPTG will induce tran-
scription of the sSRNA.

. For varying reporter gene or sSRNA expression, inducer con-

centrations can be scaled from 0 to 2% ara, 0-20 ng/mL aTet,
and 0-1 mM IPTG, respectively.

. After the plate is set up and the wells are inoculated, overlay each

well with 50 pL mineral oil to prevent evaporation during the
assay. Note that the mineral oil should be added very carefully
down one side of the plate wells to avoid introducing bubbles,
which create artifacts in the plate reader data for a given well.
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3.3.3 Plate Reader
Configuration for the Assay

3.4 Data Analysis

3.4.1 Exporting Data
from the Biotek Plate
Reader

3.4.2 Excel Template

6. Controls for the assay include (1) an sSRNA-deletion plasmid
and (2) wild-type sRNA vector in the reporter strain
(CM1000 + 1-2 relevant fluorescence reporter plasmids). An
autofluorescence control strain is constructed by transforming
the 3 empty vectors (pSDS1002AdsrA, pBAD42, and
pACYC184 AtetA) into CM1000 to calculate autofluores-
cence from the cells under the assay growth conditions. During
data analysis, this cellular autofluorescence is subtracted from
the fluorescence signal observed in each well to yield the final
fluorescence reading for each culture. (see Note 8).

1. Before the 96-well plate is set up, the plate reader is warmed
up to 37 °C.

2. After plate setup is complete, the plate is placed inside the plate
reader in the kinetic readout mode, with continuous shaking of
the plate.

3. The plate reader is configured to read ODygyy, GEPuv,,,6 fluo-
rescence, and mCherry fluorescence at the start of the assay
(to) and then every 30 min until the end of the run (12-16 h
at 37 °C) (see Notes 14 and 15).

Many plate readers come with built-in data analysis software. The soft-
ware usually performs several automatic functions such as data transpo-
sition (per well for time series) and automated analysis tools to detect
fluorescence significantly different from a chosen control. Many labs
use these features to quickly identify interesting strains in high-
throughput experiments. We developed an Excel sheet (see EMS Files)
that takes the raw format plate reader data and performs many of these
functions, with further analyses to facilitate data interpretation.

1. To export data from the plate reader, select the “File export”
option and export in the following order: ODgpoum(to),
GFPuv,,,s(to), mCherry(ty), followed by kinetic time points
(1-25) for ODgoonm, GFPuv,,¢ fluorescence, and mCherry
fluorescence.

2. This method exports data in a notepad format for the assay (31
total kinetic reads plus t;.)

3. The data can then be copied and pasted into sheet 2 of the
Excel data processing template for further analysis. The sheet
assumes the same total number of readings, so user variations
will need to take this into account when using the Excel sheet.

1. The Excel template (see EMS files) is designed for rapid data
analysis at the end of an in vivo assay. It is divided into three
parts, Sheet 1 (Experiment Summary), Sheet 2 (Raw Data),
and Sheet 3 (Processed Data).



Modular Antisense sRNA Targeting 385

. Sheet 1 records the experiment summary and has information

about the date of the assay, aim of the experiment, codes/
shorthand used for strain designations, plasmids in each strain,
growth media used, inducer concentrations, and the layout of
the 96-well plate.

. Sheet 2 records the raw data from the plate reader assay. The

data can be copied and pasted here from step 3 of Subheading
3.4.1 above (starting in cell Al).

. Sheet 3 has tables corresponding to every well in the plate

from A1-A12 to HI-H12. Sheet 3 automatically processes the
data from Sheet 2 and gives information about GFPuv,,,c and
mCherry fluorescence at mid-log by automatically plotting
fluorescence versus ODygg and then interpolating the fluores-
cence value at an ODy, value of 0.5.

. If the linear fit R? is <0.9, the spreadsheet highlights the par-

ticular column in orange for heuristic analysis of those data
elements.

. The autofluorescence signal can then be subtracted from each

strain’s fluorescence at mid-log to yield final values, and can be
graphed in desired format (see Note 16).

4 Notes

. To study variants of wild-type DsrA sRNA we worked in a mark-

erless dsrA knockout strain [14]. It may be important to the
study of any particular sSRNA to work in a strain that does not
produce that sRNA from the chromosome. For the three-
plasmid system we used reporter plasmids with three distinct
origins of replication (p15A, pSC101, pMB1), but also included
a pl5A o7 in the modular pBAD-mCherry reporter plasmid.
The effect of this 077 is to increase the copy number of the pBAD
reporter vector and decrease the copy number of the pACYC
reporter vector in multi-reporter strains. Experiments performed
with variants of pBAD that contain a rho-independent synthetic
terminator (http://parts.igem.org/Part:BBa_B1006) [16] in
place of this extra o7 sequence show similar results (S. Stimple,
A. Lahiry and R. Lease, unpublished). Different plasmids with
equivalent origins can be selected and maintained under pres-
sure of antibiotic resistance [17]. Copies of both plasmid ver-
sions will be made available upon request.

. For straightforward preparation of cells with competency in

the range of 107-10* transformants per pg DNA, we recom-
mend preparing cells by the Inoue method [18, 19].

. In our experience, many DsrA variants have exhibited a slow-

growth phenotype in M9 + GM. This problem can be partially
overcome by supplementing the media with 1% (w/v) tryptone.
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4. Inducers and antibiotics must be added to the assay media

(Subheadings 2.2.2 and 3.3.2). For antibiotics, aTet, and IPTG,
the volumes that must be added are negligible. However, 10% of
the final media volume will come from the 20% arabinose stocks
for a final concentration of 2%. Consequently, to prevent dilu-
tion of the media components, it is suggested that the arabinose
stock solution is added to the media ingredients before adjusting
to the final volume. An E. co/i strain with arabinose degradation
genes knocked out can also be utilized to decrease the amount
of arabinose required in the assay media, while maintaining a
reasonably linear dosage-response induction profile [20].

. We have specified a plate reader that uses filters and dichroic

mirrors to achieve fluorescent readout, but other plate reader
types may be suitable. The plate reader needs to be able to do
the following: Incubate cells at desired temperature (typically
37 °C), shake cells continuously, read ODy, and read in fluo-
rescence mode at two specified wavelengths (with separate
excitation frequencies).

. Both reporter plasmids contain modular, in-frame 5" mRNA

leaders /TIRs fused to their respective reporter genes (hyd A:gfp-
WPnue AN buk::mCherry). The sSRNA plasmid contains a dsrA
gene variant that successfully represses translation of HydA-
GFPuv,,,s and Buk-mCherry, and can act as a positive control
for these assays. TIRs/mRNA leaders from the genes of inter-
est can be exchanged via cloning (described in Subheadings
3.1.1 and 3.1.2). For engineering sRNAs that target these
TIRs, the sSRNA sequence can be altered to incorporate new
antisense regions, or a different sSRNA can be used (Subheadings
3.2.1and 3.2.2).

. For cloning short patches of sequence, we favor two simple

methods. In the first, for fragments up to about 100 base pairs,
we synthesize a pair of primers which, when annealed in 1x
ligase buffer, create a double-stranded DNA fragment with
staggered, compatible ends for ligation (Fig. 2b). These frag-
ments can be ligated directly into digested vectors without extra
kinase treatment, as the vectors are phosphorylated from diges-
tion with restriction enzymes. Force-cloning of annealed oligo
pairs is extremely efficient if the proper molar rations of frag-
ment to insert are used. We recommend using a large molar
excess (~20-50-fold) of insert to vector in the ligation reac-
tions. The second method, forced primer-dimer construction,
is used for fragments between 100 and 200 base pairs. Here the
desired sequence to be cloned is broken roughly into halves
with an overlap region in the middle, and synthesized as two
primers, such that the upper and lower strands of the desired
sequence terminate at their 3’-ends in a large overlap with the
partner complementary sequence (20-25 bp is usually suffi-
cient). No template DNA is used; rather the two primers each
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use the other primer as template. The dsDNA fragments result-
ing from deliberate primer-dimer design must be digested with
appropriate restriction enzymes. Accordingly, it is useful to
leave 3-5 bp extra “junk” DNA at the 5’-ends of the primers to
facilitate digestion. See the NEB catalog document “Cleavage
Close to the end of DNA fragments” (https: //www.neb.com/
tools-and-resources /usage-guidelines /cleavage-close-to-the-
end-of-dna-fragments) for guidance on particular enzymes.

. The autofluorescence strain should be CM1000 transformed

with the three empty vectors (pBAD42, pACYC AtzetA, and
pSDS1002 AdsrA). The negative controls should include the
following  strains: ~ CM1000/pBAD42-TIR,-mCherry//
PACYC-TIR,-gfp-uvmus///pSDS801 AdsrA hfy; CM1000/
pBAD42-TIR,-mCherry//pACYC-TIR,-g/p- 4w/ //
pSDS801 dsrA+ hfy; where the wild-type /parent sSRNA (here,
DsrA) is not expected to bind/regulate the novel TIRs of
interest.

. To yield functional regulatory sRNAs against the TIR of inter-

est, a very effective method is to create a series of antisense
sequence “tiles” against the region spanning from the Shine-
Dalgarno sequence through the first 6 amino acids of the tar-
get gene coding sequence. Each construct must be tested
separately and compared to the others to determine the opti-
mum active SRNA variant.

The fingerloop motif can be used as a modular antisense ele-
ment. Structured antisense regions can be exchanged in modu-
lar fashion [3], and likely stabilize the sSRNA transcript against
ssRNA-cleaving nucleases, thus improving sRNA stability rela-
tive to unstructured, single-stranded antisense RNA sequences.
As a design guide for the size of the stem and loop regions of
the fingerloop, the complex between the hydA’2.4.1 antisense
sequence and the sydA mRNA leader has a predicted free
energy of ~31 kcal/mol, as determined from NUPACK.
Typically we see ~2—-12-fold target mRNA repression with fin-
gerloop stabilities in the range of —4 to —14 kcal /mol for this
antisense sequence length. As mentioned above, GeU pairs
and mismatches may be engineered into the opposite strand of
the stem to modulate free energy parameters, and loop sizes
can also be varied. If desired, unstructured sRNA antisense
sequences could also be used with this system.

Our retargeting efforts have focused on antisense regions with
a length of 18 nt. The length of the antisense sequence can be
shortened to decrease the dynamic range of the translational
repression, or lengthened to improve it. Na et al. [9] used
MicC sRNA as a scaffold to incorporate tiled antisense sequence
against their target genes using a 24 nt antisense sequence
basis length, to improve dynamic range and as an effort to
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12.

13.

14.

15.

minimize the number of off-target sequences that could match
the sSRNA antisense region.

CM1000 can be transformed with one of the reporter plasmids
by preparing “Quickie” competent cells: Resuspend ~15 colo-
nies from a plate still growing at 37 °C into 100 pL 0.1 M
CaCl, in an eppendorf tube on ice. After 30 min, ~100 ng of
the plasmid is added, the cell-DNA mixture is incubated on ice
for >10 min, and heat-shocked at 42 °C for 30-60 s. SOC
media is added, the cells are incubated at 37 °C for 1 h to
recover, and the cells are plated. An individual colony is re-
streaked, and if desired the process can be repeated with a sec-
ond reporter plasmid. After re-streaking, CM1000 will now
contain both reporter plasmids, and can be stored as a glycerol
storage culture at —80 °C. Restreaks of this two-reporter strain
can then be used to make Quickie competent cells for transfor-
mation with desired sRNA clones, scaling the 0.1 M CaCl,
step to ~50 pL per transformant. (This “Quickie” transforma-
tion protocol was authored by Dr. Jill Salvo many years ago in
Dr. Marlene Belfort’s lab (Wadsworth /SUNY, Albany NY)
and may be unpublished.)

For each strain used in the assay, the overday culture must be
used to inoculate separate wells of the 96-well plate (one con-
taining reporter inducer molecules but lacking IPTG, and one
containing reporter inducers with IPTG added to 1 mM for
sRNA induction). This control will allow direct comparison of
the fluorescence signals when assessing whether the sSRNA in
question represses (or activates) its target TIR.

Some plate readers accurately read ODyy, but for others a “cor-
rection factor” must be used to yield accurate ODyy, readings.
For instance, in our plate reader a culture growing in 150 pL of
media (overlayed with 50 pL. mineral oil) outputs values that
must be multiplied by 3.6 to reflect the true ODyg value of the
culture (detected by an external spectrophotometer). This num-
ber should be determined for a given plate reader in advance of
experiments, in accordance with the manufacturer’s manual.
The value should not change significantly across the plate.

During plate setup, the Excel spreadsheet assumes that well
H11 is not inoculated, serving as a background control well for
liquid growth media. In well H11, simply add 150 pL of media
and overlay with mineral oil; this well will show the background
contributions of the media to mCherry and GFPuv,,, fluores-
cence and ODggonm. The mCherry and GFPuv,,,¢ fluorescence
of this well should be similar to or below that of the autofluores-
cence strain during growth at mid-exponential phase.

16. We recommend plotting ODgy (X-axis) versus fluorescence

signals (1-axis or double T-axis for two fluorescent signals;
Fig. 3). This method permits comparison of strains at their



30000

a

S 12000 |*CFP Mo SRNA DsrA-buk’1.1-hydA’2.4.1 -~
& OGFP + sRNA hydA::gfp-uv,, . ‘ 25000 g
3 10000 |™mCherry no sRNA buk::mCherry Y : :;
c (%)
3 S mCherry +sRNA ° ® = u 20000 S
7]

S 8000 f o ° @
) °® ] ° o
3 ° = o 15000 S
L 000 ° [ ] .5 o o i

£ °

H] 0% 0 # >

£ C©e0®" o
>
S 4000 | a® 10000 &
& 2000 | " e 5000 E
T ompoOo >
> oy pooo 080 o o
T 0 h . . Jd oo

0 0.5 1 1.5 2
ODgoonm

= ® GFP RNA 30000

g 12000 | no s AsRNA control =
s ©GFP + sRNA .. :
> hydA::gfp-uv,,, | 25000 &
S 10000 [ ™mCherry no SRNA buk::mCherry 8
§ O mCherry +sRNA 1 20000 §
) E

g 8000 o© g
2 o @ 1 15000 S
L 000 © Fr

g Q >

E © o © ©
> i
S 4000 b 10000 %
: 5
) m WO
& 2000 g 00 o 1 5000 E
o o S
> oD 3]
T 0 . . . Ao

0 0.5 1 15 2
ODgoonm
C 30000
__ 12000 | ®CGFP no sRNA Auto-Fluorescence
2 0 GFP + SRNA Control 25000 S
- ‘empty vectors, s
8 10000 | o mCherry no sRNA (empty ) o
o
< 20000
8 8000 B mCherry +sRNA §
@ I}
< o
5 15000 £
S 6000 S
i oe 3
oce [

e Q e}

2 4000 © 0 © 10000 2
2 o
E <
L 2000 5000 %
o

oL D@ 0 oo om om |,
0 0.5 1 15 2

ODggonm

Fig. 3 Representative data from the assay. Data are plotted as fluorescence (mCherry,
GFPuv) arbitrary units versus cell density (as 0Dgg) for comparison of sSRNA-unin-
duced and sRNA-induced strains at equivalent cell density. (a) Plot of the activity of
a DsrA-buk1.1-hydA2.4.1 retargeted sSRNA variant at its two reporter genes
(buk::mCherry, hydA::gfp-uv,. across a range of cell densities. Solid and open
green circles represent HydA::GFPuv whereas solid and open red squares represent
Buk-mCherry expression in the absence and presence, respectively, of IPTG which
induces the sRNA variant. The magnitude of the repression by the DsrA sRNA vari-
ants is larger at higher 0D, but may vary for different SRNA:mRNA pairs. (b) Control
experiments using the SRNA plasmid deleted for the SRNA gene. (c) Autofluorescence
control for cells harboring empty vectors (pACYC184Atet, pBAD42, pBR322A fel).
The Excel spreadsheet also contains a function that subtracts autofluorescence val-
ues and interpolates the fluorescence values at ODgy, = 0.5, but can be altered to
accommodate different quantification needs (see Note 16)
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equivalent ODygp. The ODgp is thus representative of time,
although it underrepresents differences in growth rates
between strains. The plate reader typically plots ODg versus
time during its run, and the Excel sheet represents the data in
this format for determination of fluorescence at ODyy.
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