Francis F. Chen

AN ‘
Indispensable
Truth

How Fusion Power Can Save the Planet

N Springer



An Indispensable Truth






Francis F. Chen

An Indispensable Truth

How Fusion Power Can Save the Planet

@ Springer



Francis F. Chen

Department of Electrical Engineering
University of California at Los Angeles
Los Angeles, CA

USA

ffchen @ee.ucla.edu

ISBN 978-1-4419-7819-6 e-ISBN 978-1-4419-7820-2
DOI 10.1007/978-1-4419-7820-2
Springer New York Dordrecht Heidelberg London

Library of Congress Control Number: 2011922489

© Springer Science+Business Media, LLC 2011

All rights reserved. This work may not be translated or copied in whole or in part without the written
permission of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York, NY
10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in connection
with any form of information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed is forbidden.

The use in this publication of trade names, trademarks, service marks, and similar terms, even if they are
not identified as such, is not to be taken as an expression of opinion as to whether or not they are subject
to proprietary rights.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

Al Gore’s book and video, An Inconvenient Truth, has raised the public
consciousness about the dangers of global warming and climate change. This book
is intended to convey the message that there is a solution. A solution not only to
global warming caused by anthropogenic emissions of carbon dioxide, but also to
the depletion of fossil fuels and to the wars in the Middle East related to our depen-
dence on their supply of oil.

The solution is the rapid development of hydrogen fusion energy. This energy
source is inexhaustible (it is seawater); no greenhouse gases are emitted; and the
dangers of nuclear power are avoided.

Most legislators and journalists have regarded fusion as a pipe dream with very
little chance of success. They are misinformed, because times have changed.
Achieving fusion energy is difficult, but the progress made in the past two decades
has been remarkable. Mother Nature has actually been kind to us, giving us benefi-
cial effects that were totally unexpected. The physics issues are now understood
well enough that serious engineering can begin. An Apollo 11-type program can
bring fusion online in time to stabilize climate change before it is too late.

Seven nations have joined together to form and share the cost of ITER, a large
machine which is an important step in achieving fusion. These nations contain more
than half the world’s population. A community of international workers, as well as
schools for their children, has been set up at the ITER site in Cadarache, France.
More on ITER will come later. There is a plan and a timetable to pursue the ulti-
mate solution to civilization’s most pressing problems. There is no downside to
fusion.

So much has been written about climate change and alternate energy sources
that almost every magazine has an article on these topics. By repeating the data
given by Al Gore, journalists have found an easy way to meet their deadlines.
Readers are hard pressed to distinguish fact from conjecture and sensationalism.
We therefore start with a summary of climate change and energy sources, trying to
give a concise, impartial picture of the facts. Here, I am out of my depth; I am not
an expert on these topics. I get my information from the same newspapers, maga-
zines, and websites that you do. But I think it is important to put fusion in the
proper context within the general scheme of the world’s future.
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However, that is not what this book is about; it is about controlled fusion.
The physics of fusion is highly technical, but the difficult problems and ingenious
solutions can be explained so that everyone can appreciate what has been done.
This is a difficult task, and I ask you to be patient. Although our explanations are
longer and gentler than the succinct language of scientific journals, you cannot flip
through the pages as with an ordinary book. This book is written for a variety of
readers, from “green” enthusiasts with no science background to Scientific
American magazine subscribers. There is a lot of information contained in many
new concepts, but they can be understood by anyone with a college, or even high
school, education. If you get stuck, do not give up. Your can skip ahead to more
practical and less scientific material. The bottom line — what has yet to be done,
how long it will take, and how much it will cost — may surprise you.

Los Angeles, CA, USA Francis F. Chen



Prologue: Toward a Sustainable World

Several hundred million years ago, light from the sun produced trees on the earth,
and these were eventually converted into fossil fuels in the earth’s crust. This leg-
acy of easy energy allowed mankind to develop the advanced civilization that we
enjoy today. But it is fast running out. The sun is the ultimate source of 90% of the
energy we use, but it is mostly in fossil form. The everyday influx of solar power
is too dilute to supply all energy that we use. We depend on the fossil fuels stored
away from forests grown by the sun eons ago. Controlled nuclear fusion, or
“fusion” for short, is about making an artificial sun on earth. It is not easy; but we
hope to show that it is not only possible, but necessary (Fig. 1).

Fig. 1 The sun, the source of our energy
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Fig. 2 A timeline of our civilization extending 5,000 years in the past to 5,000 years in the future,
should we survive that long. Dates of a few historical markers are shown. The shaded peak is
actually a plot of the annual usage of fossil fuels and shows the narrow segment of human history
that it occupies

Let us take a look at how fossil fuels fit into the scheme of human history.
Figure 2 shows a timeline from the beginning of recorded history to several thou-
sand years in the future, showing several significant events along the way. The
large, narrow peak in the center, known as Hubbert’s Peak, represents the rate of
mining and use of fossil fuels. It begins with industrialization in the 1800s and will
end less than 100 years from now with the depletion of readily accessible deposits.
This will happen within the lifetimes of our children and grandchildren. We are
extremely lucky to be here during this very brief slice of time in the history of
mankind. If our civilization is to continue as far into the future as it has existed in
the past, it is clear that fossil fuels will have to be replaced by other energy sources.
Energy conservation and known renewable energy sources will not be enough to
sustain our civilization.

In considering either climate change or energy sources, it is important to separate
three very different time scales that are involved. The first time scale is a short one,
a few months to a few years, the time it takes to implement immediate but temporary
solutions. For climate change that might be making an agreement like the Kyoto
Protocol or issuing carbon credits which can be traded on the market. For oil or gas
shortage, that might be limiting the speed limit to 55 miles per hour, offering tax
credits for renewable energy installations, or starting a war in the Middle East. The
second time scale is longer, 10-50 years, the time it takes to develop new sources of
energy which will not burn fossil fuels and generate CO,. The third time scale is far
into the future, 100-5,000 years, perhaps the life of human civilization on this
planet as we know it today. The band-aid solutions of the near term are mostly
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political. The problems of the far future cannot be solved now, since we do not know
what they will be. However, the problems of the second (intermediate) period are
upon us now, and there is barely time for effective action. Global warming and sea
level rise will accelerate in the next ten years. Fuel prices will rise as fossil fuels
become scarce and hard to burn cleanly. It is time to complement the efforts spent
on temporary solutions with a serious program to solve the bigger problem.

Fusion power is a solution which will take time and money to bring to reality,
but no more so than putting a man on the moon. We live in a glorious age when we
can afford to send satellites to explore the solar system and to build huge particle
accelerators to probe the structure of matter on the smallest scales. But we are not
taking care of our future. The outlook is not quite that bad, however. As will be
described in future chapters, the International Thermonuclear Experimental
Reactor, ITER, is being supported by seven nations representing more than half the
world’s population. Costing some $21 billion and located in France, it will test
sustainability of a fusion reaction — a continuous “burn.” It is to be completed in
2019 and operated for ten years or more. Another large machine will be needed
simultaneously to solve engineering problems not included in the ITER project.
After that, the first power-producing fusion reactor, DEMO, is planned, but not
before the year 2050. The path is clear, but the rate of progress is limited by finan-
cial resources. In the USA, fusion has been ignored by both the public and
Congress, mainly because of the lack of information about this highly technical
subject. People just do not understand what fusion is and how important it is. Books
have been written light-heartedly dismissing fusion as pure fantasy.! The fact is that
progress on fusion reactors has been steady and spectacular. The 50-year time scale
presently planned for the development of fusion power can be shortened by a con-
certed international effort at a level justified by the magnitude of the problem. It is
time to stop spinning our wheels with temporary solutions.

The following chapters will tell the fascinating story of how the tricky problems
of creating a miniature sun on the earth are being solved, as well as give a realistic
account of what is left to be done and the likelihood of success. Controlled fusion
energy is not a pipedream. It can replace fossil fuels and curb global warming. The
world will benefit from a concerted effort to bring fusion reactors into the power
grid sooner rather than later.

'For instance, C. Seife, Sun in a Bottle, The Strange History of Fusion and the Science of Wishful
Thinking (Viking Books, 2008).
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Part I
Why Fusion Is Indispensable

Read This First!

I know most people do not bother with the introductions, but please read this guide
to the book. Part I shows why fusion power is necessary. Chapter 1 summarizes
climate change: what is known, what is predicted, and what can be done about it.
This chapter is necessary because 40% of people still doubt that climate change is
real. The facts and statements given here are backed up by references given in the
footnotes and References section. Chapter 2 shows in detail the situation on fossil
fuels. Chapter 3 explains how each renewable energy source works and what new
developments are on the horizon.

Many readers get bogged down by the density of information in Part I and would
rather just take my word for the conclusions. In that case, you can start with Part II,
which gets on with fusion. Part II starts afresh and does not depend on Part 1. In
fact, Part II was written first. If you like, start reading this book at Part II. Taming
the fusion reaction has been called the greatest scientific challenge of our time. Its
achievement would be comparable to the invention of fire. Part II tells this fascinat-
ing story.

Again, notes are indicated by superscript numbers and references are indicated
by bracketed numbers like [5]. The notes are organized by chapter.



Chapter 1
The Evidence for Climate Change”

Is Global Warming Real?

The following two graphs have served as icons to raise public consciousness of
climate change caused by man’s activities. The first (Fig. 1.1) shows the meticulous
measurements of carbon dioxide in the atmosphere, taken on Mauna Loa in Hawaii,
by Charles D. Keeling over 47 years from 1958 to his death in 2005. A continuous
increase can be seen from 315 ppm (parts per million) to 380 ppm. The data are
precise enough to show the very regular seasonal variations occurring every year.

The second graph (Fig. 1.2) is the “hockey stick” curve, popularized by Michael
Mann in 1998, showing the surface temperature in the northern hemisphere over the
past 1,000 years. The curve was relatively flat, on average, for the first 900 years.
Then, around 1900, it took a sharp turn upwards and has continued to rise at a steep
rate. The shape of the curve reflects the bend in a hockey stick. Though the historic
data had to be gathered from tree rings and ice cores, the current rise is measured
with thermometers and is much more accurate.

Are these graphs related? Is the increase in CO, levels causing the rise in tempera-
ture? Is man responsible for the rise in CO, levels? The answer is now quite certain,
though there have been and still are many skeptics. It is YES to all three questions.
We will first discuss the doubts; then we will show why most scientists think that
global warming is real and, furthermore, is anthropogenic; that is, caused by man.

Two doctors at the Oregon Institute of Science and Medicine have published
papers [1] giving data from various sources showing that warming and cooling have
occurred in the past due to natural causes such as solar variability, and that shorten-
ing of glaciers started well before the industrial age. They enlisted the support of
Frederick Seitz, formerly a well-known physicist, who later in life engaged in
activities like consulting for the R.J. Reynolds Tobacco Company. The most out-
spoken critic of the global warming hypothesis has been Senator James Inhofe
(R-Okla), Chairman of the Senate Committee on Environment and Public Works.
His “Skeptic’s Guide to Debunking Global Warming Alarmism” was delivered to

“Numbers in superscripts indicate Notes and square brackets [] indicate References at the end of
this chapter.

EF. Chen, An Indispensable Truth: How Fusion Power Can Save the Planet, 3
DOI 10.1007/978-1-4419-7820-2_1, © Springer Science+Business Media, LLC 2011
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Fig. 1.1 The Keeling curve of CO, concentration in the atmosphere (Scripps Institution of
Oceanography reports)
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Fig. 1.2 The rise in earth’s surface temperature over the past 1,000 years (reprinted with permission
from Intergovernmental Panel on Climate Change [3])

the US Senate in 2006, and his 233-page December 2008 updated report [2]
claimed that 650 scientists supported his position.

These critics relied on a graph of historical temperatures showing a Medieval
Warm Period in the eleventh and twelfth centuries, followed by a Little Ice Age in the
fifteenth and sixteenth centuries. This graph showed that temperature fluctuations of
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the magnitude that we have now have occurred naturally in the past. However, it turns
out that these data were taken locally in the Sargasso Sea and do not represent global
averages. The 2001 IPCC report [3] specifically refutes the significance of those data
and instead presents the more accurate data of Fig. 1.2, in which these periods are not
noticeable. Inhofe correctly cautions, however, that one cannot trust what one reads in
the press. He cites articles in the media in the 1920s and 1960s warning about global
warming, intertwined with articles in the 1950s and 1970s warning against a coming
ice age. These critics of anthropogenic climate change are not scientists, and they
clearly have their own agenda. Nonetheless, there are physicists who have studied past
variations in solar radiation and believe that these could have caused global warming
[4].! Regardless of the past, however, the best estimates by climate experts, as we shall
see below, show that greenhouse gases (GHGs) generated by man will definitely raise
the earth’s temperature.

The Intergovernmental Panel on Climate Change (IPCC), formed in 1988, issues
a detailed report every six years or so. The Third Assessment Report (AR3), issued
in 2001, already gave ample evidence of man-made influence on the earth’s cli-
mate. The Fourth Assessment Report (AR4) of 2007 incorporated tremendous
advances in climate science in the intervening years. Many more ice cores, satellite
observations, ocean and ice measurements, for instance, had been made to expand
the database. In six years, the speed of computer chips has increased dramatically,
as we all know. More importantly, the programs used for computer modeling of
climate change have become much more trustworthy. The result is that we can
predict with more accuracy what our future holds.

The IPCC-AR4 is divided into a Synthesis Report of about 100 pages, followed
by the reports of three Working Groups (WGs). Each of these is just short of 1,000
pages and five pounds in weight. The data shown here come mostly from the WG1
report, The Physical Science Basis, the work of 152 authors summarizing the work of
650 scientific experts. There were disagreements, of course, and these have been
resolved in over 30,000 arguments; this is a true consensus. In a way, science at the
forefront is self-monitoring. If there are several researchers working on the same
problem, you can be sure that each will examine the methods and results of the others
with great care. The IPCC report is impressively careful about statistical errors. Each
fact or prediction has a probability of being correct, and this certainty level is stated
in words backed up by numbers. The WG2 report deals with the impacts of climate
change, and the WG3 report with the methods of mitigation. For popular consump-
tion, each WG report and the synthesis starts with a summary for policymakers. The
entire report can be downloaded free of charge from the IPCC website.

The massive compilation of data by the IPCC would not have made an impact
on the media and the public if not for the efforts of former Vice-President Al Gore.
By reducing the problem to its basics in his video and book An Inconvenient Truth,
Mr. Gore has made us all aware, logically and emotionally, of the CO, problem. His
antics may have been over-dramatized, and his predictions of disasters may be
unproven, but he has done the hard part that scientists cannot do: get the public
interested. What he started was a media frenzy, with an article on global warming
appearing in almost every issue of every magazine, most of them simply repeating
the material that he had already given.
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Many books have been written and new journals started since warming became
a household word. After the first wave, articles began appearing on the economics
or politics of climate change, rather than the science. But the world runs on money,
and platitudes will not lead to action. Al Gore’s efforts have galvanized the public
on all levels to take action on the climate problem. The USA did not sign the Kyoto
Protocol primarily because it would have cost too much to enforce. Being a country
with considerable fossil reserves, the USA was not desperate to find alternate
energy sources. Fortunately, green energy is now becoming profitable, partly due to
government subsidies, and companies in solar and wind power are growing fast.
Large companies have installed alternate energy sources in their own buildings. It
has become not only fashionable, but also profitable to go green. This is a healthy
development, but these energy sources cannot serve mankind in the long run. We
aim to show that fusion power is the ultimate solution both to global warming and
to fossil depletion, and we should not wait to develop it.

Physics of Temperature Change

How CO, raises the earth’s temperature is not as simple as people are led to believe.
The popular notion is that the sun’s rays go through the atmosphere and are
absorbed by land and water, which radiate the energy back up at a longer wave-
length. GHGs prevent this radiation from getting back through the atmosphere, thus
trapping the energy and heating the earth. This notion is not wrong, but it is over-
simplified. Indeed, the gases in the atmosphere are quite transparent to sunlight,
which has wavelengths near those we can see. When land and water absorb this
light, they radiate part of the energy back to the sky at infrared wavelengths, which
we cannot see. The main constituents of the air, N, (nitrogen) and O, (oxygen),
allow the infrared to get out, but “greenhouse” gases such as CO,, CH, (methane),
and N, O (nitrous oxide) absorb the infrared and are heated up. They then re-radiate
the energy both upwards and downwards. Only the downwards part is the energy
“trapped” by the greenhouse effect. Actually, the energy radiated to the earth’s
surface by the atmosphere is larger than the energy coming directly from the sun
[5]. If it were not for GHGs, the average temperature on the earth’s surface would
be —19°C (0°F) rather than 16°C (60°F) as it is now. Already we can see what a
large effect CO, has on the earth’s temperature, and why even a small change in its
abundance would be worrisome.

The situation is complicated by the fact that water vapor is also a strong GHG,
and its amount in the atmosphere changes constantly as water evaporates, forms
clouds, and then is removed by rain and snow. But H,O is a short-lived GHG, going
in and out of the atmosphere every two weeks or so, while CO, is a long-lived GHG
with an average residence time of four years.’ Furthermore, water forms clouds,
which reflect sunlight strongly, and rain and cloud cover vary greatly depending on
where you are. It would be impossible to predict the details of changing cloud
cover, so the H,O effect has to be treated as an average. This is not as bad as it
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sounds because the saturation humidity level, as we all know, increases or decreases
with temperature in a predictable way.

Because the water content in the atmosphere changes constantly, climate scien-
tists cannot treat H,O as a long-lived GHG like CO, but only as a modifier of the
effects caused by those gases. One can calculate that doubling the CO, concentra-
tion will cause a 1.1°C (2.1°F) rise in temperature, but the presence of H,O will
cause a larger change by positive feedback. Positive feedback is a self-enhancing
effect like a stock market crash. As stock prices plunge, more people will try to sell
their stocks, causing the prices to fall faster. Here, as the temperature rises, more
water is evaporated into the atmosphere, where it radiates energy back to earth,
further increasing the temperature. It finally settles down at a high value 29°C
(85°F). It is the convection of warm air upwards that brings this down to the
observed value of 16°C (60°F). It is actually the stoppage of air currents that makes
greenhouses work, not the trapping of radiation [5].

Without such mitigating factors, there can be runaway feedback, in which an
increase in temperature (caused by CO,) evaporates more water, which “traps”
more solar energy, raising the temperature further, until all the water on the planet
has been evaporated. This is apparently what happened to Venus, where the sur-
face temperature is about 460°C, enough to melt lead. The runaway can also go
in the other direction if the planet gets so cold that it snows everywhere, reflect-
ing sunlight away so that it gets colder, causing more snow and ice to form. The
planet can turn into an ice ball. In geologic times, the earth has had numerous ice
ages and interim warm periods but has always escaped from catastrophic run-
away feedback. We do not know why, though there are many theories. This is one
of the lucky breaks that allowed life, even sentient human life, to arise in an
interglacial period.

Quantifying Global Warming

Predicting how the earth’s climate will change is a huge job, even with the help of
the largest, most advanced computers. Here, we wish to give some idea of how the
problem is being tackled. Each factor that can change the earth’s average tempera-
ture (7) is evaluated for its ability to change 7. This ability, called a “forcing,” is
expressed in watts per square meter (W/m?), as if sunshine intensity were increased
by that many W/m?, all else staying the same. Forcings have to be computed using
a model. For instance, to compute the forcing due to CO,, one has to take into
account the amount of CO, in the atmosphere and how long it stays, its rate of
absorption and emission of radiation, and feedback effects such as the rise in 7 due
to the increase in water vapor caused by the temperature rise that the CO, caused
initially. Obviously, the result is only as good as the computer model used to calcu-
late it, but these models are carefully checked, and the uncertainties are clearly
stated. More on this will come later. For the GHGs, the forcing is known within
+10% with 90% confidence, but other effects (the small ones) can have errors of
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Fig. 1.3 (a) Major radiative forcings; (b) total anthropogenic vs. natural forcings. Data from
Intergovernmental Panel on Climate Change [6]

+100% or so. Figure 1.3a compares the major radiative forcings; that is, the
effectiveness of the main agents that can change T by altering the absorption of
solar radiation.

These forcing numbers seem very small, less than 2 W/m?, compared with the
peak solar irradiance of about 1,300 W/m?, or even the 342 W/m? averaged over a
hemisphere or the 240 W/m? that reaches the earth’s surface. But a small change in
T can have catastrophic effects, as we shall see. The man-made forcings have both
positive (warming) and negative (cooling) values. Let us see where these figures
come from. The three main GHGs dominate the warming effects. CH, has 26 times
the warming potential of CO, and N,0, 216 times; but their concentrations are much
lower than CO,’s, and CO, is dominant. The ozone-depleting chlorine-containing
gases which were banned by the Montreal protocol are lumped under the rubric
CFCs. That value comes from 60 different gases which were evaluated one by one
in the IPCC report of 2007 [6]. The value for ozone does not depend on the state of
the ozone hole, because high-altitude ozone has a small role here. The ozone that
contributes to warming is in the lower atmosphere and is generated on the ground
by natural processes such as rotting of biological matter. What we have called “dust”
is the sum of all aerosols emitted by factories and volcanoes. Industrial aerosols are
mainly sulfate and carbon particles of varying sizes and reflectivities. You would
think that black carbon would absorb well, but remember that black not only absorbs
well but also emits well. More importantly, particulate matter can seed cloud forma-
tion, and clouds reflect sunlight efficiently. The net result is that aerosols have a large
negative forcing and give a cooling effect. Albedo is the change in the reflectivity of
the earth’s surface, and this small effect comes from the balance between two
effects. Black dust on snow will reduce the albedo of the snow and cause warming.
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Deforestation and other land modifications by man will replace trees with farms
or buildings, thus increasing the albedo. In this case, land use wins, and changes
in albedo are a negative forcing. The result is very uncertain, but it is small in
any case.

The natural forcings come from volcanoes and solar variability. Volcano dust
stays in the atmosphere only a few years, and eruptions are rare and unpredictable.
On the other hand, solar variability follows the 11-year sunspot cycle closely, and
this 8% effect is accurately predictable. However, what concerns us is not the
11-year cycle but the long-term trend. Changes in the earth’s orbit or the tilt of its
axis occur over tens of thousands of years, so only a very small part of these
changes could have occurred in modern times. Recently obtained data on solar
irradiance from 1,750 to the present yield a forcing of +0.12 W/m?, with a 90%
chance of the exact value’s being within 50% of this. Figure 1.3b compares the net
anthropogenic forcing with the natural forcing caused by solar variability. The man-
made part is 13 times larger. Skeptics' who say that present global warming is a
natural phenomenon would imply that climate scientists are wrong by over an order
of magnitude. Even if that were true, it is irrelevant. The present rate of CO, emis-
sions by man is not conjectural, and their effect on temperature can be calculated
with £ 10% accuracy.

Evidence for Climate Change

Paleoclimate

What the earth’s temperature and CO, levels were can be determined, surprisingly
enough, as far back as 650,000 years ago. For the last millennium, accurate records
of temperatures recorded with thermometers can be found. Before that, there are
ancient documents telling of extreme weather events, the dates of spring planting, or
occurrence of plagues from which some idea of the weather can be gleaned. For
prehistoric eras, there were no direct observations, but data can be found indirectly
from what are called proxies. Tree rings, ice cores, and cores of layered sediments in
soil or sea bottoms give annual records that can be counted ring by ring. Trapped air
bubbles in ice cores give the CO, concentration hundreds of millennia ago. The frac-
tional abundance of oxygen or hydrogen isotopes in ice cores and coral yields the
temperature, as do other ratios, such as Mg to Ca. These proxies can be correlated
with one another to give higher accuracy in recent times for which there are more
data. The result from Antarctica ice is shown in Fig. 1.4. As the earth undergoes long
glacial ages and short interglacial warm periods, the CO, and CH, abundances follow
the temperature quite closely. Of course, we cannot tell which is the cause and which
is the effect here. The present warm period, which allows life to exist, looks no dif-
ferent from previous interglacial periods, except for the spike seen at the far right. For
that, we now know that CO, is the cause, and the temperature rise the effect.
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Fig. 1.4 Paleoclimatic data on the variation of temperature and COZ, CHA, and NZO abundances
from Antarctic ice cores [6]. The temperature is represented by the deuterium abundance proxy
(bottom curve). The shadings indicate interglacial warm periods

When considering the climate tens of thousands of years back, we have to take
into account changes in the earth’s orbit. The earth’s spin axis is not perpendicular
to the plane of its orbit but is tilted at 23.5°, thus causing winter in the northern
hemisphere while it is summer in the south. This tilt can change from 22° to 24.5°
over a period of 20,000 years or so. This does not change the total sunlight on the
earth, but it distributes differently between the northern and southern hemispheres.
Since there is more land in the north and more water in the south, this re-distribu-
tion of sunlight can affect the climate. A bigger effect comes from the precession
of the equinoxes, when the earth’s axis spins around like a gyroscope. The effects
come from an interaction with the ellipticity of the earth’s orbit, which means that
solar radiation is stronger when the earth is near the sun (perihelion) than when it
is far away (aphelion). Thus, in one orientation, the northern hemisphere has sum-
mer during perihelion; and, 10,000 years later, the southern hemisphere gets the
hotter summers. The shape of the earth’s orbit can also change between more cir-
cular and more elliptical due to the pull of other planets, mainly Jupiter. This hap-
pens every 100,000 years or more. The ice ages may have started at a coincidence
of these orbital forcings, triggering runaway feedback, as we described before. The
recovery into warm periods is equally remarkable. There is an intriguing theory that
the most recent recovery (the last shaded bar in Fig. 1.4) may have been caused by
humans when they started farming about 11,000 years ago [7]. Methane is pro-
duced by decaying vegetative and animal matter produced in agriculture, and
deforestation decreases CO, absorption by trees.
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Fig. 1.5 CO, levels in parts per million (ppm) and CH, levels in parts per billion (ppb) vs. year
before 2005, as measured from different sources [6]. NH and SH stand for northern and southern
hemisphere, respectively

The paleoclimate data for the last 20,000 years on how CO, and CH, abundances
changed with time are so good that observations from different proxies agree amaz-
ingly well. This is shown in Fig. 1.5. The CO, level increased slowly from 190 ppm
to the preindustrial level of 280 ppm, followed by the recent rapid increase to
379 ppm in 2005. The present level is much higher than any level that existed over
the past 650,000 years (indicated by the gray bar at the left). The current spike is
also seen in the methane data.

Computer Modeling

This science has improved greatly since the 2001 ICPP report, and predictions are
therefore more reliable. It is a very complicated problem [8]. There are standard
physics equations that tell you how air and water move and how heat is transferred
from one medium to another, but weather varies with location and changes by the
hour. To predict climate, one has to divide the space into a finite number of cells,
few enough for computers to handle. These cells are about 200 km laterally and
1 km vertically (in the atmosphere), decreasing vertically to maybe 100 m near the
ground. To divide up time, 30-min averages are taken for climate, and shorter time
steps for weather forecasting. The computer program then takes the average condi-
tions in one cell and predicts what the conditions will be in the next time step. The
conditions include, for instance, temperature, wind speed, water vapor, Snow cover,
and all the effects mentioned earlier in this chapter. We did not mention the history
of CO,. About 45% of the CO, that man generates goes into the atmosphere, 30%
into the oceans, and the rest into plants. The CO, absorbed by oceans diffuses
downward over many years. The CO, in the atmosphere has a mix of different life-
times; roughly speaking, half goes away in 30 years and half stays for centuries. All
such effects have to be accounted for in the models.
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The key word is “average.” How does one find the average conditions in a
100x100x 1 km cell 1 km above Paris, for instance? Clouds are forming and mov-
ing all the time. Modelers have developed parametrization, a technique for averaging
over small-scale and short-time conditions. Clearly, it takes many decades of expe-
rience to get parameters that give the right averages, and different workers will
arrive at different parameters. This does not inspire great confidence, and most
skeptics of climate change distrust modeling and correctly point out that this is the
weak point in forecasts of impending disaster. Fortunately, there is a way to check.
Starting a couple of centuries ago, accurate data on temperature, CO, content, and
so forth became available. A modeler can take those data and predict what hap-
pened later using his or her parameters. Then he/she can check with what actually
happened and adjust his parameters to give the correct result. The only uncertainly
is then whether or not the parameters of a century ago are the same today. We will
show that different workers have varying success in their predictions, but all show
that the current global warming is man-made.

Modern Data

Before showing the modeling results for the modern era, it is instructive to show
the amount of data now available for analysis, as opposed to what is used for paleo-
climates. When one computes the global average temperature, isn’t that just a
weighted average over a finite number of places on the earth, say, a few hundred?
Now that we have satellites, the coverage is much better. Here are three examples.
Figure 1.6 shows the tremendous increase in the number of measurements of ocean
temperature between the 1950s and the 1990s. Figure 1.7 shows the fine detail that
satellite coverage gives on the altitude change in each part of Greenland and
Antarctica. The loss of ice thickness can be seen clearly where glaciers and ice
sheets have slid into the sea. Figure 1.8 shows the distribution of aerosols over the
globe as obtained by opacity measurements by satellites. This is supplemented by
a finite number of ground-based observations which can also determine the size and
material of the particulate matter.

Global Temperature Rise

Here, we show in detail the present-day peak seen in Figs. 1.4 and 1.5, followed by
projections of the temperature rise in the future as computed by climate modeling
using the extensive observational database illustrated in the previous section.
Figure 1.9 shows the temperature variation over the past 1,000 years as deduced by
various methods (proxies). There is considerable disagreement up to about 1850, but
with better data since then, all the proxies agree on the most recent temperature rise.
The agreement is quite amazing since the range of the entire graph is only 1.8°C.
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Fig. 1.6 Ocean temperature measurements in the 1950s and 1990s showing the large increase in
the database [6]. The color scale shows how many measurements are represented by each dot

The decreasing uncertainly is seen more clearly in Fig. 1.10, where the weighted
global average temperature deviations are shown with error bars for the calculated
standard deviation.

Figure 1.11 shows the data from 1850 to the present for the northern and southern
hemispheres and their average. The North has higher recent temperatures, probably
because there is more industry; but other than that, the histories are similar, showing
that the trend is truly global. The error bars on each point are significant: they indi-
cate that there is only a 5% chance that the true value lies outside those ranges.
It is quite clear from this that the earth’s temperature has risen from about —0.3 to
+0.6°C (relative to 1980) since the preindustrial period.
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Fig. 1.7 Satellite measurements of the rate of change of elevation in Greenland and the Antarctic,
showing the loss of glaciers and ice sheets (blue) and accumulation of snow (red) [6]
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Fig. 1.8 Distribution of aerosols from satellite observations (color) and from surface stations
(dots) [6]. Red indicates a lot; blue, little; and white, no data

The question is now whether the temperature increase is anthropogenic or not.
Climate modelers have calculated the natural forcings and those caused by man, as
shown in Fig. 1.3. Remember that these forcings depended on the “parameters” that
the modelers chose to find the average over fine-scale variations in space or time.
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Fig. 1.9 Temperature variations from the peak in year 1000, as measured in different ways
(reprinted with permission from National Research Council [9])
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Fig. 1.10 Temperature variations in degree Celsius (=K) with error bars for 1600-1990 [8]

Their projections, shown in Fig. 1.12, all agree up to year 2000 by design. The param-
eters had been chosen so that the twentieth century data were correctly predicted by
the models from the data from the century before that data. This is how the models
are calibrated. The models can predict the future as long as the parameters do not
change. Nonetheless, different models give different results for the future, and there
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Fig. 1.11 Temperature variations from 1850 to the present as averaged over the northern and
southern hemispheres and over the whole globe [9]

is a large range of uncertainty. The lowest curve in Fig. 1.12 is what would happen if
the GHG level were held constant at the 2,000 levels with no further emissions. The
temperature will not go down because the CO, in the atmosphere stays there for
hundreds of years. The three models shown predict a temperature rise of 1.8-3.6°C
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Fig. 1.12 Predictions of temperature increase by various climate models [6]

by the year 2100. The 2007 IPCC report [6] gives the results of six scenarios ranging
from optimistic to pessimistic. The most optimistic scenario predicts a temperature
rise of 1.1-2.9°C in the next 100 years, and the most pessimistic one is a rise of
2.4-6.4°C. The range given for each model represents the 66% probability level.

I have chosen graphs which give an idea of the uncertainties in both the data and
the models because the IPCC report has been challenged by individual scientists
who have arrived at different conclusions.* Though the ICPP’s Working Group 1
had input from over 600 scientists, only a fraction were involved with any one
problem, and arguments are bound to arise. Nonetheless, it seems clear that GHG
emissions will be harmful to some extent in the future, and these can be suppressed
by replacing fossil fuels with other energy sources. There is no need to argue.

Disasters and Catastrophes

Consequences of a global temperature increase have provided fodder for journalists
always looking for a new angle. We have all read about recent hurricanes, floods,
droughts, and heat waves, as well as the dangers posed to coral, birds, and other
species of wildlife. The connection to global warming is circumstantial and conjec-
tural at best, but the connection with local warming can be established with more
certainty. Some phenomena can be modeled quite successfully; the most certain of
these is sea-level rise.
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Fig. 1.13 Sea level relative to 1975, with the latest data taken by satellites. The error bars show
the 90% confidence level [6]

Sea level has been rising at the rate of 3 mm (1/8 in.) per year, which would
amount to an inch in eight years, or about foot a century even if the rate does not
increase. Low-lying places like the Netherlands, Indonesia, and Bangladesh would
be the first to feel the loss of hundreds of square miles of land area. There is some
evidence that the rise seen in Fig. 1.13 has accelerated since the onset of industri-
alization. Most of this can be attributed to global warming.

The three main causes are thermal expansion of water as it is heated, the melting
of glaciers that have slid into the sea, and the melting of ice sheets on land. The
contributions from each of these sources are shown in Fig. 1.14. The bottom part of
each column is the sea-rise rate averaged over the past 42 years, while the recent
average is given by the total height of the column. The rate-of-rise scale is in mil-
limeters per year (mm/year). The four columns add up to the 3 mm (1/8 in.) figure
quoted above. In each case, it is clear that the rate of rise has accelerated. The
breakdown into the four effects required computer modeling, since the water from
melting glaciers, for instance, cannot be measured directly. However, the sum of the
calculated effects can be shown to agree quite closely with the sea-level rise actu-
ally measured. This gives us confidence in the accuracy of modeling procedures.

Icebergs that are already floating will not change sea level as they melt because
the part that is underwater (85-90% of the iceberg, depending on the temperature
and salinity of the seawater) occupies exactly the volume that the iceberg will fill
when it melts.> Glaciers, ice caps, and ice sheets that are on land, however, are a
different story. As land ice melts, it not only adds water to the oceans, but it also
wets the ground under glaciers, making them slide into the ocean faster. Glaciers
are melting at the rate of two cubic miles per week,’ and the shrinking of glaciers
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Fig. 1.14 Contributions to sea-level rise by glaciers, thermal expansion, and ice sheets in
Antarctica and Greenland. The lower part of each column is the 42-year average rate; the most
recent 10-year average is the height of the entire column. Data from Intergovernmental Panel on
Climate Change [6]

over the past decade can be seen in many photographs. This is direct evidence of rising
temperatures, but the unseen feedback effect is more treacherous. Ice has a high
albedo, reflecting sunlight efficiently. As it melts, ground is uncovered, and this
absorbs more sunlight, causing higher temperatures. As permafrost in Greenland is
defrosted, exposed vegetation can rot, giving off CO, and methane. Although the
total forcing from albedo change is negative, as seen in Fig. 1.3, it is the local heat-
ing where ice cover is disappearing that causes the runaway effect.

Permanent ice covers only 10% of land surface and 7% of oceans, which is why
the catastrophic changes in glaciers that we can see is not the main cause of sea-
level rise. As seen in Fig. 1.14, the main effect is simply the expansion of water
when it is warmed. Not all consequences of ice melt are negative. Ice over the North
Pole is definitely getting thinner, as directly measured by submarines there.” The
long sought-after Northwest Passage is becoming a reality. Trees growing on newly
exposed ground can absorb CO,. The negative aspects, however, are dominant. If
all the snow and ice on Greenland and Antarctica were to melt, the sea level would
rise by 7 and 57 m, respectively [6]. This has happened in geologic eras, and the
earth has undergone hot and cold periods before, even in human history; but what
is new here is that it is happening extremely fast, before mankind can slowly adapt
to the changes as it did previously.
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The Gulf Stream

The melting of arctic ice injects fresh water into the north Atlantic, possibly
disrupting the warm ocean currents that make Europe comfortably habitable.
Although this is unlikely, the consequences are so unsettling that this subject has
drawn undeserved attention. London is at the same latitude as Calgary, Canada;
and Rome is in line with Boston, Massachusetts. Tromsg, Norway, is 250 miles
north of the Arctic Circle; yet its harbor never freezes over. That is why most
polar expeditions start there. Technically known as the Atlantic Meridional
Overturning Circulation (or MOC), the Gulf Stream picks up heat from the
Atlantic Subtropical Gyre and carries it to the Subpolar Gyre. These gyres, or
circulating currents thousands of miles across, are driven by winds above the
water. Figure 1.15 shows the system of ocean currents over the whole earth. In
the north Atlantic, water warmed in the Caribbean flows along the shore of the
USA up to Cape Hatteras, and then breaks off eastward toward Iceland and
England.® When it reaches high latitudes, the seawater cools, becomes denser,
and sinks to lower depths. The cooled, salty water then flows back to the south
underneath the warm water. Fresh water from ice melting from Greenland, how-
ever, is lighter than saltwater and stays on top, opposing the northward flow of
the Gulf Stream.

Computer models vary greatly on what will happen. The latest results vary from
almost 50% slowing of the MOC to no slowing from anthropogenic causes. The

Fig. 1.15 The Great ocean conveyor belt (reprinted with permission from Intergovernmental
Panel on Climate Change [3])
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problem is complicated by two other known effects, the Atlantic Multidecadal
Oscillation and the North Atlantic Oscillation, which can, respectively, accelerate
or delay the MOC slowing by a few decades. Furthermore, it depends on where the
temperature rise is greater. Both the injection of fresh water from the north and
greenhouse warming of the North slow down the MOC, while warming in the South
will enhance it. The 2007 IPCC report concludes that there is a greater than 90%
probability that there will be some decrease of the MOC in the next 100 years, but
no simulations predict that the MOC will completely stop. There has been no con-
clusive evidence of changes so far.

The One-Degree Effect

The earth’s average temperature has risen 0.74°C (1.3°F) in the last century, with
most of this rise, 0.55°C (1.0°F), occurring after the 1970s. Since our local tem-
perature varies by many tens of degrees between day and night and between sum-
mer and winter, how can a one-degree change have the dire consequences attributed
to it? The one-degree change is only an average over the whole globe and over a
whole year. Any particular place can have swings of temperature much larger than
this which are compensated by opposite swings at other places. As will be dis-
cussed below, there is evidence that extreme weather events like droughts and
floods are occurring more frequently, and these can cause disasters like wildfires,
though the causal relation cannot be proven.

In some instances, the effect of even one degree is clear. Much of the perma-
frost in Greenland is near the melting point. A one-degree warming can cause it
to unfreeze, allowing plants to grow. These, in turn, absorb much more sunlight
than ice does, triggering accelerated warming by positive feedback. The loss of
ice and snow where the temperature is near 0°C has affected the lives of polar
bears and their prey, the monk seals. The permafrost under the Arctic Ocean has
trapped methane from decaying vegetation ages ago. Bubbles of this gas, with 26
times the warming potential of CO,, have recently been observed to come out in
increasing amounts, though the connection with global warming has not yet been
established. On land, the pernicious effects are more subtle but have already been
observed. The tree line on mountains has moved upwards. Birds have found their
usual food sources diminished during nesting season. Spring seems to arrive ear-
lier. Annual migrations of birds and butterflies are sensitive to small changes in
the timing and location of their food sources. Examples of quantitative data are
given in Box 1.1.

But are mankind’s activities the cause of these changes? Figure 1.11 showed the
temperature rise over both land and ocean. The change in air temperature over land
is shown more clearly in Fig. 1.16. We see that there was a warming trend from
1890 to 1940, a change of about 0.5°C which was probably due to natural causes.
This was followed by a period of global cooling. Wildlife has in the past adapted to
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Fig. 1.16 The data on land air temperature since 1850 [6]

such changes. It is natural for some species to become extinct occasionally, just as
the dinosaurs became extinct. What is new is that the current temperature rise is
noticeably faster and can be related to the emission of GHGs. It is not so much the
one-degree (°F) change of the past but the six-degree (°F) change predicted for the
next century (Fig. 1.12) that is worrisome. Natural evolution is being driven at an
increasing rate by mankind with unknown consequences unless CO, emissions can
be controlled.

Floods and Droughts

When we talk about rainfall, global averages are of no use; rain and snow occur
locally. This can be seen in Fig. 1.17, which shows how precipitation varies from
region to region. What global warming does is to increase the occurrence of
extremes: severe floods or severe droughts. It is hard to see the long-term trend
because of large periodic weather events such as the El Nifio Southern Oscillation
(ENSO) or the less well-known North Atlantic Oscillation (NAO), which is a
modulation of the westerly winds into Europe. Nonetheless, the IPCC 2007 report
states that the wet-dry differences (the color depth in Fig. 1.17) have been increas-
ing from 1900 to 2002.°
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Fig.1.17 Reddish regions have gotten much drier since 1900, and bluish regions much wetter [6].
PDSI stands for the Palmer Drought Severity Index

Box 1.1 Effect of Temperature Rise on Birds and Flowers

The Audubon bird count has been going on for 109 years, and there are 35
million bird records in the database. A 2008 study by California Audubon
[12] analyzed the shifts in ranges of 312 species in the last 40 years as the
January temperatures rose by 2.5°C (4.5°F). For most species, the shift is
northward toward cooler climates and can be over 400 miles. A few examples
are shown in Fig. 1.18.

The range over which birds can find sufficient food and nesting sites can be
shortened by their geographic displacement (Fig. 1.19). This can be computed
using scenarios which assume different rates of anthropogenic carbon emissions
and different degrees of mitigation. Consequently, for some birds such as the
California gnatcatcher, the predictions can vary widely from model to model.

The migration of birds is also affected by higher temperatures as their nesting
period and food sources occur earlier in the spring. Jenni and Kéry [13] have
studied the time of migration through Western Europe of 65 species in a 43-year
period. Long-distance migrants migrate sooner, but short-distance migrants and
multiple-brood birds may delay or not change their migration times.

Flowers also have been blooming earlier as temperatures rise. Using
Henry David Thoreau’s notes on flowering dates in the 1850s and comparing
with his own measurements in Massachusetts, Primack [14]'° has been able
to show that the mean flowering date for 43 species has moved up seven days,
while the May temperatures increased by 2.9°F (1.6°C) between 1855 and
2006. Some plants were found to bloom 20-30 days earlier.

(continued)
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Box 1.1 (continued)

Northward shift

American black duck

Ring-necked duck

Red-breasted
merganser
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Pine siskin

Purple finch

Fig. 1.18 Northward movement of the ranges of representative bird species [12]

Predicted range loss

California
gnatcatcher 7

Yellow-footed gull

Fig. 1.19 Shortening of bird ranges (in percent) as predicted by computer simulations
using scenarios such as those in Fig. 1.12. The blue and red bars show the minimum and
maximum range loss percentages forecast by different climate model [12]
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The underlying physics involves the fact that warmer air holds more moisture:
7% more for every degree Celsius rise in temperature. In places where it rains, the
larger moisture content in the atmosphere makes it rain harder. At the same time,
evaporation is a cooling process, so the transfer of surface moisture into the air
tends to cool the surface. Where it does not rain, this cooling effect does not occur,
and the land gets hotter and drier. This raises the possibility of heat waves and forest
fires, the latter injecting more CO, into the air. This is conjectural, but there is an
immediate impact of global warming on drought which comes from timing. Earlier
summers mean that the snowpack on mountains melts sooner, releasing water
before it is needed and causing reservoirs to overflow. The loss of water means
drought in the summer.

Effect on Oceans

The oceans are a vast reservoir of CO,, taking up about two billion tons a year. The
rate of this uptake is slowing down, although the yearly amount is increasing sim-
ply because there is more and more CO, in the atmosphere. From 1750 to 1994,
42% of CO, released went into the sea; but from 1980 to 2005 this figure decreased
to 37% as a result of the extra CO, that we are producing. Carbon dioxide is the gas
that bubbles out of soda pop and forms a weak acid when dissolved. The oceans
can absorb much more CO, than by simply dissolving it, however. That gas reacts
with H,O to form positive hydrogen ions (H*) and negative carbonate (CO32‘) and,
mainly, bicarbonate (HCO,") ions in a “buffering” process. This increases the
uptake of CO, by almost an order of magnitude. The possible increase is quantified
by the so-called Revelle buffer factor, which depends on the partial pressure of CO,
at the ocean surface. That is, the more CO, that is pushing back into the atmosphere,
the less CO, the ocean can absorb out of the air. It takes about a year for these pres-
sures to equalize, and it takes thousands of years for carbon in different forms to
circulate in the ocean. The CO,*~ ion can also combine with calcium to form cal-
cium carbonate (CaCQO,), the material of coral and some shells. These solids sink
into deeper water and stay there for millions of years. If we were to stop producing
CO,, it would take 4-10 thousand years for the ocean’s partial pressure of CO, to
get back to normal.

The buffering effect injects much more H* ions into the ocean than would be
created by dissolving CO, into carbonic acid, and this makes the ocean much more
acidic. The ocean is naturally mildly alkaline, with a pH value of 7.9-8.3, and
anthropogenic CO, has decreased it by 0.1 since 1750. This does not sound like a
lot, but the number of H* ions has increased by 30%. Furthermore, computer models
predict a decrease between 0.14 and 0.35 in the 21st century. Acid dissolves car-
bonate matter such as coral and shells of sea animals, and it can slow or prevent
their creation. We have all read about dead or dying coral reefs, though the relation
to global warming is conjectural. Phytoplankton, at the bottom of the food chain,
absorb almost as much CO, as plants on land," and they are consumed by larger
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organisms which are the food source of all fishes and whales. Most crustaceans such
as krill have chitin rather than carbonate shells, but those that are carbonate-based
would suffer from increased acidity. The entire food chain can be upset by acidifi-
cation of the oceans. However, there is so far no scientific evidence that this is
happening. The 2007 IPCC report states that the effect of increased acidity on
marine organisms is poorly known.

Weather Extremes

Hurricane Katrina leveled New Orleans in 2005 and is most often cited as an
example of the effects of global warming. The hurricane season in 2005 had the
largest number of hurricanes, and the strongest ones, on record. It is of course not
possible to ascribe any single local event, or even a season of events, to a slowly
changing general condition. It takes a concatenation of unusual local conditions to
produce extreme weather. More far-fetched is the linking of the 2009 wildfires in
Australia to global warming.'” Yes, the tinder may have been dry, but there have
been droughts before, such as that in Southeast Asia in 1998-2003, that in Australia
in 2002-2003, and that in Western North America in 1999-2004. Other events
named in connection with global warming are the floods in Europe in 2002 and the
heat wave there in 2003. Eleven of the 12 warmest years have occurred in the past
12 years. The opposite extremes are never mentioned. The winter of 1962-1963 in
Europe was so cold that the Seine froze, and oil deliveries could not reach Paris.
The European winter of 2008—2009 was the coldest in 20 years. Does global warm-
ing really cause heat waves, cold spells, floods, droughts, fires, and storms?

Fortunately, extreme weather events can, and have been, documented statisti-
cally. In many regions of the earth, good temperature and rainfall records have been
kept and published. Alexander et al. [15] have compiled these data and produced
graphs from which trends can be seen. For example, Fig. 1.20 shows maps and
graphs of the occurrence of temperature extremes. The figure requires some expla-
nation. At the upper left, the graph below the map in panel (a) shows, for the period
1951-2003, the number of days per year when the night temperature was very cold,
when compared with the average number of such days in the period near the center
of the graph. We see that the number of cold nights has been decreasing recently.
The map above the graph shows where these cold nights occur, averaged over the
entire period, with blue showing a lesser number of cold night and red a greater
number. By contrast, we can look at the number of warm nights in panel (c) at the
bottom left. We see that the number of very warm nights has increased a lot
recently. The map shows, for instance, that western Africa and Latin America have
suffered from this the most. In panels (b) and (d), the number of unusually cold and
unusually hot days is shown. These show the same trend as the nights, but not as
strongly. Remember that these data are not about the general warming trend but are
about the occurrence of extreme hot and cold spells. These show a trend toward
fewer cold spells and more hot spells as we move into the 21st century.
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Fig. 1.20 Nights (a) and days (b) per year colder than the 10th percentile, and nights (¢) and days
(d) per year warmer than the 90th percentile, from 1951 to 2003. The maps above the graphs show
the distribution of these extremes over the globe for the entire period. The heavy lines show the
regions where the data are particularly accurate [6]

The shift of cold and hot spells can be seen more clearly in the bell-shaped
probability curves in Fig. 1.21. The blue curves are for the 1950s—1970s, and the
red curves for the recent period. The horizontal axis is the number of days per year
that have the probability corresponding to the height of the curve. Thus, the peak
of the blue curve in panel (a) says that there was a probability of 0.12 (12%) that
there were 11 unusually cold nights in any year in that period. The plots (a) and (c)
of Fig. 1.21 show the red curves to the left of the blue ones, meaning that there are
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Fig. 1.21 Bell-shaped curves showing the probability of having the number of days per year
(plotted on the horizontal axis) with unusually cold nights (a), warm nights (b), cold days (c), and
warm days (d) [6]. The blue curves are for 1951-1978, and the red curves are for 1979-2003 [15]

3 T T T T T
Global Annual Anomalies

ETTITTET] CTTTTIN] IRTRTATe CRRRRCTNL NRTRINET,

o
||u|1|||||||||||||u1I|||||||||||HIT'IE||H|||||

1950 1960 1970 1980 1990 2000

Fig. 1.22 Change in percentage contribution to annual rainfall from very wet days (95th percentile),
with O representing 22.5%, which is the average percentage in the period at the center of the
graph [15]

now fewer cold spells; and the plots (b) and (d), with the red curves shifted to the
right, show that there are more hot spells in recent years.

The occurrences of unusually heavy rainfall have also been recorded. These
extremes are shown in Fig. 1.22. Though there is considerable variation from year
to year, a trend toward more rain falling in big storms since 1990 can be seen.
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Hurricanes and Typhoons

Extreme events like hurricanes cannot be predicted, and even the statistics are
less certain because it is hard to define what constitutes a hurricane, a cyclone, or
a typhoon. A useful definition is ACE (accumulated cyclone energy), an index
which takes into account both the wind velocities and how long they persevere.
The ACE value can be used to tell what is a hurricane and what is just a bad
storm. Statistics are gathered for each region and year. Perhaps the most interest-
ing are the data for the Atlantic region. In the 1970-1994 period, there were
on average 8.6 tropical storms, 5 hurricanes, and 1.5 major hurricanes; and their
average ACE value was only 70% of normal. By contrast, the period 1995-2004
had 13.6 tropical storms, 7.8 hurricanes, and 3.8 major hurricanes, with an aver-
age ACE value 159% of normal [6]. In fact, only two years in that period, 1997
and 2002, had fewer hurricanes than normal, and those were El Nifo years. It is
well known that El Nifio produces more severe storms in the Pacific but the oppo-
site in the Atlantic.

Although these statistics show an increase in destructive storms, no direct
cause-and-effect relation with global warming can be proved. Nonetheless, there
are physical reasons why hurricanes arise, and these are being used in attempts to
model hurricanes. When the sea surface temperature rises, more moisture is
evaporated into the atmosphere. The water vapor has a greenhouse effect that
increases the temperature further. The heated air rises, creating an upward flow of
air. When the temperature reaches 26°C (79°F) locally, the air current is strong
enough to create a hurricane. Whether this happens or not depends on the wind
shear in the atmosphere. If the cross-winds are weak, the upward air currents
become very strong in one place, seeded by some random fluctuation there. By
Bernoulli’s Law, a flowing fluid has less pressure than one that is not moving. This
is the same effect that causes a baseball to curve if given a spin such that the air
flows on opposite sides of the ball are not equal. The incipient hurricane then has
less pressure, and air flows into the column from all sides. The Coriolis force then
causes the column to spin and develop into a cyclonic vortex. We described the
Coriolis force briefly in Footnote 8. How this force causes winds and spins is
interesting and often misunderstood, so we have added a detailed explanation in
Box 1.2.

Tropical storms have a cooling effect on surface temperature. Evaporation of
seawater cools the surface just as the evaporation of sweat cools our skin.
Eventually, the moisture in the atmosphere condenses into rain, reversing the
process and carrying the heat back into the ocean; and there is no net cooling.
Storms, however, stir up the atmosphere so that this heat is carried up to higher
altitudes, where it can be radiated into space before it comes back to earth. This
may be a way for nature to stabilize the ocean’s temperature. Lightning-lit forest
fires renew our forests by burning the undergrowth and allowing new trees to grow.
Hurricanes and forest fires may be natural mechanisms that stabilize the present
conditions on the planet. Both are catastrophic for mankind, but humans are only a
minuscule part of life on earth.
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Box 1.2 Why Do Northern Hurricanes Rotate Counter-Clockwise?

Hurricanes have been observed to rotate clockwise in the Southern Hemisphere
and counter-clockwise in the Northern Hemisphere, and this has been attributed
to the Coriolis force, illustrated in Fig. 1.23. The earth is shown rotating from
west to east, causing the sun to rise in the east and set in the west. Several latitude
lines are shown. Since these circles are smaller at higher latitudes, the ground
speed of the rotation is highest at the equator and diminishes as one moves toward
the poles. The atmosphere is dragged by the ground, and therefore the air has
a different speed at each latitude, as shown by the lengths of the orange arrows
at the left. Nothing happens until the air masses move north—south. Looking
at the northern hemisphere in the left diagram, we see that if the air mass at the
equator, say, moves northward from A to B, the large velocity of the air at A is
brought into a region where the normal velocity is smaller. This motion is indi-
cated by the wiggly blue arrows. The difference between the velocities is shown
by the thick blue arrow. The people at latitude B, therefore, feel a wind blowing
from west to east. The same happens in the Southern Hemisphere if the air moves
south out of the tropics. Now suppose the air flow is toward the tropics, south-
ward in the north and northward in the south. This is shown in the right diagram.
Then the air masses move into regions where the normal velocity is larger. This
slowing down of the normal speed appears as a wind going in the opposite
direction, namely westward. This is shown by the thick blue arrows in the right
diagram. The Coriolis force is the imaginary force that causes that wind.
Whether air moves north or south depends on other conditions, such as
temperature or barometric pressure differences at different latitudes. It turns
out that for latitudes between 30° and 60° N the motion is northward, as at B,

Fig. 1.23 Tllustration of Coriolis force causing westerly (left) and easterly (right) winds

(continued)
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Box 1.2 (continued)

giving rise to the Westerlies. These are the winds that cause the flight from
New York (41° N) to Los Angeles to be an hour longer than the return trip. At
lower latitudes, the N—S motion is foward the equator, driving an Easterly.
These are the “trade winds” giving the Hawaiian Islands (21° N) their cool.

Now we finally come to hurricanes. The center of a hurricane is a low-
pressure area, so air rushes inward. The air mass therefore moves in opposite
directions on opposite sides of the eye. This is shown in Fig. 1.24. If this is in
the Northern Hemisphere, the Coriolis force pushes the N-S flow toward the
west, as shown by the thick blue arrows on the right side of Fig. 1.23. The S-N
flow is pushed to the east, as in the left diagram of Fig. 1.23. The E and W
flows, of course, do not have a Coriolis effect. The result is that the hurricane
rotates counter-clockwise. A hurricane in the Southern Hemisphere would
have the arrows reversed, thus causing hurricanes to rotate clockwise.

Is the Coriolis force large enough to do this? A typical hurricane has a
diameter of about 500 km (300 miles). If it is located at a latitude of 20°, the
difference in the earth’s rotation speed between the north and south edges of
the hurricane turns out to be about 25 km (28 miles) per hour. This is prob-
ably enough to start the rotation, which picks up speed as the hurricane
grows. No, the direction of the swirl in a bathtub drain does not depend on
hemisphere! A bathtub drain is 25 million times smaller than a hurricane!

All explanations of the Coriolis force assume a spinning object. How do
we know the earth is rotating? If we look “down” to the earth from a synchro-
nous satellite, it just sits there; nothing is moving. There is no friction against
the vacuum of space to tell that the earth is rotating. Relative to what is it
rotating? Actually, it is rotating relative to an inertial frame set by the sun and
stars. We can tell that it is rotating because the centrifugal force is palpable.
It gives a boost to satellites that are launched in the direction of rotation,
which is why so many of them are launched near the equator, and so few have
a polar orbit. If the frame of the earth and synchronous satellite were the only
frame of reference, the satellite would fall directly down to earth.

N

S

Fig. 1.24 The counter-clockwise torque on a northern hurricane
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Slowing the Inevitable

Regardless of the scientific basis of climate change, what can be done about it is
a political and economic problem. What makes money is what will happen, but
this can be influenced to some extent by laws and subsidies enacted by a savvy
government. This well-publicized subject falls outside of the scientific tenor of
this book, and only a brief summary is given here. Since the ways to combat global
warming depend so much on the way of life and the political setup of each country
or community, even the [PCC Working Group 3’s voluminous report [16] on miti-
gation gives few substantive conclusions or recommendations. There is disagree-
ment about the predictions of the IPCC report. Some say that it is too pessimistic,
and we need not over-react to the forecasts; others say that the report is not strong
enough, and we should act faster than we are doing now. In any case, it is known
that the anthropogenic climate change (the only part we can control) is mostly due
to GHG emission, particularly of CO,, and that much of this will persist in the
atmosphere for hundreds of years. We can hope to slow down the increase in
warming potential, but we cannot expect to recover from our profligate habits for
at least half a century.

Mitigation consists of three steps: adaptation, conservation, and invention.
Adaptation means taking immediate steps to protect ourselves from impending
disasters, such as sea-level rise and violent storms. This means building sea-
walls, raising bridge heights, strengthening and raising structures near the
shore, and so forth. Conservation requires no new technologies or expenses,
and many organizations are already promoting this. Lights can be turned off
by infrared or motion detectors when no one is in the room. Electronic equip-
ment can be made to draw no current when off. Gasoline can be saved by
driving slowly, by carpooling, and by bicycling, for instance. Thermostats can
be turned higher in summer and lower in winter. Recycling programs are
already in place to save fossil energy used in mining and refining. Everyone is
familiar with this list, and many books have been written on “green” living.
Along with conservation is efficiency: switching to more energy-efficient
appliances which have already been invented. The change from incandescent
lamps to fluorescent and LED is being widely implemented. Every time an
appliance like a refrigerator has to be replaced, it should be a new, efficient
model. Gas—electric hybrid cars and upcoming plug-in hybrids will cut fossil
fuel usage, but unfortunately their popularity rises and falls with gasoline
prices. The worldwide use of computers has become a large consumer of elec-
tricity from fossil fuels. Energy efficiency of computers are increasing all the
time, but computers cannot be recycled. New computers all have a large fossil
footprint. Houses can be built with better insulation and use of solar energy.
Power plants can greatly increase efficiency by co-generation, in which waste
heat from electricity generation is recaptured for heating and cooling.
Conservation and efficiency are relatively easy to implement, and there is a
public will to do this.
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The third step in mitigation is the invention of new devices, a longer-term
objective. Foremost among these are new ways to generate energy that do not
emit CO,, and these are the subject of Chap.3. Controlled fusion, the topic of
this book, fits into this category of long-term solutions. Shorter-term needs are,
for instance, the invention of better batteries or new chemistries for making
synthetic fuels. Energy storage is a problem both for transportation and for inter-
mittent energy sources such as solar or wind power, and there has so far been no
great breakthrough on batteries. Paradigm-changing inventions may require
going back to basics. Forward thinking in the US Department of Energy’s Office
of Basic Energy Sciences led to a series of ten workshops on Basic Energy
Needs such as electrical energy storage, solar energy utilization, and catalysis
for energy. The resulting Energy Challenges Report New science for a secure
and sustainable energy future summarizes the basic scientific advances needed
in the long term."

The magnitude of the long-term problem — controlling or reversing global
warming in the next 50-100 years — can be seen from the following graphs. We
have seen at the beginning of this chapter that anthropogenic forcing of global
warming comes mainly from the emission of GHGs, of which CO, is the main
culprit. Figure 1.25a shows that the major part of this comes from the burning
of fossil fuels, so that we must either develop new energy sources or find ways
to eliminate the CO, pollution. Figure 1.25b shows the distribution of GHG
emissions from various human activities worldwide. These activities are so var-
ied among different countries that general methods of mitigation cannot be
applied.

From 1970 to 2004, the CO, concentration grew by 80%, and the total GHG
warming potential increased by 70%. About half of this comes from highly
developed nations representing only 20% of the world population. Aggravating
the problem is the growth of both population and production. Figure 1.26
shows predictions of population and gross domestic product (GDP) growth and
calculations in different scenarios, some 400 in all, without intervention by
mitigation techniques. A large divergence of results can be seen, since human
behavior has to be assumed in addition to the physics effects considered in
climate simulations. Pre-2000 computations are shown by the blue shading,
while more recent ones, using different methods, are shown by the lines.
Population growth rate has slowed recently, so that the lines give a more opti-
mistic view. Third-world countries will increase their GDPs rapidly as they
become industrialized. China has already overtaken the USA as the world
leader in CO, emissions.

When mitigation is added to the scenarios, different assumptions have to be
made for each economic sector in each country or region, and even larger diver-
gence of results is produced. To make sense of the mass of data from some 800
different scenarios, the IPCC has grouped them according to the GHG concentra-
tion level or, equivalently, the radiative forcing that each scenario ends up with and
has plotted the range of mean global temperature increase above the preindustrial
level as predicted by all these models. This is shown in Fig. 1.27. Each category
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Fig. 1.25 (a) Major constituents of anthropogenic GHGs; (b) GHG emission by various sectors.
Here, F-gases are the ozone-depleting fluorinated gases [16]

from I to VI lumps together scenarios resulting in an increasing range of GHG
levels, and the curves show the range of temperature rises that the scenarios in that
group predict. The results are also shown in Table 1.1. Here, it is seen that the CO,
level can be made to peak at some time in the next century and then go down. The
larger the CO, level, the later this peak will occur. Category IV has the most sce-
narios; apparently, this is the most anticipated range.
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Fig. 1.26 (a) World population growth up to 2100 as predicted by various scenarios;
(b) Predictions of GDP growth in trillions of 1990 US dollars [16]. Here, SRES stands for the
IPCC Special Repeat on Emission Scenarios (2000). Both are “baseline” scenarios without
mitigation

As complicated as these computations are, they do not tell us how to achieve
the stabilization levels specified. No one method of mitigation will do the trick.
A simple and attractive way to analyze the problem has been given by Socolow and
Pacala [17-19]. They address the intermediate term of the next 50 years, relying on
existing methods of conservation and efficiency enhancement but not counting on
any new inventions which may come later. Since CO, is the dominant GHG, only
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that gas is considered here to simplify the problem. In Fig. 1.28, the wiggly line
shows the data for yearly carbon emissions measured in billions of tons (gigatons)
per year (GtC/year). The dashed line is the current path that we are on, and it will
lead to a tripling of our current level of about eight GtC/year by the end of the
century. The horizontal line is the desired goal of maintaining emissions at the
present level. The yellow triangle between these lines represents, then, the reductions
in emissions that we have to make to achieve this goal. This triangle is enlarged in
Fig. 1.29.

Equilibrium global mean temperature increase
above pre-industrial (°C)

T T T T T T 1
300 400 500 600 700 800 900 1000
GHG concentration stabilization level (ppm CO5 eq)

Fig. 1.27 Range of predictions for global temperature rise according to scenarios sorted into
Groups [-VI according to the GHG concentration level achieved with mitigation methods [16]

Table 1.1 If the target CO, level in column 3 (or the equivalent CO, level of all GHGs in column 4)
is achieved, the year in which the GHG peaks is given in column 5, and the percentage change in
emissions is in column 6 [16]

Additional Peaking year Change in global
radioactive CO, CO,eq for CO, emissions in
forcing concentration concentration emissions 2050 (% of 2000 No. of
Category (W/m?) (ppm) (ppm) (year) estimations) (%) scenarios
I 2.5-3.0 350-400 445-490 2000-2015 -85 to =50 6
1I 3.0-3.5 400-440 490-535 2000-2020 -60 to =30 18
1 3.5-4.0 440-485 535-590 2010-2030 -30to +5 21
v 4.0-5.0 485-570 590-710 2020-2060  +10 to +60 118
\% 5.0-6.0 570-660 710-855 2050-2080  +25to +85 9
VI 6.0-7.5 660-790 855-1130 2060-2090  +90 to +140 5

Total 177
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Fig. 1.28 Socolow—Pacala diagram showing the amount of mitigation (yellow triangle) needed to
keep CO, emissions constant at the present level [17-19]
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Fig. 1.29 Division of the stabilization triangle into wedges, each representing a cut of one billion
tons of carbon emission per year. (Design originated by the Carbon Mitigation Initiative, Princeton
University, and replotted from the data in refs. [17-19])

The triangle can be divided into eight “wedges,” each representing the contribu-
tion of one stratagem to these carbon reductions. Each wedge represents a reduction
of one GtCl/year in carbon emissions. Together, these wedges would hold carbon
emissions to eight GtC/year instead of the 16 GtC/year expected by 2058. Looking at
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this way, the problem is not so overwhelming. Each sector simply needs to focus
on that amount of reduction in its activities. The lines, of course, are not exactly
straight; they have been straightened to simplify the idea and make it understand-
able to all. In fact, the idea is now so simple that the authors have made it into a
game that can be played in the classroom, with each student or group of students
responsible for finding out how to achieve the goal in one sector. There are numer-
ous ways to make a wedge, but these may overlap. For instance, building 700 fewer
coal plants in the next 50 years is one wedge, and so is building 2.5 times more
nuclear plants than exist now; but these are the same wedge if the coal plants are
replaced by nuclear plants. The wedges in Fig. 1.29 are a few examples chosen so
as not to overlap.

From top to bottom: one wedge can be gained if cars averaged 60 miles per gal-
lon (3.9 liters/100 km) instead of 30 mpg (7.8 liters/100 km). Hybrid technology
already exists for this. Driving 5,000 miles per year instead of 10,000 would give
another wedge. Bicycling, ride sharing, and public transportation could achieve
this, but at the expense of personal time. Buildings use 60-70% of all electricity
produced, and much of this is unnecessary. Cutting this in half can yield two
wedges. Requiring 800 coal plants to sequester their CO, output would yield one
wedge. Building more renewable energy sources such as wind and solar could give
one wedge without inventing new technologies. Replacing coal plants by nuclear
plants up to 2.5 times their current number would yield one wedge. Cutting in half
the area of forests destroyed per year yields one wedge. With so many ways to
tackle the problem, this way of dissecting it makes the problem not as mind-bog-
gling as it first seems. It is easier to evolve a strategy. Holding the line is achievable
with effort and government incentives. As under-developed countries increase their
use of electricity and fuels for cooking, the number of wedges needed will increase,
but only by one-fifth of a wedge [17-19].

You may wonder how billions of tons of carbon can get into the air when it goes
up as CO,, which is just a gas weighing no more than the bubbles coming out of a
carbonized beverage. Box 1.3 explains how.

Most nations have taken action to do their share in reducing its carbon emis-
sions. With Chancellor Angela Merkel (a physicist) at the helm, Germany leads
the way, and other nations have followed. It is the largest market for solar cells
and is the third largest producer, behind China and Japan. A feed-in tariff of
about 0.5 euro per kilowatt-hour is paid for electricity fed back into the grid.
Germany is also a major user of wind power. Its renewable energy sources pro-
duce 14.2% of its power, compared with the European Unions’ target of 12.5%
by 2010." The program is funded by adding 1 euro to monthly electric bills, and
the worry is that this will increase with the rapid growth of solar energy deploy-
ment. Tony Blair has set emissions goals of a 50% cut by 2050 for the UK. In
the USA, California leads the way under Governor Arnold Schwarzenegger,
who has introduced ambitious legislation to reduce CO, emissions to 1990 levels
by 2020 and to 80% below 1990 levels by 2050. The USA, however, has a history
of dragging its feet on energy and environment issues since it has more fossil
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Box 1.3 How Can CO, Weigh So Much?

Here, we are talking about billions of tons of CO,, a gas as light as the air we
breathe. Can our cars and factories actually emit that much weight in a gas?
Indeed they can, and here is how. First, a billion is such a large number that
it is hard to visualize even though we know that it is a thousand million in the
USA and a million million in the UK [A gigafon (Gt) is a US billion.] So let
us bring it down to something more palpable. There are about a billion cars
in the world, so each car emits about a ton of pollutants a year, or almost the
car’s own weight, on average. That is still an unbelievable amount.

The weight of gasoline is mostly in carbon, since gasoline molecules are
hydrocarbons with a ratio of about two hydrogen atoms (atomic weight 1) to
one carbon atom (atomic weight 12). So 12/14th of the weight of gasoline is
the weight of the carbon in it. Gasoline is lighter than water; one liter of it
weighs 0.74 kg, compared with the standard weight of 1 kg per liter of water.
Of the 0.74 kg, 0.63 kg (six-seventh of it) is carbon. How much does a tank-
ful of gasoline weigh? Say it takes 45 liters (12 gallons) to refill a tank. The
weight of a tankful is then about 45x0.74=33 kg (73 Ibs), containing
45x%x0.63=28 kg of carbon. When the gasoline is burned, the carbon and
hydrogen combine with oxygen from the air to form CO, and H,O, respec-
tively. Since oxygen’s atomic weight is 16, a molecule of CO, has atomic
weight 12+(2)(16)=44, and the weight of the carbon is multiplied by
44/12=3.7 by picking up O, from the air! So when a whole tankful of gaso-
line is burned, it emits 28x3.7=104 kg (228 lbs) of CO, into the air.
Suppose a car refuels once every two weeks or 26 times a year, its CO, emis-
sion is then 26 x 104=2,700 kg of CO,. This is 2.7 metric tons per year or
about 3 US tons! The carbon footprint of driving is even larger, since it takes
a lot of fossil energy to make the gasoline in the first place.

The discussion about wedges used units of gigatons of carbon, not CO,,
per year. To get back to carbon, we have to divide by 3.7, so our example car
can emit 2.7/3.7=0.73 tons or almost a ton of carbon a year. If we increase
miles per gallon by a factor of 2, we would save 0.5 ton per year per car or
0.5 GtCl/year for one billion cars. By 2059, we expect to have two billion cars
and that doubles the savings back to one GtC/year. Hence the top wedge in
Fig. 1.29. While we are merrily driving along the highway, the car is spewing
out this odorless, colorless gas in great quantities the whole time!

reserves than most countries outside OPEC. The USA did not sign the Kyoto
Protocol because it would have cost too much. The 2008 climate-change strate-
gic plan by the Department of Energy called for $3 billion in energy research,
which is the same amount as in 1968 in adjusted dollars. Under the Bush
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administration, the USA failed to live up to its commitment to ITER for two
years. ITER is the international project to develop fusion power and is described
in Chap. 8. President Obama has appointed Steve Chu as Secretary of Energy
and John Holdren (formerly a plasma physicist) as Science Adviser. This admin-
istration has already taken steps to move forward aggressively in protecting the
environment. For instance, $777 million has been allocated to establish 46
Energy Frontier Research Centers in US universities and laboratories, and a new
ARPA-Energy program has been started in the Advanced Research Projects
Agency to stimulate new ideas for energy efficiency and curbing of carbon
emissions.

The first step that is usually taken for economic reasons is to install a Cap and
Trade system, in which companies with large carbon emissions can buy credits
from other companies that have emissions below the legislated level. This does not
directly reduce overall emissions unless low-carbon companies are new ones using
clean energy. Coal plants will find it cheaper to buy carbon credits than to install
equipment to capture and sequester their CO,. A carbon tax would be about $100—-
$200 per ton of carbon emitted, equivalent to $60 per ton of coal burned or $0.25
per gallon of gasoline [17-19]. Perhaps in anticipation of this tax, which will raise
electricity bills, it is encouraging that large companies like Walmart and Google
have installed solar panels on their roofs.

Enlightened legislation has succeeded in protecting the environment in the past:
CFCs have been eliminated to cure the ozone-hole problem, and lead has been taken
out of gasoline, paints, and plumbing. We can succeed again with global warming.

Legislation is also necessary because mitigation involves entire communities,
not just individuals. “Greener than thou” is not the right attitude. Here is an example.
There was a television program showing the construction of a “green” skyscraper
in New York. It was noted that the high building intercepts 40 times as much sun-
light as would normally fall on that area. By using partially reflecting windows, the
heat load on the building could be reduced, with substantial savings in the energy
required for air conditioning. Erecting a building, however, does not change the
amount of heat that the sun deposits on each square meter of the earth. What hap-
pens is that the building throws a shadow, thus cooling the buildings behind it.
This benefit accrues regardless of window design. Reflecting windows would heat
the buildings in front, thus increasing their air-conditioning energy. Thus, whether
total energy is saved or not depends on the energy efficiency of the neighbors’
equipment. Market-driven savings are necessarily selfish, and one has to be wary
of such profits.

This discussion of mitigation is about the near term of the next 50 years. In the
latter half of the twenty-first century, the world will be quite different. New tech-
nologies will exist that we cannot imagine now. We went from the Wright brothers
to the Boeing 747 in only 67 years.

In 2050, the remaining supplies of oil and gas will be prohibitively expensive.
Local power by solar and wind will be commonplace. Coal and nuclear will supply
base power in spite of the problem of storing their wastes and the cost of mining.
Controlled fusion, which has neither problem, will be coming online as the primary
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power source. Much of the expense of developing and commercializing new energy
technologies can be spared if we finish the development of fusion sooner.

Notes

03N W

10.

11.
12.
13.
14.

. Subsequent letters and rebuttals published in this journal and in APS News showed that a

number of physicists believed that variations in solar radiation could have caused the earth’s
temperature rise. Their proposal to mitigate the American Physical Society’s strong statement
that climate change is caused by humans was overwhelmingly rejected by the Society.

. http://www.ipcc.ch or just google IPCC AR4.
. Note that this is not the half-life of CO, concentration in the atmosphere, which is 30 years.

CO, molecules go in and out of the ocean, and four years is the recycling time. Courtesy of
R.F. Chen, University of Massachusetts, Boston, who read this chapter critically.

. For instance, Hegerl et al. [10], countered by Schneider [11]. Also, Scafetta and West [4] who

elicited seven letters to the editor in Physics Today, October 2008, p. 10ff.

. Not exactly, since fresh water is about 2.5% less dense than seawater.

. National Geographic News, December 5, 2002.

. A. Gore, An Inconvenient Truth, DVD (Paramount Home Entertainment, 2007).

. The eastward motion is the result of what physicists call the Coriolis force. The earth rotates

west to east (making the sun move east to west daily), and the air picks up the large “ground
speed” near the equator. As the air moves northward, it goes into a region of lower ground
speed and moves faster eastward than the ground does.

. What this IPCC graph (FAQ 3.2, Fig. 1.1) means in detail is too complicated to explain and

is shown here only to illustrate the large local variations in rainfall data.

An impressive graph of the changes in several species appeared in Audubon Magazine,
March/April 2009, p. 18.

The Ocean Conservancy newsletters, Spring 2008 and Winter 2009.

National Geographic Video Program, Six Degrees Could Change the World (2009).
http://www.sc.doe.gov/bes/reports/list.html.

New York Times, May 16, 2008.
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Chapter 2
The Future of Energy I: Fossil Fuels

There are three different types of power: backbone power, green power, and mobile
power. Backbone power is the primary energy source that is always there when
we need it. Green power comes from renewable energy sources which do not pollute.
Mobile power drives our cars, planes, and other vehicles and has the special
requirement of transportability. We will discuss each of these in turn.

Backbone Power

Only 40% of the world’s energy use is in the form of electricity; the rest is used for
heating and manufacturing. But it is the electric power that governs our way of life
in developed countries. During a hot summer day, you have probably experienced
a rolling blackout. Night falls and you light a candle. So far so good, and it might
even be romantic; but it is too dim to read by. You turn on the radio to find out what
the problem is. It does not work. You want to watch TV or play a disk, but those do
not work either. You try to call your neighbor to talk about it, but the phone does
not work either. Now, where is that phone that connects directly without a power
brick? Well, I have all this time to surf the web, you think. The computer is dead as
a door nail, and so is the modem. A cup of hot tea would calm your nerves, but...
oops! The stove is electric, and so is the hot water heater. Maybe we can take a drive
in the moonlight until the power comes back on. But the garage door would not
open. There is nothing to do. During the 10-h New York blackout in 1965, people
did what came naturally; and the maternity hospitals were jammed nine months
later...or so it was reported. This story has been debunked since then.

Heating of homes uses mostly oil and gas, but reliable electric power is still needed
in a pinch. Mrs. Johnson, a widow, lives alone in her house in suburbia. The snow is so
deep that oil trucks have difficulty in making deliveries. The electricity goes out when
a large generator goes down in the public utility. A fierce storm rages outside, and there
is no sun. The gusting wind does not provide enough wind power to make up for the

“Numbers in superscripts indicate Notes and square brackets [] indicate References at the end of
this chapter.
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shortfall. The inside temperature falls to below zero. Mrs. Johnson has an electric
heater, but there is no power. She cannot cook without electricity. After two days, she
unfreezes a can of soup by lying next to it in bed. On the third day, she looks at a picture
of her grandchildren on her nightstand and wonders if she will ever see them again.
Then, on the fourth day, the power goes back on. Yes, she will see them again. Thank
goodness for backbone power! This is a dramatization, but loss of backbone power can
have deadly consequences. Fortunately, most hospitals have emergency power systems
that run on fossil fuels. This is one use of fossil fuels that is defensible.

Renewable energy sources are absolutely necessary for limiting greenhouse
gases, but the ones that most people know about — wind, solar, and hydro — are not
sufficient or dependable enough to be the primary energy source. Great strides are
being made to increase the fractional contribution of these sources, but they can
only supplement the primary source. That is because we cannot store energy from
intermittent sources or transport that energy from where it is produced to where it
is needed. Backbone power has got to be available at all times. This means that
reserve generating capacity has to be built to supply power when all else fails.
Backbone power keeps people alive and functional in their normal activities. Green
energy can save on fuel cost, but not on capital costs, because backbone power
plants still have to be built to supply the necessary standby capacity. This will be
quantified in the section on wind power. Only three energy sources fulfill the
requirements of backbone power: fossil fuels, fission, and fusion. Of these, only
fusion energy has the prospect of being backbone, green, and safe.

The Energy Deficit

Energy Units

Before we talk about energy, let us be sure we know what it is. If you turn on a
100-W light bulb, it will use up 100 W of energy, right? Not exactly! Watts measure
the rate at which energy is used, which is called power. Energy is something we can
store, and power is how fast we use it up. A toaster takes about 1,000 W, or 1 kW,
of electricity to run. If we turn it on for an hour, it will consume 1 kWh of energy.
A 200-W light bulb left on for 10 h would use up 2,000 Wh, or 2 kWh of energy. On
a more personal note, suppose you ate a 200-calorie hamburger (a small one). That’s
energy which you store. Suppose it takes you 2 h of exercise to burn off that energy,
then you are using up 100 C/h, which is the average power you put out during the
workout. What confuses most people is that the well-known electrical unit, the watt,
is a unit of power, not energy. You have to multiply by time to get energy.

To compound the confusion, articles about the energy crisis do not use the same units
for energy. There are British thermal units (BTUs), terawatt-years, millions of barrels
of oil equivalent (MBOE), megatonnes of coal equivalent, and so forth. In this book,
we convert all the data to metric units; namely, watts and joules and their multiples. The
conversion factors among the most common units are given in Box 2.1.
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Box 2.1 Conversion of Energy Units

Equals this many of these units

One of these units kJ kWh BTU BOE
Kilojoule 1 2.8x10™* 0.95 1.6x 107
Kilowatt-hour 3,600 1 3,412 5.6x10~*
British thermal unit 1.055 2.9x10* 1 1.7x 1077
Barrel of oil equivalent 6.1x10° 1,700 5.8x10° 1

Tonne of oil equivalent 45%x107 1.2x10* 4.3%x107 7.33

Equals this many of these units

One of these units ~ TJ TW-year MBtu Quad MBOE

Terajoule 1 32x10°® 948 9.5%107 1.6x10*

Terawatt-year 3.2x107 1 3.0x 10" 30 5,200

Million British 1.1x1073 3.3x10! 1 1.0x107° 1.7%1077
thermal units

Quad 1.1x10° 0.033 1.0x10° 1 172

Million barrels of 6.1x10° 1.9%x 10+ 5.8x10° 5.8%x107 1
oil equivalent

Million tonnes of 45%x10* 1.4x103 4.3x10’ 0.043 7.33
oil equivalent

The first table shows the basic units, the most familiar of which is the kilowatt-
hour (kWh) used for electrical energy. A joule is the metric unit for energy; but
the joule-per-second, a unit of power called the watt, is better known. A kilowatt
is then 1,000 W or a kilojoule (kJ) per second. Since there are 3,600 s in an hour,
a kilowatt-hour is 3,600 kJ. The BTU, used well before the metric system was
established, is still widely used and is conveniently close to 1 kJ. A tonne is a
metric ton, equal to 1.1 tons. For energies outside the laboratory, industrial
people often use barrels of oil equivalent (BOE), which is obviously imprecise,
since it depends on the kind of oil and how efficiently it is burned; but it has
been defined by the US Internal Revenue Service as 5.8 million kilojoules.

The second table shows the scaled-up units that one has to use to measure
energies on a national or global scale. A terajoule (TJ) is a trillion (10'?) joules
or a billion kilojoules. In scientific notation, the exponent (the superscript
above the “10”) is simply the number of zeroes after the “1.” Here are the
prefixes corresponding to the various multiplication factors:

Thousand: 1,000 (10?), kilo-

Million: 1,000,000 (10°), mega-

Billion: 1,000,000,000 (10°), giga-

Trillion: 1,000,000,000,000 (10'?), tera-
Quadrillion: 1,000,000,000,000,000 (10'5), peta-
Quintillion: 1,000,000,000,000,000,000 (10'), exa-

(continued)
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Box 2.1 (continued)

A terawatt-year is 32 million terajoules, since there are that many seconds in a
year. A large power plant generates about 1 GW of power, and thus a GW-year
of energy per year. A terawatt-year is the annual output of 1,000 power plants.
Since 1 BTU is about 1 kJ, a million BTU (MBtu) is about a billion joules or
about 1 GJ. This size unit is used for partial energies. A Quad is a quadrillion
(10%) BTU or a billion MBtus, a unit appropriate for worldwide production. It
is equal to 172 MBOEs, a unit often used in magazine articles as well as
technical journals. We shall convert all graphs to Quads and MBtu’s here, the
saving grace being that they are close to the modern metric units.

m Qil: 172 m Oil: 13.2

= Coal: 128 = Coal: 23.8

= Gas: 108 mmm Gas: 19.0

2 Hydroelectric: 30 1 Hydroelectric: 2.9
mmm Nuclear electricity: 28 mmm Muclear electricity: 8.2
mmmm Renewables: 6 mmm Renewables: 3.9

Fig. 2.1 Sources of energy consumed in (a) the world' and (b) the USA’. Data are for 2006 and
are in units of Quads per year

Energy Consumption

The consumption of energy in the world and in the USA is shown in Fig. 2.1. For
the world, the total of 472 Quads is dominated by oil, with all fossil fuels accounting
for 79% of the total. For the USA, the total of 71 Quads is dominated by coal, with
fossil fuels accounting for 86% of the total. Renewable energy, mainly from wind,
solar, and biomass (wood and waste), amounted in 2006 to only 1.3% of the total
in the world and 5.5% in the USA.
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Fig. 2.2 36-Year history of the world’s annual consumption of energy from various sources.
The dashed lines show the average rate of increase from 1970 to 2002 and from 2002 to 2006
(Data from footnotes 1 and 5)
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The growth of the world’s energy consumption over the last 36 years is shown
in Fig. 2.2, organized by source. The total dominance of fossil fuels is evident.
The contribution of renewable sources is only the thickness of the black line at the
top. The dashed lines show that the rate of increase of total annual energy was
rather steady from 1970 to 2002 at about six Quads per year. However, the rate
seems to have increased since 2002 to about 16 Quads per year.

Figure 2.3 shows the fraction of the world’s resources that the USA consumes.
We can see at a glance that the USA, with less than 5% of the world’s population,
consumes 22% of its energy. It is noteworthy that most of this energy, 15% of the



48 2 The Future of Energy I: Fossil Fuels

total, is produced within the USA, as shown by the middle bar in the graph. The rest
is imported. The USA is relatively rich in fossil deposits, and this explains why it
has been lagging in the race to develop alternative sources. Countries like France,
Germany, and Japan are more dependent on imports and have taken the lead in
developing fossil alternatives.

Energy Forecasts

Estimating the energy the world will need in the future is risky business. We have
to depend on computer simulations, as we did for climate change. Some of these
models are the same ones used in Chap. 1, and they differ widely in the assumptions
made in each scenario. Results up to 2030 are shown in Fig. 2.4. The middle bar in
each group is the reference scenario, in which policies and laws remain unchanged.
The low and high bars in each group are the minimum and maximum predictions
across all scenarios. As expected, uncertainty increases with time, and so does the
range of predictions. For the case of high economic growth, we see that the present
consumption of some 470 Quads will grow to 760 Quads by 2030. By the end of
the century, the level will be above 1,200 Quads. The problem is obvious: this
doubling and then tripling of energy demand will occur while oil and gas reserves
are being completely depleted.

800

ACTUAL | PREDICTED

700

600
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400

Quads

300
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1990 1995 2000 2006 2010 2015 2020 2025 2030

Fig. 2.4 Predictions of the world’s annual energy needs up to 2030. The triple bars show the
minimum, average, and maximum values computed using different scenarios (Data from
footnote 1)
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What Drives the Increasing Demand?

Population increase is one cause, but not the main one. The projections are shown
in Fig. 2.5. In developed countries, the scenarios generally predict a slowing
population growth peaking around 2040, followed by a slow decline to the end of
the century. The underdeveloped countries in Africa and Latin America are
responsible for the continuing increase to 2100. Experts believe that population
will stop growing at 10 billion people, the most that the earth can support. After
that, we will have to start colonizing the moon and Mars.

It is the productivity of man that drives the need for more and more energy, as
shown in Fig. 2.6. One measure of this is the gross domestic product or GDP. This
can be evaluated for a single, developed country; but to do this for the whole world
requires dealing with different currencies and ways of accounting. For this reason,
the GDP for the world is estimated differently by different sources; and the data for
the past are not necessarily accurate. Nonetheless, projections for growth can be
calculated using a consistent system. In Fig. 2.6, we have reduced the GDP data to
US dollars of the year 2000. There we see that the GDP is expected to grow expo-
nentially. This is in spite of the fact that the GDP per person in developed countries
is expected to decline slightly. It is the industrialization of the rest of the world that
drives energy demand.

To illustrate this, Fig. 2.7 shows energy demand in the high economic growth
case of Fig. 2.4, broken down between OECD and non-OECD countries. The

9 ACTUAL PROJECTED _ .

World population (billions)

01970 1980 1990 2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

Fig. 2.5 Projections of population increase. The triple bars show the predictions of three differ-
ent scenarios where this information is available (Data from Scenarios of Greenhouse Gas
Emissions and Atmospheric Concentrations, US Climate Change Science Program, Synthesis and
Assessment Product 2.1a, 2007 and footnote 1)
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Fig. 2.6 Projections of gross domestic product increase. Units are in trillions of US dollars of
year 2000. The triple bars show the predictions of three different scenarios from Scenarios of
Greenhouse Gas Emissions and Atmospheric Concentrations, US Climate Change Science
Program, Synthesis and Assessment Product 2.1a, 2007. The 2007 point is from the CIA World
Fact Book

800

700 M non-OECD

m OECD
600 |
500 |
400}
300}
200}
100}
0 . . . . . .

1990 2005 2010 2015 2020 2025 2030

Quads

Fig. 2.7 Current and projected energy demand by OECD and non-OECD countries, in Quads
(Data from International Energy Outlook 2008, Energy Information Administration, US
Department of Energy. See also World energy, technology, and climate change policy outlook
2030, Directorate-General for Research (Energy), European Commission, Brussels (2003).)

Organization for Economic Cooperation and Development consists of some 30
industrialized countries mostly those in Europe and North America, plus Japan,
South Korea, and Australia. The non-OECD countries include Russia, China, India,
Africa, the Middle East, and Central and South America. It is clear that most of the
growth is in the non-OECD countries up to the year 2030, and the projections of
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GDP in Fig. 2.6 show even greater dominance of the non-OECD countries in the
second half of the twenty-first century.

Can we believe these predictions? We may not trust what unseen scientists do
with their computers, but this is the best information we have if we are to plan for
the future. Doubters and naysayers are usually single persons who act on their intu-
itions without doing the homework. By contrast, the scenarios shown here are
worked out by large groups of experts using massive amounts of data. The ground
rules of a scenario are decided at the beginning, and widely differing approaches are
taken to cover the spectrum of possible results. For instance, in predicting the path
of underdeveloped countries, one scenario assumes that different localities modern-
ize in isolation, following their own customs and ways of life, while another scenario
assumes that communication is so good that all countries are connected by the internet
and can share methods and economics with the rest of the world. The different
regions have GDPs that increase at vastly different rates, but they tend to average out
over the world. This leads to the scenario results of Fig. 2.6, which differ greatly by
the year 2100 but nonetheless show a definite trend. In the energy projections of
Fig. 2.4, these vastly different scenarios still agree within £10% in the year 2030.

Where Does the Energy go?

Not all energy is the same. Electricity is the form of energy that governs the way
we live in modern society; we depend on it in ways that we do not always appre-
ciate. Much of the energy needed by underdeveloped countries will be for building
an electricity infrastructure. The next four graphs will show where electricity comes
from and where it goes. The readily available data here are for the USA.

Figure 2.8a shows that total energy use in the USA is shared almost equally by
the transportation, industrial, residential, and commercial sectors, but they use

Energy use by sector
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Fig. 2.8 (a) Energy use by sector and (b) energy sources for the commercial sector. US 2007 (Data
from Annual Energy Review 2007, Energy Information Administration, US Department of Energy.)
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different sources. Transportation energy comes almost entirely from petroleum
(loosely called “oil” here). Industry burns most oil and natural gas (“gas”). In the
commercial and residential sectors, electricity and gas are equally important, but
electricity is fast overtaking gas, as seen in Fig. 2.8b for the commercial sector. In this
sector, lighting and air conditioning in buildings use large amounts of electricity,
much of which can be saved by strict conservation practices. In the residential
sector, 31% of the electricity is used for space heating, cooling, and ventilation;
and 35% for kitchen appliances and hot water. Lighting, electronics, laundry, and
other uses take up less than 10% each.? Each household in the USA uses 1.2 kW of
electricity steadily when averaged over day and night, winter and summer. There
being 2.6 persons in each household on average, each person is responsible for
about 470 W of electricity consumption.? The peak load is, of course, many times
that; and power plants have to be built for peak demand.

To make things worse, making electricity is very inefficient. The losses are
shown in Fig. 2.9a, and the sources of energy for electricity are shown in Fig. 2.9b.
Two-thirds (69%) of the fossil energy used for electricity is lost in production! The
main loss is in converting heat into electricity. The raw material, such as coal, has
to be prepared to be burned. It then burned to produce steam, and the steam is used
to drive a turbine (an electric motor in reverse) to generate electricity. Each of these
steps takes energy. The main loss comes from an old thermodynamics principle
called Carnot’s theorem, which states that the best that any engine can do in con-
verting heat to mechanical energy is to suffer a fractional loss equal to the initial
temperature divided by the final temperature. For instance, if the steam is heated to
500°C (932°F) and cooled to 100°C (212°F) to drive the turbine, the absolute tem-
peratures are about 770 and 370 K, with a ratio of about 0.48 or 48%. This is the
part that is lost, leaving 0.52 for the part that can be used. So even if all is ideal, the
efficiency cannot be more than 52%. Modern heat engines can exceed this figure,

a b Electricity by source
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Fig. 2.9 (a) Losses in electricity production, expressed in Quads/year rather than a percentage;
and (b) relative contribution of different sources of electric energy. US data for 2007 and 2003,
respectively, from Annual Energy Review 2007, Energy Information Administration, US
Department of Energy
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but then the turbine is not perfectly efficient either. This conversion loss is shown
in Fig. 2.9a. To this we have to add the losses in transmission and distribution,
including the heating of the high-voltage cables and the transformers to step the
voltage down to wall-plug values. These losses are given by the last column in
Fig. 2.9a. What is left for use is the middle column there.

Our thirst for electricity comes at great cost. We are using precious fossil fuels
very inefficiently. Systems that produce electricity directly without going through
a heat cycle make much more sense. These are hydroelectricity, wind, and photo-
voltaic solar cells. Solar, unfortunately, has its own physical limits on efficiency, as
will be seen later in this chapter. We see in Fig. 2.9b that by far the largest fraction
of electricity comes from coal, the dirtiest of all fossil fuels! And we have not yet
counted the fossil energy expended in mining, transporting, and refining coal. It is
encouraging that the slice labeled “other,” which includes wind and solar, appears
larger than the splinter seen in our other pie charts. This is because they can produce
electricity directly, without going through a heat cycle.

Energy Reserves

Here is the bottom line: how much fossil fuel the world has left, and how long it will
last. The data are for 2007, and the heat equivalents have been reduced to Quads.?
First, let us look at coal, the largest resource, shown in Fig. 2.10. The regions are as
follows: Asia Pacific includes China, India, Japan, Korea, Australia, and other
nations on the Pacific Rim. Europe and Eurasia include West and East Europe, the
Former Soviet Union, Greece, and Turkey. North America is the USA, Canada, and
Mexico. South and Central America is self-explanatory, and so is Middle East.
Proven reserves are known deposits that can be mined using existing techniques.
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Fig. 2.10 Proven coal reserves by region (Data from BP Statistical Review of World Energy 2008.)
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Fig. 2.11 Proven oil reserves by region (Data from BP Statistical Review of World Energy 2008.)

We see that coal deposits are concentrated in the first three regions and are practi-
cally nonexistent in the Middle East.

Petroleum, of course, is a different story. Figure 2.11 shows what we already
know: most of the world’s oil is in the Middle East. In addition to normal oil, there
are reportedly large amounts of oil trapped in oil sands and shale oil in Canada.
However, this oil is extremely hard to extract, and known methods are energy inten-
sive. This oil is not included here because it would take a new technology to get a
large net energy gain.

Natural gas reserves are shown in Fig. 2.12. The Middle East leads here also, but
note the difference in scales. The amount of energy in gas is small compared with
coal and oil.

The dominance of coal is more clearly seen when we put these reserves on the
same scale, as done in Fig. 2.13. For oil, we see from the red columns that we will
still be dependent on the Middle East for our main transportation fuel.

Now we come to the crux of the problem: how long will fossil fuels last? This is
estimated by the R/P ratio, the ratio of Reserves to Production. Hubbert’s Peak,
mentioned in the Prologue, has been estimated numerous times, but more exact infor-
mation is now available in the R/P ratio, shown in Fig. 2.14. If we take the fossil
energy available in known deposits in each region and divide by the annual produc-
tion of energy in that region, we can get the number of years the supply will last
if there is no trade. Clearly, some regions will be more self-supporting energywise than
others. In the real world, we import and export fuels; and the number of years the
world’s fossil reserves will last is shown at the right of the figure. Oil will be depleted
in 42 years, natural gas in 60 years, and coal in 133 years. Note that the consumption
rate has been assumed to be steady at the 2007 level! With the predicted increase in
consumption shown in Fig. 2.4, these reserves will be gone in a much shorter time.
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Fig. 2.12 Proven natural gas reserves by region (Data from BP Statistical Review of World
Energy 2008.)
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Fig. 2.13 Summary of the world’s proven fossil reserves (Data from BP Statistical Review of
World Energy 2008.)

Let us examine the case of oil, which is critical for gasoline and all our travels.
In the Prologue, we mentioned Hubbert’s peak, a prediction by M. King Hubbert in
1956 about the eventual decline of production as we run out of fossil fuels. The shape
of the peak is usually shown as a smooth, symmetric curve like that in Fig. 2.15. The
dots there are yearly data on oil production in the USA since 1900, expressed in
Quads per year of equivalent thermal energy. We see that indeed the data lie on a
Hubbert-type curve, and the peak was reached in 1973, the year of the oil crisis.
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Fig. 2.14 Reserves-to-Production ratio for different regions and for the world (Data from BP
Statistical Review of World Energy 2008.)
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Fig. 2.15 Production of oil in the USA from 1900 to 2008 (dots), fitted to a Hubbert-type curve
(line). The area under the curve is the total amount of oil in conventional deposits (Data from
Energy Information Administration website)

US oil production has been declining since then, but clearly this is not true for the
whole world. Figure 2.2 showed that use of all fossil fuels, including oil, is still
increasing. What the USA lacks, it is importing from the Middle East. We are not
changing our habits in airplane and car travel, or in the transport of food and
merchandise in trucks. This means that the consumption curve will not be sym-
metric. It will keep going up and then crash rapidly when oil becomes more and
more difficult to find.
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When will this come? Figure 2.4 showed predictions of the world’s fossil fuel
consumption up to 2030. We can get specific predictions for oil for that period
from the Energy Information Administration’s Reference Case.! Using the average
rate of increase of 1.2% per year, we can predict the annual consumption beyond
2030. Then, knowing the total amount of oil reserves in conventional deposits in
2007 (7,180 Quads) from footnote 3, we can calculate how those reserves decrease
year by year. This is shown in Fig. 2.16. The oil reserves in the world will be
depleted by 2040. Though this seems to agree with Fig. 2.15, it is different. First,
this is for the whole world, including the Middle East, not just the USA. Second,
the drop will be much sharper, as shown by the dotted line, since the consumption
rate keeps going up until the price of oil becomes prohibitive. It will become
imperative to use alternative fuels, so complete depletion of reserves can be
avoided. Oil consumption (the same as production when the whole world is
involved) will decrease much faster than it rose, giving an asymmetric Hubbert
curve. There are unconventional sources which can be tapped at great cost, but this
would extend the curve only slightly. The point here is that the world’s oil will soon
be depleted. The world cannot import oil from elsewhere the way the USA can.

The need for petroleum can be mitigated several ways. Cars can be made much
more efficient if they are, for instance, made of carbon fiber instead of heavy steel.
Current gasoline engines are terribly inefficient. Only 1% of the energy is used to
move the driver, and only 10% to move the car; the other 90% is lost in heat.*
Gas—electric hybrids are already marketed and can double gas mileage. Electric
plug-in vehicles use no gas, shifting the burden to the more abundant fuel, coal, which
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Fig. 2.16 Predictions of world oil reserves (blue line, left scale) and annual consumption (red
line, right scale). The 2007 points (solid squares) are actual data. The hollow squares are from
computer simulations; the dashed lines are extrapolations; and the dotted line is a conjecture (Data
from BP Statistical Review of World Energy 2008 and International Energy Outlook 2008, Energy
Information Administration, US Department of Energy. See also World energy, technology, and

climate change policy outlook 2030, Directorate-General for Research (Energy), European
Commission, Brussels (2003).)
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can be burned more efficiently at high temperature at central power plants. Alternate
fuels such as hydrogen and ethanol have their own problems, which will be discussed
in Chap. 3. The buying public’s preference for horsepower and speed has to change
to one for fuel efficiency. It will take many decades to change the manufacturing
infrastructure from one making steel parts and gas engines to another making
carbon parts and efficient new types of engines. Changing the infrastructure of fuel
distribution (gas stations and pipelines) will also require decades. Thus, the oil
problem is already upon us.

We have stressed oil as the most imminent problem, but all fossil fuels will soon
have to be replaced. It has been said that there is no shortage of coal, which may be
true for North America and Europe, but not for the entire world. China is building
a new coal plant every week, thus depleting its reserves rapidly. In Fig. 2.14, the
Asia Pacific region already has the lowest amount of reserves compared with its
consumption rate. Eliminating greenhouse gases from all coal plants will be very
costly, if at all possible. As for oil, it does not make sense to burn up this precious
resource when it should be saved for special applications, such as making plastics.
By the time, oil and gas run out by mid-century, their entire energy slices in Fig. 2.2
will have to be filled by nuclear, fusion, and renewable energy. Renewables like
wind, solar, and biofuels would have to expand a 100-fold to make up the differ-
ence. Nuclear energy can do it by expanding 17 times, but it has environmental
problems. These sources are discussed in the next chapter. They would be needed,
together with continued use of coal, to fill the energy gap in the first half of this
century. If fusion can be online by mid-century, it will help. It will definitely be
needed for the second half of the century. By 2100, with even coal and uranium
running out, fusion should become the main source of backbone power. How fusion
works and its difficult development will concern us in Part II.

Coal and Carbon Management

Coal is the major problem. It supplies 27% of the world’s energy and 40% of its
electricity. In the USA, coal supplies 23% of all energy and a whopping 49% of
electrical energy.’ Coal is also the worst CO, emitter. In 2007, CO, emissions from
coal burning amounted to 2.65 billion tons in China and 2.20 billion tons in the
USA.® No other nation was responsible for more than 0.54 billion tons. No wonder,
since China and the USA produced 41.1 and 18.8% of the world’s energy from coal
because of their large deposits.? It is easy to see why coal is so dominant: it is
cheaper than oil or gas; there is a large supply of it; and it is easy to transport by
rail. The mines are not remote; no pipelines need to be built; and there is no need
for tankers which occasionally crash and foul our beaches.

Coal is bad news also because it causes deaths in mining accidents, it destroys
the environment when whole mountains are dug up, and it emits many pollutants
such as sulfur. We all remember stories of families waiting in vain for news about
their loved ones trapped miles deep in the earth with no hope of rescue. In the USA
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alone, 100 million tons of coal ash and sludge are stored in 200 landfills annually,
and these contain dangerous contaminants such as arsenic, lead, selenium, boron,
cadmium, and cobalt.” The problems are exacerbated by the rapid development of
China, where coal plants are being built at the rate of one large one in a week, while
the USA has stopped building them as of 2007. Let us concentrate on this biggest
problem: the unstoppable industrialization of China and India. In China, 74% of
energy comes from coal, and this will increase to 90% with continued growth,
though efforts to develop renewables may hold the line at 70%.® China has about
30,000 coal mines, 24,000 of which are small ones which use antiquated equipment
and are not regulated for safety. In 2006, 4,746 miners died in China, versus only
47 in the USA; both numbers are down from those in earlier years. Chinese coal
generates every year 395 billion cubic meters of methane, SO,, and black soot, all
of which have larger warming potential than CO,. Furthermore, the methane is what
causes explosions in mines, and the SO, causes acid rain. Of the million people in
China suffering from black lung disease, 60% are miners. This disease increases the
coal mining death total by 50%.% It is not likely that other energy sources can
replace coal any time soon, but we can try to mitigate its effect on global
warming.

Cap and Trade

The coal industry will not do anything that lowers its profits without government
intervention. What is being done in most developed countries is to legislate a
decrease in carbon emissions by a certain deadline. The Cap and Trade system
allows large utilities to meet these standards without a sudden capital expenditure.
However, Cap and Trade does not directly lower total CO, emissions. It works as
follows. An emissions cap is legislated for each industry, and this cap is divided
into credits, in terms of tons of CO,, that that sector is allowed to emit. Credits are
then auctioned off. Heavy emitters, such as a large utility, may find it less expensive
to buy credits than to build equipment to reduce emissions, while light emitters,
such as a modern, efficient plant, can sell the credits that they do not need. Both
utilities would gain financially. To make this work, the government has to establish
a fraud-proof monitoring system and assess severe penalties for noncompliance.
Unfortunately, Cap and Trade does not actually decrease carbon emissions
because, in the example above, both utilities would emit the same amount of CO,
that they would without trading credits. It actually allows the large utility to delay
investing in the equipment for capturing CO,, when it should be forced to do it as
soon as possible. New power plants using solar or wind energy can sell their credits
to coal plants, but these producers of green power are being built anyway because
they are profitable, not because of Cap and Trade. Cap and Trade does not force
industries to lower their emissions if they are already taking steps to do this because
of societal concerns or because it is profitable publicity-wise. Only additional
low-carbon plants should be counted, not those that already exist or are planned.
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Loopholes in the scheme allow accounting tricks to get around doing anything
constructive. The only advantage of Cap and Trade is to make large polluters aware
of what is coming and begin to worry about it.

Carbon Sequestration

To continue using coal, we have to capture the emitted CO, and bury it. This is
called carbon capture and storage (CCS), but we will continue to avoid acronyms
when possible. There are three steps: first, CO, has to be separated from the flue
gas out of a coal burner; second, the CO, has to be transported to a burial site;
and third, it has to be injected into a geological formation that can hold it forever.
The last part is of course highly debatable; but it is the first part, capture, that is the
most expensive. There are three basic ways to do this.’ In the first method, the
flue gas is mixed with a liquid solvent called MEA into which the CO, dissolves.
The MEA’s chemical name is not always spelled the same way, but it is a corrosive
liquid found in household products such as paint strippers and all-purpose cleaners.
When the MEA is heated to 150°C, pure CO, is released, and the MEA is cleaned
up with steam to be reused. This method can be retrofitted to existing plants, but
there is a huge penalty. The heating and steam production takes up to 30% of all the
energy produced by the power plant! The cost of this step can be as much as four
times higher than that of the other two steps. At the moment, other absorbers are
being tried to lower this cost.!?

In the second method, the flue gas mixture is controlled by burning the coal in
a specific way. When it is burned in air, which is 80% nitrogen and 20% oxygen,
there is a lot of nitrogen in the mix, and N, O is a greenhouse gas. A better way is
to remove the nitrogen from air at the outset and burn the coal in pure oxygen. What
comes out is water and pure CO,, ready to be sequestered. However, separating the
nitrogen from the air to get pure oxygen requires 28% of the power plant’s energy,
still a steep penalty. This method is being tested by Vattenfall, Sweden’s energy
company, in the town Schwarze Pumpe in Germany. The experiment is fairly
large — 30 MW - but not of electric utility size. A novel feature was added to
this “oxyfuel” process: the flue gas is recirculated into the burner with the oxygen.
This keeps the temperature low enough to prevent melting the boiler walls, as
would happen with pure oxygen. In effect, the CO, in the flue gas replaces the
nitrogen in air, diluting the oxygen without using nitrogen.

The third method is coal gasification: the coal is heated to a high temperature
with steam and oxygen, turning the coal into a gas, called syngas, which is a mixture
of carbon monoxide (CO) and hydrogen (H,), plus some nasty contaminants. After
the syngas is purified, it is the fuel for generating electricity in an “integrated gasifi-
cation combined cycle,” or IGCC, an acronym that seems unavoidable in this case.
Coal gasification has been tested in fairly large power plants, but the IGCC sounds
like a Rube Goldberg type contraption that has yet to be verified on a large scale.
An air separation unit to get pure oxygen is still required both for syngas generation
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and for burning the syngas later. After the pollutants are taken out, the gas goes into
a chamber where the CO combines with steam (H,0) to form CO, and H,. Pure
hydrogen is separated out through a membrane, giving carbon-free fuel. The rest of
the gas, containing COZ, CO, and Hz, is burned with oxygen in successive turbines,
a gas turbine and a steam turbine, to generate electricity. The pure hydrogen sepa-
rated by the membrane can be sold or burned to generate more electricity cleanly.
The IGCC can be 45% efficient, compared with 35% in ordinary coal plants limited
by the Carnot theorem that we described earlier. Meanwhile, the CO, generation is
lower, and it comes out in pure form to be stored. This separation system adds only
25% to the cost of electricity. An even more efficient method called chemical
looping is under development.” New chemical structures for capturing CO, are
described in Chap. 3 under Hydrogen Cars.

In 2003, the FutureGen Alliance had proposed a plan to test IGCC on a large
scale by building a $1 billion plant in Illinois, finishing in 2013. That project was
canceled by President G.W. Bush in 2008 because the projected cost had almost
doubled. Unbelievably, this figure was an accounting error; the actual increase was
to only $1.5 billion. Under President Obama, Energy Secretary Steve Chu has
pledged $1.1 billion of economic stimulus money to restart the project, with the
other funds to be raised by FutureGen. There is $2.4 billion of stimulus money
slated for CCS research. This is to be compared with $3 billion spent by the
Department of Energy for this purpose since 2001.

Now that we have separated out the CO,, the problem is where to put it. There
are three main places: old wells, underground, and undersea. The oil and gas that
we mine have been trapped in the earth for millennia, so it is possible that porous
rock or underground caverns can hold liquids and gases stably. To carry CO, to
these sites, the gas has to be highly compressed to a small volume and transported
by truck or rail. This step entails a certain amount of danger, should there be an
accident causing the container to explode and release tons of CO, into the atmo-
sphere. The gas is then injected under pressure into depleted oil or gas wells, where
it could stay for millennia if it were not for the leaks made in drilling the wells in
the first place. These old wells have to be sealed tightly. The trouble is that carbon
dioxide and water combine to form carbonic acid, and the seal has to withstand this
acid attack. This storage solution is well tested because it is used to store excess gas
and oil mined in the summer for use in the winter. The difference here is that the
storage has to be stable essentially forever. The possibility of leaks has to be care-
fully monitored. Injection of CO, into oil wells is actually beneficial, for it helps to
push the oil up. Toward the end of life for an oil well, the oil gets quite thick; and
gas, which might as well be COZ, is injected to lower the viscosity. This is what
happening in those nodding pumps seen along the California coast.

There are many large subterranean formations that can hold carbon dioxide.
These are porous sandstone deposits covered with a cap of hard, impervious rock.
For instance, such a depository has been found below a little town called Thornton
somewhere south of California’s capital of Sacramento. It is estimated that it can
hold billions of tons of CO, in its pores, enough to store away hundreds of years
of California’s emissions.!! Of course, no one knows whether it will leak.
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Fig. 2.17 The Sleipner Platform in the North Sea (http://images.google.com)

There are plans to drill into this formation and test it, to the dismay of local
residents. The reaction, NUMBY (Not Under My Back Yard!), is a switch from
NIMBY (Not In My Back Yard!), an epithet used against wind and solar power.

Large geologic formations under the sea have also been found for CO, storage.
These are layers of porous sandstone called saline aquifers lying deep below the
seabed and capped by impermeable slate. Storage in these aquifers is the only seques-
tration method that has been tested on a large scale, and this is a story in itself.> -1
The Sleipner Platform, shown in Fig. 2.17, is a huge oil drilling and carbon sequestra-
tion plant located in the middle of the North Sea, halfway between Norway and
England. It was built in 1996 by Statoil, Norway’s largest petroleum company to
produce oil while testing sequestration. Built to withstand the frigid conditions and
storms with 130-mile winds and 70-foot waves, it houses a crew of 240 whose jobs
are considered the most dangerous in the world. Below Sleipner lies not only a rich
field of natural gas but also a saline aquifer called the Utsira Formation lying a kilo-
meter below the seabed (Fig. 2.18). The aquifer is very large: 500 x50 km in area and
200 m thick. It can hold 100 times Europe’s annual CO, emissions.

There was a special reason to build sequestration into the plant ab initio. The gas
from the Sleipner field contains about 9% CO,, too high to burn properly unless
reduced to 2.5%. The gas has to be scrubbed using the MEA solvent described
above, thus releasing a million tons of CO, a year that has to be stored. The way
the CO, is injected involves a little physics. It is compressed to 80 atmospheres
because at this pressure it turns into a liquid about 70% as dense as water. So it is
stored as a liquid. When it is mixed with the salt water in the aquifer, it tends to rise,
since it is less dense. One worries how fast it moves and whether the 200-m thick
layer of shale above the storage volume can spring a leak. Such leaks can arise from
drilling through the cap to inject the gas, and these holes have to be carefully sealed
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with acid-proof material. Statoil has spent millions of dollars to develop a way to
measure the spreading and leaking of the CO, using sound waves. Since the system
has 25-m resolution and the area is measured in kilometers, the amount of data is
many megabytes. These data clearly show that the CO, is spreading sideways as
well as upwards, and that there are no leaks so far. In the best scenario, the CO, will
eventually dissolve into the brine (in 1,000 years or so) and thus become a liquid
heavier than water. This then moves safely downwards, and on a geologic timescale
will turn into a mineral, thus locking the carbon away permanently. All fossil fuels
will be but a distant memory by that time.

The Utsira formation is unusual in that it is located at the same place as the gas
deposit, so that no transportation of the CO, is necessary; but it is not unique as a
large burial site. It is estimated that the USA has subterranean reservoirs capable of
storing 4 trillion tonnes of CO,, enough to take care of its emissions until coal runs
out. Statoil would not have built the Sleipner plant if it did not have to pay an annual
$53M carbon tax imposed by the Norwegian government. Global warming cannot
be halted without strong legislation by enlightened political leaders. The cost of
separating the CO, and burying it is estimated to be about $25-$50 per tonne.
Though this may come down as new techniques are developed, it is still a huge
expense. Three tonnes of CO, is produced for each tonne of coal burned, and a
fairly large (1 GW) coal plant gives off 6 million tonnes of carbon dioxide per year.
The cost of up to $300M would be passed on to the consumer. That is not even the
main problem. It is simply not possible to make a fundamental change in all coal
plants or to build enough new-technology plants in a short time. Up to now, except
for Sleipner, only small, scattered projects for cleaning up coal have been funded,
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Fig. 2.18 Diagram of the gas field and saline aquifer below Sleipner (http://images.google.com)


http://images.google.com

64 2 The Future of Energy I: Fossil Fuels

with no integrated plan for replacing all dirty coal power with clean coal power.
This is in stark contrast to the ITER project for developing fusion power; there,
even the political problems of a large international collaboration have been tackled
and solved. It may take two or three decades to clean up all coal power, and this is
no shorter than the time needed to commercialize carbon-free renewable sources.

Oil and Gas Pipedreams

We discussed the shortage of oil earlier in this chapter but gave short shrift to
natural gas, which supplies as much energy as oil, as seen in Fig. 2.1. That is
because gas and oil mostly occur in the same places, are mined the same way, and
are similarly depleted. We also ignored the minor overlap between oil and gas: oil
can be converted to propane and butane gases, which we use for camping and
power in remote houses; and gas can be liquefied at low temperatures for more
convenient transport as LNG (liquefied natural gas). In this section, we will again
consider these fuels together as we consider the various proposals for extending
their supplies.

The price of oil can jump wildly, as it did in 2008-2009 from higher than $140
to less than $40 per barrel, and it can jump back. The price of gasoline follows, and
this has a great effect on the economy as people travel less and buy fewer large cars.
The gas crisis of 1973 even triggered legislation setting the speed limit in the USA
at 55 miles per hour. These rapid changes are not our concern here; we are worried
about the end of oil and gas altogether. In 2007, BP (British Petroleum) reported
that proven reserves are 15% higher than previously thought, so that oil will last
another 40 years," 30 more than predicted in Fig. 2.16. There was widespread
doubt, however, about this result from a normally reliable source. For instance, the
IEA (International Energy Agency) assessed the top 400 oil fields and found them
old and in bad condition."” They did not see how the present consumption of 87
million barrels per day can exceed 100 million, much less than the 116 million
predicted by 2030. Similarly, the six oil fields that produce 90% of Saudi oil were
found to be greatly depleted.!® In the USA, the crunch is already felt as the Alaskan
pipeline, built in the 1970s to carry most of our domestic oil and gas, is carrying
only one-third as much these days because the wells at Prudhoe Bay are being
depleted at the rate of 16% per year. Figure 2.19 shows that discoveries of new oil
fields have been declining since 1964."7

Russia exports more oil and gas than any other country. It produces 11.8% of the
world’s oil, compared with 9.9% for Saudi Arabia and 12.4% for Iran, United Arab
Emirates, Kuwait, and Iraq combined.” Its state utility, Gazprom, is so powerful
that it held the Ukraine and other parts of Europe at its mercy by shutting off gas
deliveries through its pipeline. The politics of gas and oil are changing. The former
holders of power, ExxonMobil, Chevron, BP, and Royal Dutch Shell are being
replaced by the new “Seven Sisters”: Aramco (Saudi Arabia), Gazprom (Russia),
CNPC (China), NIOC (Iran), PDVSA (Venezuela), Petrobas (Brazil), and Petronas
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Fig. 2.19 Rate of oil discoveries since 1900 (http://www.theoildrum.com)

(Malaysia).'® The IEA predicts that 90% of new oil and gas discoveries will come
from developing nations. We will next show the different ways in which the indus-
try is trying to explore beyond “proven” reserves.

Deep Drilling

There are new oil fields to be found if one is willing to drill deep enough. In addi-
tion to the Caribbean, deeply lying deposits are believed to exist in the North Sea,
the Nile River Delta, the coast of Brazil, and West Africa.!® To see how hard this is,
consider Chevron’s Jack 2 well, 175 miles offshore in the Gulf of Mexico. The drill
goes 1 mile in water down to the bottom, then four more miles down into the
ground. To find such large deposits, modern supercomputers are used to analyze
seismic signals in three dimensions, requiring the processing of huge amounts of
data. A new generation of drilling rigs had to be built to go twice as deep as ever
before. These platforms, almost as large and as dangerous as that at Sleipner, cost
half a million dollars a day to rent, but they could still be profitable if oil prices stay
above $45 a barrel. This large deposit could yield 15 billion barrels, just a drop in
the bucket compared with the world’s proven reserves of 1,200 billion barrels. New
deposits have been found that can be accessed only by horizontal drilling.” From
a central platform, pipelines are drilled down and then horizontally out to deep-
lying deposits kilometers away. The oil collected from these wells is then pumped
to the mainland in a large pipeline. Figure 2.20a shows what a normal-size drilling
rig looks like when the weather is nice. These are ships that go wherever they are
needed. Storms and uncontrolled fires make oil drilling a dangerous occupation.
An oil platform under less ideal circumstances is shown in Fig. 2.20b.
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Fig. 2.20 (a) A drilling vessel in the Gulf of Mexico (http://images.google.com); (b) The
Deepwater Horizon, 2010 (National Geographic Channel, July 2010)

These words, written previously, were brought to a focus when the Deepwater
Horizon platform in the Gulf of Mexico exploded on April 20, 2010, killing 11
workers. The huge rig burned for days, and the oil leaking into the Gulf was uncon-
trolled, contaminating thousands of square miles and disrupting the fishing and
shellfish industries in Louisiana. The damage to aquatic and avian wildlife is yet to
be determined. Before the leak was capped in August, 4.9 million barrels of oil had
been released, exceeding the 3.3 million barrels in the Ixtoc 1 blowout off the
Yucatan peninsula in 1979. These numbers overwhelm the 257,000 bbls from the
1989 Exxon Valdez tanker spill in Alaska, whose effects are still felt 30 years later.
Energy giant BP, owner of the Deepwater Horizon, suffered severe economic
losses. The accident triggered legislation to regulate and restrict deepwater drilling.
Aside from ecological concerns, it is becoming apparent that it would be cheaper
to develop a substitute for oil than to ferret out the last of the earth’s deposits.

Arctic Drilling

There is more oil and gas to be found if you are willing to endure conditions in
freezing, inhospitable places. Russia owns a lot of property where no one wants
to go. North of Japan lies Sakhalin Island, where they used to send prisoners. The
deposits there contain 14 billion barrels of oil and 2.7 trillion cubic meters of
gas.”! Shell and Royal Dutch want to build an 850 km (500 mile) long pipeline to
carry LNG to the USA. This is still being contested by Russia. The third largest
gas field in the world is at Shtokman, in the Barents Sea near Murmansk, the
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largest city north of the Arctic Circle. That reserve contains 3.2 trillion cubic
meters of gas, compared with 177 trillion in proven reserves. Western companies
are bidding to get a part of this. But the cold conditions require the latest equip-
ment and hard-learned techniques. There are icebergs, and shore is 550 km
(340 miles) away. A pipeline on the bottom could be scraped by icebergs. Worse
yet, antifreeze (glycol) has to be added to prevent the gas from reacting with the
water that comes with it to form gas hydrates (more on this later), which can clog
up the pipe. The water and glycol have to be separated out later. These arctic
mining techniques are being tested in the Snohvit gas field in Norway. It may take
$3 trillion to exploit these reserves.? It is clear that Russia can afford to do this
only with foreign investment.

The Arctic north of Canada contains oil and gas fields made more accessible by
the shrinking ice cap and the opening of the Northwest Passage. The US Geological
Survey estimated that between 25% (some say 10%) of the world’s “undiscovered
oil reserves” could lie in the Arctic.? This is, of course, an oxymoron. How would
you know how much is undiscovered? One deposit was estimated to contain 31 bil-
lion BOE in gas, enough to supply the US for four years. The problem here is a
political one: no one knows who owns these deposits. North of Canada is also north
of Russia, and the Russians planted a Russian flag at the North Pole. Stay tuned.

Shale Oil

Far below sagebrush country where mule deer and sage-grouse roam in Colorado,
Utah, and Wyoming, there lie layers of organic marlstone bearing oil. The USA is
reported to have two of the world’s 2.6 trillion barrels of shale oil locked in the
rock there. Of this, 800 billion barrels are deemed recoverable, 2/3 as oil and 1/3
as gas. By comparison, the proven oil and gas reserves of the Middle East total
1.2 trillion BOE. But to get it out, one has to essentially boil rock. Rather than
digging up 200 million tons of rock per year to get a million barrels of oil a day,
it is less destructive to get the oil out in situ, by drilling rather than digging. In
western Colorado, Shell Oil has drilled 1,000-foot deep holes to test the feasibility
of this process, which works as follows. Three holes a few feet apart are drilled
into the shale. In two of them, electric heaters, like toaster wire, are inserted in
pipes to heat the rock to some 700°F (370°C). It takes months or years for the rock
to reach this temperature, and it has to be kept there for the life of the well, say
10 years. Fortunately, earth is a good insulator. The gas and oil are boiled out of
the rock and can then be pumped out conventionally in the third pipe and sent in
a pipeline to a processing plant. Mentioning electricity used for heat should raise
your hackles because electricity is much more efficient for mechanical work than
for heating. That is why your microwave or toaster runs on 1,000 W while a large
window fan uses only 100 W. In situ mining uses electricity generated by a conven-
tional power plant that loses 69% of the fossil fuel energy that it consumes, as can
be seen above in Fig. 2.9a.
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Will mining shale oil produce net energy? It is marginal. Let us do a
back-of-the-envelope calculation to see if shale mining can be in the right ballpark.
One ton (2,000 1bs) of shale will yield 25 gallons of 0il.** It is easier to use metric
units: 1 ton is about 0.91 metric tons (tonnes). At 42 gallons per barrel, we get
0.65 bbls of oil per tonne of shale. If we were to heat water, that would take
1 C/g/°C, so 1 tonne (a million grams) would take a million calories per degree
centigrade. One calorie is about 4 J, so a million calories is 4,000 kJ. It is easier to
heat rock, however. The specific heat of rock is only about 0.2, so now we only
need 800 kJ per tonne per degree centigrade. We have to heat it by 700°F, which is
about 380°C. To heat one tonne of rock by 700°C then requires 800 x 380 or about
300,000 kJ. From Box 2.1, we see that 1 kJ equals 1.6x 107" BOE, so 3x 105 kJ
equals about 0.05 BOE. But we get only 0.65 bbls from 1 tonne of rock, so 1 bbl
of shale oil requires 0.08 BOE of electrical energy for heating alone. If the elec-
trical plant is 30% efficient, 1 bbl of shale oil needs 0.25 barrels of real oil for
heating. To this we have to add the energy to run the refining plant. Using micro-
waves to heat, as proposed by Raytheon,” would be even less efficient.

In addition to all this, it is planned to build a “freeze wall” to keep oily liquids
from seeping into the groundwater. This would be a wall of existing rock and water
1,800 feet deep and 20 feet thick surrounding the drill sites. By drilling more pipes,
a cold ammonia solution is circulated to keep the wall at freezing temperature. Since
refrigeration is even more inefficient than heating, this could double the electrical
cost, and we would get only two barrels of shale oil for each barrel of oil equivalent
in, say, coal used to generate the electricity. There would be an advantage in that oil
is a liquid and much more valuable than coal for transportation. Destruction of the
environment is a high price to pay for this marginal fossil resource.

Estonia provides an example of what happens if shale is strip-mined.?® There, shale
oil provides 70-90% of the electricity. Shale is crushed to 6-10 mm size (about
0.5 in.) and burned in boilers topped by 250-m high chimneys. The ash and pollutants
are blown up the chimneys, and the large particles of shale are re-burned when they
fall back down. CO, emission is 10 million tonnes a year. Only after new boiler
technology from Foster-Wheeler of the USA was adopted did the SO, and N,O
emission fall below acceptable levels. Solid slag is piled up 100 m high. Five million
tonnes of ash are produced annually. This is pumped with waste water into a huge
lake formed by a surrounding levee 30 m high. This blue-green lake looks nice but is
a toxic stew containing potassium, zinc, sulfates, and hydroxides.?

Tar Sands

If you thought shale oil was bad news, you should see what tar sands are like. At
least shale is in one solid piece. Tar sands are a mixture of oil, sand, water, and
worse yet, clay, made of very fine particles. To get the oil out is harder than cleaning
up an oil spill on a beach. The huge deposits of tar sands, or sand oil, in western
Canada are often in the news as examples of untapped energy reserves, estimated
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to be around 1.7-2.5 trillion barrels of crude 0il.””-*® In the northwest corner of the
province of Alberta, the Athabasca River starts from Athabasca Lake and meanders
all the way to Jasper National Park. At the northern end, near Fort McKay, is the
largest of three oil sand deposits in Canada. Alberta’s sands yield a million barrels
a day and have a proven, economically recoverable reserve of 173 billion barrels,
perhaps extendable to 315 billion, compared to 264 billion in Saudi Arabia.”” The
USA gets 10% of its imported oil from these sands. That’s the good news. The
bad news is that it takes a lot of energy to get the oil out, and there is a huge envi-
ronmental impact in doing so. For deep deposits, the in sifu method described
above for shale can be used, with wells drilled down to the tar sand layer and then
horizontally along the deposit. Steam is injected in one well to melt the tar, which
drips down into a lower well and is then pumped up to the surface. Open-pit min-
ing uses less energy but still requires heat. For each barrel of oil produced, in situ
mining of tar sands emits 388 lbs of CO, and open-pit mining 364 lbs, compared
with 128 Ibs in conventional oil mining.”” Eighty percent of the deposits lie deep
enough to require energy-intensive in situ mining.

Here is how it works. Tar sands contain oil in the form of bitumen, which is as
thick as molasses in the summer and as hard as a hockey puck in the winter. Roughly
speaking, the sands consist of 10% bitumen, 5% water, 20% clay, and 65% sand.”
To get at them, the forest has to be cut down first; then, to dig down to the sands,
100 feet of earth has to be removed: 4 tons of earth for each barrel of oil. Huge
shovels then scoop the sands into monstrous trucks three stories high, carrying
400 tons at a time. The ore is dumped into crushers and then into tanks where warm
water at up to 80°C (175°F) is added to form a slurry. The slurry is pumped in a
pipeline up to 5 km (3 mi.) long to a separation tank. The pipeline serves an impor-
tant function. The lumps rub against its walls during the transport in such a way that
the bitumen is separated from the sand and becomes attached to air bubbles. The air
and bitumen form a froth which rises to the top and can be separated out, while the
sand and clay fall to the bottom. Some of the bitumen is still in the mix, which can
be recirculated to get more bitumen out in a secondary froth. It takes time for the air
bubbles carrying the bitumen to rise to the top, because they collide with the heavy
stuff going in the opposite direction. A faster way is to put the mixture between two
parallel plates which are inclined at an angle to vertical. The bubbles then rise along
the top of the gap while the water and sand fall at the bottom plate, and they do not
have to collide. Really high tech. The air in the froth is then boiled off, leaving an
emulsion of water (30%), bitumen, and clay. An emulsion is a mixture of immiscible
fluids, such as vinegar and oil in salad dressing. If the water droplets in this emulsion
would coalesce, the water would sink to the bottom and the oil to the top, as in salad
dressing left standing around. In a draconian twist, the water droplets are coated with
a fine layer of particles from the clay, which keeps the droplets from coalescing.
Solvents have then to be added to get the water out. The bitumen ends up with 2%
water and 0.8% clay. The chemicals in these contaminants will corrode the pipelines
later on, so the oil next goes to an upgrading plant, where it is heated to 480°C
(900°F) and compressed to 100 atmospheres. The energy cost of this would be
excessive if the heat were not recovered for the initial heating of the oil sands.
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There are other energy costs not mentioned above. The shovels that do the
digging have steel teeth each made of a ton of steel and wear out in a day or two.
The energy used to mine and refine that steel is usually ignored. The trucks use
50 gallons of diesel per hour, and their huge tires last only six months. The sands
have to be near a river, because lots of water is needed for washing, 200,000 tons
of which has to be heated every day at Athabasca. What happens to the sand and
clay that were removed in the first step? They go into tailing ponds, which are
the worst news yet. The tailings are a thick sludge consisting of the waste water
and 30% sand and other solids from which the bitumen had been stripped. It also
contains toxic chemicals. One pond can cover four square miles (10 km?), and there
are 50 square miles (130 km?) of these ponds in Canada, about a third of the area
despoiled by tar mining. A sand dike 300 feet (100 m) high around each pond
contains the tailings, but some suspect that the toxic chemicals have leached into
rivers and lakes. Fish have been found with unusual red spots on their skins. Once
500 ducks landed on the oily brew and died. Self-operated, flapping mechanical
falcons have been installed as scarecrows, insufficient for the purpose. It takes
1-2 years for the clear water to rise to the top, from where it can be reclaimed to
supply half the water for mining. What is left at the bottom, however, is still liquid
and is difficult to solidify to restore the forest land. So far no tailings pond has been
reclaimed.

The mines operate day and night, winter and summer, to supply the demand for
oil. The large reserves are there, but the price is steep. The cost of mining is many
times the cost for conventional oil, and this does not include the cost of carbon
capture and sequestration, which has not started. Tar mining emits CO,, and more
CO, is emitted when the oil is converted to gasoline and burned in cars. The environ-
mental impact alone makes this a poor choice for stretching our oil supply. Perhaps
the most poignant argument is that the energy used in tar mining is mostly natural
gas, the cleanest burning fossil fuel. This is wasted to produce a low-grade oil
because liquid fuels are so valuable for transportation.

Oil from Algae

We know that photosynthesis in trees uses sunlight to convert CO, into oxygen.
Could it also produce o0il? It turns out that fast-growing algae, considered scum that
chokes up ponds, can contain both biodiesel oil and carbohydrates that can be
fermented into ethanol. Funded by venture capitalists, hundreds of startup compa-
nies are scrambling to develop a process that can be commercialized to compete
with fossil oil. The Center for Algae Biotechnology was founded in 2008 in San
Diego, CA, and 200 companies have been set up in that area. In the Imperial Valley
to the east, there are 400 acres (81 hectares) of algae farms.” Algae, half of whose
weight is in oil, are expected to produce 10,000 gallons of oil per acre per year,
compared with 650 gallons from oil-palm trees.” Growing algae needs carbon
dioxide, which can be from the exhaust of coal-burning plants, and light, but not
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necessarily sunlight. This is because most of the sunlight is of the wrong frequency
(color). Algae can be grown in acres of tanks lined with plastic sheets and given
the right amount of CO, and water at the right temperature. Under the best condi-
tions, algae of the right species can double their weight in 1 day.

Small-scale experiments at OriginQil, Inc.*® have shown an efficient way to grow
algae, harvest it, and extract the oil. Efficient LED lamps of the right frequency
are used instead of sunlight to grow the algae, and CO, is fizzed in. After harvesting,
the cell walls of the algae have to be broken up to release the oil. CO, is first added
to change the pH. Then pulsed microwaves are applied whose frequency, intensity,
and pulse rate are feedback-controlled. The mix is then moved to a settling tank,
where gravity causes the oil to rise to the top, the biomass to the bottom, and water
in between. The biomass can be used for feedstock. The separation occurs in a
single step with no further input of energy. Whether oil from algae will be worth it
is not yet known, since the process is still in the research stage.

Gas Hydrates

Gas hydrates are solids like ordinary ice, but they exist only under high pressure,
typically below hundreds of meters of ocean. They contain methane bubbles trapped
by H,O molecules and will burn if ignited in air. The methane is believed to have
been created by bacterial action ages ago. Gas hydrates are found on continental
shelves and under the tundra in the Arctic. Figure 2.21 shows why. The dotted vertical
line shows the freezing point of water; it is around 0°C and does not change much
with pressure. Water is liquid on the right of the line and is ice on the left side. Gas
hydrates, however, can exist only at great depths, where the pressure is high; and the
depth is greater if the temperature is higher. The possible temperature-depth combi-
nations for gas hydrates are shown by the yellow part of the diagram. In the ocean
at temperatures above freezing, gas hydrates lie below 500 m of seawater. In the
Arctic, they are closer to the surface because the temperature is lower.

The US Geological Survey (USGS) has led the exploration of gas hydrates under
coastal waters such as the Carolina Trough, in the North Slope of Alaska, in the
Gulf of Mexico, and even in the Bay of Bengal in India and the Andaman Sea of
Thailand. Drilling projects in the Gulf of Mexico were carried out in 2005 and 2009
to obtain cores of the layers where hydrates are found. Detailed data have been
obtained not only on the concentration of gas hydrates but also on the nature and
stability of the sand layers through which the drill goes. It has been estimated that
the amount of fossil energy in these hydrates can exceed the energy in all other
fossil fuels on earth, but this is highly speculative. One estimate is between 100,000
and 300 trillion cubic feet of gas in hydrates, which translates to the same number
of Quads, since 1 trillion cu. feet contains approximately 1 Quad of energy. This
compares to the world’s proven conventional gas reserves of 6,385 Quads given in
Fig. 2.12. The highest estimate is 47,000 times this number and should be taken
with a grain of salt. More accurate information became available more recently.
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Fig. 2.21 (a) The depths in the ocean where gas hydrates can be found (yellow region), depending
on the temperature (USGS website http://energy.usgs.gov/other/gashydrates); (b) relation of this
region to the continental shelf (W.F. Brinkman, US Department of Energy, FY 2011 Budget
Request to Congress for DOE’s Olffice of Science)

We are clearly still in the exploration state on this resource. There is no proposed
method to mine gas hydrates safely and distribute the methane. The problem is that
methane is a greenhouse gas ten times as powerful as CO,, and it is released as soon
as the hydrates are relieved from the pressure they are under. Leakage of a small
fraction of this gas into the atmosphere would be catastrophic. Methane can also be
released from sand layers that the drills have to go through. Although methane is a
clean-burning gas and emits less CO, than other fuels, it is still a fossil fuel, so CO,
is emitted when it is burned. Even if it’s true that the gas reserves in hydrates are
huge, it is dangerous to exploit this source when completely carbon-free energy
sources can be developed. These are the subject of the next chapter.

To conclude this chapter philosophically, we refer back to Fig. 2.2 in the
Prologue. There we saw that the use of fossil fuel occupies only a thin slice of human
history. For millions of years, solar energy was stored in trees which decayed and
were stored deep underground as carbon compounds. This fortuitous treasure was
discovered by man and is being recklessly consumed to advance our civilization
without regard for the future. Mother Nature’s endowment, however, was not meant
to be wasted. The endowment was sufficient for humans to develop enough intelli-
gence to find an unlimited resource: fusion energy. First, she showed us the enormous
power available by leading us to develop the hydrogen bomb. She is now gently
leading us to the next step. In Chap.7, we will see evidence of her helping hand.
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There have been totally unexpected bonuses in our attempts to control the reaction. It
is a way to continue the benefits of the one-shot legacy of fossil fuels without destroy-
ing all the species of birds, fish, and animals that she has created.
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Chapter 3
The Future of Energy II: Renewable Energy”

Introduction

Many governments are providing support and subsidies for the development of
renewable sources of energy. As a result, thousands of companies, some funded
by venture capital, have been founded to tackle this problem. The incentive, how-
ever, is always commercial. The world runs on money, and nothing gets done
without the possibility of profit. This incentive, however, is artificial. What mat-
ters more is the fossil footprint of each technology. That is, how much fossil
energy is used in manufacturing and maintaining the equipment, including the
mining of the raw materials, their transportation, and the assembly and installa-
tion of the power units.! After all, the goal is to replace fossil fuels, not to buy
more of it to buildup a new business. “Green” energy has to be self-sustaining
energy-wise. This seems obvious, but only the wind people have been brave
enough to calculate their fossil footprint and publicize the results. This chapter
also describes new inventions and ideas which give hope for the future but are as
yet untested on a large scale.

Electricity is the kind of energy that our modern lifestyle depends on. Making elec-
tricity from fossil fuels requires going through a heat cycle. As explained in Chap.2,
the thermodynamics of heat cycles puts a limit on efficiency. Power plants have to be
carefully designed to approach even 40% efficiency. Sixty percent of the energy in the
fossil fuels that we burn up is lost in the production of electricity. Most of the renew-
able energy sources, however, can generate electricity directly, without going through
a heat cycle, thus avoiding that 60% loss. This is the case for hydroelectricity, wind
power, and solar power. The bad news is that these sources are local, or intermittent,
or have their own inefficiencies. Hydro is well established, but not everyone has it. The
realities of wind and solar will be covered next. The possible backbone energy sources,
fission and fusion, still have to go through a heat cycle. The second or third generation
of fusion reactors, however, could possibly produce electricity directly in so-called
“mirror machines.” These advanced systems will be covered in Chap. 10.

“Numbers in superscripts indicate Notes and square brackets [] indicate References at the end of
this chapter.

EF. Chen, An Indispensable Truth: How Fusion Power Can Save the Planet, 75
DOI 10.1007/978-1-4419-7820-2_3, © Springer Science+Business Media, LLC 2011
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Wind Energy

Windmills have been used for energy long before there was electricity. We are now
returning to this source by building wind farms. Wind is actually a kind of solar
energy, since it is produced by sunlight heating different parts of the earth differ-
ently. Figure 3.1 shows a typical modern wind farm. The original concept was that
these farms can be built on open land where it is usually windy and, consequently,
where not many people live. Farmers can lease the land to power companies for
$3,000-6,000 per turbine per year and still let their cattle graze among the towers.
This seems ideal, but people began to object. The wind farm at Altamont Pass near
San Francisco is notorious for the number of birds that its 5,000 turbines were
killing every year. The Elk River Wind Farm in Kansas was built on a pristine
prairie, the home of the sage grouse and the lesser prairie chicken.? This habitat is
now cut up by roads, transmission lines, and power stations. To get enough wind
power to make a difference, the environment does have to suffer, but the benefits
of this free energy far outweigh the disadvantages. China hopes to get half its
electricity from wind by 2020, thus cutting its carbon emissions by 30%.* The
scenery will surely suffer, but there the objectors have less of a voice. Wind power
is not free of technical problems, but these seem to be less severe than with other

Fig. 3.1 A modern wind farm (This is a publicly accessible photograph shown on many websites.
The location is not identified)
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green technologies. In some places, like Texas, the cost of wind energy is already
competitive with that from oil.

The Birds and the Bats

In spite of its economic efficiency, wind power has encountered considerable oppo-
sition. Initially, many bats and raptors were found to be killed in wind farms. At
Altamont Pass, the count was 1,300 raptors a year, including more than 100 golden
eagles.* This wind farm was located on a bird flyway, and the obvious solution was
to avoid these flyways. Apparently, the raptors would land on top of the turbine and
look for rodents on the ground. Once they saw one, they would dive right through
the whirling blades. There was such concern that the state of California issued
guidelines for the treatment of birds in the development of wind power.> This report
did not say how to avoid bird kills, but did outline the procedures for licensing and
monitoring. Bats are not the most lovable creatures, but they do eat a lot of insects.
Golden eagles have a regal name, but they have practically hunted the island fox of
California’s Channel Islands to extinction. Wind power’s impact on wildlife is
monitored by various organizations.®

This problem has not surfaced with modern turbines such as those shown in
Fig. 3.1. These are much taller than first-generation turbines and turn at much slower
speeds. But the clinching argument lies in the numbers. Ten to 40 thousand birds and
bats are killed per year in wind farms. Compared to this, 100 million are killed per
year by cats, and 60 million by cars and windows (which they fly into).* It is just that
no one goes around counting these carcasses the way they do on wind farms. If
global warming is not controlled by eliminating fossil fuels, many more birds and
animals will die and even become extinct, as we saw in Chap. 1.

There are other environmental objections. Wind farms cannot always be built
where there are no people. The noise can be bothersome, and the effect on scenery,
even of offshore turbines, often cannot be tolerated. There is a NIMBY (Not In My
Back Yard) sentiment. Objectors have their own website.” The technical problems
have to do with time and place. Since wind speed fluctuates, the excess energy
generated in periods of strong wind has to be stored, and there is no easy way to
store that much energy. Wind farms are usually built far from population centers
where the energy is needed. This involves modifying the power grid with new
transmission lines. This presents a chicken-and-egg problem: neither the wind farm
companies nor the transmission line companies want to proceed without the other.

The Growth of Wind

Being the most economical of the renewable technologies, installation of wind
turbines has grown rapidly in the last few years. In Fig. 3.2, we see that Europe
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Fig. 3.2 Accumulated installed wind power from 2006 to 2008 in three continents. The scale is
in gigawatts (GW), which are millions of megawatts. Redrawn from Vestas Wind, No. 16, April
2009. Original data from BTM World Market Update 2008 (March 2009)
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Fig. 3.3 Installed wind power in the top four countries plus Denmark [Vestas Wind, No. 16, April
2009. Original data from BTM World Market Update 2008 (March 2009)]

leads in this field, being more dependent on foreign oil than other continents. It has
also had a head start, but other nations have been advancing more rapidly. Between
2006 and 2008, wind capacity has more than doubled in America and Asia. The
units in Fig. 3.2 are in gigawatts (GW) or millions of megawatts. A large coal plant
generates roughly 2 GW of heat, giving 1 GW of electricity. So the 65 or so GW of
peak wind power in Europe in 2008 would replace, roughly, 65 coal plants. We will
see later that the average power of wind turbines is much less.

The installed wind capacity of the top countries is shown in Fig. 3.3, again in
gigawatts. We see here that the head start of the European countries is being rapidly
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overtaken by the USA and China. Wind power has more than doubled in the USA and
more than quadrupled in China in the two years. Denmark’s wind capacity is typical
of many other small European countries, and it is shown here because Denmark has
been a leader in developing the technology of wind turbines and their deployment
onshore and offshore. Currently, 20% of the electricity in Denmark is supplied by
wind.? It is estimated that by 2013 electricity from wind will cost $0.055/kWh,
compared with $0.05 from coal or gas, $0.06 from nuclear, and $0.22 from solar.?

At one time, after the Chernobyl accident, Germany wanted to eliminate all its
nuclear reactors, replacing them with wind and solar plants. A feed-in law has
been in place since 1990, requiring utilities to buy energy from green sources that
feed into their grid.’ The plan was to install 500 MW of offshore wind in the North
Sea by 2006 and 2,500 MW by 2010. The major players are the large utility com-
panies E.ON Netz, REpower Systems, and the giant Swedish firm of Vittenfall.
However, this was harder than they thought, the subsidy was too small, and the
enviromentalists were too vocal. Only a few offshore turbines have been installed.
Chancellor Angela Merkel lowered the costs by shifting the burden of new trans-
mission lines to the power grid operators from the wind developers. Now 900 MW
of turbines have been ordered, and E.ON Netz will spend $254 million (€180) to
build a cluster of turbines in the North Sea, using some of the huge 5-MW turbines
from REpower (later in this chapter). Nonetheless, wind is so capricious that it can
supply only a small fraction of the energy now generated by nuclear reactors.’

In the USA, installed capacity was close to 30 GW by the middle of 2009, pro-
viding 1.4% of the country’s electricity. The states with the most wind power are
Texas (7.1 GW), Iowa (2.8 GW), and California (2.5 GW). The largest wind farms
are the Horse Hollow, Capricorn Ridge, and Sweetwater farms in Texas; Altamont,
Tehachapi, and San Gorgonio in California, and Fowler Ridge in Indiana.'® Wind
supplies 5% of the renewable energy in the USA, compared with 1% for solar; and
renewables account for 7% of total energy. The Great Plains states, like Kansas,
have great potential for further development. The current rate of buildup (Fig. 3.3)
is on track to attain the Obama administration’s goal of doubling clean energy by
2012. Little has been done so far about offshore wind capture. There are plans to
try this on the East Coast. The technology will be far behind that of the Danes, who
have been researching this for many years. The economic crisis may slow down the
investment in this field. For instance, T. Boone Pickens had planned to spend $10
billion to build the largest wind farm in Texas, but the plans were scrapped when
the price of oil dropped to the point where wind became too expensive. Ideology is
again the slave of economics.

For the far future, the proponents of wind power have no such reservations.
Figure 3.4 shows the predictions of the experts at Vestas Wind Systems of Denmark.
The blue part of the curve shows the 16-fold increase of the world’s wind turbine
capacity from 1997 to 2008. The red part of the curve shows the expected future
growth up to 1.3 trillion watts by 2020. Whether this will actually happen is problem-
atical. As we shall see, this would require a large amount of backbone power to back
up the wind power, and too much fluctuating power may make the power grid unstable.
The good news is that wind installations have a very small fossil footprint.
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When is a Megawatt Not a Megawatt?

When they talk about wind turbines, the quoted power of a turbine is the peak
power, the most it can generate when the wind is strongest. The power output of
a turbine varies as the cube of the wind speed. That means that if the wind drops
from 20 miles per hour (9 m/s) to 10 mph (4.5 m/s), the electric power produced
goes down by a factor of eight. The average number of megawatts generated is
then much lower than the maximum that the turbine is built for. Figure 3.5 gives
an idea of how variable wind power is. The data are from the area controlled by
E.ON Netz, a large company that controls 40% of Germany’s wind capabilities.
During the year, this example shows that the power varied from 0.2 to 38% of the
peak grid power! For this reason, a turbine built to generate 5 MW actually
produces much less than that on the average. Just how much is shown in Fig. 3.6.
This graph shows how much time during the year the wind power generated in a
certain area was the number of gigawatts shown on the vertical scale. The time is
measured in quarter-hours. We see that the maximum installed capacity of 7 GW
was never reached, and even 6 GW was produced for a very short time. The
average power over the year was less than one-fifth of the installed power
capability. For half the year, less than 14% of the installed capacity was usable.!!
So 7 MW can mean only 1.3 MW!
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Fig. 3.5 Daily fluctuations of wind power in 2004 in the E.ON Netz control area. The scale gives
the contribution of wind power to the peak grid load. Adapted from E.ON Netz Wind Report, 2005
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Fig. 3.6 The number of quarter-hours in 2004 in which the wind power generated by E.ON Netz
was the number of gigawatts plotted on the vertical scale. (There are 35,000 quarter-hours in a
year.) For instance, there were about 5,000 quarter-hours in which the power was 3 GW, and about
17,000 quarter-hours when the power was 1 GW. The average was 1.3 GW. Adapted from E.ON
Netz Wind Report, 2005

We often see statements like “The 5-MW titan [in Denmark]...will average
enough power for 5,000 homes,”® or “The 108 [1.5-MW] turbines...in the
Colorado Green project...produces roughly enough electricity each year to supply
more than 52,000 homes*.” The first averages out to 1 kW (peak) per home, while
the second works out to be 3.1 kW (peak) per home. Clearly, this number will
depend on the amount of wind at each locale as well as the lifestyle there in terms
of electricity use.

In 2001, the yearly average electricity consumption in the USA was 1.2 kW per
home'? or 0.47 kW per average person. This is on a steady basis, averaged over a
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whole year. Now, 1.2 kW goes into 1 MW (=1,000 kW), 833 times. So if average
wind power is only 20% of the peak power, as we found above for Germany,
1 MW would supply only a fifth of 833 or 166 homes. This is a little less than the
number of 250-300 homes quoted in footnote 4, but the discrepancy can be
accounted for if steadier winds were assumed. The Colorado example above works
out to give an average-to-peak wind factor of 38%, just twice the number for
Germany. This means that 1 MW of peak power in Colorado would supply 320
homes, in good agreement with the quoted number of 250-300 homes for the US
average. In the Denmark example above, 1 MW of peak power would provide average
power for 1,000 homes, about three times the number in the Colorado case. It is
quite possible, however, that electricity is used much more sparingly in Denmark
than in the USA.

In summary, the average power from wind turbines is only 19-38% of the
installed power capability, depending on the location. The number of homes a wind
farm can power also depends on the energy usage pattern in that location.
Consequently, claims about the efficiency of wind farms can vary widely and can-
not always be believed without checking the facts.

Size Matters

The Ngrreker Enge wind farm in Denmark is replacing 77 old-style turbines with
13 large new ones. At 2.3 MW peak, these few modern turbines can produce twice
the power of the old ones. Since winds are steadier higher off the ground, the average
power over the year will be four times larger. Germany is planning to add
25,000 MW by 2020 by repowering their wind farms with the new turbines.!*> Why
is it worth the trouble? Not only is the first generation of turbines getting old,
but wind is stronger and steadier at higher altitudes. Doubling the height of the
turbine will increase the wind velocity by 10%. Since the power varies as the cube
of the velocity, this 10% translates of a 34% increase in wind power. The trend is to
build fewer very tall towers with very long blades.

These new turbines are huge. The largest so far is Enercon’s E-126, shown in
Fig. 3.7. Its rotor diameter is 126 m (413 feet) and its total height is 198 m (650 feet)!
This is like the length of two football fields stretching up into the sky. Compared to
this, the height of the Statue of Liberty is only 93 m (305 feet); of the Washington
Monument, 169 m (554 feet); and of the Eiffel Tower, 324 m (1,063 feet). Those who
have been up the Eiffel Tower can testify to the winds up there! Unlike these other
structures, the turbine cannot be built step-by-step from the ground up. The blades
and the nacelle (the housing holding the blades and the generator) have to be preas-
sembled and lifted up by cranes. The cranes themselves are so tall that they have to
be assembled with smaller cranes. It is a very dangerous operation: the slightest wind
can cause everything to come crashing down.

Each blade is 200 feet (60 m) long, and the blades catch so much wind that they
have to turn at only five revolutions per minute, or once every 12 seconds. No birds
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Fig. 3.7 The Enercon
E-126 turbine and cranes
(http://www.metaefficient.
com/news/new-record-
worlds-largest-wind-turbine-
7-megawatts.html,

February 2008)

would be so slow as to be struck. This turbine is rated at 6 MW but is expected to
produce more than 7 MW peak power. Calculations like the ones we did above
show that a single E-126 turbine can power 5,000 European households or
1,776 American households. Of course, the power cannot go directly to houses
because wind power varies. The power is fed into the electrical grid as a small
fraction of the power there, and the wind replaces only some of the fossil fuel
or nuclear energy that the grid has to supply.

Figure 3.8 shows the interior of the nacelle of a smaller turbine made by
Germany’s Siemans. Inside the nacelle, there are motors and controls that change the
pitch of the blades as the wind varies, generators that convert the rotating motion
into electricity, and a gearbox that connects the rotor to the generator. These
nacelles can be the size of a conference room. Figure 3.9 shows an offshore array
of 5-MW turbines made by REpower of Germany. A closeup of the nacelle can be
seen in Fig. 3.10. Since the turbine is not easily accessible, the nacelle is made to
accommodate workers lowered to the platform from a helicopter.
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Fig. 3.8 Detail of the nacelle on a Siemans offshore turbine (http://www.powergeneration.siemens.
com/press/press-pictures/)

r

Fig. 3.9 Erecting an offshore array of REpower’s 5-MW turbines (http://www.repower.de/)


http://www.powergeneration.siemens.com/press/press-pictures/
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Fig. 3.10 The large nacelle
of REpower’s 5-MW turbine
(http://www.repower.de/)

Offshore Wind Farms

In Europe, the emphasis is on offshore turbines because of the lack of space and
objections to the noise and aesthetics of onshore wind farms. It is more expensive
to build towers in the sea, and there are problems with storms, icebergs, and salt
water, raising the cost of operation and maintenance. However, the wind can be
steadier and stronger at low altitudes so that the towers do not have to be quite so
high. Denmark had the most installed offshore wind power as of 2005 (Fig. 3.11)
and has led in the development of the technology.

As Fig. 3.12 shows, there are different ways to mount the towers in the sea
depending on the depth of the water. If the installation is kilometers offshore, the
turbines have to be floated and tethered to the bottom. This is much harder than
for floating oil rigs because the towers have to be kept from turning, leaning, or
tipping over. Except for experimental trials, no floating turbines have yet been
installed, though Germany envisions placing them as far as 40 km offshore.’
In September 2009, Vestas Wind Systems of Denmark announced its V112-3.0MW
turbine specifically designed for offshore use.'* This turbine incorporates new
technology for increased efficiency, reduced noise, and resistance to the severe
conditions, including a heating system to keep the parts from freezing. The power
curve for the V112 is shown in Fig. 3.13. The turbine cuts in at a wind speed of


http://www.repower.de/

86

Fig. 3.11 Distribution of
offshore windpower in
Europe, as of 2005 (Energy
[from Offshore Wind, US
National Renewable Energy
Laboratory, NREL/CP
500-39450, February 2006.
Engineering Challenges for
Floating Offshore Wind
Turbines, NREL/CP 500-
38776, September 2007)
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Fig. 3.12 Methods for installing offshore turbines (Energy from Offshore Wind, US National
Renewable Energy Laboratory, NREL/CP 500-39450, February 2006. Engineering Challenges for
Floating Offshore Wind Turbines, NREL/CP 500-38776, September 2007)
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Fig. 3.13 Power curve for the Vestas V112 turbine. The wind speed at the bottom is listed both
in meters per second and in miles per hour (red). Adapted from Vestas brochure V112-3.0 MW,
One Turbine for One World

3 m/s and achieves its maximum output at 12 m/s. It can maintain this output up
to 25 m/s. The steep dependence of power on wind velocity can be seen from this
curve.

Blade Design

The picture of the V-112 in Fig. 3.14 shows that the blades of modern turbines have
been designed with special shapes to maximize efficiency at all wind speeds and to
minimize turbulence.”® Such shapes are also seen in newer airplanes (Fig. 3.15).
Blades may evolve further to incorporate scalloped edges, as these have been found
to reduce drag on a humpback whale’s flippers.'® As the wind speed varies, each
blade’s pitch is changed with a motor to capture the most energy. In very strong
winds, the blades are feathered as in airplanes. The fiberglass blades are much thinner
than on windmills and there are only three of them per rotor. This design is driven
by cost.!” More blades will not only be too expensive but will also require sturdier
towers to support in strong winds. The blades are so long that even at only 5 rpm,
the tip of a 200-feet (60-m) blade travels at 170 miles per hour (75 m/s).

The diameter of the rotors is very large because these catch more wind when the
speed is low. This is explained in Fig. 3.16,'® which is drawn for a situation when
the average wind speed is 7.5 m/s (17 m/h). The smooth, peaked curve at the left
shows how often each wind speed occurs. The speeds are on the bottom scale.
Notice that most of the time, the speed is between 2 and 12 m/s. The rightmost of
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Fig. 3.14 Blade design of the Vestas V90 turbine

Fig. 3.15 Blade design of the Aerospatiale ATR-42 A2-ABP

the rising curves shows the turbine’s output power for a 50-m diameter rotor. The
power is limited by the size of the generator. The curve labeled 50 m-3.0 MW,
therefore, rises as the wind speed increases but stops rising and stays flat when the
curve reaches 3 MW (at around 16 m/s). Increasing the generator’s capability to
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Fig. 3.16 Curve on /eft: distribution of wind speeds (arbitrary units) when the average speed is
7.5 m/s. Curves on right: turbine power in megawatts as generator size is increased. Curves in
middle: turbine power of a 3-MW generator as rotor diameter (m) is increased (adapted from a
presentation by Chris Varrone, Chief Strategist, Technology R&D, Vestas Wind Systems). The
horizontal scale is wind speed in meters per second. To convert to miles per hour, see Fig. 3.13

4 or 5 MW permits capturing the energy of the strongest winds, as shown by the
uppermost curves on the right. However, these occur only a small part of the time.
If, instead, we keep the generator at 3 MW and increase the rotor diameter, we get
the colored curves labeled 70, 90, 120, and 150 m. These rotor diameters utilize the
slow wind speeds more efficiently, even though the 3-MW generator cuts the curves
off when the available power reaches 3 MW.

Even larger rotors would capture more of the slow winds under the peaked
curve, but then the towers would have to be even taller than the monsters that we
now have. High hub heights also contribute to a turbine’s efficiency. Winds are
stronger away from the ground, where the trees, grass, hills, and structures impart
a drag. This was a rather technical discussion, but it shows why it pays to tear down
old turbines and replace them with fewer large ones.

How Turbines Work

As we stated at the beginning of this chapter, wind turbines produce electricity
efficiently without going through a steam cycle. The generators in the nacelles
are basically electric motors run in reverse, so that instead of electricity causing
something to turn, the turning of the blades causes electricity to be generated.
Of course, it is not that simple, and this gets a little technical. The pitch of the
blades is varied to keep them turning at the same speed as the wind varies. The
rotor is connected to the generator through a gearbox. The gears are needed to
increase the rotational speed of the rotor (about 5 rpm, say) to the speed of the
generator (about 1,000 rpm, say). The gearbox tends to wear out before anything
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else, and new turbines are being developed to do the switching electronically,
without moving parts. Since it takes a second or two to change the pitch of the
blades, gusts of wind will make the rotor turn faster, and the generator has to
handle that.

The next problem is to match the electric output from the generator to the AC
grid. Though there are different kinds of generators, it is not always possible for
them to turn out AC at the same frequency as the grid. The generator’s output will
vary with the wind and may be nowhere near the 50- or 60-cycle frequency of AC
power. It will also be reactive. That is, the voltage and current of the output will not
be in phase, varying nicely together as they should. To manage this, the generator’s
output is processed by a converter. The AC is first converted to DC, and then the
DC is converted to 50- for 60-cycle AC so that it can be sent into the grid. We com-
monly use converters on a small scale. The power bricks that charge our cell phones
and laptop computers convert AC to DC. There are small devices for cars which can
convert the DC from the cigarette lighter into AC to run a portable household appli-
ance. But for a 5-MW turbine, the electronics and capacitors to handle this conver-
sion would fill a small factory. Basically, a sizable electric substation has to be built
at the base of the tower or inside it. Five megawatts is a lot of powers; it is equivalent
to 6,700 HP. The switching of this much power requires some heavy-duty transis-
tors, and there is a proposal to develop silicon carbide (SiC) switches, which can
handle this better than ordinary silicon.” These large components needed to convert
wind power to grid power are a part of the cost and environmental impact that
people do not usually know about.

The Fossil Footprint

Wind contributes less than 1% to the world’s energy. The planned buildup in wind
power will have to use mostly fossil fuel energy and thus contribute to CO, emis-
sions. Fortunately, wind is one renewable energy source that can payback this
energy in months instead of years. Careful analyses of energy use in wind energy
generation have been made by Vestas Wind Systems in 1997% and 2006.*' Vestas
is a large Danish manufacturer that has installed 38,000 turbines, about half the
world’s total. The bottom line is that the fossil energy used can be recovered in
about four months for a 600-kW turbine in 1997 and in about 6.8 months for an off-
shore 3-MW turbine in 2006.

These so-called life-cycle analyses are interesting because they give a good
idea of all that is involved in building a wind farm. We’ll take the 2006 study as
an example. The study begins with the description of a fictitious power plant to
be built.?! This plant will consist of 100 Vestas V90-3.0MW turbines built 14 km
(9 miles) offshore in water 6.5-13.5 m (about 33 feet) deep. Each turbine will pro-
duce 14 GWh/year for a total of 1,400 GWh/year for the whole plant. That’s 1.4
billion kWh/year of electricity, compared to the 2,300 kWh that an average Danish
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household uses per year. That is enough power for 600,000 homes! It turns out that
large plants require less energy per kilowatt produced than small ones.

The energy used to build this plant is divided into four parts: (1) manufacture
of the components, (2) transport, construction, and installation of the turbines,
(3) their operation and maintenance, and (4) their dismantling and disposal at the
end of life. The lifespan is assumed to be a conservative 20 years. The compo-
nents consist of the foundations, the towers, the nacelles, the blades, the trans-
former station, the transmission lines up to the grid, and even the boat dock for
offshore plants. The foundation if offshore would be a steel tube 30 m long 4 m
in diameter, and 40 cm thick. The transition piece to the tower is of concrete.
The tower is made of steel, and all the energy used in making the steel from ore,
fabricating the tower, and sandblasting and painting the surface is counted. The
nacelles contain the gearbox, the generator, the transformer, a switchboard, a
yaw system, a hydraulic system, and the cover. When these components are
made by subcontractors, all the energy used in those factories is accounted for.
The blades are made of 60% fiberglass and 40% epoxy, and the spinner on which
they are mounted is plastic.

Transporting these components to the site by truck or boat uses gasoline or die-
sel, and the large cranes used for installation use more fuel. A transformer station
for the offshore plant is to be built on three concrete piles 14 m above the water.
The steel structure is 20 mx 28 m in size and 7 m high, with a helicopter platform
on top. To carry the power to land, two 150-kV underwater cables are used up to a
cable transition station 20 km away. From there, 34 more kilometers of dry cables
carry the power to land. For maintenance, it is assumed that half the gearboxes and
generators in the station will have to be replaced or repaired during the 20-year life
cycle. Each turbine will be inspected four times a year, and the energy used to
transport the inspectors by car, helicopter, and boat is also counted. A resource one
usually does not know about is the use of sacrificial aluminum anodes for cathodic
protection against the attack of parts by salt water. Since the aluminum cannot be
reclaimed, the energy in mining is lost.

At the end of life, the turbines, towers, and foundations have to be dismantled
and disposed of. Metals can be 100% recycled, with 90% recovery, and 10%
going to landfill. Materials like fiberglass, plastics, and rubber can be burned; and
the heat can be captured for use. Energy is actually recovered in the dismantling
stage. When all this is added up, each turbine’s energy cost over 20 years is 8.1
million kWh, while it is producing 14.2 million kWh/year. Dividing these two
numbers gives the 0.57-year or 6.8-month energy payback time quoted above.
This is for an offshore plant. An onshore plant produces only half as much
energy, but it also takes half as much energy to build and maintain. Amazingly,
the energy recovery time is almost the same, at 6.6 months. As for the carbon
footprint, such a plant generates about 5 g of CO, for every kilowatt-hour (kWh)
of electricity generated. By comparison, normal European power plants emit
548 g/kWh. Wind is indeed a very clean way to generate energy, but it has other
problems.
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Energy Storage

Since wind is so variable, one problem is how to smooth out the fluctuations. This
means storing the energy. The method depends on how long the energy has to be
stored. The capacitors in the nacelles and the turbine’s transmission station need to
store energy only from one AC cycle to the next, and those capacitors are already
very large. Storing enough energy to last an hour would do a lot of smoothing.?
Batteries can do this, but they are too expensive. The best batteries are lithium-ion
(as in laptop computers) and sodium-sulfide (NaS). Enough Li-ion batteries to
service a large turbine would cost as much as the turbine itself. A 1-MW bank of
NaS batteries would be the size of three shipping containers. A 34-MW NaS dem-
onstration plant in Rokkasho, Japan, occupies 16 large buildings.?> This does not
seem practical either. Storing mechanically in large flywheels is not yet taken
seriously.

There is also day—night storage for 8 hours or longer. If there is a hill, pumped
hydro can be used. The excess energy is used to pump water into a reservoir uphill.
The energy is then regained quite efficiently by hydroelectric power. A scheme that
is being taken seriously is compressed-air storage. Excess wind energy is used to
pump air into underground salt domes or porous sandstone topped by shale. These
sites, also usable for CO, storage, can be found over 85% of the USA.* The energy
is recovered by bringing the compressed-air backup to help spin a natural-gas tur-
bine driving an electric generator. The scheme is shown in Fig. 3.17. The turbines
there are gas turbines, not wind turbines. A gas turbine is shown in Fig. 3.18. When
natural gas is burned, the expanding air blows through the fan blades and turns the
shaft, which then turns an electric generator. The compressed air from underground
can add to this push, increasing the efficiency of the turbine by 60% or more.
However, there is a heat cycle involved. When the air is first compressed, it heats up,
and that heat is lost to the rock. Then when the air is decompressed, it cools down
and has to be reheated to help drive the turbine. If you examine Fig. 3.17 closely,
you will see that the heat for this is recovered from the hot air leaving the turbines
after it has done its work. The loss in efficiency is more than 50%.% Nonetheless,
large projects for such storage are planned in Iowa, Minnesota, Texas, and the
Dakotas.?

Meshing with the Grid

Wind power rarely occurs where it is needed most. Conversely, you would not
want to live where the wind is always fierce, like the west side of the Falkland
Islands. New transmission lines are necessary, and this obstacle is preventing wind
power from developing as fast as planned. In Germany alone, it is estimated that
2,700 km (1,700 miles) of extra-high-voltage lines will be needed by 2020 to carry
an expected 48 GW of wind power. These lines run at up to 380 kV, compared to
high-voltage lines at 110 kV, which are scary enough, and will cost over 3 billion
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Fig. 3.17 Compressed air energy storage scheme for wind power (Vestas Wind, No. 16, April 2009)

Fig. 3.18 A gas turbine (http://www.powergeneration.siemens.com/press/press-pictures/)

euros.!! Traditionally, power plants are built near population centers, so the transmis-
sion lines are short. Distributing wind power will require new rights-of-way, some
of it underground. These lines cost 7-10 times as much as standard lines.!! There
will be political, legal, and social problems in addition to the large cost. Germany,
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and even all of Europe, is small compared with the US. Transmission lines are an
even bigger problem for wind power in the USA.

Load distribution is another big problem. If the wind input to the power grid
varies by as much as 10%, the grid can become unstable. However, if several wind
sources are connected to the same grid, load variation can be avoided if the power
can be switched in and out fast enough from each of the sources. This requires
accurate forecasting of the wind speed and close collaboration among grid opera-
tors. The Nordic countries of Sweden, Norway, and Denmark are close enough to
pool their resources for load leveling.'® They can exchange wind and hydro energy.
For instance, when wind power is excessive in Denmark, it can sell the power to
Norway. Norway can accommodate the power by slowing down its hydroelectric
power, storing the energy in the reservoir above a dam. The hydro energy can be
sold back to Denmark when the wind dies down.

Wind is so variable that it can never be a large fraction of the total grid power.
Not only that, but it must be backed up by conventional fossil fuel or nuclear plants.
Estimates vary from 90%!'! to 100%.>* That is, for every megawatt of new wind
power installed, one megawatt’s worth of new coal, oil, gas, or nuclear plants have
to be built.

The Bottom Line on Wind

Wind is an attractive source of free energy. It generates electricity directly. It does not
pollute, and it can generate enough energy to cover itself in half a year. The technology
is well developed and is actually rather interesting. But wind can never be a primary
source of power. It is too variable, and the problems of energy storage, transmission,
and load leveling are overwhelming. Wind power is suited for islands such as the
Galapagos® and Hawaii,?® where all other energy must be imported. Wind is the best
of the renewable sources of auxiliary power, but it cannot supply backbone power.

Solar Energy

The Nature of Sunlight

If we take a solar cell a square meter in size, put it on top of the atmosphere, and face
it directly toward the sun, it would receive solar radiation energy of 1.366 kW/m?.
Take it down to the surface of the earth, and the light will be attenuated by the air’s
absorption and scattering. The net result is the convenient figure of 1 kW/m? Over
the whole earth, there is enough sunlight in an hour to supply all the energy use in the
world for a year! If you find this hard to believe, as I did, we can do a back-of-the-
envelope calculation in Box 3.1.



Solar Energy

Box 3.1 How Much Sunlight Does the Earth Get in 1 hour?

The radius of the earth is about 6,400 km (4,000 miles). Replace the earth
with a disk 6,400 km in radius, and the disk would get the same amount of
sunlight. We do not count the back side of the disk, and that takes care of the
fact that there is no sunlight at night (Fig. 3.19).

The area of the disk is 7%, as you well remember. That works out to be
some 130,000,000 km?. In square meters, the area of the disk is a million
times that, which is 130,000,000,000,000 m?. (Those who are meter-chal-
lenged can think of a square meter as a square yard.) Each square meter gets
1 kW, so the total power over the earth is that large number of kilowatts. The
number is too long to write, but we can use shorthand and write it as
1.3x 10 kilowatts, where the 14 stands for the number of decimal places
after the “1.” (This is scientific notation, which was explained in Chap.2.)

To compare this with our energy consumption, we have to convert kilo-
watts into Quads per year. We can use Table 2.1 in Chap.2 to make this
conversion. It takes several steps, but 1.3x10'* kW is the same as 440
Quads per hour. Also in Chap.2, we found that our civilization consumes
about 500 Quads per year, almost the same number. So indeed, sunlight
hitting the earth every hour carries about the same energy as we consume
in a year!

Fig. 3.19 The same amount of sunlight falls on the earth as on a flat disk of the same diameter

Figure 3.20 shows the annual variation of sunlight. This shows that the
earth is tipped relative to the plane of its orbit. Consider a location in the
northern hemisphere, on the upper red line, say. In the summer, the sun would
be on the left, so as the earth rotates, more of that red line is in the sunlit
region, and less in the blue night region. Days are longer than nights. In the
southern hemisphere, the opposite is true. When the earth moves to the
opposite side of its orbit, the sun appears to come from the right. The blue
region is then sunlit, and less time is spent in there than in the yellow night
region. Days are shorter then nights in the northern hemisphere. Furthermore,
the sun never gets high above the horizon at high latitudes. Since we cannot
easily store solar energy from summer to winter, solar power is inequitably
distributed.

95

(continued)
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Box 3.1 (continued)

-—
SUMMER WINTER
-~

Fig. 3.20 Solar power varies by season because of the tilt of the earth

So why aren’t we all fried by the sun? First, there’s the factor of 2. Except at the
equator, sunlight comes in at an angle, not from overhead, so that the power is spread
out over a larger area. To figure out how many kW/m? there are at any given latitude
and longitude is a long exercise in spherical trigonometry, but we can average. The
area of a hemisphere is 27tr?, happily just twice that of the disk. So the average inso-
lation over the earth is only 0.5 kW/m? Since the earth’s axis is tilted with respect
to its orbit, there are seasons; and people living at high latitudes have a bigger dif-
ference between winter and summer. They also get less sun altogether. Figures 3.21
and 3.22 show this. The number 0.5 kW/m? is averaged over latitude and seasons.
Then there are clouds and storms and smog which prevent the sun from shining. That
cuts the average to below 250 W/m?, and it is not available everywhere. Even so, it
is a lot of energy, if we could only learn how to capture it efficiently. The average
person in the USA uses about 500 W of electricity, averaged over 24 hours. Two
square meters of solar cells in a good location could generate this if they were 100%
efficient. Right now, it is hard to get 10% except in the laboratory.

Ways to Use Solar Power

Although articles on solar power appear often in public media, it is not always
made clear that there are many ways to capture that energy, and that these methods
are quite different from one another. First, there is local solar vs. central solar.
Locally, sun falls on every rooftop, and there is no excuse not to use this free
energy. Centralized solar power plants are another matter. These take up large areas
and have to transmit the energy from sparsely populated to densely populated
regions. The plants also have to compete with coal and nuclear plants on cost.
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Fig. 3.21 Distribution of average solar energy incident onto the earth, with the darker colors
indicating more sunlight (http://images.google.com). This shows that solar power is most abundant
in the least populated regions of the earth

Fig. 3.22 Distribution of average solar energy incident onto the USA, with the red colors indicating
more sunlight (http://images.google.com). This shows how difficult it would be to transport solar
energy from the southwest to where it is needed in the northeast
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There is also a big difference between solar thermal and solar electric. In solar
thermal, sunlight is used to heat a liquid, typically water, and that heat is either used
directly for heating or is used to generate electricity. Local use of solar thermal is
very simple: water heated on the roof can directly reduce one’s gas or oil bill.
Centralized solar thermal is literally done with mirrors. Acres of mirrors motorized
to follow the sun focus the sunlight into a boiler on top of a tower. There a liquid
such as water or liquid salt is rapidly heated and stored in tanks on the ground.
Since heat is hard to transport long distances, the hot liquid is used in a steam
generator to produce electricity. Most of the energy is then lost in the thermal cycle,
as was explained in Chap. 2.

Solar electric is commonly called photovoltaic or PV. There are two main kinds
of PV: silicon and thin film. Solar cells made of silicon are expensive, and there are
several kinds of these: polycrystalline, amorphous, and microcrystalline.
Polycrystalline silicon solar cells can be very efficient, but these are so expensive
that they are used where cost does not matter, as in space satellites. Amorphous sili-
con is less efficient but much less expensive, and they could be competitive in the
market. The new microcrystalline silicon cells under development may turn out to
be a good compromise. The fastest growing segment, however, is in thin-film solar
cells. These are much cheaper than silicon ones, use very little material, and can be
used for both local and central power. Although thin-film cells are the most ineffi-
cient of all, the possibilities for their deployment are tremendous. For instance,
windows could conceivably be coated with thin-film cells. The following sections
will tell how these various solar energy methods work.

Panels on Every Rooftop

The easiest way to use solar energy is to put a panel on the roof to heat water. This
is already done in many countries. Such panels can be seen as one rides on a train
in Japan. In a place like Hawaii, the panel does not have to be very big at all; 1 m?
is more than adequate. A panel can be just a flat box with a glass top and a black
bottom to absorb all the sunlight (Fig. 3.23). The panel is connected to the usual
water heater with two pipes. A small pump circulates the water up to the solar
panel and back down to the water heater. The gas or electricity driven heater then
does not have to turn on as often to keep the hot water at the set temperature.
No fancy electronics are needed, so the cost is low. Solar swimming pool heaters
are even more economical. The same pump used for the water filter can pump the
water up to panels on the roof, from where the water siphons down without further
pumping energy. Since the temperature rise in each pass is only a couple of degrees,
no high-temperature materials are needed. Black plastic panels, about one by two
meters, are used. Each has many small channels to flow the water in parallel. Such
panels have lasted over 30 years.

The fossil footprint of rooftop solar thermal collectors has been analyzed by the
Italians [1]. As with the life-cycle analyses described in the previous section on
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Fig. 3.23 The simplest implementation of a solar water heater (http://images.google.com)

Wind, all the energy used in producing the materials used and in installation,
operation, and maintenance is added up; and the energy recovered in the recycled
materials at the end of life is subtracted. The energy comes from conventional
sources, mainly fossil fuel plants. This is then compared with the solar energy pro-
duced during the lifetime of the equipment. The resulting energy payback time lies
somewhere between 1.5 and four years. However, the systems considered include an
insulated tank on the roof, and this is the main contributor to the weight of the galva-
nized steel component, which accounts for 37% of the energy used. For systems
without a rooftop tank, the energy payback time should be closer to the lower limit of
1.5 years. All the solar heating collected after that is real “green” energy. There is
really no reason for every house not to collect the solar energy that falls on its roof.
Photovoltaic (PV) solar panels on the roof are another matter. These are expen-
sive, but they provide electricity, not just heat. It costs about $5 a watt to have PV
installed on the roof. Since the electricity use per home in the USA is about
1.2 kW averaged over the whole year, one would need about 5 kW to cover the
peak hours. The cost is then 5000 x $5 = $25,000. People usually pay between
$20,000 and $40,000 for their systems, but there is a 30% federal rebate and some-
times also a state rebate in the US. PV systems are usually guaranteed to lose no
more than 20% of their efficiency after 25 years. States with net metering will
allow the electric meter to count only the external energy used and to run back-
wards if the solar cells produce more energy than is used. The savings in electricity
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Fig. 3.24 A 4.4-kW photovoltaic roof installation (http://www.californiasolarco.com)

bills can payback the PV cost in about 15 years without rebates or about eight years
with rebates.”” This presumes that there is a large roof area with an unobstructed
view to the south (in the northern hemisphere) (Fig. 3.24).

Whether PV solar can pay for itself of course depends on where you live. The
number of Peak-Equivalent Hours per Day is a measure of how much usable sunlight
is available in a given place. The average in the USA is 3.5-6.5 hours. Winter in the
Northwest would give only 1.5-2.5 hours, while summer in the Southwest can give
8 hours.”” At 2 hours of intense sun equivalent, a 5-kW PV system would yield
10 kWh of electricity. Remembering that the average use per home is 1.2 kW,
amounting to 1.2x24=28.8 kWh/day, we see that a large system can supply about a
third of the electricity requirements even in the Northwest. The good news is that
even on cloudy days, 20-50% of solar energy can still be obtained.

Of course, the sun does not shine when we need electricity the most; namely, at
night when the lights are on and we are watching TV. The energy has to be stored.
In the Southwest, the peak power is so large that it cannot be used right way; it has
to be stored. This requires batteries, which increases the cost of solar energy
beyond that for the panels themselves. The most economical batteries available
today are the lead-acid batteries used in cars. A whole bank of them will have to be
installed in the house. There are larger, more compact lead-acid batteries available.
These are used, for instance, in African safari camps in case diesel fuel for their
generators cannot be delivered. A 20-feet (6 m) row of these can supply the minimal
needs of a camp for three days. PV power, stored or otherwise, cannot run appli-
ances because they produce direct current (DC) power. An inverter has to be used to
convert the DC to AC at 60 cycles/s in the USA and 50 elsewhere. This is an addi-
tional expense that must be counted.

There are other impediments to local solar power that are not widely known.
Shadows, for instance, can completely shut off a solar panel. This is because each
solar cell produces only 0.6 V of electricity. The cells in a panel are connected in
series to buildup the voltage to at least 12 V, which the batteries and inverters need.
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If one cell is in shade, it cuts off the current from all the cells. This is like the old
strings of Christmas tree lights which were connected in series instead of parallel.
If one bulb burns out, the entire string goes out.

Dangers

In spite of its low voltage, rooftop solar may actually be the deadliest source of
energy! This is because the panels get dirty and need to be cleaned of dust, dirt, wet
leaves, and bird droppings in order to maintain their efficiency. People will natu-
rally climb up to the roof to clean their panels. Statistics on people falling off the
roof and ladders are not readily available, but here are some figures for accidental
deaths from falls. The Center for Disease Control and Prevention®® reports that
15,800 adults above age 64 died from unintentional falls. Another branch of CDC
shows 19,195 total accidental deaths from falls in 2006.%° Data from the US Census
in 2000 show that deaths from falls from one elevation to another were 3,269 in
1996.%° If we conservatively take the smallest number, about 3,000, and say that
maybe 10% of those were falls from a roof or a ladder going to the roof, then 300
US deaths occur annually from such falls. Now if rooftop solar becomes wide-
spread, this number may grow by an order of magnitude to 3,000 deaths per year.
Compare this to the annual average of 32 coal-mining deaths in the USA from 1996
to 2009!3! Even the 4,000-6,000 coal-mining deaths in China is comparable to the
number of USA fatalities if local solar power expands as intended.

Factories are usually large, single-story building with flat roofs. These would be
ideal for solar installations. Forward-looking companies like Walmart and Google
have already installed solar power on their roofs. Covered parking lots are also good
candidates, and some are already being converted. These installations would be
serviced by professionals, not homeowners. No doubt measures will be taken to
make solar systems for homes safer. Panels can be designed with this in mind.*
Perhaps a cottage industry of panel cleaners will arise, the way chimney sweeps
have been reinvented. Rooftop solar is needed, but its dangers must be minimized.

Central-Station Solar Power

Solar Thermal Plants

We next consider large power plants that collect solar energy. There are two main
kinds: solar thermal and solar electric. Solar thermal is more straightforward and
easier to understand. It’s done with mirrors. In one type, a large area of ground
is covered with mirrors which reflect the light onto a “boiler” on top of a tower.
One such installation is shown in Fig. 3.25. It is also called a solar concentrator.
To keep the cost down, the mirrors are usually flat; but that means that they have
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Fig. 3.25 A solar power tower in the Mojave Desert, USA (http://ec.europa.eu/energy/res/sectors/
solar_thermal_power_en.htm)

to be controlled to follow the sun. The immense heat impinging on the boiler from
all these mirrors brings a liquid to a very high temperature. This liquid is then piped
down to storage tanks, where it can be kept until used, thus solving the day—night
storage problem. The liquid can be water, oil, or molten salt. Water can only be
heated to 100°C before it turns into steam, but molten salt can be heated to 1,000°C.
It can be held at 600°C without damaging its container. However, it has to be used
or drained before it cools into a solid, never to be melted again. To produce electricity,
the hot salt is piped to a heat exchanger, where it turns water into steam, and the
steam is used to run a standard steam turbine to generate electrical power. The heat
cycle is at most 30—40% efficient, so there is a 70% loss in addition to the losses in
focusing onto the boiler all the sunlight that falls onto the ground.

Parabolic mirrors, harder to make, can bring the sunlight onto a focus as the sun
moves vertically in the sky. This method is used in linear systems like the one
shown in Fig. 3.26. A long pipe fixed at the focus of the mirrors carries the fluid to
be heated down to the end of each row, where it is transferred to storage tanks.
Cheaper flat mirrors could be used this way if they are controlled to tilt so as to
keep the reflected energy onto the pipe as the sun moves in the sky. This kind of
system is shown in Fig. 3.27. The flat mirrors are remotely controlled to pivot
around the circles, keeping the sunlight on the overhead pipe. The mirrors can also
be set at different angles, like a Fresnel lens, to simulate a parabolic mirror which
focuses on the tower regardless of the sun’s position.

The fossil footprint of these systems can be found in several life-cycle analyses
of central-tower and parabolic-trough solar thermal power plants. We give here
representative figures from studies of two installations in Spain [2]. The first is a
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Fig. 3.26 A parabolic trough system (http://thoughtsonglobalwarming.blogspot.com/2008/03/
solar-thermal-company-says-it-could.html)

Fig. 3.27 A linear array of mirrors that rotate to follow the sun (http://www.instablogsimages.
com/images/2007/09/21/ausra-solar-farm_5810.jpg)

central-tower type producing 17 MW from 2,750 mirrors totaling 265,000 m? in
area and occupying a land area of 1.5 km? or 0.58 square miles. The parabolic
trough system produces 50 MW from 624 mirrors of 510,000 m? area and occupying
a land area of 2.0 km? or 0.77 square miles. The tower generates 104,000 MWh of
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electricity per year, while the larger trough system yields 188,000 MWh. Though
these two systems seem very different, their other numbers, including their fossil
footprint, are quite similar. Both are assumed to have a 25-year lifetime. Both use
molten salts for energy storage, the tower having a 16-h storage capacity, compared
to the trough’s 7.5 h. Both systems are about 46% efficient in gathering the sun-
light on their grounds, and a thermal efficiency of about 37% in converting that to
electricity. The overall efficiency is about 16%. This is about twice as good as that
of current commercial photovoltaic systems.

As in the case for Wind, the life-cycle studies here consider the amount of
material used in building the installation and the energy used in mining, refining,
and transporting each type of material. More energy is used in constructing and
installing the mirrors, the buildings, the heat storage equipment, and the electrical
generation plant. Gas and electricity from conventional sources are used in oper-
ating the plant. Decommissioning includes tearing down the plant and returning
recyclable materials. This usually nets a negative energy cost. The bottom line is
that both plants will have an Energy Payback Time of 12.5 months. This is shorter
by at least a factor of 2 than that of photovoltaic systems. Instead of parabolic
lenses, one can use Fresnel lenses. These are lenses that are collapsed into a flat
sheet such that grooves in the sheet have the same angle as the lens would have
at the same position. Fresnel lenses are the flexible plastic sheets that one can buy
to magnify reading material. If such lenses can be manufactured on a large scale,
the energy payback time would go down to 6.7 months, comparable to that of
wind turbines. The downside of solar thermal plants is the large amount of real
estate they use A normal coal or nuclear plant produces 1,000 MW, 20 times that
of the parabolic trough plant described here. Since 50 MW required 2 km? of
land, 1,000 MW would require 20 times that or 40 km?, an area two-thirds the
size of Manhattan Island in New York!

Nonetheless, solar concentrators, especially the linear kind, are gaining steam,
so to speak. There have been dubious pronouncements that 9% of the area of
Nevada could provide enough solar electricity to supply the entire USA.* New mirror
materials are being invented, with thick glass replaced by thin glass. The mirrors
have to withstand the harsh desert environment and not fade with time. They are
front-surface mirrors, not like the back-surface ones at home. A thin mirror would
have at least six layers: a substrate of stainless steel or aluminum, a layer of adhe-
sive and a layer of paint, then a copper back layer, and finally a silver reflection
layer covered with a thin protective glass layer.*® Solar thermal plants are capital
intensive. Their electricity costs about $0.16/kWh, hopefully halved by 2012, com-
pared to $0.06/kWh for conventional power. Grand plans are being made for 200-
1000 MW size plants in sunny places like western USA, Spain, Israel, Egypt, and
Mexico.

In all life-cycle studies, the carbon footprint is also calculated. This is the
amount of CO, emitted in the life cycle of the installation. We have omitted this
information because it is harder to understand, and the resulting payback time is
about the same as for energy if fossil energy was used. Use of renewable energy for
manufacture would, of course, decrease the carbon footprint.
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Solar Photovoltaic Plants

If one were to build a solar power plant to compete with coal or nuclear plants, a
number of problems have to be overcome: cost, transmission, storage, and energy
payback time. Solar shares with wind the problems of transmission and storage, but
wind is cheaper. Solar thermal has an easy way to store energy for short periods,
but this is not available for solar photovoltaic. Let us first consider the problem of
cost. Solar cells made of silicon are expensive, but nonetheless 90% of installed
cells are made of silicon because those were invented first. The fastest growing
market nowadays is in thin-film solar cells, which are much cheaper. Led by First
Solar of the USA, rapid buildup of solar power in Germany, China, and the USA is
being done with thin-film cells.

To compete with standard energy sources in cost, the magic number of $1/W of
peak installed power is sometimes quoted. Silicon cells have been working their
way down in cost but are still far from this goal. Thin film, however, may have
already reached “grid parity.” Where does this magic number come from? A rough
calculation is given in Box 3.2 to show that it is quite reasonable.**** The diluteness
of sunshine means that central solar power would require lots of acreage. Box 3.3
shows that a solar plant generating the same power as a coal plant would occupy at
least 100 km? (10,000 hectares or 24,700 acres). Figure 3.28a shows what a solar
farm looks like. It is a 100-hectare, 14-MW plant opened in 2008 in southern Spain.
The 120,000 panels can handle 23 MW of peak power. Figure 3.28b shows an aerial
view of the area, which was cut out of sunny wine-growing country. This amount
of land is necessary to supply electricity for a small town of 20,000 homes.

Box 3.2 Price of Solar Cells for “Grid Parity”

This is a little complicated because “$1 per watt” refers to watts, which are
not units of energy. We have to take into account that kilowatts give instanta-
neous power, while electricity costs are given in units of kilowatt-hours,
which are energy units. A kilowatt-hour is the amount of energy generated by
a 1-kW source of energy in an hour.

As deduced earlier, one peak kW of solar power yields an annual average
of about 200 W as sunlight varies from day to night and summer to winter.
This is the same as saying that the Peak-Equivalent Hours per Day is about
five. So at $1 per peak watt, 1 kW of peak power would cost $1,000; and
1 kW of average power would cost about five times as much or $5,000. For
this much investment, how many kilowatt-hour do we get? Well, that
depends on the life of a solar cell. There are 8,766 hours in a year; and if we
assume a lifetime of 20 years for the cells, they will last about 175,000 h.
Dividing $5,000 by this, the cost of solar electricity would be $0.03/kWh,
compared with $0.10/kWh for average electricity cost in the USA in 2009,*

(continued)



106 3 The Future of Energy II: Renewable Energy

Box 3.2 (continued)

which is three times higher. However, $1/W is the cost of the solar cells
only. The cells have to be mounted, transported, and installed, and substa-
tions have to be built to convert the low-voltage DC from the cells into high-
voltage AC for the grid. Some mechanism must be built to store the energy
for nighttime use, and long transmission lines have to be built to carry the
electricity from the desert to population centers. The price for thin-film cells
is reported to be as low as $1.18/W in 2009.* However, First Solar executives
estimate that the price of $1/W may have to be halved before grid parity is
achieved.

Box 3.3 Covering the Desert with Glass

A typical large coal or nuclear plant produces 1 GW of electricity. How much
area would a comparable central solar photovoltaic plant take up? Using the
figure of 200 W/m? given above for average solar radiation, we multiply by a
solar cell efficiency of 8% to get a net power of 16 W/m? from thin-film solar
panels. More power is lost in the electronics and the inability to tilt the panels
economically to follow the sun. A more realistic estimate for net power may
be 10 W/m? for a power plant. At this rate, a 1-GW power plant would require
100,000,000 m? of space, the area of a square 10 km (6.25 miles) on a side.
How much does it cost to cover such an area with solar cells? At $1 per peak
watt or $5 per average watt, | GW would cost $5 billion for the cells alone.
Compare this with covering the desert with other materials. Cheap plywood
costs about $20 for a 4 x 8 foot sheet, 3/4-in. thick. This works out to $6.73/m?,
or $670 million for 100 million m?, only about seven times less. Cheap win-
dow glass costs about $58/m? or $5.8 billion for 100 million m?. This is more
than the $5 billion for solar cells! To produce photovoltaic cells at $1/W
would be a remarkable achievement. Solar cells, which are glass coated with
multiple delicate layers of semiconductor material, with electrodes, have to
be manufactured at less cost than the retail price of ordinary glass!

With prices near grid parity, industrial investment in solar panels is expanding
so fast that the numbers of dollars and megawatts given now will change rapidly.
China is the largest manufacturer of solar panels, 99% of which are exported.
China had only 140 MW of photovoltaic cells installed in 2009 but has plans to
expand to 20 GW (gigawatts or thousands of MW) by 2020.*® The USA plans to
have 5-10 GW installed by 2015. Spain added 2.3 GW in 2008, catching up with
Germany’s 5.8 GW already in place.”” First Solar has ramped production to
192 MW/year, but at this rate many manufacturers will have to participate in the
growth of central-station solar photovoltaic.
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Fig. 3.28 A large solar farm in Jumila, Spain (http://ourworldonfire.blogspot.com/2008/08/
worlds-largest-pv-solar-farm-opens.html; http://technology4life.wordpress.com/2008/01/31/the-
world%C2%B4s-largest-pv-solar-plant-open-in-southern-spain/)

Storage and Transmission

With the price of solar cells under control, the next problem is to find a way to store
the energy collected during the day for use at night. Storage of energy is not the
same as storage of fuel. For instance, gasoline does not take much space, but after
it is burned, the energy can only be stored in batteries and such, which are large and
expensive. Storage is not a big problem for rooftop solar because that energy is only
a small supplement to the electrical grid, and large power plants are still needed to
supply nighttime energy. If solar farms are to provide backbone power, however,
storage is needed to cover nights and cloudy days. The same methods described
above for wind power are also available for solar. Capacitors or batteries to serve a
GW-size solar farm would be prohibitively large and expensive, and making them
would greatly increase the fossil footprint. Pumping uphill to get hydro at night is
not practical, since deserts have few hills. For lack of a better idea, what is usually
proposed is the unproven concept of compressed air energy storage (CAES), as
shown in Fig. 3.17. Excess solar energy is used to force compressed air into under-
ground caverns or salt domes. Unlike CO, storage in such natural structures, the gas
does not stay there. It is taken out at night, and its pressure is used to drive turbines
to generate electricity. As explained under Wind, there is a large energy loss due to
the heating of air when it is compressed.

If energy is so hard to store, what about transmitting it from the southwestern
USA to the east coast? A Smart Grid for the USA is under discussion for distribu-
tion of renewable energies. This is a huge project that cannot be carried out in less
time or for less money than developing fusion reactors. The electrical grid is a
complex network of high-voltage lines, ranging from 115 to 765 kV, connecting
power generators to user sites. It has to respond to sudden changes in power needs,
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and its reliability is tightly regulated. Even without the special needs of renewable
energies, it has to be modernized in any case because of aging equipment and the
especially stringent requirements of digital circuits [3]. Another publication from
the Electric Power Research Institute proposes superconducting transmission lines
cooled by liquid hydrogen, which would not only lower transmission losses but also
supply hydrogen for cars [4]. Even if it makes sense, it will take many years for
such a new idea to reach the design, costing, and building stages. Rights-of-way
will be legal roadblocks for new transmission lines. Carrying central-station solar
power straight from Arizona to New York or from North Africa to Paris requires
changing the whole infrastructure.

Is Large-Scale Solar Power Really Feasible?

Proponents of solar power have calculated what it would take for a sizable fraction
of the world’s energy to be provided by sunlight. Jacobson and Delucchi [5] esti-
mated that the world will need 16.9 TW (terawatts or billions of kilowatts) of
energy by 2030. If we were to use only WATER, WIND, AND SUN power, only
11.5 TW would be needed, since these sources can generate electricity directly,
without going through a thermal cycle. This amount can be generated by WWS in
the proportion shown in Fig. 3.29. Water energy (1.1 TW) is to come from hydro-
electric and geothermal plants, and from tidal turbines yet to be developed. Wind
power (5.8 TW) will come from 3.8 million wind turbines and from machines
driven by ocean waves, which arise from wind. Solar power (4.6 TW) will require
89,000 300-MW power plants and 1.7 billion rooftop collectors. These three
sources would have to work together to cover the daily and annual fluctuations.
More than 99% of these numerous installations have still to be built.
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The solar part of this has been evaluated in great detail by Fthenakis et al. [6].
They estimate that plants located in the Sahara, Gobi, or southwestern US deserts
can produce photovoltaic electricity at $4/W and $0.16/kWh. This includes the
entire plant, not just the panels themselves. Since residential electricity costs
closer to $0.12/kWh than the average of $0.10/kWh, and since there are rebates,
the cost of solar is already competitive with standard sources. The authors point
out that electricity storage and transmission have still to be developed, and this has
to be done using conventional fuels, since solar energy is still small. However, the
energy payback time is of the order of two years (as will be shown here later); and
once solar grows to 10% or more of total energy, further development could be
done without the use of fossil fuels. These studies seem to be realistic, since the
authors point out that there are many problems that still need to be treated in
detail: the availability of rare materials, the sites for compressed-air storage, the
transmission problem, the commercial problems in scaling up, and ecological
damage to land and wildlife. If 10% solar cell efficiency is achieved and 2.5 times
more land area than cell area is required, then 42,000 km? of desert area could
supply 100% of the electricity for the USA (if it can be stored and transported).
This seems like a large area, but it is less than half the area of the lakes produced
by dams for hydro in the USA, and solar produces 12 times the energy. Lakes like
Lake Mead have drastically changed the landscape. The change may have been
welcomed by boaters, but not by the fish.

At this point, it is becoming clear that WWS (water, wind, and solar) sources
have some large problems to overcome: storage of intermittent energy; transmis-
sion over large distances; use of large land areas; ecological damage to land and
wildlife; unsightly encroachment on the landscape and seascape; and legal, politi-
cal, and environmental objections to these intrusions. Overcoming these obstacles
may take longer than developing compact power centers, like nuclear fusion,
which avoids these problems. REPLACING THE POWER CORE OF A COAL OR
NUCLEAR PLANT WITH A FUSION REACTOR WOULD RETAIN THE ELECTRICAL GEN-
ERATORS, TRANSMISSION LINES, AND REAL ESTATE ALREADY IN PLACE. THERE
WOULD BE NO NOTICEABLE DIFFERENCE TO THE PUBLIC EXCEPT THAT ALL CO,
EMISSIONS AND FUEL COSTS WOULD BE ELIMINATED. The great advantage of WWS,
however, is that feasibility is already proven; and further improvements in tech-
nology can be tested on a small scale, privately financed by industry. By contrast,
each step in the development of fusion is so costly that the expense is best shared
among nations.

How Photovoltaics Work

A solar cell is an electronic device made of semiconductors in layers, just as com-
puter chips are, but much larger and simpler. Since each cell produces less than 1 V,
cells have to be connected in a series to give a useful voltage, like 12 V. Flashlight
batteries generate 1.5 V, and we use two of them in series to get the 3 V required
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by the bulb. Solar panels, about half a square meter in size, contain many cells
connected together by transparent wires. The difference among conductors (like
metals), insulators (like glass), and semiconductors arises from quantum mechanics,
which mandates that energy levels in a solid are guantized. That means that
electrons cannot have any old energy but must have an energy on one of the
allowed levels. Furthermore, no two electrons can be on the same level. This situa-
tion is shown in Fig. 3.30. Energy levels occur in bands, two of which are shown,
each containing seven energy levels. There are, of course, zillions of levels in
actuality. In an insulator, the levels in the lower band are all filled, one electron in
each level. This material cannot conduct electricity, because the electrons cannot
move. To move, they would have to gain a little energy, but there is no level close
enough for them to move up to. In a conductor, the lower band is filled, but the
material has some electrons in the upper band, which is not full. Those electrons
can conduct electricity because there are levels above that they can move up to. In
a semiconductor, the lower band is full, but the bandgap is small, so if the topmost
electron gets a big enough kick (from sunlight, for instance), it can jump up to the
upper band, where it can move. So a semiconductor conducts sometimes.

The most common semiconductor is silicon. The bandgap in silicon is 1.1 eV.
It is not important at this point to know how much energy an eV is; it will be
explained amply in Chap. 4. The “kick” that the electrons get from sunlight to cross
the bandgap depends on the color of the light that hits it. Sunlight contains a range
of colors, as we know by separating them with a prism (Fig. 3.31), giving rise to
the proverbial sequence violet, indigo, blue, green, yellow, orange, and red. Light
can be considered as a stream of photons, which are particles with energy but no
mass. No, they do not follow E=mc?! Each color corresponds to photons of a certain
energy. Those at the blue end of the spectrum have more energy, and those at the
red end have less. For a photon to make a semiconductor conduct, it must have an
energy of at least 1.1 eV. That means that the part of sunlight redder than that will
be lost. For silicon PV, the idea is to add semiconductors with other bandgaps that
can capture the other parts of the solar spectrum.
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Fig. 3.30 How semiconductors differ from other materials
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Fig. 3.31 The colors of sunlight (http://images.google.com)
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Fig. 3.32 Creation of an electron—hole pair and how a hole moves

After a photon kicks an electron into the conduction band, what happens next?
This is shown in Fig. 3.32. This is the semiconductor part of Fig. 3.30, but showing
only the electrons on the top level. After an electron is kicked into the conduction
band, it leaves a hole in the valence band. What we have not shown is that the
electrons actually belong to atoms consisting of a positive nucleus surrounded by
enough electrons to make the whole atom uncharged. These atoms are locked into
a crystal lattice. In Fig. 3.32a, an electron has been knocked out of one atom into
the conduction band. It leaves behind an atom with a missing electron and therefore
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Fig. 3.33 Basic element of a solar cell. The electric current carried by the electrons is opposite
to their motion

has a charge +1. That atom, shown in white, has a “hole” in it; that is, a place where
an electron should fit but is missing. An electron can then jump from a neighboring
atom, thus filling the hole but leaving a hole in the neighboring atom. As shown in B,
the hole can move like a positive electron! If an electric field is applied, the electron
in the conduction band will move one way, and the hole in the valence band will
move the opposite way. These electron—hole pairs will conduct electricity, and now
we have to see how the current is collected.

The electrons and holes cannot be collected directly with a copper plate con-
nected to a wire because these charges cannot cross the interface between these very
different materials. A buffer layer has to be added. These buffer layers are made of
“doped” silicon. Here, doping is legal. By adding a few “impurities,” which are
specially chosen atoms with one more or one less electron than silicon has, we can
make n-type or p-type highly conductive semiconductors. The former has a net nega-
tive charge, and the latter a net positive charge. We can then make a sandwich of
three layers to form the basic unit of a solar cell (Fig. 3.33). Opposite charges attract,
so when solar photons create electron—hole pairs in the silicon, the electrons are
attracted to the p-type layer at the bottom, and the holes to the n-type layer at the top.
Since they are negative, the electrons carry a current in the opposite direction
to their motion. The buffer layer allows them to flow into wires carrying the current
to the load (the appliance or battery that uses the juice). When the electrons reach
the n-type layer, they fill the holes that had migrated there. The voltage generated is
the bandgap voltage. The larger the bandgap, the higher the voltage. This makes
sense, since only the energetic photons can push an electron across a large bandgap.

Silicon Solar Cells

By far the most common type of solar cell because of their long history, silicon solar
cells are fast being overtaken by thin-film cells, which are much less complex and costly.
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Crystalline silicon is expensive and takes a lot of energy to make. It also absorbs
only part of the solar spectrum and does it weakly at that. Only those photons that
have more energy than silicon’s bandgap can be absorbed, so the red and infrared
parts of sunlight are wasted. That energy just heats up the solar cell, which is not
good. The blue part of the solar spectrum is also partly wasted for the following
reason. Each photon can release only one electron regardless of its energy as long
as it exceeds the bandgap. So a very energetic photon at the blue end of the spec-
trum uses only part of its energy to create electric current, and the rest of the
energy again is lost as heat. To capture more colors of sunlight, cells made with
other materials with different bandgaps are used in the basic cell instead of silicon.
These other semiconducting materials are called III-V compounds, and they are
explained in Box 3.4.

Box 3.4 Doped and III-V Semiconductors

The way semiconductors can be manipulated is best understood by looking
at the part of the periodic table near silicon, as shown in Fig. 3.34. The
Roman numerals at the top of each column stand for the number of elec-
trons in the outer shell of the atom. The different rows have more inner
shells, which are not active. The small number in each cell is the atomic
number of the element. Silicon (Si) and germanium (Ge) are the most com-
mon semiconductors and are in column IV, each with four active electrons.
They share these with their four closest neighbors in what is called cova-
lent bonds. These are indicated by the double lines in Fig. 3.35. These
bonds are so strong that the atoms are held in a rigid lattice, called a crys-
tal. The actual lattices are three-dimensional and not as simple as in the
drawing. The crystal is an insulator until a photon makes an electron—hole
pair by knocking an electron into the conduction band, as we saw in
Fig. 3.32.
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Fig. 3.34 The periodic table near silicon

(continued)
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Box 3.4 (continued)
a

Fig. 3.35 A silicon lattice doped with (a) boron and (b) phosphorus

However, there is another way to make Si or Ge conduct. We can replace
one of the silicon atoms in Fig. 3.35a with an atom from column III, for
instance, boron. We would then have a “hole.” That’s because boron (B) has
only three active electrons and leaves a place in a covalent bond where an
electron can go. Since holes can move around and carry charge as if there
were positive electrons, this “doped” semiconductor can conduct. We can also
dope Si with an atom from column V, such as phosphorus (P), as shown in
Fig. 3.35b. Since phosphorus has five active electrons, it has an electron left
over after forming covalent bonds with its neighbors. This is a free electron
which can carry current. Note that the P nucleus has an extra charge of +1
when one electron is removed, so the overall balance of + and — charges is
still maintained. The conductivity can be controlled by the number of dopant
atoms we add. In any case, only a few parts in a million are sufficient to make
a doped semiconductor be a good enough conductor to interface with metal
wires. Any element in column III, boron (B), aluminum (Al), gallium (Ga),
or indium (In), can be used to make a p-type semiconductor (those with
holes). Any element in column V, nitrogen (N), phosphorus (P), arsenic (As),
or antimony (Sb), can be used to make an n-type semiconductor. When the
doping level is high, these are called p* and n* semiconductors.

Now we can do away with silicon! We can make compounds using only
elements from columns III and V, the III-V compounds. Say we mix gallium
and arsenic in equal parts in gallium arsenide (GaAs). The extra electrons in
As can fill the extra holes in Ga, and we can still have a lattice held by cova-
lent bonds. We can even mix three or more III-V elements. For instance,
GalnP,, which has one part Ga and one part In from III and two parts P from
V. There are just enough electrons to balance the holes. This freedom to mix

(continued)
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Box 3.4 (continued)

any of the III elements with any of the V elements is crucial in multijunction
solar cells. First, each compound has a different bandgap, so layers can be
used to capture a wide range of wavelengths in the solar spectrum. Second,
there is lattice-matching. The lattice spacing is different in different com-
pounds. Current cannot flow smoothly from one crystal to another unless
the spacings match up. Fortunately, there is so much freedom in forming
III-V compounds that multijunction cells with up to five compounds with
different bandgaps have been matched. Figure 3.36 shows how the three layers
of a triple-junction cell cover different parts of the solar spectrum.

At the bottom of Fig. 3.34, we have shown a /I-VI compound, cadmium
telluride (CdTe). Each pair of Cd and Te atoms contributes two electrons and
holes. This particular [I-VI material has been found to be very efficient in
single-layer solar cells. It is one of the main types of semiconductors used
in the rapid expansion of the thin-film photovoltaic industry.

Terrestrial Solar Spectrum
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Fig. 3.36 The parts of the solar spectrum covered by each subcell of a triple-junction solar
cell (http://www.amonix.com/technology/index.html)

By adjusting the compositions of these III-V compounds, their bandgaps can be
varied in such a way as to cover different parts of the solar spectrum. This is illus-
trated in Fig. 3.37. The spectrum there will be explained in Fig. 3.40. The different
cells are then stacked on top of one another, each contributing to the generated
electric current, which passes through all of them. There are many layers in such a
“multijunction” cell. The layers of a simple two-junction cell are shown in
Fig. 3.38. The top cell has an active layer labeled n—GalnP, and is sandwiched
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Fig. 3.37 Top: the solar spectrum plotted against photon energy in eV. Long (infrared)
wavelengths are on the /eft, and short (ultraviolet) wavelengths are on the right. The visible part
is shown in the middle. Bottom: bandgaps of various semiconductors plotted on the same eV scale.
The bandgaps of Ge, GaAs, and GalnP, are fixed at the positions marked. In InGaN, half the
atoms are N, and the other half In and Ga. The bandgap of InGaN, given by the data points, varies
with the percentage of Ga in the InGa part. As illustrated for the marked point, the part of the
spectrum on the blue side of its bandgap is captured, and the part on the red side is lost (adapted
from http://emat-solar.lbl.gov)

between the current-collecting buffer layers labeled n—AllnP, and p+GaAs. This is
the basic cell structure shown in Fig. 3.33. The bottom cell has an active element
labeled n—GaAs surrounded by buffer layers. Connecting the two cells is a two-layer
tunnel diode, which ensures that all the currents flow in the same direction. Up to
five-cell stacks have been successfully made,® yielding efficiencies above 40%,
compared with 12—-19% for single-silicon cells. Each cell in a stack has three layers
plus the connecting tunnel diode. However, not all the layers are equally thick as in
the diagram, and the entire stack can be less than 0.1 mm thick! Pure crystalline
silicon needs at least 0.075 mm thickness to absorb the light and at least 0.14 mm
thickness to prevent cracking [7], but this does not apply to the other materials.
The semiconductor layers are the main part of a solar cell, but they are thin com-
pared with the rest of the structure. A triple-junction cell is shown in Fig. 3.39. The
support layer could be a stainless steel plate on the bottom or a glass sheet on the
top. The top glass can also be grooved to catch light coming at different angles.
At the bottom is a mirror to make the light pass through the cell a second time.
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At the top is an antireflection coating such as we have on camera or eyeglass lenses.
The current is collected by a grid of “wires,” formed by a thin film of conducting
material. The top grid has to pass the sunlight, so it is made of a transparent conduc-
tor like indium-tin oxide, which is used in computer and TV screens for the same
purpose. The photovoltaic layers have to be in a specific order. At the top is material
with the largest bandgap, which can capture only the blue light, whose photons have
the highest energy. The lower energy photons are not absorbed, so they pass through
to the next layer, labeled “green” here. This has a lower bandgap and captures less
energetic photons. Last comes the “red” layer, which has the smallest bandgap and
can capture the low-energy photons (the longest wavelengths) which have passed
through the other layers unmolested. If the red layer were on top, it would use up all
the photons that the other layers could have captured, but it would use them ineffi-
ciently, since the voltage generated is the same as the bandgap voltage.

The voltage generated by each cell is only about 1.5 V, so cells are connected
into chains that add up the voltage in series to form a module. Modules giving a
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Fig. 3.39 A typical multijunction solar cell assembly. All the layers in the active part of this cell
are less than 1 pm (1/1,000th of a millimeter) thick (http://www.solarnavigator.net/thin_film_
solar_cells.htm)

voltage of, say, 12 V are then grouped into arrays, and thousands of arrays make a
solar farm. Modules and arrays generally need to be held in a frame, adding to the
cost, and the frames have to be supported off the ground. There is a problem with
the series arrangement of the cells. If one cell fails, the output of the entire chain is
lost, since the current has to go through all the cells in a chain. Similarly, if one of
the layers in a cell fails, there can be no current going out of that cell. Fortunately, the
failure rate of commercial units is known and is not bad. Solar cells can still produce
80% of their power after 25 years or more, at least for single-junction cells.

Solar cell efficiency is degraded by another effect: the colors to which a cell
responds is fixed in the design of the photovoltaic layers, but the color of sunlight
changes with time and place. At sunset, the light is redder and yellower. This means
that the blue cell cannot put out as much current. Since the same current flows in
series through the whole stack, the red cell’s larger current cannot all be used; its
excess current turns into heat. The atmosphere alters the solar spectrum more than
you might think. This is shown in Fig. 3.40. In space, the spectrum is almost exactly
like that of a classical blackbody. In the visible part of the spectrum, about 30% the
intensity is absorbed by the atmosphere. In the infrared region, large absorption
bands are caused by gases in the atmosphere. This spectrum is further degraded by
the atmosphere during the day as the sun goes lower in the sky.

Multijunction and crystalline silicon solar cells are so expensive that they are not
suitable for solar farms, but they have two good applications. First and foremost, these
are used where cost is not a prime concern: in space satellites. The ruggedness of
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Fig. 3.40 The solar spectrum in space (yellow) and on the earth’s surface (red). The visible
region is shown by the small spectrum at the bottom. Parts of the spectrum are heavily absorbed
by water vapor, oxygen, and CO, (http://en.wikipedia.org/wiki/Image:Solar_Spectrum.png)

silicon and the efficiency of multijunction are needed out there. The sunlight is
stronger, and cooling has to be considered because there is no air. Missions to the
moon and Mars will no doubt have the most expensive solar cells made. On the earth,
expensive solar cells can be used in concentrator PV systems. Since multijunction
cells are so expensive, it is cheaper to make large-area Fresnel lenses to catch the light
and focus it onto a small chip. The solar intensity can be increased as much as 500
times (“500 suns”). The solar cell will be very hot, but cooling on earth is not a problem.
This idea has attracted commercial interest. The Palo Alto Research Center of Xerox
Corp. has developed a molded glass sheet with bumps like bubble-wrap. Each bump
contains two mirrors configured like a Cassegrain telescope to focus sunlight onto a
small cell. The amount of PV material needed is reduced by at least 100 times.
Making high-quality silicon is very energy-intensive, but some forms of it can be
used for terrestrial solar cells. More on silicon is given in Box 3.5.

Box 3.5 The Story of Silicon

Oxygen and silicon are the most abundant elements on the earth’s crust, oxygen
mostly in the form of water (H,0) and silicon in the form of rock (SiO,).
These molecules are prevalent because they are very stable; it takes a lot of
energy to break them up. The solar cell business got a head start because the
semiconductor industry had already built up the infrastructure for producing
pure silicon. Without a source of silicon, the expense of making a silicon
solar cell would have been prohibitive.

(continued)
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Box 3.5 (continued)

The integrated circuits that make computers, cell phones, iPods, and
other electronic devices work are made of 99.9999% pure silicon. These
chips are made of single-crystal silicon. First, pure silicon is produced
from quartz. It is then melted in a crucible by heating to above 1,400°C
(2,600°F). This requires a lot of energy: think of the molten rock flowing
from the Kilauea caldera in Hawaii into the sea. A seed crystal is then dipped
into the liquid and slowly drawn upwards, carrying some silicon with it. As
the silicon solidifies, it takes on the crystalline structure of the seed; and a
large cylindrical ingot is formed. The entire ingot, 400 mm (12 in.) in diam-
eter, is a single crystal. This is then sliced into wafers about 0.2 mm thick.
The “sawdust,” or kerf, takes up 20% of the silicon, and it cannot be re-used
because of contamination by the cutting tool. To make computer chips, a
wafer is processed to make hundreds of chips at once, each containing mil-
lions of transistors. The wafer is then sliced into the individual chips, each
no larger than 1 cm? in size. The cost of the silicon wafer is minor, since the
chips are worth a million dollars. For solar cells, however, the large areas
required mean that the silicon is the main expense, even when off-grade
material rejected by the semiconductor industry is used. Silicon shortages
cause large fluctuations in price. Note that to form solar cells, the silicon has
to be re-melted, using more energy.

Single-crystal solar cells are the most efficient because electrons and holes
flow easily along the lattice. However, silicon made of small crystals is
cheaper and easier to make. The silicon can be poured into a crucible without
the slow drawing-out process. Depending on the crystal size, this is called
multicrystalline, polycrystalline, or microcrystalline silicon. In these materials,
electron flow is interrupted by their bumping into grain boundaries. This
causes a higher resistivity and hence loss of energy into heat. Most silicon
solar cells are made of polycrystalline silicon.

There is also amorphous silicon, which is really a thin-film material. The
silicon atoms are not in a lattice at all but are randomly distributed. The produc-
tion process is entirely different. A glass substrate is exposed to silane (SiH,)
and oxygen (O,) in a plasma discharge, where the hydrogen latches on to the
oxygen to form water, and the silicon is deposited onto the glass. The electrical
conductivity of amorphous silicon is very poor, and it has to be improved by
adding hydrogen in a subsequent hydrogenation process. The result is called
a-Si:H. Its power output decreases about 28% at first use, so it has to be “light-
soaked” for about 1,000 h before it stabilizes. It is also less efficient in the
winter, when the temperatures are lower. The efficiency is only about 6%, but
amorphous silicon is much cheaper than any crystalline form and can be used
in large installations. Crystalline silicon, on the other hand, is suitable for space
applications but not for large solar farms.
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Thin-Film Solar Cells

We have already seen that multijunction solar cells use thin films made of III-V or
II-VI materials. The problem with crystalline silicon is that it is what is called an
indirect bandgap material. We need not go into the physics of this. What it means
is that a palpable thickness of silicon (about 0.1 mm) is needed to absorb photons,
and we saw in Box 3.5 how hard it is to make pure silicon. Thin-film materials, on
the other hand, have direct bandgaps. The absorption is so good that thicknesses are
measured in microns,* typically 1 wm, which is a thousandth of a millimeter. By
comparison, the thickness of an ordinary piece of paper is about 100 um (0.1 mm
or 0.004 in.), the same as a human hair. Thin films that can absorb 98% of sunlight
are only 1% of that thickness. No wonder that even a thin layer of sunscreen spread
on the skin can protect against sunburn. Since crystalline silicon in a solar cell has
to be over 100 pum thick, thin-film solar uses 100 times less semiconductor material
than silicon.

However, the small amount of material required for thin-film solar cells is not
the main reason for their success. It is because manufacturing techniques developed
by First Solar, Inc. of the USA and other companies have reduced the cost so that
solar power is commercially viable. Development advances much more rapidly
when support moves from the government to private industry, where the monetary
incentive is strong. First Solar became dominant in its field by optimizing the use
of CdTe (cadmium telluride). This material, with a bandgap of 1.45 eV, combines
the best combination of voltage and current for the higher power output from a
single layer. First Solar started with a plant in Ohio with 90 MW/year of production
capability, then added a 120-MW/year plant in Germany and a 240-MW/year plant
in Malaysia. It has contracted with China to produce 30 MW in 2010, then 100 and
870 MW by 2014, and finally a total of 1,000 MW by 2019. The entire production
process, from deposition of all the layers to assembly and to testing, takes only
2.5 h on their automated production line. Benefiting from economy of scale, First
Solar has lowered the cell cost to below $1/W and the module cost to $110/m? The
goal is to bring this down to $0.50/W or $1.50/W including balance-of-system. The
cost of electricity would be 6-8 ¢/kWh.* Producing 1 GW/year in solar cells would
give the company one-sixth of the world’s share.

The layers of a CdTe solar cell are shown in Fig. 3.41. The layers are deposited
on a 60 cmx120 cm glass superstrate 5 mm thick. This is about the size of a
quarter-sheet of 4 x 8-feet plywood and will yield many cells. Below that is a thin
SiO, layer for insulation, followed by a transparent conducting layer of SnO,,
which is the top electrical contact. A thin layer of CdS (cadmium sulfide) follows.
Only about 0.1 pm thick, it serves as the n-doped layer in Fig. 3.33. It must be thin
to allow the light to reach the absorbing layer of CdTe. Sulfur is a Column VI element,
which has been left out of Fig. 3.34 to avoid clutter, so CdS is a I[I-VI compound.
It turns out that CdS is naturally slightly n-doped in production, and CdTe is
slightly p-doped [8], so the other layers in Fig. 3.38 are not necessary to separate
the electrons from the holes, greatly simplifying the device. The main CdTe layer
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Fig. 3.41 Schematic of a CdS/CdTe solar cell IEEE Spectrum, August 2008)

is 1-5 pum thick; Gupta et al. [9] have shown that the performance does not improve
much beyond 0.75 pm. At the bottom is the other electrode, made of gold, nickel,
or aluminum, followed by a plastic binder and a glass protector. Laser scribing is
used between the deposition of the various layers to divide the cell into smaller cells
and to connect them in a series to raise the voltage to 70 V. After all this, the whole
sheet is annealed between 400 and 500°C in CdCl, gas to improve the efficiency by
as much as a factor of 2.*' The reason for this is not well understood. Such a cell
puts out about an ampere of current and up to 75 W of power at 10.6% efficiency.*
Improvement to 12% may be possible.

The record efficiency achieved in the laboratory is 16.5%. To do this, the trans-
parent conductor at the top, usually tin oxide, was replaced by cadmium stannate,
which has higher conductivity and is more transparent. A buffer layer of zinc stan-
nate was then added below it.** As current flows through the cell, its internal
resistance causes energy to be lost as heat. This loss is measured by the filling
factor, which is the percentage of the ideal power that is actually usable. The best
that can be achieved is 77%.*> Although the general production process is well
known*' (see ref. [8]), the know-how details are closely guarded secrets. For
instance, the bottom contact tends to be unstable, and adhesion is affected by the
annealing step.

Thin-film materials competing with CdTe are amorphous silicon (a-Si:H) and
copper indium gallium diselenide (CIGS). Amorphous silicon has a low efficiency
of 6-7%, but it has had a head start because the manufacturing equipment had been
developed in the semiconductor industry. This material loses the red part of the
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solar spectrum, and there are attempts to add a 2-um layer of microcrystalline silicon
to add the blue part. The efficiency might then go up to 11% to compete with CdTe.
CIGS has a laboratory efficiency of 19.5% vs. 16.5% for CdTe. In modules, the
efficiencies are 13 and 11%, respectively; and in production they are 11.5 and 9% [8].
CIGS is harder to make, but it is being pursued because of the possibility of 25%
efficiency. Currently, it has only a 1% market share, compared with 30% for CdTe
and 60% for a Si.*

Fossil Footprint and Environmental Issues

Many life-cycle analyses have been made of both silicon and thin-film solar cells.
In 2007, Raugei et al. [10] published a careful study of the environmental effects of
both silicon and thin-film solar cells using actual production data from Europe. For
polycrystalline silicon (the most common kind), one had to decide where it came
from. If it came from the electronics industry, even if it is the off-grade rejected
material, the energy cost is very high, as shown in Box 3.5. On the other hand, if
the solar industry grows to the extent that it can build its own factories to produce
solar-grade silicon of lower purity, the energy cost would be much lower. Both the
worst-case and best-case scenarios for silicon were compared with CdSe and CIS
(copper indium diselenide) thin-film systems. (CIS is similar to the CIGS men-
tioned above.) The results for energy payback time are shown in Fig. 3.42.

Here is what went into these calculations. First, the materials used were listed.
For thin film, these were glass, plastic, water, and the electronic layers. Glass was
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Fig. 3.42 Energy payback time, in years, for polycrystalline silicon (p-Si) and thin-film (CIS and
CdTe) solar modules. For p-Si, the worst-case and best-case scenarios defined in the text are given.
The bottom part of each column is for the bare cell, while the top part is for the balance-of-system
(BOS), which includes the frame, supports, and electrical equipment for converting DC to AC [10]
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by far the largest part, and the thin films the smallest. Then the energy to make these
materials and the electricity to fabricate the cells in the factory were evaluated. That
is for just the bare cell. To this must be added the balance-of-system; namely, the
parts needed to complete functioning modules and arrays. These include aluminum
for the frame, steel for the supports, cables and connectors, and the electric equip-
ment for converting DC to AC at the grid voltage. There is also fuel oil used in
installation. The energy cost of decommissioning and recovery of materials at the
end of life was not included, but these were considered by Fthenakis [11]. The
energy used was assumed to be the mix of fossil and hydro energy typical of
Europe, with 32% average efficiency in generating electricity. As for the solar
energy output, the assumptions were quite conservative. The sunlight available was
1,700 kWh/m? per year, typical of southern Europe, not a desert. A 25% efficiency
loss was assumed to account for dust accumulation and electrical equipment. The
lifetime of the system was taken to be only 20 years.

The calculated energy payback times are shown in Fig. 3.42. As expected, it is
very long for silicon in the worst case, when it is obtained from the electronics
industry. However, if special factories are built to produce solar-grade silicon in
ribbon form, the payback time is competitive with thin film. CdTe is the clear win-
ner in this study, its payback time being only 1.5 years. The graph also shows the
breakdown between the energy costs of the bare cells and the balance-of-system or
BOS. Note that for CdTe cells, it is the BOS that takes the most energy to make.
The global warming potential (CO, emissions) of these systems is usually also
calculated in these studies, and of course it is much smaller than that of fossil-fuel
energy sources. After initial greenhouse gas (GHG) emissions during buildup, a
solar plant produces electricity with almost no emissions for up to 30 years.

Cadmium is a very toxic element. In 2009, there was an uproar because some
toys imported from China were found to contain cadmium in ingestible form.
However, that does not mean that a compound like CdTe is toxic. Salt, NaCl, is
certainly not dangerous although sodium and chlorine are themselves very toxic
elements. In the case of CdTe, one worries that Cd could be emitted into the envi-
ronment during manufacture and operation, even though the cells are encapsulated
in glass and Cd is very stable, with almost zero evaporation. Unknown to most
people, incidental emission of Cd also occurs in coal and oil plants. Raugei et al. [10]
estimated the emission of Cd from a solar plant and found that it is 230 times
smaller than from a coal plant for the same energy output! Detailed evaluations of
dangers from toxic substances have been done by Fthenakis et al. [12, 13].

The amount of land used in solar power and the environmental impact on it has
been compared with other energy sources by Fthenakis and Kim [14]. Not surpris-
ingly, these solar proponents find that solar energy requires the least amount of land
and biomass energy requires the most. The use of land in coal and nuclear power
includes the land destroyed in mining and waste storage. Hydroelectricity uses
dams which convert land into lakes. However, the usage of the area may actually
be improved, and wildlife may only be changed from animals to fish. A large area
covered with solar arrays may still allow desert animals, birds, and tortoises to live
if some plants are allowed to grow under the panels. However, the reflectivity
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(albedo) of the desert will be decreased by the absorbing black panels. A very large
area of these may affect cloud formation and the entire climate in the region.

The life-cycle studies of solar power are less complete than those of wind power
and seem to be optimistic. The wind studies included replacement of parts as they
wore out and the energy costs of inspection and maintenance, including the gasoline
usage by the inspectors. Dust will cover the solar panels and should be washed off.
In the desert, there is no water. The glass covers of the panels will be blasted in
sandstorms. In temperate climates, plants will grow and have to be pulled out before
they get too high. With no weeding, a solar farm will be immersed in a dense forest
in 10-20 years. Space must be left open between rows of panels for machines to do
this. The Mars rovers have experienced what happens to solar panels without main-
tenance. Dust accumulated on them, decreasing their power. The Rovers depended
on wind storms to blow the dust off. After years of dust accumulation, the power
became so weak that communication became difficult. The rovers had to be manipu-
lated onto a crater’s edge to tip the panels to face the sun more directly. In solar farms
on earth, the panels are fixed.* It has been estimated that mechanisms to track the
sun would add 25% to the cost of the panels but could increase their capacity by
40%. The cost of energy storage for night time was not included in these studies.

However, the storage problem was addressed in admirable detail by Mason et al.
[15]. The only method being considered is CAES, which is described in the Wind
Energy section (Fig. 3.17). The electrical energy being stored is used to compress air
into these caverns. When the energy is needed, this compressed air is released and
used to help drive a gas turbine to produce electricity. CAES has been tested only at
two places: in Germany, where a 290-MW plant has been operating since 1978, and
in Alabama, where a 110-MW plant has been operating since 1991. These CAES
systems were used to store excess electricity produced conventionally in off-peak
hours. There are numerous sites in the USA where caverns suitable for CAES exist,
but they cannot be close to the solar farms for several reasons. The deserts where
there is the most sunlight have few suitable sites and insufficient water needed for
cooling. They are also far from population centers. A system of high-voltage DC
(HVDC) transmission lines is proposed to connect the solar plant to the storage
plant. The energy capacities of the two plants also have to be matched.

The Mason study [15] considered a storage plant that provides peak power
10 hours a day, Monday through Friday when it is needed, and another for base-
load power 24 hours a day for a future central-station solar farm. The daily solar
output during the year was calculated, as well as the storage requirements during
each day. The costs of the solar and storage plants were carefully itemized, includ-
ing such items as maintenance, land preparation, interest during construction, and
replacement of parts. The HVDC cost was included, as well as the substations for
converting DC to AC. The results for a peak-load PV-CAES system are summa-
rized in Fig. 3.43. The cost of electricity from PV systems with storage is compared
with that from an advanced-cycle natural gas plant with carbon sequestration. In the
next 10 years, the cost of the PV part is expected to go down, but the CAES part
does not go down as much. It accounts for a third of the total cost. Solar electricity
for peak loads, it appears, will be competitive with that from natural gas by 2020.
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Fig. 3.43 Cost of electricity in 2007-dollars per kilowatt-hour for thin-film photovoltaic (PV)
plants with and without compressed air energy storage (CAES). The yellow bar is for advanced
gas turbines with carbon capture and sequestration (CCS) [15]

For base loads, however, PV-CAES electricity will cost $0.118/kWh, considerably
more than the $0.076 and $0.087, respectively, from gas and coal plants, both with
CCS. This is all conjectural, however, since the cost, safety, stability, and legal
problems of underground storage have never been tested on a large scale.

Ideas on the Horizon

There is no dearth of ideas on new ways to make solar cells, but these are not yet
practical. Solar power has a great advantage in the development stage over other
technologies such as wind, nuclear, or fusion. New ideas can be explored on a
small scale. No large machines or wind turbines have to be constructed.
Experimental solar cells can be as small as 1 cm?. This means that new ideas can
be developed profitably by small companies, thus shifting the research burden to
the commercial sector. Large, government-funded installations are still needed for
commercial viability, but not for testing new ideas. These ideas fall into the cate-
gory of Generation III solar cells, as shown in Fig. 3.44.

In this graph, the efficiency of solar cells is plotted against their cost per square
meter and per peak watt. The three elliptical areas are where Generations I, II, and
III lie. Generation I comprises the single-junction silicon cells, costing more than
$3.50 per peak watt and achieving efficiencies no higher than 18%. Generation II
contains the thin-film and organic cells, which are much cheaper but have low
efficiencies. Generation III includes multijunction cells with efficiencies above
40% and new ideas which are still in the thinking stage. The efficiencies of these
solar cells can go above the 31% of the theoretical maximum known as the
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Fig. 3.44 The three generations of solar cells, plotted according to cost and efficiency [16]. The
horizontal axis is in dollars per square meter, while the diagonal lines give the cost in dollars per
peak watt. The horizontal dashed line is a theoretical limit explained in the text

Shockley—Queisser limit. The limit applies to single-junction cells in unconcen-
trated sunlight whose photons produce only one electron each and whose excess
energy is lost as heat. Generation III cells go higher by violating these conditions.
For instance, concentrating the sunlight can give more than one electron per pho-
ton, and new nanomaterials can capture the excess energy as current [16].

Organic Solar Cells

Organic solar cells have been invented which are cheaper and easier to make than
thin film and which have great promise in small, personal applications. The best of
these are made of polymers (a general name for plastics) with long chemical names
abbreviated as P3HT and PCBM. They have different bandgaps and different affini-
ties for electrons and holes. Rather than separating them into layers as in CdTe
cells, these two polymers are mixed completely together to form what is called a
bulk heterojunction material. The mixture melts at a temperature below 100°C and,
in liquid form, is easily coated onto a substrate, where it solidifies. The substrate
can be a piece of cloth! By cooling the mixture at a particular rate, it self-organizes
into connected clumps where the P3HT and PCBM are separated. A cartoon of this
is shown in Fig. 3.45.
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Fig. 3.45 Self-organization of two materials, A and B, in a bulk heterojunction organic solar
cell [17]

When a photon strikes a P3HT region (A), it creates an electron—hole pair. The
electron then follows the A path to the top transparent electrode. (Electrode is
defined in footnote 45.) The hole is attracted to the PCBM (B) region because of
the natural electric field that arises between the two materials, and the hole fol-
lows the B path to the metal electrode. Similarly, when a photon strikes a B region,
the electron jumps into the A region, the hole stays in B, and both charges move to
their respective electrodes following the strands of A and B. When the two elec-
trodes are connected through a load, the electron current provides the solar power.
The fortuitous way these polymers organize themselves avoids all the complicated
layers of silicon or CdTe in conventional cells, but the trick is to get the right self-
organization by slowly cooling the mixture with careful temperature control.*

The first experiments used a polymer layer less than a quarter of a micron
(1/4000th of a millimeter) thick and less than a tenth the size of a postage stamp. A
sunlight-to-electricity conversion efficiency of 4.4% was achieved [18], together
with a high filling factor (defined above) of 67%. Many efficiency claims are decep-
tively high because small samples collect sunlight from the edges as well as the top,
but in this case a proper test was done at the National Renewable Energy Laboratory
to avoid this. Further improvement was made in 2009 using a polymer called
PBDTTT, whose chemical name would take up two lines. The partner material was
not a polymer but carbon in the form of fullerene, commonly known as buckyballs,
the familiar spherical carbon lattices made of triangles and named after Buckminster
Fuller. This organic solar cell was 6.77% efficient, had high output voltage, and
captured more of the infrared energy than the previous model [19]. The current was
also reasonable in spite of the crooked paths that the electrons have to follow.

With efficiencies comparable to those of amorphous silicon cells, organic solar
cells have great possibilities because they are inexpensive and can be put into almost
anything, such as hand-held electronic devices and fabrics. They have already been
built into backpacks to charge iPods and cell phones. They are not suitable for large
installations, however, because the polymers are attacked by oxygen and last only
one or two years. However, they will last almost indefinitely in an oxygen-free
environment such as the inside of double-glazed windows.*®
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Fig. 3.46 Cartoon of a dye-sensitized solar cell [17]. A is a nanoparticle, B is a conducting liquid,
and C is a layer of dye on each particle

Further in the future are such inventions as dye-sensitized and quantum-dot solar
cells. Dye-sensitized cells, also called Gritzel cells, consist of nanoparticles of
titanium dioxide (TiO,), each only about 20 nm in diameter, coated with a layer of
dye, as depicted in Fig. 3.46. (The prefix nano indicates sizes measured in billionths
of a meter or millionths of a millimeter.) TiO, is a large bandgap semiconductor, so
by itself it would absorb only ultraviolet light. The dye, however, is excited by
sunlight of any desired color and can inject an electron into the nanoparticles. The
electron then hops from one particle to another to get to one electrode. This leaves
the dye with an electron missing, so it has to grab one from the electrolyte (a con-
ducting liquid containing iodine) in which the particles are immersed. Efficiencies
of 11-12% have been observed in the laboratory, but what it would be in production
is unknown. Since a part of the cell is liquid, it has to be sealed, which is rather
inconvenient. Solid or gel electrolytes have been tried, but their efficiencies are very
low, 4% or so [17].

Since the electrons have to jump numerous times to get to the positive electrode,
the motion can be speeded up by using nanowires or nanotubes instead of nanopar-
ticles. Figure 3.47 shows how this would work. The nanowires are heavily coated
with dye, and electrons can readily flow along them right to the electrode at the
bottom. In this case, the wires are made of zinc oxide (ZnO) instead of TiO,.
Carbon nanotubes have also been used. The tubes, 360 nm long, have a surface area
3,000 times that of a flat surface [21], but of course no amount of surface area can
collect more sunlight than falls on the surface facing the sun. Efficiencies of 12%
have been observed in the laboratory.

A further improvement can be obtained by replacing the dye with quantum dots
(QDs), which are nanocrystals of InP (indium phosphide) or CdSe (cadmium sele-
nide). These are really small, only about 3 nm in diameter. They can be coated
onto TiO, or ZnO nanowires to replace the dye coating in Fig. 3.46 or 3.47a. By
varying the size of the dots, different colors of the solar spectrum can be absorbed.
When a photon hits a QD, an electron-hole pair is created, and the electron falls
into the nanowire and is carried straight to an electrode, as in a dye cell. QD cells
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Fig. 3.47 (a) Diagram of a dye-sensitized cell using ZnO nanowires [20]; (b) microphotograph
of actual nanowires [17]. This figure is turned 90° relative to Fig. 3.46

can have higher efficiency than dye cells because they can violate the theoretical
limit shown in Fig. 3.44. They can give both higher voltage and higher current [22].
Normally, when a photon has more than enough energy to push an electron across
the bandgap into the conduction band (Fig. 3.32), the extra energy goes into the electron.
These “hot electrons” then cool and drop down to the bottom of the conduction
band, so the output voltage is only the bandgap voltage. In QDs, the hot electrons
cool much more slowly and can get into the circuit before losing all their energy,
so the cell’s output voltage can be higher than assumed by the simple theory.
Furthermore, the hot electrons can have enough energy to create more electron—
hole pairs by themselves, without photons. This increases the cell’s current over the
theoretical limit.

Though quantum-dot solar cells are still in the experimental stage, the way to
make nanowires [23] and QDs [24] is well documented. They share all the advan-
tages of organic solar cells in small applications and have the prospect of much
better efficiencies. They have not been proved to be suitable for solar farms.

Heat can drive electric currents directly by the Seebeck effect, giving rise to
thermoelectric power, which is illustrated in Fig. 3.48. If we apply heat to one side
of a thermoelectric material, the hot particles at the top move faster than the cold
particles at the bottom, so particles tend to drift from top to bottom. Now if on the
right side, we have an electron-rich (n-type) material, the electrons will be driven
from the top electrode to the bottom electrode. To close the circuit, we put an
electron-deficient material (p-type) on the left, where the holes will drift down-
wards, and we connect the two bottom electrodes to a load. The electrons will then
flow through the wire from right to left to fill the holes. Since the electrons are
negative, the electrical current goes from left to right. A working arrangement
might look like that in Fig. 3.49. Solar concentrators are used to increase the heat
applied to the thermo-photovoltaic (TPV) cell, and the bottom of the cell has to be
kept cool by water or air flow.
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Fig. 3.48 Illustration of direct production of electricity by heat (J.P. Heremans, adapted from an
invited paper to the American Vacuum Society, November 11, 2009)
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Fig. 3.49 Illustration of thermo-photovoltaic solar cell (Basic Research Needs for Solar Energy
Utilization, US Department of Energy Office of Science workshop, April 2005)

This idea is still in the initial stages of testing the thermoelectric efficiencies of
compounds like PbTe, Bi,Te,, AgSbTe,, and AgBiSe, and formulating new ones.
Note that the latter two are type I-V-VI semiconductors [25]. Research is also
proceeding on using nanowires and quantum well structures for this purpose [26, 27].
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Geoengineering

Articles in the popular press have intrigued the public with wild ideas, some of
which have even been legitimized under the rubric geoengineering. For instance,
instead of reducing GHGs, why don’t we shield the earth from getting so much
sunlight? This could be done by sending zillions of small plastic sheets up into orbit
to reflect sunlight over large areas of the earth. It has also been suggested to use
natural plant spores which have large area for their weight. This would not ride well
with the resort business! More seriously, such a large-scale, uncontrolled experi-
ment would have unpredictable consequences for our climate and for life itself.
It may even trigger an ice age. Such proposals are, of course, science fiction.

The following proposal has been taken more seriously. If the sun does not shine
all the time on terrestrial solar panels, why not put them in space? In a geostationary
orbit, 22,000 miles (36 km) above the earth, the panels will receive the whole
1.366 kW/m? of sunlight instead of the 1 kW/m? that reaches the earth, and the weather
is always clear. That’s only 37% more, but nights will be shorter since the satellite
is so high that it will not always be in the earth’s shadow when it is nighttime on
earth. Gyroscopes can keep the panels always pointed at the sun. If expensive
multijunction silicon solar cells are used, the efficiency could be 40%. How much
area would be required to produce the power of a coal or nuclear plant, say 1 GW
(1,000 MW)? (There are thousands of such plants in a large country.) For the sake
of argument, let us assume that the satellite panels get an average of 1 kW/m?. To
generate 1 GW at 100% efficiency would require 1 million square meters or 1 km?
(0.39 square miles). At 40% efficiency, it would require 2.5 km? or just about
1 square mile of panels. That is a lot to send into space! The panels would not last
may years because they would be damaged by micrometeorites and solar flares.
The moon’s gravity would make the satellites drift from their geosynchronous
orbits, so a supply of propellant is necessary to make corrections. This supply cannot
last many years either.

Then there is the problem of getting the power back to earth. It is proposed to
transform the solar energy into microwaves and beam the energy back to the earth
at a wavelength that is not absorbed by the atmosphere. Of course, this would be in
a desert area with few storms and clouds, and that means building transmission
lines to population centers. Microwaves are strongly absorbed by water vapor in the
atmosphere. Low frequencies, like the 2.45 GHz (gigahertz) used in microwave
ovens are well absorbed by water, which is why microwave ovens work in the first
place. To get good transmission, the frequency has to be high, like 100 GHz. Such
frequencies can be generated by gyrotrons, and the most advanced of these are
being developed for the large fusion energy experiment ITER, which is described
in Chap.8. In the laboratory, a gyrotron has produced 1.67 MW at 110 GHz for
3 us, and 800 kW at 140 GHz for 30 min [28]. Though continuous operation at such
powers is expected to be attainable on earth, it may not be possible in space because
of the lack of air and water for cooling. Gyrotrons are large devices containing
heavy magnets into which energetic electron beams are injected. The magnets help
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convert the electron energy into microwaves, but not all the energy can be extracted
because as the electrons slow down, they get out of sync. The best efficiency that
can be hoped for is about 50%. The rest of the energy goes into a beam dump,
which has to be cooled. One can build a heat engine that generates electricity from
that heat to accelerate more electrons, but that would make the device even more
complicated than it is already. There is a further loss at the receiving end in convert-
ing the microwave energy into AC power. Even worse, high-power microwaves are
known to break down air and make plasma that can scatter or reflect the micro-
waves. Solar panels in space may gain a factor of 2 in available sunlight over those
on land, but more than this is lost in transmission even if the technology can be
developed. Regardless of the cost, this is a really bad idea!

The Bottom Line on Solar Power

We started with the fact that the sun gives the earth 1 kW/m?, enough energy in
1 hour to supply the earth for a whole year. Now we understand why it is so hard
to capture that energy. The atmosphere absorbs part of the sunlight. The sun does
not shine at night and does not rise high in the winter. There are cloudy and stormy
days. There is little sunlight at high latitudes, where the power is most needed.
Solar cells can capture only part of the solar spectrum and are not efficient at that.
The peak efficiencies quoted apply only when the sun is directly overhead. The
color of sunlight changes near sunset and no longer matches the color the solar cells
are optimized for. Solar panels cannot economically be turned to follow the sun as
it moves across the sky. We are lucky to capture a few percent of solar energy, but
even that is a lot of energy that should not be wasted.

Local solar panels on rooftops and exterior walls should be popularized and
widely accepted as standard for new structures. These can contribute a few percent
to the grid’s power, but no more because solar power is intermittent and cannot
economically be stored. Selling excess power back to the power station is just a
gimmick; the utilities could care less about this small disturbance.’

The advances in thin-film technology have made photovoltaic solar power com-
petitive with conventional power sources. The energy payback time will fall below
one year, which is short enough, though not a short as for wind power. To use this
technology for large solar farms to provide central-station power, however, is
fraught with problems. The main problem is that the sun does not shine at night, the
time when people turn on their lights. There is no cheap, proven method for storing
that much energy. Alternatively, one can build high-tech transmission lines to carry
the electricity across time zones from daylight to moonlight, but this will take many
decades to implement.

Solar power is an important supplement to grid power, but it is not suitable as
a primary central-station power source. Fifty years from now, only coal, fission,
and fusion are capable of supplying the dependable, steady backbone power that
the civilized world can count on.



134 3 The Future of Energy II: Renewable Energy

Energy for Transportation

After electricity, the form of energy we would miss most is that in gasoline. Our
dependence on oil leads us into wars in the Middle East. The price of oil disrupts
our economy. The oil crisis of 1973 was so severe that a speed limit of 55 miles per
hour was legislated in the USA. (But it had the beneficial effect of increasing
government funding for controlled fusion research!) Train buffs will remember the
times when trains carried coal, and this was shoveled into steam engines to drive the
huffing and puffing trains across the country. Nowadays liquid fuel is at a premium.
Gasoline, diesel fuel, and liquefied natural gas are used for transport by cars, buses,
trucks, trains, airplanes, and ships. Half of all the world’s oil is used for transportation.
How can this be replaced by clean energy? Wind and solar produce electricity,
which is not easy to carry around. We cannot all drive nuclear submarines.

Hydrogen has been hyped as a promising candidate for a nonpolluting fuel. It
is surprising how many people still think that hydrogen is a source of energy! In
fact, it takes a lot of energy to produce hydrogen. Water is one of the most stable
elements on earth, which is why we have a blue planet. To take H,O apart into
hydrogen and oxygen requires a large energy source to supply the world’s trans-
portation needs. Cars run on hydrogen emit only water, but hydrogen is currently
produced from natural gas. This not only depletes our precious reserves, but also
carbon dioxide is emitted in the process. Even though we still use fossil energy to
make hydrogen, transportable hydrogen still has a role to play in reducing pollu-
tion. To clear up popular conceptions on hydrogen, we will consider this topic
first.

Hydrogen Cars

A Hydrogen Economy?

If we were to replace gasoline with hydrogen to fuel most of our cars, here is how
it might work.*® Until nonfossil energy sources are available on a large scale, hydro-
gen will be made from natural gas. Gas stations would be replaced by hydrogen
stations to which natural gas will be delivered. Hydrogen would be generated
locally and stored in underground tanks under pressure. Cars will have plastic tanks
in their trunks to hold enough hydrogen for 200—300 miles. These tanks have to be
under at least 300 atm pressure, but hose connections can safely handle the filling
of the tanks. Hydrogen does not explode unless it is first mixed with oxygen. Inside
the car, a fuel cell combines the hydrogen with oxygen from air to produce electricity.
There is an electric motor, and the car then runs as an electric car, with H O as the
only emission. The fuel cell-electric motor combination is much more efficient
than a gas engine, and less energy is used than if the natural gas or hydrogen is
burned directly. Wind or solar power can produce electricity to use directly in the
electric motor, but batteries need further development and in any case need a long
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time to charge. Hydrogen serves as a way to carry the energy. It is not burned
directly in hydrogen cars. The main problems are the fuel cell, which is very expen-
sive, and the sequestration of the CO, if natural gas is used. Discussion of these
subjects will follow. Right now it is not clear whether hydrogen cars or plug-in
electrics will ultimately win out as the better solution for clean mobile power.

How to Carry Hydrogen [29]

Pound for pound, hydrogen carries three times the energy of gasoline, and fuel cells
can use this energy much more efficiently than can an automobile engine. However,
if we carry hydrogen as a gas in a 20-gallon gasoline tank, there is only enough
energy to drive the car 500 feet. There are two ways to carry more hydrogen: lig-
uefy it or compress it. Hydrogen turns into a liquid at —253°C or just 20° above
absolute zero. Needless to say, it takes a lot of energy to run the cryogenic equip-
ment to cool to this temperature. Even if the tank in the car is very well insulated,
the hydrogen will boil off slowly overnight. In use, it has to be heated rapidly to
feed the fuel cell at a rate depending on the speed of the car. On top of this, each
liter or gallon of liquid hydrogen has only 30% the energy of an equal volume of
gasoline. It makes more sense to compress the hydrogen.

Scuba tanks and laboratory gas cylinders are heavy. For cars, light-weight tanks
made of carbon fiber composites have been developed to hold pressures as high as
10,000 psi (pounds per square inch) or 69,000 kilopascals, which is 700 times
atmospheric pressure. Normal would be about 5,000 psi, which is higher than in
scuba tanks. The cost of such a tank would be at least ten times higher than for a
gasoline tank of equal volume. Regardless of this, can the tank be large enough to
power a car for 300 miles (480 km)? A back-of-the-envelope calculation of this is
given in Box. 3.6. Squeezing the hydrogen takes energy, most of which shows up
as heat of compression. The compressing has to be done beforehand, since the
hydrogen has to cool. Otherwise, not enough can fit into the tank. When the hydro-
gen is released for use, it will be too cold for the fuel cell and has to be heated up.

Under development are ways to store hydrogen in solids. Metal hydrides can
absorb hydrogen like a sponge under pressure and then release it under heat when
the pressure is relieved. As shown in Fig. 3.50a, the hydrogen molecules go
between the atoms of the solid, so it can hold 150% more hydrogen than an equal
volume of liquid hydrogen [29]. Unfortunately, the chemicals found so far are
either too heavy, react too slowly, or require too high a temperature. Some can
absorb only 2% of their own weight in hydrogen, even without the pressurized
container. The fuel stored this way for a 300-mile trip would weigh half a ton [29].
Magnesium hydride can store 7.6% of its weight, but needs an inconvenient tem-
perature of 300°C. The most promising ones are complex hydrides combined with
a“destabilizer.” Forinstance, lithiumandmagnesiumborohydrides (LiBH, + MgBH,)
will combine into two other hydrides and release hydrogen at a low temperature
[30]. This can hold 8.4% of hydrogen by weight (Box 3.6). The reaction is
reversed when hydrogen is added under pressure at a filling station. Unfortunately,
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Fig. 3.50 Schematics of (a) a destabilized hydride [30] and (b) a metal-organic framework [31]
for trapping and storing hydrogen

Box 3.6 Carrying Compressed Hydrogen in a “Gas” Tank

The energy content of a gallon of gasoline is about the same as that of 1 kg
of hydrogen, so 1 gallon~1 kg H,. (In metric units, it is not as convenient:
1 L~0.12 kg H,.) Say it takes 20 gallons of gasoline to go 300 miles. Since
fuel cells are more efficient, it would take not 20 kg but only, say, 8 kg of H,
to drive a car that far. From high-school chemistry, we remember that a mole
of gas occupies 22.4 L, so there are 2 g of H, in 22.4 L. The density at stan-
dard conditions is then 2/22.4=0.089 g/L. At 10,000 psi (700 atm) com-
pressed hydrogen at room temperature would have a density 700 times higher
or 63 g/L. Eight kilograms would then occupy 8,000/63=128 L or about
34 gallons. So to go as far as a normal car, a hydrogen car would need a 70%
bigger tank, not including the mechanisms for handling the compressed gas.

There is also the question of weight. The US Department of Energy has
set a goal that the weight of a tank should weigh no more than 17 times the
weight of the fuel. (The fuel weight is more than 6% of the tank weight.)
Hydrogen tanks so far are 25-50 times as heavy as the fuel.

the reaction rate is too slow to be useful even though the material is in the form of
a fine powder to expose large surface area and reduce the path for heat
conduction.

A promising new material called metal-organic frameworks (MOFs) has been
invented by Yaghi [31]. These are extremely light-weight chemical structures that act
as nets to trap larger molecules, as illustrated in Fig. 3.50b. Just like a net, a MOF has
struts linked together with strong bonds, forming a scaffold to enclose a large space.
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This atomic net has the largest area per unit weight ever obtained: 4,500 m%g. That
means that a paper clip’s weight of material can cover a football field. With consider-
able chemical derring-do, hundreds of different kinds of MOFs have been created for
different purposes. For storing hydrogen in cars, one liter of the compound MOF-177
can store 62 g of H,, exceeding the 6%-by-weight rule in Box 3.6. However, this has
been done so far only at 77 K (kelvin: degrees centigrade above absolute zero). This
is liquid-nitrogen temperature, easy to get in the laboratory but hard to maintain in a
car, though much easier than the 20 K of liquid H,. A MOF that works for hydrogen
at room temperature could get to 5% H, by weight, but it is not easy to manufacture
on a large scale. Another type of compound called COFs is suitable for that, and
research is proceeding to make those work at room temperature. COFs can also help
with carbon capture in coal plants. A tank filled with MOFs can hold nine times as
much CO, as one without MOFs [31]. Other compounds called ZIFs can actually
selectively capture the CO, going up a smoke stack.

Chemical storage of hydrogen is an active research area in laboratories, but noth-
ing works well enough so far to proceed to the next step of engineering large-scale
production.

Anatomy of a Fuel Cell

The heart of a hydrogen car is the fuel cell, whose parts are illustrated in Fig. 3.51.
Hydrogen is forced into the channels in the anode plate and is then spread out
uniformly in the diffusion layer. This layer has been described as a wet rag whose
moisture content must be carefully controlled to keep the proton exchange
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Fig. 3.51 Schematic of a fuel cell. It is not to scale. The catalyst layers and the PEM are only 10’s
of microns thick, while the diffusion layers are 100’s of microns thick. The bipolar plates are of
macroscopic dimensions
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membrane (PEM) from drying out without dripping. The PEM is a plastic layer like
plastic wrap made of a special material called Nafion® made by Dupont Chemical.
It has the magical property of allowing hydrogen ions (H*) to pass through but not
electrons. It is the platinum catalyst layer that dissociates hydrogen gas (H,) and
ionizes it into two hydrogen ions (H*). This is an even more magical property. The
catalyst layer consists of platinum nanoparticles thinly deposited on carbon paper
which has to be rough to present a large surface area and porous to let the water
through. The electrons, being blocked by the PEM, are drained off into a wire to
form the electric current that is the output of the cell. When the H* ions reach the
other side, they encounter another catalyst layer, which could be platinum or iridium.
Meanwhile, oxygen (O,) from air is pushed into the cathode plate and diffusion
layer to meet the hydrogen ions in the catalyst layer. Therefore, the O, is dissociated
into atoms (O) and picks up electrons from the wire that has gone through the load
to become negative ions (O7). Each O~ then combines with two H*s to form H,0.
Hydrogen and oxygen have been combined to form water and electricity. All in all,
the fuel cell is a serendipitous invention, but it has problems.

Each fuel cell generates only 0.6-0.7 V, so as many as 100 of them have to be
connected in a series to form a stack with a useful voltage output. Platinum is a
precious metal used in jewelry and in catalytic converters. Its price drives the price
of fuel cells to about $73/kW, twice the commercially viable value.* Cyclic opera-
tion of PEMs degrades their performance. PEMs have to be heated to at least 60°C
from a battery before they can even start, and they need about 100°C to operate
reliably. The water in the cell must not boil or freeze under all driving conditions.
Corrosion of the bipolar plates is a problem; they cannot be made of a metal that
can corrode and contaminate the system with iron or chromium. A carbon com-
pound has to be used. Besides the electric motor, the car has to have a system to
pressurize the gases. And the fuel cell has to last for 300,000 miles.

Currently, the whole shebang is too large to fit inside a car but can be used in
trucks. No large-scale production and testing has been done. What can be gained is
a fuel-cell efficiency of 80% times another 80% efficiency of the electric motor,
giving a maximum efficiency of 64% in the conversion of hydrogen energy to
mechanical energy. This compares favorably with the efficiency of gasoline-driven
cars, about 15%, but the energy in producing the hydrogen has not yet been counted.
If that part is 40% efficient, the net efficiency is 64 x40=26%, still higher than burning
natural gas in a gas engine. However, the real gain will be when hydrogen is pro-
duced in fission or fusion plants with no use of fossil fuels or emission of GHGs.

Sources of Hydrogen

Only minute quantities of hydrogen occur naturally in the atmosphere, but it can
be produced efficiently in a process called steam reforming. When methane (CH,),
the main constituent of natural gas, is heated up to 700-1100°C in the presence of
water (H,0), two reactions occur. First, CH, and H,O combine to form hydrogen
(H,) and carbon monoxide (CO). Then, the CO reacts with more H,O to form CO,
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and more H,. The net result is that methane and water are made into hydrogen and
carbon dioxide. The second reaction is exothermic (it gives off heat), so that heat
can be used for part of the heat needed to drive the first reaction. The rest of the
heat comes from burning some of the methane. The CO, has to be sequestered using
one of the methods discussed in Chap. 2.

Large factories for steam reforming already exist in the petroleum industry
because hydrogen is needed for taking the sulfur out of gasoline and for producing
ammonia and fertilizers. These sources supply the hydrogen for initial tests of
hydrogen cars. There are other possible ways to produce hydrogen. The classical
way is direct hydrolysis of water. An electrolyte is added to the water to make it
conduct electric current. Two electrodes® in the form of plates are then put into
the solution, and a DC voltage is applied between then. Water molecules are bro-
ken up into hydrogen and oxygen, and they bubble out separately at each elec-
trode. The efficiency of the process depends on the electrolyte and electrode
design, but in any case is quite low. If the energy used to produce the electricity is
counted, the energy content of the hydrogen is perhaps a third of the energy used
to produce it by electrolysis. Even that may be worth it if the original energy
source is nonpolluting, such as a fission or fusion power plant. Pricewise, it is
estimated that 1 kg of hydrogen costs $7-$9 to make by hydrolysis, compared with
$4-$5 by steam reforming. The nuclear industry has plans to demonstrate hydro-
gen production at $1.50/kg by 2015.° One kilogram of hydrogen has about the
same energy as 1 gallon of gasoline, but these prices cannot be compared directly
with the price of gasoline because cars use and carry hydrogen and gasoline in
completely different ways.

There are several new ideas on hydrogen generation without producing CO,
also. One is to use dye-sensitized solar cells plus a catalyst to get hydrogen directly
from sunlight. Another is to perform artificial photosynthesis by growing algae.
The most advanced is a system to run a hydrogen fuel cell backwards, using solar
electricity to make hydrogen rather than using hydrogen to make electricity. In the
Compagnie Européenne des Technologies de I’Hydrogene (CETH) in France, a
machine called the GenHy5000 Water Electrolyzer has successfully done this [32].
About the size of a refrigerator, the hydrolyzer produces H, at the rate of 5,000 L/h
at atmospheric pressure using electricity with 62% efficiency. It has run continu-
ously for 5,000 h, but efficiency will drop with intermittent use. When powered by
rooftop solar cells, the hydrogen can be generated and stored at 10-atm pressure for
later use. For automobile refueling stations, higher pressures will be required. The
hydrogen can be allowed to build up pressure as it is generated. A smaller model
has run at 30 atm for a total of 10,000 h. Its other data are: voltage 1.7 V, current 1 A/
cm?, temperature 90°C, and power consumption 4 kWh/m? of H,. The noble-metal
content in the catalysts is 1.5-3 mg/cm?, and the hydrogen is 99.99% pure. Though
this is a fuel cell run backwards, years of research have yielded valuable data on
fuel cells in general: what materials to use, how to make them, how long they will
last, and how they can be contaminated. In particular, it was found that the catalyst
layers are best deposited directly on the membrane, and a method was devised to
do this using frequency-modulated electric pulses.”!
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In spite of the problems with the fuel cell, prototype hydrogen cars costing
millions of dollars have been made. The Honda FCX, for instance, is sleek, normal-
looking passenger car with a 100-kW fuel cell stack weighing 148 Ibs (67 kg) and
occupying 57 L (2 cu feet). Four kilos of hydrogen are stored at 5,000 psiina 170-L
(6 cu feet) tank. A matching 100-kW (134 HP) electric motor runs on a lithium-ion
battery charged by the fuel cell. The relation between kilowatts and horsepower
(HP) will be found in Box 3.7. The mileage is stated to be 60 miles/kg of H,,
and the range is 240 miles (386 km). The car could be leased at $600/month, but
full production is not expected before 2020.

Box 3.7 Kilowatts and Horsepower

Kilowatts and horsepower are both units of energy relevant to electric cars.
A kilowatt (kW) is approximately four-thirds of a horsepower (HP), and 1 HP
is about three-fourths of a kW. The exact values are as follows:

1 kW=1.341 HP

1 HP=0.746 kW

1 W-hr=4.8 HP-sec
50 W-hrs=241 HP-sec

Bottom Line on Hydrogen Cars

Hydrogen cars are electric cars whose energy is carried by pressurized hydrogen.
The technology is in its infancy, especially on the manufacture of fuel cells at
reasonable cost. Right now, hydrogen is made from natural gas, and the only gain,
at great expense, is barely a doubling of the efficiency of burning the gas directly
in reciprocating engine. Carbon dioxide is still emitted in the generation of hydrogen.
Hydrogen is clean energy only when fission or fusion plants supply the energy to
hydrolyze water to make it. Other nonpolluting sources such as hydroelectricity and
solar and wind farms are not sufficient to replace the 383 million gallons of gasoline
we consume per day in the USA [29]. The infrastructure for distributing hydrogen
[4] will cost perhaps half a trillion dollars.

Electric Cars and Hybrids

The gasoline engine is a marvelous piece of engineering. Honed over hundreds of
generations of models, it fires an explosion thousands of times a second, and yet we
can hardly hear it as it smoothly pushes the car through the air. What is wrong with
it? It uses gasoline very inefficiently, and it emits carbon at a rate equivalent to
throwing a charcoal briquette out the window every quarter mile.
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Electric cars are even quieter ... so silent that it has been proposed to put a noise
generator in them to warn pedestrians. Electric cars have no emissions, but they get
their electricity from power plants that emit GHGs. However, power plants burn
fossil fuels much more efficiently than cars do, so the total emissions are lower.
It is because power plants run at much higher temperatures than cars can, and the
Carnot efficiency (see Chap.2) is much higher. There is a big difference between
40 and 15% efficiency, and most people do not realize this. The main problem with
electric cars is the battery. There is no type of battery of reasonable size and weight
that can take a car 300 miles on one charge, and it takes many hours to recharge the
battery. If you run out of “gas” in an electric car, you would have to stay in a motel
with a plug. But electric cars have great advantages. We will consider these next
and hybrids later.

Efficiencies of Gas and Electric Cars

A normal car can use only about 15% of the energy in gasoline, though some say
it could be 30%. The breakdown is shown in Fig. 3.52. Most of the energy is lost
in heat, 30% in the radiator and 30% in the exhaust from the muffler. A few percent
more is lost in the engine and in the transmission line between the motor and the
wheels. Fully 17% is used in idling while the car is not moving, such as at a red
light. The motor has to be running so that it can start again rapidly. Accessories such
as lights and radio take only 2%. That leaves only 12.6% for propulsion of the car.
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Fig. 3.52 Where the energy goes in driving a car on gasoline. Data from http://www.fueleconomy.gov
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About half of this is lost as heat in the brakes to stop the car. The rest, 6.8%, is all
there is left to move the car!

Electric cars store energy in a battery bank and use that to drive a motor that
drives the wheels. The battery may get a little warm, but the heat energy lost is
trivial compared with the 60% in normal cars. The stand-by energy is saved since
the motor simply turns off when the car is coasting or stopped. The braking energy
is recovered into the battery, though the brakes will get a little hot, and that energy
will be lost. The accessories, including the lights, the radio, and the computer,
will take a few percent, and so will the transmission, but all the rest is available to
move the car. Electric cars can convert about 75% of the energy stored its battery
into useful power. The battery is charged with electricity from the grid, and the
environmental impact of that process depends on the location. In most places, coal
or natural gas is used to generate electricity, and GHGs are emitted. However, this
is better than burning oil products in cars for several reasons. Power plants can be
40% efficient, three times better than cars. So less fuel is consumed and less CoO, is
emitted. Furthermore, power plants can be located some distance from cities, thus
sparing them from pollution. Electric vehicles emit only water. In locations where
hydroelectric or nuclear power is available, the air is even cleaner. Even noise
pollution is abated.

Vehicles running totally on electricity are being used successfully in service
vehicles and golf carts, which do not have far to travel. The Tesla Roadster has
shown that electric cars can have sports-car performance at a price. The big buga-
boo is transportable energy. There is no known type of battery that will carry a
car 300 miles and recharge in 5 min, as we can get from gasoline. Meanwhile, we can
save on gasoline by using hybrids. These will be discussed next, followed by battery
prospects.

Gas—-Electric Hybrids

The range and charging problems of electric cars are solved by combining an electric
motor with a gasoline motor. The most successful of these hybrids has been the
Toyota Prius, which approximately doubles the mileage of a normal car. The way
it does this, however, is not what most people would imagine. Instead of carrying a
large battery, the Prius carries a battery so small that it can be hidden. When we
drive, we subconsciously vary the pressure on the gas pedal every second or so as
the road curves or rises and falls a little, or because of traffic. Each time the car
coasts, its kinetic energy charges the battery, and this energy is re-used in the next
few seconds when the gas pedal is pressed to maintain speed. At a stop light, the
braking energy is stored and used for startup when the light turns green. Just by
saving these small, instantaneous bits of energy, the car can greatly reduce its gas
consumption. A dashboard display shows a red symbol every time 50 Wh of energy
has been saved and re-used by the car. Fifty watt-hours sounds like a piddling
amount of energy. A TV or computer draws SW when it is off, so 50 W-hrs can
power only 10 such devices in a home for one hour out of 24. However, as shown
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in Box 3.7, 50 W-hrs is equivalent to 241 horsepower-seconds, or almost 50 horse-
power for five seconds. This allows the car to have fast pickup after a stop. Fifty
kilowatt-hours (67 HP-hrs) would be more normal for a car that didn’t have instan-
taneous response to small accelerations and decelerations. Indeed, hackers who
have modified the Prius by adding a large battery have increased its mileage from
45 mpg (5.2 liters/100 km) to 100 mpg (2.4 liters/100 km), but at great expense.
More on the hardware in the Prius is given in footnote 52.

Hybrid cars incorporate many other improvements to decrease fuel consumption.
A continuously variable transmission is more efficient than a 4-speed automatic or a
5-speed manual. A switch available in some models turns off the gas motor altogether
so that the car runs on electric alone until the battery gets low. When the energy used
to climb hills is recovered and the braking energy is stored for use in starting again,
an electric car is very efficient in city traffic. In traffic jams when normal cars are
burning gas without moving, electric hybrids can get surprisingly high mileage.
Driving at high speeds is another matter; the car has to push its way through the soup
we call air. In perfect streamlining, the front of the vehicle slices the air apart. The air
streams above and below then rejoin each other at the back of the car, pushing the car
forward. But there is friction, and heat is lost in the windshield; and there is turbu-
lence, so the stream at the rear is not smooth. There are also protuberances: windows,
door handles, tires, and, above all, the rear view mirrors. Sticking your hand out the
window at autobahn speeds will show how much energy is needed to push through
the atmosphere. Wind drag accounts for 60% of energy use; tire friction, 10%; and
engine and transmission line losses account for the rest. In the Prius, sticking to the
speed limit can save 10% in gasoline, but over-inflating the tires can save only 1%.
Retuning the electronic fuel injection can save 10%. Effective streamlining is mea-
sured by the drag coefficient C,, on which more information is given in footnote 53.

In both hybrids and normal cars, gasoline is used inefficiently when the car is
cold. A car rated at 30 miles/gallon (mpg) may get only 12 mpg when it first starts.
A Prius which gets 45 mpg when warm drops to 30-35 mpg until the engine and
catalytic converter warm up. This loss is avoided when running on electric alone.
In hybrids, battery power can be used to heat up the catalytic converter more rapidly.
Both motors in a hybrid depend on rare, precious metals. A catalytic converter
contains about 5 g of platinum worth about $500. On the other hand, electric motors
use permanent magnets made with neodymium. Their batteries may contain more
than 10 kg of lanthanum. These materials, however, can be recycled. Many rare-earth
elements are used in hybrids, and the concern is that China has a near monopoly on
the supply of these elements.

Plug-in Hybrids

Until the battery problem is solved, electric hybrids will continue to evolve. The next
step is the plug-in hybrid, in which the battery is charged overnight from the grid.
Since most people in cities usually drive no more than 30 miles (50 km) a day, a
slightly larger battery will store enough energy for that, so that the gasoline
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engine need not be started except on weekends. Air quality in cities would be
greatly improved. There are actually two types of plug-in hybrids. The usual one
works like the Prius: the battery is charged from the grid as well as by the gaso-
line motor. Two motors drive the car. In a series hybrid, a small motor runs only
to charge the battery. The propulsion is entirely electric. The savings in fossil-fuel
consumption and GHG emission have been estimated in a report by Electric
Power Research Institute and the Natural Resources Defense Council (EPRI-
NRDC).> It turns out that it matters whether the battery is sized to give 10, 20, or
40 miles of electric driving.

The EPRI-NRDC report considers scenarios, nine in all, depending on whether
PHEVs (plug-in hybrid electric vehicles) have a low, medium, or high penetration
into the market, and whether the power industry makes a low, medium, or high
effort to reduce their emissions. Although the nine results vary by a factor of 4, they
are all good. The GHG reduction in 2050 is predicted to be between 163 and 612
million metric tons (in the USA). An idea of how they expect PHEVs to take over
the market is shown in Fig. 3.53. If no progress is made in battery technology
(which is unlikely), PHEVs will take over more than half the car market!

Table 3.1 compares various kinds of hybrids with normal cars.>® The data are
for 12,000 miles of driving in year 2010. The normal hybrid generates its own
electricity and therefore uses more gasoline than PHEVs, though less than gaso-
line cars. PHEV10 is a PHEV that can go 10 miles on one charge. PHEV20 and
40 have bigger batteries to go 20 and 40 miles. All the hybrids are assumed to have
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Fig. 3.53 Expected penetration of plug-in hybrids into the market by 2050 footnote 54
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Table 3.1 Comparison between normal cars and hybrids of various types

Type of car Normal gas  Normal hybrid PHEV10 PHEV20 PHEV40
Gasoline (gallons) 488 317 277 161 107
Electricity (kWh) 0 0 467 1,840 2,477
Fuel economy (mpg) 25 38 38 38 38
Cost of electricity 0 0 $55 $215 $290
Cost of gasoline $1,464 $951 $831 $483 $321
Total for 12,000 miles ~ $1,464 $951 $886 $698 $o11

a gas motor averaging 38 miles/gallon. The PHEVs use more electricity from
the grid and less gasoline, so their carbon footprints are smaller. Remember that
electricity generated at a power plant uses less oil than electricity generated in the
car. If the power plant uses hydroelectricity or nuclear power, the carbon footprint
is more than halved.

How much money will a plug-in hybrid save? This depends, of course, on the
battery size in the PHEV and on local prices; but here is an example. The break-
down between electricity usage and gas usage in Table 3.1 is based on some data
on driving habits. In electric drive, a Prius-type hybrid uses 150 W-hrs of electricity
per kilometer.® This works out to be 0.24 kWh/mile. In 2009, the average cost of
residential electricity in the USA was 11.7 ¢/kWh. The cost of 2,477 kWh in the
PHEV40 case is then 2477 x$0.117=%$290. In the PHEV40 column, we see that
107 gallons of gasoline are consumed. If we assume a price of $3.00/gallon, the gas
cost is $321 and the total fuel cost is $611. These are the figures in the last column
of Table 3.1. The other columns are calculated the same way. As for the “normal”
cars, all the energy comes from gasoline, so there is no electricity cost. We see that
hybrids save on the cost of fuel, but these savings may not offset the premium one
pays for hybrids at present. For the plug-in hybrids, there is a “sweet spot” around
the PHEV20, whose fuel costs are much lower than for the PHEV10 but not much
higher than the PHEV40. Since most people do not drive 40 miles every day, the
extra cost of a large battery is not worth it. However, individuals are not “most
people”; they can buy a plug-in suited for their own driving habits.

There has been some concern about the effect of numerous plug-in hybrids on
the grid. Since charging a PHEV on household current can take upwards of eight
hours, most people would want 240-V service installed. Then charging can be done
in 2-3 h. At this rate, however, as much as 6.6 kW of electricity is drawn. Each car
that is plugged into that service is like adding three houses to the grid, each house
with their lights on and air conditioner working.”” If every household has a plug-in,
the local grid would have to be boosted. However, the EPRI-NRDC study shows
that the industry experts are not worried. They show a profile in which 74% of the
charging is done between 10 p.m. and 6 a.m., with a small daytime peak between
10 a.m. and 4 p.m. There are minima around 8:30 a.m. and 5:30 p.m. when people
are commuting. The grid can handle that load, at least for the present.
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Batteries

Electric cars can go a long way toward relieving our dependence on oil, but the
bottleneck is the battery. We are spoiled by having cars that can go 300-400 miles
(500-600 km) without refueling and can be filled up in 10 min. There has been no
path-breaking invention in batteries in the last few decades. Figure 3.54 shows
where we are. Each rectangle is the range occupied by one type of battery according
to how much it weighs and how big it is compared to the energy it can store. Lighter
batteries are to the right, and smaller batteries are near the top. At the bottom left
is the old stand-by: the lead-acid battery used in conventional cars. It is heavy and
big for the amount of energy it carries. The only improvement over the last 50 years
is that they are now sealed, so that we don’t have to check the fluid level and add
water every week or so. The first experimental electric cars carried a load of lead-
acid batteries. One battery is only good for starting a car and keeping its headlights
on for a few hours; it cannot move a car very far. The small carbon-zinc and alka-
line batteries we use for small appliances and toys are off the chart because they are
not rechargeable. Nickel-metal-hydride (NiMH) batteries, however, are success-
fully used in cars, notably the Prius. These were chosen because they are safer than
lithium and have proven reliability. The best we have at present is the lithium-ion
battery. As Fig. 3.54 clearly shows, “lithiums” are lighter and smaller for the same
amount of energy. They are used to power laptop computers, cell phones, cameras,
and other small appliances. Their safety and reliability are, however, worrisome for
use in cars. There is hope, however, because electric cars like the Tesla Roadster
have shown that, if cost is not a consideration, sport-car performance can be
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Fig. 3.54 Performance of major types of batteries. For each type, the horizontal axis shows the
energy stored per unit weight in watt-hours per kilogram, and the vertical axis shows the energy
stored per unit volume in watt-hours per liter. Adapted from Basic needs for energy storage,
Report of the Basic Energy Sciences Workshop for Electrical Energy Storage, Office of Basic
Energy Sciences, US Department of Energy (July 2007)



Energy for Transportation 147

achieved with a 6800-cell Li-I battery good for 244 miles. With a 288 HP (215 kW)
motor, the car goes 125 mph (200 kph) and accelerates 0—-60 mph in 3.7 s. Charging
the battery on 240 V takes 17 kW in 3.5 h.

Aside from cost, lithium batteries have two main problems. Safety is the main
concern, since lithium batteries have been known to explode, as they did in some
laptops a few years ago. When a short circuit occurs in such a battery, the chemicals
can burn and cause short circuits in neighboring cells, which release more heat,
starting a runaway reaction. Unlike hydrogen, which cannot burn without oxygen
from the air, lithium batteries have the oxygen inside. The solution is to divide the
lithium battery pack into small isolated units which are then connected together
with wires. The second problem is life span, which depends on how often the
battery is recharged. Even if it is not used, a lithium battery can lose as much as
20% of its capacity per year [33], as many laptop owners have found to their dismay.
The number of charge-recharge cycles is limited to several thousand. For cars,
5,000 cycles would be good for 10 years for most drivers, and this is close to present
technology. However, it would be hard to build enough extra capacity for the car
to maintain its driving range for 10 years. Charging a lithium battery too fast or
overcharging it could cause plating of the electrodes, which shortens it life. These
problems are slowly being solved as companies move into this rapidly expanding
market. The target price set by the US Advanced Battery Consortium for electric
car batteries is $300/kWh. Lead-acid batteries cost about $45/kWh, compared with
NiMH batteries, which cost $350/kWh for small ones to $700/kWh for ones used
in cars. Right now Li-ion batteries cost $450/kWh [33]. Perhaps economy of scale
will bring the prices down as electric cars overtake the market.

How Batteries Work

Normal batteries like the AA- and AAA-size ones we use everyday are sandwiches
of three materials made into long sheets, as shown in Fig. 3.55a. The anode and
cathode materials are separated by a thin insulating sheet, and all three are made as
thin as possible and rolled up tightly to fit the largest area into the smallest space.
The anode and cathode materials have a chemical potential between them such that
the anode is negative and the cathode is positive. They are connected to the contacts
at the bottom and top of the battery, respectively. When a light bulb is connected to
the contacts, an electric current flows, lighting the bulb, and discharging the built-up
charges between the sheets. The chemical potential sets the voltage of the battery,
typically 1.5 V, and the area of the sheets determines how much charge they can
hold, and therefore the “life” of the battery. Most batteries are not rechargeable.
Lithium-ion batteries are rechargeable. How they work is illustrated in Fig. 3.55b,
where the anode and cathode layers are represented by shelves holding Li ions. The
anode material is usually graphite (loosely packed carbon) holding some positive
lithium ions. The cathode can be made of any of a number of materials, including
proprietary ones, which largely determine the performance of the battery. Before
the two electrodes are connected together, the chemical potential between them
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Fig. 3.55 (a) Construction of a battery; (b) Layers of a lithium-ion battery [33]

draws the lithium ions from the anode to the cathode until the extra positive charge
added to the cathode cancels out the chemical potential. The ions travel through an
electrolyte, which is a conducting liquid like salt water, only thicker. It is the gooey
stuff that leaks out of an old battery. A thin plastic sheet, the separator, prevents the
electrodes from touching each other. The separator is thin enough to allow the ions
to pass through. A short circuit develops if there is a hole in the separator. Now if
the battery is connected to a load, electrons which are attracted by the extra positive
charge on the cathode can flow through the load to do useful work. As shown, the
electric current is in the opposite direction to the electron motion because the elec-
trons carry negative charge. To recharge, a negative voltage is applied to the anode
to draw the lithium ions back. This is what takes hours. A large battery pack could
consist of 100 cells, each 5 cm in diameter and 20 cm long (4 x8 in.), divided up
into modules so that overheating in one module does not spread to others.

As for cathode materials, cobalt-containing compounds such as cobalt dioxide
have high-energy density and are commonly used for small Li-I cells, but they are
not suitable for cars because of a tendency toward thermal runaway. The best found
for cars so far is iron phosphate, which is more stable and less likely to overheat.
It gives lower voltage, so that chains of batteries have to be longer to provide a high
output voltage. Higher power and longer life are claimed if the cathode is made
with nano-sized divots to increase surface area [33]. More on this will come in the
next section. The race to make the best iron phosphate battery has already led to
patent fights among battery companies.

The long charging times for Li-I batteries have been overcome by Ceder
et al. [34] working with LiFePO, (lithium—iron—phosphate) cathode material.
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A123 Systems, a company started in Boston, has expanded into a $91M business
in Asia using this material in small batteries for power tools and hobbyists.*
Employing techniques from ultracapacitors (next section), Ceder et al. form the
cathode in such a way that it has large surface area with channels aligned so that Li
ions can get in and out of the cathode rapidly. In small samples, discharge times of
the order of seconds were observed, more than ten times faster than normal. Critics,
including J. Goodenough, an inventor of LiFePO, cathodes, doubted that charging
times could be as short as discharging times.®® However, Ceder claims that the rates
are for both charging and discharging. If we accept that, there is still a problem with
charging a car, even a hybrid, in 10 minutes. It requires a lot of power. A plug-in
hybrid using 0.24 kWh/mile can go 40 miles (64 km) on about 10 kWh of electric-
ity. To put that much energy into a battery in 10 minutes would require 60 kW of
power, enough to run an office building. Charging at home would have to be sched-
uled so that not everyone on a grid line plugs in at once. However, there is no need
to charge that fast at home; overnight will do. Where fast charging is needed is in
filling stations en route. To charge nine cars at once would require half a megawatt
of power. Probably high-voltage lines and a small substation would be required at
each “gas” station. Some people suggest that such stations should have large battery
banks to store the energy slowly and continuously so that not so much instanta-
neous power is needed. In any case, building the infrastructure to support electric
cars is worthwhile for saving oil and cleaning up the environment. Ultimately, when
oil runs out and fission and fusion plants generate most of the energy for transporta-
tion, the electric grid will have to handle the power for all vehicles.

Supercapacitors and Pseudocapacitors

A battery stores a lot of energy in its chemicals, but chemical reactions are slow and
cause a battery to charge and discharge slowly. A capacitor, on the other hand, can
charge and discharge extremely fast. It stores energy with two electrodes and a
separator the way a battery does, but it does not involve chemical reactions. It also
can be recycled limitlessly and does not decay with time. Capacitors are used in
almost all electronic circuits and come in many sizes. Millions of small ones can be
made on a computer chip, and large ones the size of a waste basket (trash bin to
Anglophiles) are used by power companies. Supercapacitors are capacitors that still
use no chemicals but can hold much more energy than previously possible. Used in
combination with batteries, they help overcome some of the drawbacks of batteries.
Pseudocapacitors are supercapacitors with reacting chemicals, thus combining the
virtues of capacitors and batteries. A few diagrams will show how interesting these
new developments in transportable energy storage are.

Figure 3.56a shows a normal capacitor. The positive and negative electrodes are
metal sheets separated by an insulator called a dielectric. When the capacitor is
charged by applying voltage between the electrodes, the charges move to the inner
surfaces of the dielectric, and they attract opposite charges onto the surfaces of the
dielectric. There are then sheets of opposite charges on each interface, and they stay
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Fig. 3.56 Diagrams of (a) a normal capacitor, (b) two capacitors with air gaps in series, and
(c) two capacitors in series joined by an electrolyte

there when the switch is opened. These charges cannot move together to annihilate
one another because the dielectric is an insulator. The energy is stored in the dielec-
tric. When the switch is closed to hook up a load, the opposite charges on the
electrodes move through the load to combine with one another, thus applying
the energy that was stored. The dielectric, which had zero total charge all along, then
redistributes its charges to match the charges left on the metal sheets, if any. The
energy storage capacity of a capacitor (hence its name) depends on three factors:
the area of the sheets, the thinness of the dielectric, and “dielectric constant.” The latter
is a number varying from 1 (for air or vacuum) to 3 (for plastic), to 5 (for glass), and
as high as 80 for water. The higher the number, the more energy the dielectric can
hold for a given voltage between the electrodes.

To get more energy into a capacitor, one can work with these three factors.
Capacitors are already made as thin as possible and rolled up to get the largest area
for their size. Supercapacitors, however, can have much thinner dielectrics and
much larger areas by virtue of nanotechnology. This can be explained step-by-step.
In Fig. 3.56b, we show two simple capacitors connected in series. The inner elec-
trodes are not metal but conducting liquids (electrolytes). The gaps are filled not
with a dielectric but with air. This lowers the dielectric constant to 1, but thickness
of the gap is much, much smaller. Now if we connect the two capacitors not by a
wire but by simply extending the electrolyte as in Fig. 3.56¢c, we have a capacitor
whose capacitance depends on the thicknesses of the two gaps, and not by the
thickness of the electrolyte layer. Next, we can increase the area by roughening up
the inner surfaces, as shown in Fig. 3.57a. This is done by coating the electrodes
with a layer of “activated” carbon, which consists of fine particles. Special process-
ing techniques make the surfaces of these particles break up into channels nanometers
in size, as shown in Fig. 3.57b. The electrolyte goes into these channels but
does not actually touch the carbon because of a nanoscopic surface tension effect.
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Fig. 3.57 (a) Schematic of a supercapacitor; (b) enlargement of section shown in (a) Adapted
from Basic needs for energy storage, Report of the basic energy sciences workshop for electrical
energy storage, office of basicenergy sciences, US department of energy (July 2007)

This forms an air gap of nanometers thick. The capacitance is increased to tens of
thousands of times.

Capacitance is measured in farads (named after Michael Faraday). The energy
a capacitor can hold is proportional to its capacitance and the square of the voltage
it can take before arcing over. While usual capacitors have capacitances of picofarads
to microfarads and a rare one may have a farad, supercapacitors (also called ultra-
capacitors) can have 5,000 farads. They can hold 5% as much energy as a automo-
tive Li-I cell in the same size package.®’ They can supplement Li-I batteries in
electric cars by storing and releasing braking energy more quickly than the batteries
can. They can store enough energy to be used on short trips by buses, garbage
trucks, and the like.

Pseudocapacitors add porous electrode structures like those of Fig. 3.57 to a Li-I
battery using molybdenum trioxide (M0Q,). The trick is to find a material that can
make a chemical battery and yet can be processed in such a way as to have a large
area, rough surface. This has been accomplished in the laboratory by Brezesinski
et al. [35]. Still in their infancy, pseudocapacitors have the potential to store enough
energy fast enough to be useful in smoothing the output of intermittent energy
sources such as wind and solar.®> The development of such electrochemical capacitors
will fill the gap in Fig. 3.58 between batteries and capacitors in their abilities to
store large amounts of energy and to cycle the storage fast. There are still other
types of batteries which lurk in the future, such as metal-air batteries, especially
zinc—air and lithium—air batteries. Since the cathodes are air, these could have very
large storage per unit weight. They are the only batteries that could approach the
energy density of gasoline. However, there are several performance defects, most
seriously inability to be recharged completely. The physics of the reversible reaction
is still unknown;* but, with intensified research, there is hope for a paradigm-
changing advance with these new types of batteries.
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Fig. 3.58 Performance of different types of transportable energy storage, “Fuel cells” here refers
to hydrogen storage and use in fuel cells. Adapted from basic needs for energy storage, report of
the basic energy sciences workshop for electrical energy storage, office of basic energy sciences,
US department of energy (July 2007)

Summary of Electric Cars

Electric cars will be necessary when oil becomes scarce. Electricity to drive them
can come from fossil fuel plants or from carbon-free sources like fission or fusion
reactors. Even if fossil fuels are used, GHG emissions are greatly reduced if the
fuels are burned at a central utility rather than in vehicles. The main problem is the
lack of a suitable battery. Recognizing this urgent need, the Obama administration
in the USA has allocated $1.5 billion to the development of advanced batteries.
This will greatly expedite this field of research, which was previously hampered by
the lack of funding.

Biofuels

Instead of using electric cars, we can lower our dependence on foreign oil by con-
verting plant matter into ethanol. About 10 billion gallons of ethanol were produced
in the USA in 2009, a small but growing fraction of the 140 billion gallons of gaso-
line consumed. Ethanol burns 22% more cleanly than gasoline because it contains
more oxygen, but it contains only two-thirds the energy per gallon. Most ethanol is
sold as E10, a 10% mixture of ethanol with gasoline. Most cars can run on E10
without modification. E85, which is 85% ethanol, requires modified “flex-fuel”
engines, which are installed in many trucks. In Brazil, the leader in biofuels, all cars
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are so modified because the country is completely independent of foreign oil,
having started 25 years ago to produce biofuels from sugarcane.

In the USA at the present time, ethanol is produced from corn, not the stalks but
the good part, the ears that we and the cows eat. This has played havoc with the
prices of corn and soybeans. The corn is ground up, fermented, and then distilled
to evaporate off the alcohol. The beer industry knows this well. What is left is still
good for cattle feed. The first distillation yields only 8% ethanol, so it has to be
repeated many times to get to 99.5% high octane fuel. This takes energy, at present
coming mainly from fossil fuels. More energy is used in planting and harvesting
the corn, in making the fertilizers, and in trucking the corn and the fuel. Pipelines
cannot be used for ethanol because it is soluble in water, and water in the pipes
would cause them to rust. Gasoline does not have this problem. The use of fossil
energy also entails GHG emission, negating the cleanliness of ethanol exhaust.
There has been controversy as to whether making ethanol from corn actually provides
more energy than it consumes, and whether there is any saving of GHG emissions.
Early reports in the popular literature were rather negative toward ethanol.*¢* Much
of the pessimism came from papers by Pimentel [36], which indicated that the
energy in corn ethanol is 30% less than the energy used to make and transport it.
However, other data, mostly recent ones, show a net gain in energy, though much
smaller for corn than for cellulosics, which we will describe shortly. Wang’s [37]
life-cycle analysis shows that to produce one energy unit of corn ethanol, 0.7 energy
units of fossil energy has to be used. This means that about 40% (=0.3/0.7) more
energy comes out than goes in. When blended with gasoline, E85 of course has
better energy savings than E10. As for GHG emissions, E85 saves 29% and E10
26%. Wang also gives a chart showing all the studies made so far on this topic.
Twelve of these showed an energy gain, while nine showed an energy deficit. The
breakeven is still marginal, but the saving grace is that only 15% of the fossil fuel
used is in the form of oil, the scarce commodity that depends on the Middle East.
The stance of the US government is that the energy balance is positive, but no firm
numbers are given.*

How does Brazil do it? Because they have the climate and labor, they can grow
sugar directly instead of extracting it from corn. Sugarcane yields twice as much
ethanol per acre than corn. Biofuels from sugarcane give 370% more energy than is
used in production.®® The stalk is 20% sugar, and the rest can be burned to generate
electricity. One factory is self-supporting; it can generate enough electricity to run
the whole operation. This huge plant produces 300 million liters of ethanol and
500,000 tons of sugar per year. Between the biofuel and the electricity, the plant
produces eight times the energy that it uses.** But there is a big problem: deforesta-
tion. An area the size of the state of Rhode Island was razed in half of 2007 to plant
sugarcane, and the acreage is to double in the next 10 years.® Worldwide, deforesta-
tion accounts for 20% of carbon emissions, which is why Brazil ranks fourth in the
world on carbon emissions.®® There is more bad news. Sugarcane has to be cut by
hand, and it is hard work in the heat. It is so hard that many workers die at it. To
make the cutting easier, the cane is burned every year even though it does not have
to be. This releases large amounts of soot and strong GHGs to pollute the air. This
sours the sugar business.
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The USA cannot grow so much sugarcane, but it cannot grow enough corn
either. If all the present corn and soybean crops are used to produce biofuels, there
would be only enough to supply 12% of the gasoline and 6% of the diesel oil that
we consume.® But why use only the sweet part of the corn? We could also use the
stalks. The stalks are made of cellulose, as are many other plants. Cellulosics are
our best hope for a source of biofuel. Cellulose has a rigid molecular structure that
is stiff and can allow plants to grow vertically. This is how corn can grow high as
an elephant’s eye. The very structure of cellulosics makes them very hard to break
down into alcohol. At present, it takes 30% more energy to make the fuel than
it gives back [37]. There is an intense effort to find more efficient ways to do
this, including using high-speed computers to model the chemical reactions. The
Obama administration in 2009 allotted $800 million to the Department of Energy’s
biomass program, and $6 billion in loan guarantees to start biofuel projects begin-
ning in 2011.%9

Cellulosics can be found everywhere in corn stalks, wood chips and sawdust,
wheat straw, paper, leaves, and specially grown crops of grasses and other fast-
growing plants. The Departments of Energy and Agriculture in the USA estimate
that 1.3 billion tons of cellulosics can be gathered and grown each year without
affecting food crops for either humans or animals. It is possible to produce ethanol,
gasoline, diesel oil, and even jet fuel from cellulosics. The amount of cellulosics
available equate to 100 billion gallons of gasoline equivalent per year, about half of
our needs [38]. To do this, of course, is very hard.

There are three ways to make fuel from cellulosics [38]. At an extreme tempera-
ture of 700°C, steam or oxygen can turn the biomass into syngas which is carbon
monoxide and oxygen. This is done under pressures of 20—79 atm in the presence
of a special catalyst. Coal plants are already set up to produce syngas (see Chap.?2).
But a reactor to do this with cellulosics would be so expensive that the capital cost
would not be paid back for perhaps 30 years. A second method reproduces the
conditions in the earth which made fossil fuels in the first place. At temperatures
of 300—-600°C in an oxygen-free environment, the biomass turns into a biocrude oil.
This crude oil cannot be used directly because it is acidic and would ruin the
engine. It would have to be converted to usable fuel. A new idea called catalytic
fast pyrolysis is being investigated which would convert biomass into gasoline in a
few seconds! Fast means that the biomass is heated to 500°C in one second. The mol-
ecules then fall into the pores of a catalyst which turns them into gasoline. The
whole process takes 2—10 seconds.

The third, more promising way to treat cellulosics is slow and less dramatic; but
it could move out of the laboratory into industry. In the ammonia fiber expansion
process, the fiber is softened by pressure-cooking at 100°C in a strong ammonia
solution. When the pressure is released, the ammonia evaporates and is captured
and recycled. The cellulose is than fermented with enzymes into sugar with 90%
yield. Distillation then yields ethanol. What is left is lignin, which burns well and
can be used to boil water to generate electricity. Of course, burning generates CO,,
but with biomass this CO, was taken from the air when it was growing, so there is
no CO, added to the atmosphere. What spoils this rosy picture? It’s the enzyme.
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The bacteria that make the enzyme can be found in only a few places, the best of
which is in the guts of termites! We know that termites eat wood. They have an
enzyme in their stomachs that turns that into something digestible. The enzyme is
not easy to reproduce, unlike the yeast that makes yogurt. Presently, they cost
$0.25/gallon of ethanol.’” To mass-produce either the enzyme or the termites is
unthinkable. People are finding mushrooms in Guam or other bugs that could make
such enzymes.*

If we can get over that hurdle, we can think about switchgrass, which you have
heard of. A fast-growing source of cellulose, switchgrass needs no fertilizer and
little water. It grows in places not suitable for other activity. Its roots grow 8—10 feet
down, stabilizing the soil and also drawing CO, into the ground.®® It grows for
5-10 years before reseeding. It has four times the energy potential of corn. The US
Department of Energy’s goal is to make cellulosic ethanol cost-competitive with
gasoline by 2012. The 100 billion gallons of gasoline equivalent per year quoted
above will also lower our GHG emissions by 22% relative to our 2002 emissions.
Even if switchgrass is grown outside of farm land, it will still take a lot of land. To
supply all the transportation fuel for the USA would take 780 billion liters of ethanol
per year.®® At the rate of 4,700 L of ethanol per year per hectare, it would take
170 million hectares or 650,000 square miles. Only Alaska, more than twice the
size of Texas, has that much area.

Fortunately, new ideas are coming from people thinking out of the box. James
Liao [39] has found a way to make more complex alcohols which contain more
energy than does ethanols and, moreover, are miscible with gasoline but not water.
Such an alcohol is isobutanol. The enzymes that ferment sugar into isobutanol are
more common than those in termites: they are found in E. coli. Yes, this is the same
bug that causes food poisoning, but its use can be controlled, and it is surely not
hard to reproduce. The problem is not entirely solved because biomass has first to
be converted to sugar before the process can start. To get around this, Liao has
engineered a cyanobacterium [40] that can turn CO, and H,O into a biofuel! Plants
do this all the time by photosynthesis, but the result is cellulose. A bacterium
has been engineered that can photosynthesize isobutyraldehyde, which boils at a
low temperature so that it can be separated from water. That chemical can then be
easily converted into isobutanol. To be competitive with current production of bio-
diesel from algae, the rate has to exceed 3,420 pg/L/h. The best achieved so far is
2,500, which is promising and can be improved with further research [1]. However,
making diesel from algae is very slow and space consuming — only 100,000 L
(26,000 gallons) per hectare per year. Two companies, LS9 and Amyris, both in
California, are involved in this development.™ It remains to be seen if this process
is economically feasible.

To make transportable fuel, it would seem simpler to make electricity in fission
and fusion power plants and develop smaller and lighter batteries for electric cars.
Government policy, however, has to take economic stimulus into account. Farmers
in Iowa and Nebraska have to be kept happy. The subsidies for ethanol production
in Midwest states resulted from strong lobbies. It would seem that our corn is stored
not in silos but in pork barrels.
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Nuclear Power

Importance of Nuclear Power

Both fission and fusion involve nuclear reactions, but the term “nuclear” usually
applies to fission, and we shall use it with that connotation here. Nuclear energy is
a mature technology. It is the only time-tested, continuous, dependable source of
base-load electricity that does not emit GHGs and can be conveniently located. It
has three well-known disadvantages: danger of nuclear accidents, danger of prolif-
eration, and storage of radioactive wastes. We shall treat these one by one. Nuclear
power is important for the world’s energy needs, but it has been impugned — indeed,
attacked — by the press and environmentalists who have not done their homework
and studied the risks and costs of the alternatives.”!”

France has set an example. It generates 75% of its electricity from nuclear and
15% from hydro, both of which have no CO, emissions.” There have been no
reported deaths. France has led in research on next generation reactors and has
begun building them. Other countries which do not have coal have a high percentage
of their electricity from nuclear: Belgium (54%), Ukraine (47%), Sweden (42%),
S. Korea (36%), Germany (28%), and Japan (25%).™ Worldwide, the percentage is
15%. Because of its size, the USA’s 20% constitutes one-third of the world’s total.
The supply of uranium will outlast that of oil and gas, and future breeder reactors
will generate their own fuel. Fusion reactors will take time to develop, and fission
can supply “green” power in the interim. The nuclear waste problem will become
more acceptable when the public realizes that fission will eventually be phased out
by fusion, so the problem will last only for a few human generations.

How Nuclear Reactors Work

The Cast of Characters

The atomic number of an element is the number of protons in the nucleus. Uranium,
element 92, has atomic number 92. Fissionable elements all have atomic number 92 or
higher.” The mass number is the total number of protons and neutrons in the nucleus.
So uranium 235 has 92 protons and 143 (=235-92) neutrons. The atomic weight is a
loosely used term which is essentially the mass number but differs by a fraction
because protons and neutrons do not weigh exactly the same; they are bound with
different energies; and energy and mass are interchangeable, according to Einstein.
The symbol for uranium 235 is , U**, but we shall write it is U because the 92 is
already specified by “U.” Elements can have the same atomic number but different mass
numbers; these are called isotopes. Here are a few isotopes of importance in fission:

U?%: The normal isotope of uranium in nature.
U?%: The fissionable isotope of uranium, with an abundance of only 0.7% in nature.
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P?%: Plutonium (element 94) is generated in a reactor and fissions easily.
U?*: Uranium 239 decays’ in 23 min.

Np?*: Neptunium 239 (element 93) decays in 2.4 days.

Cs'¥: Cesium 137 (element 55) decays in 30 years.

13" Todine 131 (element 53) decays in eight days.

The first group of three contains the isotopes we will be discussing. The next
two are intermediate states in the transformation of uranium into plutonium in a
reactor. The last two are the most dangerous reaction products when released into
the air in an accident. The decay times here are half-lives. Isotopes never com-
pletely disappear. Half of what is left goes away in a half-life. Note that only iso-
topes with odd mass numbers are fissionable.”” What is not given here is the
tremendous amount of energy that nuclei can give. A single-fuel pellet, the size of
a AAA battery, can make as much electricity as 6 tons of coal.”

The Chain Reaction

When a U? nucleus is joined by a slow neutron, it can split into two nuclei further
down in the periodic table, plus two or three neutrons, as shown in Fig. 3.59. In this
case, the fragments are Ba'** and Kr¥. Adding the mass numbers will show that
three neutrons are released in this case. A chain reaction occurs when one, and only
one, of these neutrons splits another U?** nucleus to make more neutrons to keep
the chain of reactions going. If two neutrons cause further fissions, the reaction will
run away. Figure 3.59 shows another way to continue the chain. As we shall see,
there are many more U?*® nuclei in the fuel than U*s, so a neutron can enter a U?3#
nucleus to form U?*, which then beta-decays into Pu*’, which is fissionable.
A neutron hitting the Pu? will cause fission and keep the chain going.

144 o
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Fig. 3.59 Illustrating the fission of U** into two fragments with the release of three neutrons and
a lot of energy. One neutron subsequently enters a U**® nucleus, creating U, which then decays
into fissionable Pu*’
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Moderation is the Key

Of course, things are not this simple. The neutrons from a fission have energies
around 2 MeV (about 20 billion°K). (Definition of electron-volt units is given in
Chap.5). They have to be slowed down to normal temperatures before a nucleus
will accept them. Room temperature is about 0.025 eV. A moderator is used to do
this. Here, a moderator is not the chair of a panel discussion; it is an element that
slows down neutrons efficiently without absorbing them. The most common mod-
erators are light water [ordinary H,O, heavy water (D,0), and graphite (very pure
carbon)]. Only light elements (those with low atomic masses) can be moderators.
The reason is that neutrons are light, and they will bounce off a large nucleus with-
out losing much energy. A marble striking a billiard ball will just bounce off. A cue
ball striking an 8-ball can come to a complete stop, losing all its energy to the 8-ball,
because it has the same mass. Light water is a better moderator than heavy
water because the H is closer to the neutron in mass than the D, but it’s not twice
as good because the H can capture the neutron to make a D. A deuteron is less
likely to capture yet another neutron to make triply heavy tritium. Carbon has mass
12, so graphite is a weaker moderator than water, but it has other properties, like
staying solid at high temperature. Moderators are so important that nuclear reactors
are classified according to their moderators.

Isotope Separation

Fresh uranium is mostly U?%, with only 0.7% of U?>. Unless neutrons are very
carefully preserved, there are not enough of them to sustain a chain reaction without
increasing the amount of U?*. Normally, uranium has to be enriched to 3-5% U
by separating out the U?* and adding it to normal uranium. Because the two iso-
topes differ in mass by only 1.3%, separation is slow; and large installations are
needed to fuel power plants. The two main methods are gas diffusion, used in the
USA and France, and gas centrifuge, used in Russia and the rest of Europe [41].
In gas diffusion, uranium hexafluoride (UF)) is passed multiple times through
porous barriers through which U** passes 0.43% faster than U*®. Gas centrifuges
are tall cylinders spinning at high speeds in vacuum. The centrifugal force pushes
the heavier isotope out faster. Though gas centrifuges are more efficient, using only
0.09% of the energy generated by the plant compared with 3.6% for gas diffusion,
it is a newer technology and it would be costly for the USA to convert to it. The
operative word here is not “convert” but “covert.” Centrifuges are discussed further
in the Nuclear Proliferation section.

Advanced technology has not overtaken these brute-force methods. Accelerating
uranium ions in beams in which the isotopes would have different momenta was
tried initially. During WWII, a plasma discharge was tried in the USA, but instabili-
ties arose. This was the origin of Bohm diffusion (see Chap. 6). In the 1970s, a laser
method was developed at the Livermore laboratory in California in which a laser
beam could preferentially put U into an excited state, and this could allow it to
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be extracted separately. At the same time, another laser method was applied to UF,
at the Los Alamos laboratory in New Mexico. A scheme by John Dawson to use
two-ion hybrid cyclotron waves in a uranium plasma was implemented at TRW Inc.
in Redondo Beach, California [42]. Though this produced palpable amounts of U?*,
the project was canceled in favor of the Livermore project for political reasons.

Inside a Nuclear Reactor [41]

In a generic reactor, fuel rods are carefully spaced inside the moderator — water, say —
so that each neutron generated inside a fuel rod and slowed down in the modera-
tor produces just one neutron when it causes fission in another fuel rod. The fuel is
uranium oxide, UO,, a black powder created from UF,, pressed into pellets, sin-
tered, and ground to size. The pellets are slid into thin tubes about the diameter of
a pencil and 5 m long. The pellets cannot be large because the heat generated inside
has to escape to the coolant. Also, since most of the uranium is U*®, the neutrons
have to get out of the pellet into the moderator before they are absorbed by the U?*%.
The coolant is usually the same kind of water as the moderator, but it gets hot
and carries the output energy. Hundreds of fuel rods make up a fuel assembly, and
hundreds of assemblies make up the fuel load, which can weigh 100 tons. The fuel
lasts about four years, and one-fourth of it is renewed each year. There have to be
enough fuel to make up a critical mass, ensuring that at least one neutron from each
reaction will find another U** nucleus to split. The fuel assemblies have to be
spaced just right inside the moderator for this to happen. When fuel assemblies are
renewed, they are shuffled so that the new ones and the half-used ones are dis-
tributed evenly. The heat produced is carried away by the coolant and is used to
generate electricity at 30% efficiency in steam turbines. One ton of fuel can gener-
ate 30 MW of power and 40 GW-days of energy.

Types of Reactors [41]

A boiling water reactor is a light-water reactor (LWR) using H,O as both moderator
and coolant. The fuel rods are simply placed in the water, which is allowed to boil
under pressure, producing steam directly to the turbines. The water, however, is
exposed to radioactive material. A pressurized water reactor (PWR) or the European
version called EWR contains the water under 153 atm of pressure so that it cannot boil
at its temperature of 322°C. This water goes to a heat exchanger to transfer the energy
to outside water which does not touch any radioactive material. All the reactors in
France are PWRs. Standardizing to a single type reduces the risk of accidents.

A CANDU (Canadian Deuterium Uranium) reactor was invented because
Canada had no enrichment facilities. It burns natural uranium containing only 0.7%
U2, With so few fissionable nuclei, the moderator has to be heavy water, D,0.
Hydrogen would absorb too many neutrons. The fuel rods are double tubes, the
inner tube contains the fuel pellets and cooling water. Gas in the outer tube insulates
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the heat from the moderator, which is at room temperature. No thick domed vessel
is necessary to contain the reactor. With so little U?, the power output is only 20%
of other LWRs, so the fuel has to be replenished often. It is done continuously,
going from one end of the rods to the other. There is no proliferation risk due to
enriched fuel, but plutonium is produced and comes out with the expended fuel. It
can be stolen more easily since it comes out continuously instead of at a fixed time
under heavy guard [41].

AGRs are early (advanced gas-cooled reactors) developed in England using a
graphite moderator and 600°C carbon dioxide as a coolant.” Natural uranium could
be used at lower temperatures where a low-absorbency “Magnox” fuel cladding
could be used, but enrichment is needed for the advanced types. Yet another acro-
nym is the European pressurized reactor (EPR), a safer type being constructed in
Finland and France. These two projects have been delayed by cost overruns and
safety protests.

Liquid-metal fast breeder (LMFBR) reactors are an entirely different breed. Fast
refers to the fast, or prompt, 2-MeV neutrons emitted in fission. In LWRs, these
neutrons have to be slowed down by the moderator before they can cause U to
fission. In breeders, the fuel is U?*® with 10% Pu®*, and U is not used. Twelve
percent of the fast neutrons cause fission in the U**®, and the rest are captured. But
as Fig. 3.59 shows, the capture of a neutron by U produces an atom of Pu®*’, which
is a good fuel. Those neutrons that do not get captured immediately eventually slow
down and cause U*®* and Pu*” to fission. By covering the chamber with a uranium
blanket, which can be made of depleted uranium from an LWR, more plutonium can
be produced than is used. Breeder reactors can breed fuel from natural uranium.

No moderator is needed; in fact, it is essential not to have any material that will slow
down the 2-MeV neutrons. However, there has to be a coolant, and the coolant must
not slow down or capture the neutrons either. There are only two elements in the peri-
odic table that can be used: sodium (Na) and lead (Pb). These can be used in liquid
form and do not capture many fast neutrons. Sodium, which melts at 98°C, is chosen
for convenience in spite of its nasty nature. Although it is harmless when combined
with another nasty element (chlorine) in table salt, pure sodium will explode if it
touches water. It is the liquid metal in LMFBR. These reactors cannot go critical with
normally enriched uranium. A chain reaction requires 10-12% enrichment.

This technology has been well tested in the Superphénix reactor on the Rhone
river in France. The 3,000 tons of sodium coolant was in its own closed loop, and
heat was exchanged to a secondary sodium loop not exposed to radioactivity. Steam
was created in a second heat exchanger. The reactor ran between 1995 and 1997,
producing 1.2 GW of electricity between repairs. The sodium ran at 545°C and
never boiled, so there was no high pressure. The fuel elements had thicker walls
than in LWRs and produced twice the energy per ton. Sodium leaks have been the
main problem. A smaller LMFBR, the Monju in Japan, developed a leak in the
intermediate coolant loop in 1996. No radioactivity was released, but the sodium
fumes made people sick. The reactor was restarted in 2010.8' LMFBRs are ready
for the next generation of reactors. Gas cooling in the intermediate heat loop is the
only improvement needed.
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Reactor Control

A chain reaction requires active control. The reproduction ratio of neutrons has to
be exactly one. Too few neutrons, the reaction dies. Too many, the reaction runs
away. The reaction rate depends on the temperature of the moderator (how much it
absorbs) and the freshness of the fuel. Fission occurs so fast that it would be impos-
sible to stop a chain reaction except for a lucky circumstance. A small fraction of
the neutrons are delayed. In uranium, 0.65% and in plutonium, 0.21% of the neu-
trons from a fission event are emitted only after 10 seconds. Since every neutron is
needed, the chain reaction does not proceed instantaneously; there is a time lag. The
moderator and coolant in the reactor have high heat capacity, so the temperature
inside the reactor changes even more slowly. There can be as much as 20 minutes to
react to a temperature change. Control rods made of boron carbide (BC), a powerful
absorber, are moved in and out of the moderator to control the neutron population.
This is normally done automatically, and reactors have run for years without trouble.
The few accidents that have occurred are due to human error in response to an abnor-
mal condition. The danger is not only when the chain reaction is going too fast and
the temperature rises. If the temperature goes too low, voracious neutron absorbers
like Xe'* can accumulate and poison the reactor. It cannot be restarted until all the
Xe'® has built up and then decayed with a half-life of 8 hours [41].

Fuel Reprocessing

France and Japan reprocess spent fuel to recover plutonium and 0.9% enriched
uranium out of it; the USA does not. Here is what is involved. The spent fuel rods
are cooled for 1 year in water (“swimming pools”). They are then taken apart
underwater by remote control. The fuel pellets are dissolved in chemicals to sepa-
rate out the uranium and plutonium. These are sent to Russia for isotope separation
in centrifuges. Their oxides are made into an LWR fuel called “mixed oxide” or
MOX. Ceramic MOX is radioactive and expensive. The arguments for reprocessing
are that uranium fuel is not wasted, and there is less left-over radioactive waste to
store underground. The long-lived part is four times smaller than in stored waste
without reprocessing. The arguments against reprocessing are that the plutonium can
be stolen for bombs, and that it is simpler and cheaper to just store the spent fuel.

Radioactive Waste Storage

When fuel elements come out of a reactor, they are still generating heat, so much
that they would be red-hot if not cooled. They are placed under water in “swimming
pools,” which are steel-lined concrete pools filled with very pure water. The rods
are cooled here for many years under careful surveillance. The heat drops to 1%
after one year and is down to 0.2% after five years. The 100+ reactors in the USA
are straining the capacities of these on-site pools. A 1-GW plant generates over
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20 tons/year of nuclear waste. Before the cooled fuel rods are taken out of the water,
they are sliced up and the materials sorted out by remote control. The radioactive
material is dried and sealed in steel tubes filled with an inert gas. These are then
put into concrete casks for on-site storage. They are cooled by normal air circula-
tion. This is an intermediate, above-ground type of storage. In the USA, there are
66 commercial sites and 55 military sites storing these casks.®? There are also ten
“orphan” sites where the reactor no longer exists but the waste remains. Ultimately,
the long-lived “actinides” with half-lives of 300,000 years or more should be stored
underground, but there are no definite plans to do this. The temporary solution is the
permanent solution so far.

For underground storage, the high-level waste is cast into glass logs and welded
into stainless steel canisters. These are to be stored in a large underground tunnel
system in a geologically stable environment, like a salt mine or rock formation. The
site must be immune to infiltration of water and such disturbances as earthquakes.
The waste cannot be moved there until it is cool enough not to heat the rock. You
have seen the charts of the decay of radioactivity from each element over 10,000’s,
100,000’s, even millions of years. In 600,000 years, the radioactivity level is down
to that of natural uranium. Reprocessing of fuel in France is estimated to cut this
time to 60,000 years.

In the USA, $9B had been spent to characterize a site under Yucca Mountain,
Nevada. This project was canceled by the Obama administration in 2009. There are
only two projects in the world at this time devoted to underground nuclear storage.
One is on Olkiluoto Island in Finland at a place that satisfies the requirements and
where no one is likely to build a housing project. Finland has four reactors generating
25% of its electricity. The project is estimated to cost €3B ($4B). In Sweden, two
sites have been chosen after a long campaign in which many proposals were con-
sidered and open discussions involved both politicians and citizens. This could not
be done in the USA because of the military component. No construction has started,
but there is likely to be less public opposition than elsewhere.

The nuclear waste problem will become worse since more reactors are being
built or planned. The longevity of geological formations cannot be proved. The
danger to future generations is a legitimate concern. However, fusion power can
help in two ways. First, subcritical fusion reactors can be built to generate neutrons
for transmuting actinides into stable elements. Second, if nuclear power can be
considered only as a temporary solution, like wind or solar power, until fusion
comes online, the buildup of radioactive waste will eventually stop; and under-
ground storage may not be necessary.

Nuclear Proliferation

Plutonium is very good for making a bomb. It does not need enrichment. Uranium
has to be highly enriched for explosive purposes, and gas diffusion plants are so
large that a terrorist would have to be quite an industrialist to build one. It is easier
to steal plutonium. Breeder reactors make plutonium. Recycling nuclear waste also
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recovers plutonium and makes MOX. Places where plutonium is made or trans-
ported have to be heavily guarded.

The development of gas centrifuges has posed a new problem [43]. These
devices are relatively small and much more efficient. The separation factor is
1.2-1.5, compared with 1.004 in gas diffusion. Uranium has to pass through a cen-
trifuge only 3040 times before it reaches weapons grade. It would take many times
more in gas diffusion. The uranium is in the form of UF, in gaseous form. It has to
be under partial vacuum so that it does not solidify and gum up the works. This
means it cannot leak out. Centrifuges are small enough that a hundred of them can
be installed in a building that looks like any other industrial building. Centrifuges
can be connected in series so that the output of one goes into the next for further
separation. A cascade of over 100 centrifuges can be designed to optimize the num-
ber used at each stage of enhancement. One cannot prevent the construction of such
a cascade for peaceful production of 5% U?* for power plant. The problem is that
the cascades can be reconfigured in a few days to produce weapons-grade uranium.
For instance, the output of 5% U?* from two-thirds of the cascades in a plant can
be sent to the remaining one-third for further enrichment to 90% U?*. The power
used in either case is only about 160 W/m?, compared with 10,000 W/m? in gas
diffusion, so the clandestine activity cannot be detected by the power consumption,
which is like that of any well-lighted building.

India and, in response, Pakistan were the first to use gas centrifuges. This is the
reason for the recent attention given to Iran for its construction of an isotope separa-
tion facility. The danger exists whether or not nuclear power is used for energy.

Nuclear Accidents

In the early days of civilian nuclear power, there have been a number of small
accidents in different countries, but usually there was little release of radiation.
Workers were exposed to it, and four died, one in Yugoslavia, one in Argentina, and
two in Japan.®® This does not include deaths in Russia. The two well-known, large
accidents are Three Mile Island and Chernobyl.

At Three Mile Island in Pennsylvania, USA, the 1-GW Unit 2, a PWR, had a
problem in March 1979. A mechanical failure was compounded by operator error.
A pump for the cooling water stopped, and the water got hot, increasing the pres-
sure. Automatically, a relief valve opened to let the steam out into the containment
building, and control rods dropped in to stop the chain reaction. The relief valve
was supposed to close at a certain pressure, but it got stuck open. The hot fuel rods
continued to produce steam, and most of the water was lost out the open valve.
The operators misinterpreted the signals and thought that there was too much water,
so they shut down the pumps, making things worse. Only the bottom of the fuel
elements was covered with water. The tops got so hot that the cladding electrolyzed
steam into hydrogen, and a hydrogen bubble was formed, preventing water from
entering for days. The fuel melted, and 700,000 gallons of radioactive water
covered the floors of the buildings [41]. Although the people in surrounding areas
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were scared and were evacuated, only a small amount of radioactive material escaped.
There were no deaths. Statistically, the amount of radiation could have caused three
deaths in 20 years, but none has been reported.

The Three Mile Island accident turned a lot of Americans against nuclear power,
but compare its safety with that of other energy sources. In 2010 alone, we have had
the methane explosion in a West Virginia mine which killed 25 miners, followed by
the Deepwater Horizon disaster in the Gulf of Mexico, which killed 11 workers. In
each case, families waited and waited for good news about their loved ones, but in
vain. The grief is repeated hundreds of times all over the world. The oil leak fol-
lowing the fiery destruction of the Deepwater drilling platform was far larger than
the Exxon Valdez spill in Alaska and covered hundreds of square miles of the Gulf.
Both aquatic wildlife and migrating birds suffered from the environmental damage.
Compared to the fossil-fuel industry, a well-regulated nuclear industry is a far safer
way to get energy.

The Chernobyl accident is another matter. The dire consequences of the accident
were caused by the organization of the Soviet Union.?* Failures were covered by
lies. Tight secrecy kept workers from learning from the experiences of others.
Those in command made policies without caring about the actual situations they
covered. The chief engineer disregarded the protocols anyway. Workers were not
well trained to know about the dangers, and they disregarded orders. One of the
four reactors at Chernobyl in the Ukraine was being shut down for maintenance.
The chief engineer decided to test whether power could still be produced while
shutting down. He did not consult the safety personnel or the set rules. The workers
turned off safety devices. The control rods were withdrawn to get power while the
chain reaction was slowing down due to xenon poisoning. A decrease in cooling
water caused the fuel rods to heat up, increasing the power output. The reactor had
not been designed to shut down automatically when this happens. There was a
runaway reaction and a power surge that ruptured fuel tubes. The hot fuel reacted
with water to cause a steam explosion which blew off the 1,000-ton top of the reactor.
This broke all the fuel tubes, and a second explosion sent most of the reactor core
into the air.

The explosion was like the volcano in Iceland that erupted in 2010, stopping all
air traffic in Europe. This time, a radioactive cloud went as high as 10,000 m
(30,000 feet), carrying 50 tons of nuclear fuel. The surrounding area was sparsely
populated; a nearby village was in great danger. Nonetheless, the man in charge,
arriving from Moscow, gave orders not to evacuate because it would create panic.
It was a plasma physicist, Evgeny Velikhov, who finally convinced him that people
had to get away. Meanwhile a large crew (200,000 in the first year) was trying to
clean up the mess. They were walking directly on radioactive material, receiving a
lethal dose within minutes. Winds carried the radioactivity all over Europe, but
where it landed was random, depending on rain. Most of the volatiles were
iodine-131 and cesium-137. The iodine fortunately has a half-life of only eight days,
but the cesium lasts for 30 years. The Cs'¥ carried 500 times more radioactivity
than created by the bombs on Hiroshima and Nagasaki.
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Statistically, health experts calculate that this accident would cause 30,000
deaths in 20 years. However, this is still a small number compared with other types
of accidents. It amounts to a probability of 0.6 deaths per 100,000 people per year.
For a well-regulated industry with accidents like that at Three Mile Island, the
figure is 0.00007 per 100,000 per year. This is to be compared with 16 for motor
vehicle accidents, 0.41 for airplanes, and 5.15 for falls [41]. Falls were considered
earlier in the Solar Energy section. Chernobyl was a lesson in bad management,
but it will never happen again. Nuclear power poses less risk than almost anything
we do.

Future Reactors

Generation III reactors will have more efficient use of fuel and better safety features
but no radically new designs. Advanced Boiling Water Reactors, Advanced
CANDU heavy-water Reactors, and EPRs will be added to the list of acronyms.
Generation IV reactors will be of two main types: breeder reactors, either liquid-metal
or gas cooled (discussed above); and very high temperature reactors (VHTRSs) [44].
Of these, the most interesting is the pebble-bed modular reactor (PBMR), shown in
Fig. 3.60.

The “pebbles” are tennis-ball size spheres containing both the fuel and the
moderator. The small grain of fuel can be any fissionable material such as enriched
uranium, plutonium, or MOX, the mixed oxides of both. The fuel is surrounded
by a layer of porous graphite to absorb gaseous products of the reaction. This is
covered by a thin layer of silicon carbide, which is an impenetrable barrier that can
take high temperatures. The outer layer of the fuel grain is pyrolytic carbon, which
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Fig. 3.60 Diagram of a pebble and a pebble-bed reactor vessel (European Nuclear Society: http://
www.euronuclear.org/info/encyclopedia/p/pebble.htm)
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is dense and can take extremely high temperatures. These tiny fuel grains are
dispersed in the graphite moderator, which forms the bulk of the pebble. The reactor
core contains some 360,000 pebbles, enough to make a critical mass with the
spacing fixed by the spherical pebbles. Helium is circulated through the spaces
between the spheres for cooling, and the helium then carries the reaction energy to
a heat exchanger.

The design has built-in safety features. The reaction products are contained
within the fuel grains and the pebbles. In fact, depleted pebbles can be their own
waste containers. The helium is not radioactive even if it leaks out. The reactor can
operate at 1,000°C to raise the thermal efficiency to 50%. If the coolant fails, the
reactor cannot go critical because the U**® part of the fuel absorbs more neutrons at
higher temperature, thus slowing down the reaction if it gets hot. The pebbles might
reach a temperature of 1,600°C, but the pebbles are still stable at that temperature,
and the reactor core will just stay that way until cooling is restored. The pebbles
can be dropped in at the top and removed from the bottom of the reactor core. This
allows the pebbles to be periodically examined and removed to storage if they have
been used up.

Critics of PBMRs cite the possibility that the graphite would catch fire if it
contacts air or water at these extreme temperatures. PBMRs are being developed in
Germany, the USA, the Netherlands, and China. The automatic safety mechanisms
have been tested on a small scale.

Fission—Fusion Hybrids

This subject is logically treated here because of the radioactive waste problem of
fission reactors. However, fusion reactors have not yet been described. This section
can be best understood if Chap. 9 on fusion engineering is read first. The reason for
combining fusion with fission is that it could benefit both systems. Fission reactors
can be run subcritically for better safety, and their high-level wastes can be trans-
muted into fuel and a much smaller amount to be sequestered. Fusion reactors, on
the other hand, can be run subcritically also, without producing all the energy of the
reactor, greatly accelerating the time for their development. Many plasma theorists
have advocated fission—fusion hybrids, notably Jeffrey Freidberg at ML.L.T. and
Wallace Manheimer at the Naval Research Laboratory in the USA. The idea was
first proposed by none other than Hans Bethe. However, their arguments do not
include specifics on how a hybrid reactor might be designed. A group at the
University of Texas has proposed a reactor based on a spherical torus (see Chap. 10),
a new fusion device that has not been extensively tested. The most detailed engi-
neering design has been done by a group at the Georgia Institute of Technology
(Georgia Tech) under the leadership of W.M. Stacey. Their subcritical advanced
burner reactor [45] will be described here. A diagram of it appears in Fig. 3.61.
Within the D-shaped toroidal-field coils is the plasma of a fusion reactor, shown
in yellow. Surrounding that is the fission fuel core, which is divided into four
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Fig. 3.61 Rough diagram of a conceptual fission—fusion reactor [45]

concentric rings (gray). Surrounding both is a neutron absorbing blanket which
breeds tritium from Li,SiO, for DT fuel. The fission part is an LMFBR designed at
Argonne National Laboratory. The fuel is 36 tons of transuranic waste from LWRs
consisting of 40% Zr, 10% Am, 10% Np, and 40% Pu. It is in the shape of 7.3 mm
diameter fuel pins, 271 of which form a fuel assembly. The fuel pins include a
channel for the liquid sodium coolant. Their complete design and manufacturing
process have been specified [46]. The fuel rings (batches) contain 918 assemblies.
The tokamak part is a scaled-down ITER operating with conservative parameters
lower than the maximum values needed for energy production. These include factors
which will be explained in Chap.9: the Greenwald limit, normalized beta, big Q,
and the bootstrap current fraction.

The operating characteristics of this reactor have been extensively calculated.
The fission part will generate 3 GW _ (gigawatts thermal). It runs subcritically,
generating fewer neutrons than is necessary to maintain a chain reaction. The missing
neutrons are generated by the fusion part. Since its mission is not to generate power,
it can be designed to contribute only 250-500 MW  of energy. The fission fuel is
burned in 750-day cycles. Each batch spends one cycle in each position, for a total
exposure of four cycles or 3,000 days. After that, it is removed to storage, and its
decay heat over the next million years has been reduced by a factor of 2, and thus
the storage facility requirements have been halved. The total time of exposure is
limited by the life of the fuel cladding under neutron bombardment, set at 200 dpa
(displacements per atom).

This amount of burnup of actinides can be greatly improved by reprocessing.
If the fuel from the hybrid after four burn cycles is reprocessed, then mixed with
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“fresh” waste from LWRs and sent through the hybrid again, the decay heat of the
ultimate product can be reduced by 99%. High-level storage facilities can be
reduced by a factor of 100. If the 200-dpa limit on neutron damage can be relaxed
so that the fuel can be burned for four 3,000-day burn cycles for a total of
12,000 days (25 years), 91.2% of the transuranic waste can be removed after only
once through the hybrid reactor. Such a fission—fusion hybrid can treat the waste
from four 1,000-MW_ LWRs.

It is possible for the fission reactor to go critical. Zirconium is added to the fuel
so that there is negative feedback: when the temperature rises; the reaction slows
down. However, if this does not work and there is a runaway reaction, there is less
time available for control rods to be inserted than in a normal LWR. Fortunately,
there is a simple solution. The reaction cannot run without neutrons from the fusion
reactor. The plasma producing these neutrons can be shut off within a second or so
by a massive injection of gas.

Proponents of hybrids see that they can make fission safer and at the same
time let fusion get online faster. Skeptics see that these would be extremely
expensive and difficult reactors to design and construct and would detract from
the main objective of developing pure fusion. In any case, this subject is still in
its infancy compared with Generation III fission reactors or with tokamak fusion
reactors.

Other Renewables

Hydroelectricity

Hydroelectric power is the simplest, most direct way to produce electricity. A dam
is built, and water is released to turn large generators. No heat, no complicated
equipment, no fuel transport, and no pollution. The power is available in control-
lable amounts any time. This is an ideal situation that no other source can emulate.
Of course, it is not available everywhere. Worldwide, hydro accounted for only
2.2% of total energy consumption in 2006, compared with 6.2% for nuclear.®® Some
countries, such as Bhutan, depend entirely on hydroelectricity, and Bhutan actually
exports part of it. Iceland uses hydro for 73% of its energy. The role of hydro in
various parts of the world is shown by the blue bars in Fig. 3.62. In the USA, hydro
accounts for 7% of electricity generated and 36% of all electricity from renewable
sources.® Renewables provided 7% of all energy consumed in the USA in 2007.
China has the most hydro power. The Three Gorges Dam, completed in 2008, has
generating capacity for 26.7 GW of electricity. This is comparable to the output of
25 coal plants.

Construction of dams can change the landscape and displace wildlife, espe-
cially fish, but this is a small price to pay for free energy. Dam breaks pose a
danger to downstream residents. Climate change can affect the distribution of rain
and snow, causing some rivers to increase, and some to decrease their flow rates.
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Fig. 3.62 Fuel sources in regions of the world by percent. From the bottom up, the sources are
oil, gas, nuclear, hydro, and coal (BP Statistical Review of World Energy 2008)

However, these drawbacks are minor, and hydroelectricity will continue to be an
important part of our energy mix even if most of the best hydro sources are already
being used.

Geothermal

Geothermal energy comes from the hot rock deep down that makes geysers and
warm pools for spas and mud baths. It mostly occurs at the junctions of tectonic
plates. Worldwide, 10.7 GW of electricity is generated geothermally in 24 coun-
tries, and another 28 GW is used for heating. The USA produces the most geother-
mal power, 3 GW, in 77 plants mostly in California. The Philippines is second with
1.9 GW and gets more than a quarter of its energy from geothermal, as does
Iceland. These numbers are very small on a world scale, and we need not say much
about this energy source.

The capital expense of geothermal plants, used for exploration and drilling, is
comparatively large. There is no fuel cost, but electricity is used to run the pumps.
Once a bed of hot rock is found, a production well is drilled to extract the steam.
If this is hot, above 180°C (360°F), it can be used directly to drive steam turbines
to generate electricity. If it is cooler [below 150°C (300°F)], it is used for space or
water heating. The used, cooled water is injected back into the rock in an injection
well. With the steam, GHGs also came: CO,, methane, ammonia, and hydrogen
sulfide, which smell. Whether these emissions are lower than from a comparable
fossil-fuel plant depends on the location. The water also contains undesirable
chemicals: mercury, arsenic, antimony, boron, and salt. All in all, geothermal
energy is not going to be a solution to the world’s problems.
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Wave and Tide Energy

The motion of tides, currents, and ocean waves can be used to produce energy. A few
places, like the Bay of Fundy, have high tides, and the water rushes through a narrow
channel four times a day. If the speed is greater than about 5 knots (2.6 m/s), the
current can drive an electric generator, but there are very few such sites. A new
method called Vivace? is claimed to work at speeds as low as 2 knots (1 m/s).
Flexible cylinders are anchored to plates on the sea bottom. Currents flowing back
and forth make the cylinders flex and wobble, and this motion is used to generate
electricity. How they do that and what the cylinders are made of are not revealed.
Tides and waves also make the ocean level go up and down. Several systems using
this effect are based on the same principle. A rigid tube is anchored to the sea bot-
tom. A diaphragm inside the tube is driven up and down by a buoy floating on the
top. As the buoy moves up and down, the diaphragm drives air in and out of an
aperture at the top end of the tube. This flow of air turns a turbine to generate elec-
tricity. An underwater cable carries the electricity to shore. This method requires a
floating object that can be seen and collided into.

The most publicized system is the Polamis (“sea snake” in Greek),* designed to
capture wave energy. It looks like a series of giant sea snakes floating in the ocean.
Each snake points in the direction of wave motion, perpendicular to the wave crests,
and consists of metal cylinders with the size of railway cars hinged to each other so
that the snake flexes with the waves. In between the cylinders are air pistons push-
ing air back and forth with the wave motion. This air drives onboard electric gen-
erators. These Polames have been built in several countries, Portugal for one.

Cost and power have been calculated, but none of these ideas has been worked out
for impact on the environment, wildlife, and ship traffic. Engineering for 30-year
lifetime in the sea may be difficult. The resistance of materials against salt water dam-
age, so important in offshore wind turbines, has not been mentioned, for instance. The
power is also not constant, so that some storage mechanism is needed to level it out.
It is clear that these entrepreneurial ventures cannot yet be taken seriously.

Biomass

Organic waste from human activities or natural swamps contains energy. Many
societies already produce methane from cow dung or even human waste. Low-tech
companies have sprouted up to make biofuels from deep-fry oil, left-over beer, or
even onions. Almost all of these efforts are to produce fuel for transportation, which
has already been treated in this chapter. There is only one application to general
energy production. This is to mix biomass with the fuel in a fossil-fuel plant. The
same amount of power can be generated with less coal.* Small plants burning only
biomass would be very inefficient.

Artificial photosynthesis is an interesting development that does not generate
energy. Using chlorophyll, plants convert water, carbon dioxide, and sunlight into
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carbohydrates and oxygen. Daniel Nocera at the Massachusetts Institute of
Technology has been able to split the water molecule in the laboratory using special
catalysts and energy from solar cells (or the grid). Two electrodes, one of indium-
tin oxide and the other of platinum, are immersed in a solution containing cobalt
and potassium phosphate.”® When a voltage is applied, oxygen bubbles came out at
one electrode and hydrogen at the other. The catalysts reform themselves. This
process does not produce energy; it produces hydrogen, which can store solar
energy during the night.

Wild Schemes

The inventiveness of the human mind has spawned a large number of crazy ideas
for generating energy or slowing global warming. Some ideas are described in the
Solar Power and Geoengineering sections. For instance, there is a plan to put square
miles of silicon solar panels into synchronous orbit around the earth, convert the
solar power into microwaves, and then beam the microwaves back to earth. Another
is to place a huge mesh of wires at the point where the sun’s and earth’s gravita-
tional fields cancel. The mesh scatters sunlight so that not as much falls onto the
earth, thus reducing global warming (and perhaps trigger the next ice age). There
are wind scrubbers that catch CO, as it comes by in the wind. Dumping huge
amounts of iron filings into the ocean would spawn huge blooms of plankton which
absorb CO,. These ideas appear often in the popular literature.”’*>* Astute readers
will recognize the ridiculous ones and have a good laugh.
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Part 11
How Fusion Works and What It Can Do



Chapter 4
Fusion: Energy from Seawater”

Fission and Fusion: Vive La Différence!

The energy of the nucleus can be tapped two ways: by splitting large nuclei into
smaller ones (fission) or by combining small nuclei into larger ones (fusion). The
first yields what we know as atomic or nuclear (fission) energy, together with its
dangers and storage problems. The second gives fusion energy, which is basically
solar power, since that is the way the sun and stars generate their energies. Fusion
is much safer than fission and requires as fuel only a little bit of water (in the form
of D,0 instead of H,O, as will soon be clear). Fission is a well-developed technology,
while fusion is still being perfected as an energy source. The object of this book is
to show how far fusion research has gone, how much further there is to go, and
what we will gain when we get there.

Binding Energy

How can we get energy by fusing two nuclei when normally we have to split them?
To understand this, we have to remember that atomic nuclei are composed of
protons and neutrons, each of which weighs about the same' but has a different
electric charge: +1 for protons and 0 for neutrons. When these nucleons (a general
term for protons and neutrons) are assembled into a nucleus, they hold themselves
together with a nuclear force measured by the so-called binding energy. The size
of this binding energy varies from element to element in the periodic table, as
shown in Fig. 4.1. There we see that elements near the middle of the periodic table
are more tightly bound than those at either end. At the peak of the curve, with the
highest binding energy, is iron. It is labeled as Fe*, 56 being its atomic number,
meaning that this is the number of nucleons in its nucleus.

Energy is released when elements are transmuted into other elements which
have higher binding energy. Starting with a heavy element like uranium, one has to

“Numbers in superscripts indicate Notes and square brackets [] indicate References at the end of
this chapter.

EF. Chen, An Indispensable Truth: How Fusion Power Can Save the Planet, 179
DOI 10.1007/978-1-4419-7820-2_4, © Springer Science+Business Media, LLC 2011
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Fig. 4.1 Binding energy vs. atomic number for all elements from hydrogen to uranium (redrawn
from Wikipedia.com). The energy units will be explained later

split it to get atoms with lower atomic number. If one starts with a light element like
hydrogen, one has to fuse two nuclei together to get higher atomic number and
move toward the peak of the curve. As labeled, fission goes from right to left, and
fusion goes from left to right.

You may wonder why binding energy is increased in both fission and fusion.
Would not that require an input of energy rather than yield an output of energy?
Yes, it is confusing; but to move forward without such distractions, the explanation
is relegated to Box 4.1. Figure 4.1 would make more sense if we turn it upside down
and plot binding energy downwards. This is done in Fig. 4.2. There we see that both
fission and fusion go downhill, generating energy in the process.

Fission and Fusion Reactions

Fissionable uranium (U%?%) cannot break up into two iron atoms because iron has 56
nucleons, and uranium has 235, which is a lot more than two times 56. To break it up
into three or four big pieces would be very unlikely. So uranium fissions into two
atoms larger than iron: typically, into krypton (Kr*) and barium (Ba'#), whose atomic
numbers add up to 233. There are then two neutrons left over, and it is these that carry
off the generated energy and keep the chain reaction going. The energy released is not
maximal since uranium moves only about halfway down the right-hand slope.

Now look at fusion at the extreme left of Fig. 4.2. When heavy hydrogen in the
form of deuterium (H?) and tritium (H?) combine to form helium (He*), with one
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Box 4.1 What is Binding Energy?

Suppose we have two pitchers, one 30 cm (1 feet) tall and the other 60 cm
(2 feet) tall. We then drop a ripe tomato into the short pitcher. The tomato
releases some energy by making a plunk! sound. It is bound to the pitcher
because it takes energy to lift it out. Now we drop another ripe tomato into the
tall pitcher. It releases more energy by, perhaps, going splat! It is more tightly
bound to its pitcher because it takes twice as much energy to lift it out. When
each tomato drops down, it loses gravitational potential energy and gains bind-
ing energy. Therefore, binding energy is the negative of potential energy. That
is why Fig. 4.2 makes more sense than Fig. 4.1. Since the sum of potential
energy and kinetic (motion) energy remains the same, kinetic energy is
increased when potential energy is decreased; or, equivalently, binding energy
is increased. In nuclear reactions, the increase in kinetic energy goes mainly to
the lightest resultant particles, usually the neutrons. In both fission and D-T
fusion, the neutrons are captured and their kinetic energies turned into heat.
Of course, it is impossible to pick a nucleus apart one nucleon at a time to
measure how tightly each is bound. Binding energy is actually inferred from the
mass difference. Einstein’s equation E=mc* predicates that energy and mass
can be converted into each other. The mass of a uranium atom can be measured
to be larger than the sum of the masses of the fission products. In splitting
uranium, therefore, mass has been lost. This mass has been converted into the
energy of the products that fly out of the reaction. Since the velocity of light, c,
is a very large number, ¢? is larger yet, and a small mass defect leads to a large
energy output. Similarly, in combining deuterium with tritium, the masses of
the helium and neutron that are produced are smaller than those of the fusing
hydrogen nuclei, and therefore mass has been lost and energy gained.
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g < Tritium
2 -
I
5 —
O oN
I % __ness
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Fig. 4.2 An inverted binding energy diagram showing that going downhill from either side will
release energy
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neutron left over, there is a very sharp increase in binding energy. The curve is so
steep that a lot more energy is released than in fission. However, this is energy per
nucleon, and uranium has many more nucleons than hydrogen. After this is
accounted for, the total energy gained per reaction is larger in fission than in fusion.
This is not important. The end result is that both processes create large amounts of
energy by forming elements closer to the middle of the periodic table.

The materials involved are, however, very different. In fission, uranium has to be
mined and transported to huge isotope separation plants. Raw uranium is mostly
U?%. Only 0.7% of it is U?*, the part that is fissionable. The separation plants enrich
the mix so that there is a higher percentage of the good stuff. The products of fission
are highly radioactive, some for thousands or millions of years. This is a well-
known problem with fission.

By contrast, fusion uses only hydrogen, which occurs in three forms. Normal
hydrogen, labeled as H' in Fig. 4.1, contains only a single proton. Deuterium (H?)
contains one proton and one neutron; it is “heavy hydrogen.” Tritium (H?) is
heavier, containing one proton and two neutrons. The sun produces its energy
by converting H' hydrogen into helium through a sequence of reactions which we
cannot duplicate on earth. Here, we cannot do as well and must be content with
converting heavy hydrogen, H? or H?, into helium, but the energy gain is still very
large. The reaction product is helium, whose nucleus, also called an alpha particle,
consists of two protons and two neutrons. It is very tightly bound, so helium is very
stable. This stability causes it to be the harmless gas used to fill birthday balloons.
Deuterium, which we will call D, occurs naturally in water. In heavy water, D
replaces the H in H,O. There is one part of D,O for every 6,400 parts of H,O, and
it is easy to separate it out. No mining or large separation plants. However, the other
fuel, tritium (H? or T for short), does not occur naturally. It is also radioactive and
decays in 12.3 years. It has to be bred from lithium in a fusion reactor. You may
have noticed that deuterium contains one proton and one neutron, while helium
contains two protons and two neutrons. Why not fuse two D’s together to get
helium? Well, this is hard and will come only in the second generation of fusion
reactors. Right now, we are trying to fuse D with T to get helium plus an extra
neutron. That neutron carries away most of the energy generated, but it also causes
some radioactivity, but much less than in fission. For the future (Chap. 10), there are
other advanced reactions involving helium-3 (He?), lithium, or boron which are
completely free of radioactivity. Note that lithium and boron are abundant and
safe elements on earth.

How Fusion Differs from Fission

That the binding energy curve peaks in the middle is the reason that both fission and
fusion can produce energy, but the way to tap these resources leads to entirely
different types of reactors. In a fission reactor, a chain reaction is sustained as neutrons
created in one fission move on to split other atoms nearby. The material, uranium or
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plutonium, is held in tubes which can be moved so that the number of “nearby” atoms
can be controlled. If control is lost, the reaction runs away, and there is an accident.
In fusion, the hydrogen fuel is heated into a gaseous, electrified state called a plasma.
Since the plasma is hotter than the interior of the sun, it must be held in place by a
magnetic field rather than a walled container. The problem is that this magnetic bottle
leaks, and the problem is to keep the fire burning. There is certainly no possibility of
a runaway reaction in this case. However, plugging these leaks has been a long and
difficult journey for fusion researchers, whose story will soon unfold.

People used to confuse astronomy with astrology. With the great success of the
Hubble telescope, the difference between science and fortune-telling is now clear
in the public’s mind. If fusion should succeed, perhaps the difference between fission
and fusion would be equally well recognized.

The Size of Energy

Large amounts of energy can be measured in, say, millions of barrels of oil equiva-
lent or kilotons of TNT equivalent. A more familiar household unit is the kilowatt-
hour (1,000 Wh), which is used in our electric bills. A 100-W bulb will use 100 Wh
of electricity every hour. Since there are 3,600 seconds in an hour, a watt-second
(which is called a joule) is 1/3,600 of a watt-hour, or the energy used by a 1-W cell
phone in 1 s. These are units that we use on a human scale. When we talk about
atoms, however, we have to use much smaller units because atoms are very small.
There are some 100,000,000,000,000,000,000,000 atoms in a teaspoon of water.
So the energy of an atom would be that much smaller than the energy units, like a
watt-second, that we encounter in real life.

First, let’s find a way to avoid writing all those zeroes. Scientific notation is an
easy shorthand to do this. The large number above has 23 zeroes and is written as
10?3, where the superscript, called an exponent, tells how many zeroes follow the 1.
A thousand (1,000) would be written as 10° and pronounced “ten to the third
power” (or ten cubed in this case). Three thousand would be 10* multiplied by 3,
written as 3x 10%. 3,600 would be written 3.6 x 10%, and so forth. This works also
for fractions if we use negative exponents. One thousandth (1/1,000) would be 1073
Two hundredths would be 2x 1072 The only thing to note is that if we write
decimals, 1/1000 would be 0.001, and the number of zeroes is one less than the
exponent. But you need not worry about that; just remember that 103 is a thousandth,
10~ is a millionth, 10~ is a billionth, and so forth.

How much energy is released in fusing two hydrogen atoms? It is approximately
3x107'® J. Joules are too large when dealing with atoms. A more convenient unit
of energy is in order. The unit used is the electron-volt, or eV, which is more like
the size of the energies of atomic particles. One electron-volt is 1.6x 107" J. Now
we can use eVs and stop counting zeroes. Since we will be talking about atoms in
the next few chapters, we will use eVs and not worry about changing to more
familiar units until we have to design reactors.



184 4 Fusion: Energy from Seawater

Let’s get an idea of how big 1 eV of energy is. Molecules, CO, for instance, are
held together with an energy of about 1 eV. An atom is a nucleus surrounded by
electrons, equal in number to the protons in the nucleus. The outermost electron in
an atom is bound to the nucleus with about 10 eV. A fusion reaction yields about
10 million eV or 10 MeV. A fission reaction yields about 100 MeV. The advantage
of nuclear power is now obvious. Chemical reactions involve molecules and atoms,
as in the burning of gasoline. These reactions yield eVs of energy each, and therefore
a large number of molecules (read tankfuls of gasoline) are needed in normal use.
Chemical energy is already very efficient. Witness monarch butterflies going 2,000
miles from Canada to Mexico or demoiselle cranes going from Russia to India over
the Himalayas with no food or stopping. But chemical energy is infinitesimal
compared with nuclear energy. Nuclear reactions yield tens to hundreds of millions
of eVs each, so that the fuel needed for even a large power plant occupies a relatively
small volume. Some think of hydrogen fusion as “burning” water. To do this in a
chemical sense means that you first have to separate the hydrogen from H,O and
then ignite the hydrogen. The energy you get is relatively small, since it is a chemical
reaction. In any case, you can’t get any more energy out than it took to separate the
hydrogen from the oxygen in the first place. But “burning” the hydrogen in a nuclear
sense yields many million times more energy than in chemical burning.

How Fusion Works

We have shown that transmuting hydrogen into helium would release a large
amount of energy. Let’s be more specific. The first step is to use the easiest reaction
possible, which is the following:

D+T —>oa+n+17.6 MeV.

Remember that D stands for deuterium, a hydrogen isotope containing one proton
and one neutron, and 7 stands for tritium, containing one proton and two neutrons.
Alpha (o) stands for a helium nucleus (He?), containing two protons and two neu-
trons. There is one neutron (n) left over, which flies off carrying most of the energy
released in the fusion, which is 17.6 million electron volts. This reaction is depicted
in Fig. 4.3. The intermediate state shown there with five nucleons in it is not stable
and immediately breaks up into an o particle and a neutron. The a particle, being
ordinary helium, is very stable; and its energy will be used to keep the reaction
going. The neutron carries 80% of the energy released (about 14 MeV), and it has
to be captured and its energy transformed into heat, replacing the heat we now get
from burning fossil fuels to run a power plant. Although neither reaction product is
itself radioactive, the neutron can induce radioactivity in the walls of the reactor,
and this material has to be buried. We shall see in Chap. 9 that the amount of long-
lived radioactive waste is about 1,000 times smaller than for fission reactors. The
D-T reaction is the worst of the fusion reactions in this regard, but it is the easiest
to start with. Chapter 10 will show advanced reactions which have less radioactivity
or none at all.
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Fig. 4.3 The D-T reaction a

D T P
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As pointed out before, deuterium is easy to separate out from water, but tritium
has to be made in a nuclear reaction. In a fusion reactor, tritium is regenerated in a
“blanket” containing lithium. Leaving this Chap.9 topic aside for the moment, let
us see how we can make this reaction go, because it’s not easy. Since D and T have
one proton apiece, they each have a positive charge. Like charges repel, so if we fire
a beam of deuterons into a tritium target, the D’s will most likely bounce off the T’s
without ever getting close enough to combine. Only a head-on collision with energy
larger than 280 keV can overcome the electric repulsion (the so-called Coulomb
barrier). Once inside this barrier, the nuclear force takes over, and the force becomes
attractive instead of repulsive. Most of the time, however, the D’s will bounce off
without penetrating the barrier and lose most of the energy used to accelerate them.
It is possible to use beams of around 60 keV energy and get net energy out, but not
enough to justify the large number accelerators needed to make a dent on the power
grid. There is a better solution. And that is not to use beams of particles at all but
to heat a hydrogen gas, half in the form of deuterons and half in the form of tritons
(tritium nuclei), to such a high temperature that there are always some high-energy
collisions that result in fusion. The energy in failed collisions is not lost; it returns
to the gas to keep it hot. This hot gas, called a plasma, perks away steadily, releasing
enough fusion energy to keep itself hot and generate power besides. That’s what
happens in the interior of the sun. The fusion power generated comes out as solar
radiation, of which the earth receives a small portion.

It is hard for people to understand why a hot plasma is necessary when you can
simply shoot a beam of deuterons from a particle accelerator and hit a solid tritium
target with enough energy to penetrate the electric barrier and get the D and T close
enough to fuse. Or, one might circulate a beam of deuterons in one direction and a
beam of tritons in the opposite direction in a round accelerator. Once in a while
there will be a head-on collision and a fusion. But not often enough to pay for the
energy used in accelerating the beams! Believe me, many proposals for using
beams for fusion have been tried and have failed. Here is an analogy to illustrate
how plasma fusion works. Imagine a friction-free pool table which has no pockets
at the edge. However, there are pockets all over the middle of the table, and each
pocket is surrounded by a hill, like a deep crater at the center of a volcano. The hills
represent Coulomb repulsion. A pool player then adds billiard balls randomly,
shooting them with insufficient accuracy and speed to climb the hills and get into
the hole. Since there is no friction, the numerous balls keep bouncing around at
random until one is lost by chance by jumping off the table, whereupon it is
replaced by another shot. Since the balls bounce against one another, once in a
while, one will undergo several favorable bounces in a row and end up with more
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than the average energy. If it has enough energy and is going right toward a crater,
it will be able to climb the hill and get into the pocket at the top. This represents a
fusion reaction yielding 17.6 MeV of energy. You might have to wait a long time
for this to happen, but after the initial energy used to shoot the balls, no more
energy is needed other than to replace those lost over the edge. This is the idea of
plasma-induced fusion. A small amount of energy is invested in shooting the balls
in, and then one waits for a long time before a ball by chance climbs a hill and gets
into the pocket. But the payoff in energy is so huge that there is a large energy gain
even if it takes many collisions to get one fusion.

Plasma, the Shining Gas

At this point, we should define what “hot” means. When a gas like air or steam has
a temperature, it means that the velocities of the molecules are spread out in a
particular way, known as a Maxwellian distribution. This is the same bell-shaped
curve, called a Gaussian, that teachers use to grade exams. Gaussian and Maxwellian
mean the same thing. Physicists tend to use Maxwellian while mathematicians use
Gaussian. Figure 4.4 shows such a curve representing the relative number of hydrogen
ions having different velocities in a gas at about 10,000 K.> When a material is in
thermal equilibrium, it has such a “Maxwellian” distribution. The temperature is
proportional to the width of this curve, so the velocities are higher at higher
temperature. By raising the temperature, we can assure that there will be enough D
and T ions in the “tail” of the distribution with enough energy to fuse. The “tail” is
either end of the Gaussian curve, far from the center, where there are few particles
of very high velocity. The ones that collide without fusing go back into the body of
the distribution. In our billiard ball analogy, those would be the balls that go up
a hill and come down again without falling into the hole. Multiple collisions
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Fig. 4.4 A Maxwellian distribution of velocities
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automatically maintain the shape of this most probable distribution. That means
that the energetic particles in the tail which are lost in fusion reactions are replen-
ished by successive favorable collisions. The collisions are random, so a particle
can gain or lose energy each time. Only a fortuitous sequence of energy-gaining
collisions can get a particle to high energy; that is why there are so few of them in
the tail. Fusion reactors will require gas temperatures over 100,000,000 K!

At these temperatures, or even at 20,000 K, which is the temperature of the
electrons inside a fluorescent light bulb, the gas no longer resembles the gases that
we are familiar with, like air, helium, or CO,. Molecules become dissociated, and
atoms become ionized. An oxygen molecule O,, for instance, first becomes dissoci-
ated into two O atoms, and then each O is ionized into an ion (O*) and an electron (e").
Normally, an oxygen nucleus with charge +8 is surrounded by eight electrons, so
that the atom as a whole is neutral. When one of the electrons is stripped off by
colliding with a free electron, it becomes free, and the nucleus is left with an excess
charge of +1. The gas is now a gas of ions thoroughly mixed with a gas of electrons,
the way NaCl molecules are mixed with H,O molecules in a saline solution. But
there is a big difference: this gas mixture is electrically charged. The ion fluid is
positive, and the electron fluid is negative, so there can be electric fields inside the
mixture. This type of electrically charged fluid is called a plasma. A plasma as a
whole is neutral, with the same number of positive and negative charges. It is not
exactly neutral, however, because there are electric fields inside a plasma. These
fields are created by a very small charge imbalance of the order of one part in a
million. If these fields were not there, nuclear fusion would not be a problem. So
we call these gases “quasineutral” plasmas. Figure 4.5 shows what this new kind of
gas is like. The ions are the small (blue) dots. They are given tails to show that they
are moving in random directions. The big, fuzzy objects are the electrons, which
provide the negative charges to make the plasma quasineutral. They are fuzzy
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Fig. 4.5 A cartoon of a quasineutral plasma
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because you can never tell exactly where a given electron is. These particles move
around at their thermal velocities and bump into one another, preserving the
Maxwellian distribution. At the temperatures we are dealing with, the electrons and
ions move too fast to stick to each other and recombine into an atom.

Often called the fourth state of matter, plasma is what you get when you heat a
solid into a liquid, then into a gas, and finally into an ionized gas. Plasma emits
light when electrons collide with atoms, kicking one of the orbiting electrons into
a higher orbit. Light is emitted when that bound electron goes back to its original
orbit. Although 85% of the matter in the universe is believed to be dark matter, the
part that we see can be seen because it is in the plasma state. That includes all the
stars, galaxies, and nebulae. On earth, plasmas cannot survive in our dense atmo-
sphere, but we can see them in the Aurora Borealis and in fluorescent lights. You
may have encountered plasmas without knowing it. Sparks are plasmas at atmo-
spheric pressure. When there is a high voltage, electrons can jump across and make
a transient plasma. This happens when you touch a doorknob on a cold day or plug
in the power brick of a laptop computer. Lightning is a huge spark between a cloud
and the earth or another cloud. These breakdowns are uncontrolled; but the steady,
voluminous plasmas that we create on purpose are well behaved. They cannot spark
because they are already completely broken down!

Plasma behavior is extremely complicated, and a whole new science of plasma
physics has grown up from the effort to produce fusion energy. This science has
now permeated into other fields. Computer chips cannot be made without plasmas.
Plasma TVs are commonplace. Chaos theory and supercomputers were spawned
by plasma research. How did we get to this subject? We found that particle beams
cannot create fusion with a net energy gain. We had to heat a whole gas up to an
extreme temperature so that, in a thermal equilibrium with a Gaussian velocity
distribution, there are ions in the tail of the distribution with enough energy to fuse
together. This is, then, a thermally generated nuclear reaction or thermonuclear
reaction. This word has bad connotations and is no longer used by fusion researchers.
Nonetheless, this clever method underlies the hydrogen bomb.

It is obvious that no solid material can withstand temperatures of millions of
degrees, so we cannot hold the plasma with walls. We can hope to hold it with
invisible forces, such as gravity, electricity, or magnetism. The sun produces fusion
energy by holding plasma in its core with a large gravitational field. We cannot do
this on earth because our gravity is much too weak, and we cannot shape it. That
leaves electricity and magnetism. We can make strong electric fields, but these
would not do it. The real proof is subtle, but basically you can see that an electric
field will pull ions one way and push electrons the other way. The field will pull a
plasma apart rather than confine it. That leaves magnetic fields. The name of the
game is to make a magnetic bottle to hold plasma. That is the main subject of this
book. All magnetic bottles leak. It is like holding Jello® with rubber bands.
A plasma has a mind of its own. Fixing one leak reveals another one that you didn’t
see before. Nobel Laureate Irving Langmuir chose the unfortunate name plasma,
which had already been adopted by the blood people. It means something that can
be shaped or molded. Nothing can be further from the truth! But the problem has
been solved, and the end is in sight.
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Designing a Magnetic Bottle

What Is a Magnetic Field?

So we have found that the best way to produce fusion reactions in a continuous
manner is to make a very hot plasma, so hot that it cannot be held in place by any
material container. We also decided that of all the forces that we can use to make a
wall-less container, only the magnetic force would work. What would a magnetic
bottle look like? Actually, it looks like a bagel; but before we get to this, we have to
review what we know about magnetic fields. Most people know that the earth has a
magnetic field, as shown in Fig. 4.6. The lines with arrows show the direction of the
field. A compass needle aligns itself with the field line that passes through it on
the earth’s surface, and therefore points toward the magnetic pole, which is close to
the geographic pole. The earth’s field is already a magnetic bottle, but an imperfect
one. Protons and electrons coming from the sun in the solar wind* get trapped in this
field because charged particles tend to move along field lines, not across them. But
the trap has large leaks at the north and south poles where the field lines run into the
ionosphere, bringing the particles with them. When electrons strike oxygen atoms in
our atmosphere, visible light is emitted which we call the Aurora Borealis. Since the
plasma particles can travel in either direction, the same thing happens in the southern
hemisphere. The Aurora Australis is not as well known because few people stay out
on a winter’s night in Antarctica to watch it, and penguins have other agenda.
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Fig. 4.6 The earth’s magnetic field



190 4 Fusion: Energy from Seawater

Magnetic field lines are, of course, only a mathematical construct. Electric or
magnetic fields can be detected only by the forces that they exert. It was the great
Scottish physicist James Clerk Maxwell* who invented the concept of a “field” to
describe action at a distance. Once a field at a given position is known, one can
calculate the forces which that field would exert on an object there. To depict the
shape of a field, one can draw any number of lines. A visual display of magnetic
field lines is commonly given in textbooks, where the pattern of iron filings traces
the field lines around a horseshoe magnet, as in Fig. 4.7.

Magnetic field lines are sometimes called “lines of force,” but this is a misnomer.
The magnetic force is actually perpendicular to the lines! A compass needle points
north—south because, when it is not aligned, the north pole of the needle is pushed
one way by the magnetic field of the earth, and the south pole the other way, until
the needle is aligned with it. Similarly, each elongated iron filing in the horseshoe
demonstration acts like a miniature compass needle and points in the direction of
the field at its location. It is important to understand what a field line represents,
because how a magnetic bottle works depends critically on how these lines are shaped.

The problem with permanent magnets is that the strongest magnetic field it
generates is inside the iron of the magnet, where we cannot put any plasma.
Fortunately, we can create magnetic fields with electromagnets. In Fig. 4.8a, we
show the field around a bar magnet, which is a magnetized iron cylinder; it has
basically the same shape as the earth’s field. In Fig. 4.8b, we have replaced the iron
bar with a glass tube of the same length and diameter, and we have wound many
turns of wire around the tube. When we hook the wire up to a DC voltage source,
such as a battery, the current in the wire generates a magnetic field of the same
shape as that of the bar magnet! But now we can put plasma inside the glass tube,
where the field is much stronger, as you can tell because the lines are closer together.

Fig. 4.7 The magnetic field of a horseshoe magnet as revealed by iron filings



Designing a Magnetic Bottle 191

a b

Fig. 4.8 The magnetic field around (a) a bar magnet and (b) an electromagnet of the same size

Now we can move on to see how to make a leak-proof magnetic bottle for
plasma using cleverly shaped wire coils to produce field shapes that will plug all
the leaks.

How Can a Magnetic Field Hold a Plasma?

When one puts a note on the refrigerator door with a magnet, one gets the impression
that the attractive force is in the direction of the magnetic field. On the other hand,
we said that the magnetic force is perpendicular to the field lines. Before we resolve
this apparent contradiction, let’s see what the magnetic force on a particle (an ion
or electron) is supposed to be. The force is called the Lorentz force,’ and it has five
main features. (1) It acts only on particles with an electric charge. (2) It is propor-
tional to the strength of the magnetic field, as one would expect. (3) It does not
affect a particle that is stationary nor one that moves only along a field line. Only
the perpendicular motion of a particle — that which takes it from one field line to an
adjacent one — counts. (4) The force is perpendicular to both the particle velocity
and the field line. (5) The force depends on the electric charge on the particle and
is in opposite directions for positive and negative charges. This is a mouthful, but
here is what it means. If a proton, say, is stationary, it feels no force. If the proton
moves strictly along a field line, it also feels no force. If it moves across field lines,
however, the magnetic field will push it, not backwards, but in a perpendicular
direction. An ion and an electron both have the same charge, but of opposite signs,
so the Lorentz force on them is in opposite directions. As we shall see, this will
cause the protons and electrons to revolve in small circles around a field line.
Refrigerator magnets seem to pull along the field, though. This is because permanent
magnets are more complicated.®
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Fig. 4.9 Gyration orbits of an ion and an electron in a magnetic field B pointing into the page.
The electron’s orbit is greatly enlarged for clarity

A cartoon of the orbits of an ion and an electron in a magnetic field is shown
in Fig. 4.9. The X in the center indicates that the magnetic field, labeled B, points into
the page. The arrows indicate the Lorentz force, which is everywhere perpendicular
to both the particle velocity and the magnetic field. If the velocity is constant, the
force is inward everywhere with the same strength, so the orbits are circles. Note
that the motions are in opposite directions because the charges have opposite signs.
Imagine taking a yo-yo, stretching it out, and swinging it with a steady motion in a
circle over your head. The string pulls the yo-yo inward with the same force at all
times, so the yo-yo moves in a circle. Here, the magnetic field applies a force just like
that of the string. This gyration orbit is called a cyclotron orbit, since the first cyclo-
trons used this principle to keep the protons inside a circular chamber. It is also called
a Larmor orbit because in science you can get something named after you without
paying a huge endowment. The radius of the circle is called its Larmor radius.

Since the magnetic force is always perpendicular to the field’s direction, particles
move in the parallel direction without being influenced by the magnetic field.
A magnetized plasma, then, doesn’t look like Fig. 4.4, where ions and electrons are
free to move in any direction. Instead, it would look like Fig. 4.10, where the
charged particles gyrate in their Larmor orbits and move unimpeded in the direction
of the magnetic field B. Field lines are like invisible railroad tracks that guide the
motion of charged particles.

How big is a Larmor orbit? In a cyclotron, the orbit is the size of a large labora-
tory because the protons have very large energies. In a fusion reactor, a deuteron
has a Larmor radius of about 1 cm, when compared with a plasma radius of about
a meter. An electron’s orbit is much smaller than a deuteron’s, even if it has the
same energy. This is the result of two effects. With the same energy, an electron
would move much faster because it is much less massive than a deuteron. So
you would think that its orbit would be larger than a deuteron’s. However, the
Lorentz force that curves the orbit is stronger with higher velocity. The upshot is
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Fig. 4.10 A cartoon of a plasma in a magnetic field. Ions are blue, and electrons are red

that the electron’s orbit is smaller by the square root of the mass ratio, or about 60
in this case. In Fig. 4.10, the electron orbit was greatly enlarged in order to be visible.

Since these gyration orbits are so much smaller than the plasma that they are
immersed in, we don’t have to track the particle motions in such detail. We only
have to track the motion of the centers of the circles, which are called guiding
centers. In the future, when we talk about the motion of plasma particles, we will
mean the motion of the guiding centers.

We can now return to the question, “How can a magnetic field hold a plasma?”
We have seen that a magnetic field does not apply a force to a particle that will stop
it from following field lines, so field lines that end on a boundary somewhere
cannot prevent a plasma from hitting a wall.” On the other hand, plasma cannot go
across field lines because the magnetic force simply keeps charged particles
spinning in small Larmor orbits around the same field line. Obviously, the solution
is to make a field with lines that close on themselves and do not end. That’s the very
first step in designing a magnetic bottle!

The Hole in the Doughnut

Looking at a globe, we see lines that do not end. The latitude lines go in circles
around the earth and end on themselves (Fig. 4.11). The longitude lines go north
and south until they reach the poles, where they continue over to the other side of
the earth (Fig. 4.12). Why can’t we make a magnetic bottle shaped like a sphere
with magnetic field lines that go either north—south or east—west? Here’s why. If we
look down at the north pole, say, in Fig. 4.11, we see that the field lines go around
in smaller and smaller circles. As one gets closer to the pole, the magnetic field
must get weaker and weaker, since the fields on opposite sides of the circle are in
opposite directions and tend to cancel each other. Exactly at the pole, the field must
be zero, since it cannot be in two directions at the same time. This is called an
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Fig. 4.11 A magnetic field with an O-point
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Fig. 4.12 A magnetic field with an X-point

O-type null. The plasma will leak out at the poles, since there is no magnetic field
there to confine it. If we now look at a configuration in which the field lines are like
longitude lines, Fig. 4.12 shows that the field lines point toward (or away from) one
another at the poles, or cross one another at an angle. Again, the field at the pole
must be zero, since it cannot be in two directions at once. This is called an X-type
null. A simple shape that is topologically equivalent to a sphere cannot be made
into a magnetic bottle. It will have a big leak at the poles, where there is no mag-
netic field to hold the plasma.

The simplest shape that will work is a torus, a three-dimensional volume like a tire
or a doughnut, with a hole in it, as shown in Fig. 4.13. Mathematicians would call it
a doubly connected space. Field lines that have no ends can be imbedded in such a
chamber in such a way that ions and electrons cannot find a way out by moving along
the field lines. Such closed field lines are of two types. Toroidal field lines, of which
one is shown in Fig. 4.13a, go around the torus in the long way, encircling the hole.
Poloidal field lines, shown in Fig. 4.13b, go around the short way and do not encircle
the hole. Remember that field lines are just a graphic way to show the direction of
the magnetic field. There is an infinite number of field lines. The torus is entirely
filled with magnetic field, so that plasma placed inside will not, in principle, escape.
The ion and electron guiding centers simply move along the field lines and never hit
the wall, as long as the field lines they’re on do not wander out of the torus.
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Fig. 4.13 Toroidal (a) and poloidal (b) closed field lines in a torus
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Now imagine combining toroidal and poloidal fields into the same torus.
A toroidal field line going around the long way will also bend the short way, like
an old-fashioned barber pole or the stripes on a candy cane. The field line will look
like a Slinky® toy stretched around a lamppost; it is a helix bent into a circle. The
generic toroidal and poloidal types of magnetic field will not work. Combining
them into a helix is the beginning of the art of making magnetic bottles. All this is
necessary because magnetic fields do not stop particles from moving longitudinally,
and therefore they must not end on a material wall.

Why the Field Lines Have to Be Twisted

If we had straight field lines in a cylinder, there would be no problem; but when we
bend the cylinder into a torus so that the field lines do not strike a wall, the first of
several toroidal effects comes into play. In Fig. 4.8b, we saw that an electromagnet
generates a magnetic field by driving electric current in a coiled wire. The field lines
are then formed inside the wire coil. When we bend the cylinder into a torus, as in
Fig. 4.13a, the wire coil will also have to be bent to surround the torus, resulting in
the configuration shown in Fig. 4.14. Each turn of the coil carries current in the
direction of the arrows, generating a magnetic field purely in the toroidal direction.
Two of the field lines have been drawn. Notice how the coils crowd together as
they go through the hole in the torus. The bunched current then creates a larger field
at point A than at point B, which is farther from the doughnut hole. The magnetic
field is always larger on the inside of a torus than on the outside. This is a toroidal
effect that does not happen in a cylinder. The consequence of this effect is that
charged particles no longer gyrate in perfect circles. Let’s look at the orbit of an ion
in the right-hand cross section of the torus in Fig. 4.15. Normally, it will gyrate
clockwise in a circular orbit, but here its orbit has been distorted into a spiral.
Remember that it is the Lorentz force that makes the ion gyrate, and this force is
proportional to the magnetic field strength. On the left-hand side of the orbit, the
ion will feel a stronger force than it does on the right-hand side, where the field is
weaker, so it will turn more tightly on the inside. The result is that the ion’s guiding
center drifts downwards in this diagram. Observe that an electron drifts upwards
because it has negative charge, and therefore gyrates in the opposite sense to that
of the ion. This drift has been greatly exaggerated here, but nonetheless it has a
huge effect on the plasma, collecting the positive charges on the bottom and the
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Fig. 4.14 Coils that generate a toroidal field

Fig. 4.15 Particle drifts in
a torus. Ions are blue, the
electrons red, and the size
of the electron’s orbit has
been exaggerated
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negative charges on the top, as shown. These charge bunches will create an electric
field going from the positive charge bunch at the bottom to the negative one at the
top. Such a vertical electric field, as we shall see, will blow the whole plasma out
toward the outer wall. Such a simple magnetic bottle will not work!

This problem was recognized very early in the game. The famous astronomer
Lyman Spitzer, Jr., was riding up the long ski lift at Garmisch-Partenkirchen when
he thought of a solution. Incidentally, Spitzer was the prime mover in getting the
Hubble telescope built. It was not named after him, but after his death a Spitzer
telescope was finally put into orbit. Spitzer’s solution was to twist the torus into a
pretzel shape, as in Fig. 4.16. If you were a particle traveling along the depicted
field line starting at B, you would feel a stronger magnetic field on the left than on
the right. When you reach A, the strong field is on the right, now that the torus has
been twisted. This is different from the circular torus of Fig. 4.14, where the strong
field is always on the same side. Let’s look at the two cross sections in Fig. 4.16
in more detail. These are shown larger in Fig. 4.17. Cross section A is the same as
that in Fig. 4.15, with the magnetic field pointing out of the page and with the ions
drifting downwards. In cross section B, on the opposite side, the field also points
out of the page instead of into the page, as in a circular torus. The fat arrows are
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Fig. 4.16 A twisted torus

Fig. 4.17 Canceling particle drifts in a figure-8 torus

supposed to show this. With the field in the same direction, the ion gyrates
clockwise in B, as it does in A. In B, however, the strong field is on the right side
of the orbit, so the ions drift upwards instead of downwards. The vertical drifts
then cancel as the ion moves along the figure-8 along a field line, and the cata-
strophic separation of charges, in principle, does not occur.

This type of magnetic bottle was named a stellarator by Spitzer because it was
intended to reproduce the conditions inside stars which allow them to generate
fusion energy. A series of a half-dozen figure-8 stellarators was built at the Plasma
Physics Laboratory in Princeton University in the 1950s to test this confinement
idea. A model of a figure-8 stellarator (Fig. 4.18) was shown at the 1958 Atoms
for-Peace conference in Geneva, in which thermonuclear fusion was declassified
and different nations showed off their inventions. The individual coils carrying the
current to generate the magnetic field can clearly be seen in this model. There was
also an electron gun inside the chamber that could emit electrons that visibly traced
the magnetic field lines. In addition to this model, an entire real, working stellarator
was shipped to Geneva and reassembled there in the US exhibit. The Russians
proudly displayed their Sputnik satellite, but their fusion exhibit was an unim-
pressive, unintelligible black hunk of iron called a fokamak. It was only many years
later that the world realized that that was the real star of the show.
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Fig. 4.18 A demonstration model of a figure-8 stellarator

Mappings, Chaos, and Magnetic Surfaces

Figure-8 stellarators are hard to make, especially since the coils have to be accurate
enough to keep the field lines from wandering out to the walls.® It was soon real-
ized, however, that the necessary twist of the field lines can be produced without
twisting the entire torus. We mentioned that the field lines in a toroidal magnetic
bottle are twisted like the stripes on a candy cane. The way to produce such helical
field lines can be visualized more easily if we decompose them into foroidal lines,
as in Fig. 4.13a, and poloidal lines, as in Fig. 4.13b. Adding these two types of
fields together will result in a field with helical field lines. To produce the toroidal
part of the field, we can use coils like those in Fig. 4.14. Now we want to add coils
that will produce the poloidal field. Figure 4.19 shows how this is done. Let there
be a number of toroidal hoops placed all around the torus; two of these are shown
in Fig. 4.19. If each hoop carries a current in the toroidal direction, as shown by the
horizontal arrows, it will produce a magnetic field around itself in the direction
shown by the arrows on the small circles around each hoop. The part of this field
that extends into the plasma will be mostly in the poloidal direction. Imagine that
there are an infinite number of these hoops covering the surface of the torus. Their
fields inside the plasma will add up to give a purely poloidal field, as shown by the
dashed arrows.

You have no doubt noticed the complementarity here: poloidal windings create
toroidal magnetic fields (Fig. 4.14), and toroidal windings create poloidal fields
(Fig. 4.19). In the same way that the toroidal and poloidal fields add up inside the
torus to make helical field lines, the poloidal and toroidal windings can be
combined into a helical winding! One turn of such a winding is shown in Fig. 4.20.
The dotted line is a helical field line. Because it contains both toroidal and poloidal
components, it may start near the top and then go to the bottom in another
cross section. Now look at what an ion does.’ On the right, an ion starts drifting
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Fig. 4.19 Generation of
poloidal fields with coils

Fig. 4.20 Example of a
helical winding and particle
drifts in a helical field

upwards — not downwards, as in Fig. 4.17 — because here I have drawn the mag-
netic field going into the page instead of out of the page. When the ion reaches the
left side, it is still drifting upwards — not downwards as in a figure-8 stellarator —
but this is fine, because the ion is now near the bottom, and an upward drift will
bring it back away from the wall. So there are two ways to skin the cat. Either a
figure-8 stellarator or a stellarator with helical field lines made by helical windings
can cancel the dreaded vertical drift of ions and electrons caused by bending a
cylinder into a torus.

We started with the concept that field lines have to end on themselves so that
particles moving along them will never leave the magnetic trap. Of course, the field
lines do not have to meet their own tails exactly. All that is required is that the line
never hits the wall. In general, field lines do not close on themselves. Rather, they
come back to the same cross section in a different position after going around the
torus the long way. This is illustrated in Fig. 4.21. An imaginary glass sheet has
been cut through the torus so that we can see where the field lines strike this cross
section. Let’s assume that a field line intersects this cross section at position 1.
After going around the torus once, it might intersect at position 2. On successive
passes, its position might be 3, 4, 5, 6, etc. On the seventh pass, the field line almost
comes back to position 1, but it does not have to. One can define a mapping
function such that for every position on that plane, there is a definite position for
the next pass. Thus, whenever the line goes through position 2, it will pass near
position 3 the next time. The line does not ever have to come back to itself. It can
cover the entire cross section randomly, and the plasma will still be confined as
long as the line never hits the wall.

At this point, we should define a quantity that will be very useful for under-
standing twisted magnetic fields: the rotational transform. This is the average
number of times a field line goes the short way around a cross section for each time
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Fig. 4.21 Mapping of a field
line

it goes the long way around the whole torus. In Fig. 4.21, suppose pass No. 7 fell
exactly on pass No. 1, then it took six trips around the torus for the field line to
make one trip around the cross section. The rotational transform is then about
one-sixth. The field line does not have to trace a perfect circle in the cross section,
and the crossings do not have to be evenly spaced. The rotational transform is an
average that more or less measures the amount of twist.

You have no doubt heard of fractals and chaos theory, topics that have been
developed since the invention of fast computers. It was the mapping of field lines
in magnetic bottles that gave impetus to the development of these concepts. Ideally,
with well designed and fabricated windings for creating the magnetic field, the
locus of intersection points in a stellarator can be perfect circles, with the field lines
coming back to a different angle on the circle each time. With a finite number of
turns on the helical coil instead of an infinite number, the circle can be distorted
into, say, a triangle; but a field line will come back to the same triangle on each
pass. In real life, magnet coils are not made perfectly, and there are small perturba-
tions. These can cause wild behavior in the map, causing strange attractors, where
the points tend to clump at a particular place; or magnetic islands, which we will
discuss later; or complete chaos in the way the points are distributed. The name of
the game in stellarators is to create nested magnetic surfaces, in which the magnetic
lines always stay on the same surface and intersect each cross section on the same
curve. An idealized case is shown in Fig. 4.22. Once created on a magnetic surface,
an ion or electron stays on that surface as it goes around the torus thousands or
millions of times. The surfaces do not have to be circles, but they never touch or
overlap, so the plasma remains trapped by the magnetic field.

A stellarator requires such precision in its manufacture that in the early days they
could not hold a plasma very long. In the next chapter, we shall introduce the toka-
mak. This is a torus, of course, since it has to be doubly connected; but its poloidal
field is not generated by external coils but by a current in the plasma itself. This
allows it to have self-healing features which can overcome small imperfections in
its construction.
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Fig. 4.22 Nested magnetic
surfaces. A particle stays on
its surface as it goes around
and around the torus

Notes
1. The difference between “weight” and “mass” is purposely ignored at this point.
2.1 K is the same size as 1°C (also called Celsius) and about twice (actually 9/5) as large as 1°F.

N

The only difference between kelvin and degree centigrade is that kelvin is measured from
absolute zero (—273°C), while degree centigrade is measured from the freezing point of water.
Fahrenheit is measured from an archaic point such that water freezes at 32°F. At —40°, the
temperature is the same in both °C and °F. When we are dealing with millions of degrees, the
273° difference between K and °C is totally insignificant, and even the factor of 2 difference
between °K and °F can be ignored unless you are a scientist. The average person couldn’t care
less whether the sun is at 1 million degrees or 2 million degrees; it is just hot beyond
comprehension.

. These are the particles of the van Allen belt.
. “Clerk” is pronounced “Clark.”
. For those who prefer a formula, the Lorentz force is F| = g (v X B), where ¢ is the charge and

vXx B is the cross-product between the vectors for the particle velocity and magnetic field,
respectively.

. Refrigerator magnets seem to have a force in the direction of the magnetic field coming out of

them. The reason permanent magnets do not move sideways like a charged particle is that they
are macroscopic objects which feel the sum of the forces on all the individual atoms in them.
If we cut the magnet in Fig. 4.8a horizontally, we get two bar magnets which attract each other
directly. But permanent magnets are made up of small current loops like the large one in
Fig. 4.8b. Suppose we divide that large coil into two coils, one on top of the other, with a gap
in between, each coil represents one permanent magnet. Now consider the force between the
loops just above or below the gap. The electrons inside the wire carry the current in the circular
(azimuthal) direction. The magnetic field of the upper loop flares out so that, at the position of
the lower loop, it is partly in the radial direction. The Lorentz force on the electrons in the lower
loop is then perpendicular to both the azimuthal and the radial directions, and it is therefore in
the vertical direction. The two coils will then attract each other. Thus, the force appears to be
in the direction of the field of the entire system.

. Magnetic mirrors are an exception. They will be described in Chap. 10.
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8.Modern stellarators are still a major option being developed. These will be described in
Chap. 10.

9. For those who want to follow this more closely, the direction an ion gyrates in its cyclotron orbit
is given by the right-hand rule. If the thumb of the right-hand points along the magnetic field,
curled fingers will point in the direction an ion gyrates. Electrons will gyrate in the opposite
direction, to the delight of lefties. Similarly, if the thumb points in the direction of a current, the
magnetic field it generates will point in the direction of the fingers.



Chapter 5
Perfecting the Magnetic Bottle

Some Very Large Numbers

The last chapter had a lot of information in it, so let us recapitulate. To get energy from
the fusion of hydrogen into helium as occurs in the sun and other stars, we have to
make a plasma of ionized hydrogen and electrons and hold it in a magnetic bottle,
since the plasma will be too much hot to be held by any solid material. The way a
magnetic field holds plasma particles is to make them turn in tight circles, called
Larmor orbits, so that they cannot move sideways across magnetic field lines. However,
the ions and electrons can move along the field lines in their thermal motions without
restraint. Consequently, the magnetic container has to be shaped like a doughnut, a
torus, so that the field lines can go around and around without ever running into the
walls. The field lines also have to be twisted into helices to avoid a vertical drift of the
particles that occurs in a torus but not in a straight cylinder. Ideally, each field line will
trace out a magnetic surface as it goes around many times without ever coming back
exactly on itself. The plasma is then confined on nested magnetic surfaces which never
touch the wall. This ideal picture will be modified in this and later chapters as we
understand more about the nature of these invisible, nonmaterial containers.

We’ve gotten an idea of what a magnetic bottle looks like, but how large, how
strong, or how precise does it have to be? The sun, after all, has a tremendous gravi-
tational force to hold its plasma together; but we on earth have much more limited
resources. The size of a fusion reactor will be large if it is to produce backbone
power. The torus itself may be 10 meters in diameter, and the reactor with all its
components will fill a large four-story building. A better picture will be given in the
engineering section later in this book. For experiments on plasma confinement,
however, much smaller machines have been used. The figure-8 stellarators, for
instance, were only about 3 meters long. Modern torus experiments are about half
or a quarter the size of a reactor.

The temperature of the plasma in the interior of the sun is about 15,000,000
(1.5x107) degrees, but a fusion reactor will need to be about ten times hotter, or

“Numbers in superscripts indicate Notes and square brackets [] indicate References at the end of
this chapter.
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150,000,000 (1.5x 108 degrees. We can use the electron-volt (eV) to make these
numbers easier to deal with. Remember that 1 eV is about the amount of energy
that holds a molecule together. Remember also that the temperature of a gas is
related to the average energy of the molecules in the gas. It turns out that 1 eV is
the average energy of particles in a gas at 11,600 K or roughly 10,000 K. So instead
of saying 150,000,000°, we can say that the temperature is 15,000 eV or 15 keV.
By that we mean that the particle energies in the gas are of the order of 15 keV.
When we say degrees, do we mean Fahrenheit, Centigrade, or Kelvin (absolute)?
For this discussion, it doesn’t matter, since Fahrenheit and Centigrade degrees dif-
fer by less than a factor of 2, and Centigrade and Kelvin differ by only 273°. We do
not really care whether the sun is at 10 million or 20 million degrees! It makes a
difference to scientists, who use degrees Kelvin, but not for this general overview.
Why do we need a plasma temperature as high as 10 keV? This is because posi-
tive ions repel one another with their electric fields, and they m