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Preface

The last decades have marked the beginning of a new era in Celestial Mechan-
ics. The challenges came from several different directions. The stability theory of
nearly–integrable systems (a class of problems which includes many models of Ce-
lestial Mechanics) profited from the breakthrough represented by the Kolmogorov–
Arnold–Moser theory, which also provides tools for determining explicitly the pa-
rameter values allowing for stability. A confinement of the actions for exponential
times was guaranteed by Nekhoroshev’s theorem, which gives much information
about the geography of the resonances. Performing ever-faster computer simula-
tions allowed us to have deeper insights into many questions of Dynamical Systems,
most notably chaos theory. In this context several techniques have been developed
to distinguish between ordered and chaotic behaviors. Modern tools for computing
spacecraft trajectories made possible the realization of many space missions, espe-
cially the interplanetary tours, which gave a new shape to the solar system with
a lot of new satellites and small bodies. Finally, the improvement of observational
techniques allowed us to make two revolutions in the sky: the solar system does
not end with Pluto, but it extends to the Kuiper belt, and the solar system is not
unique, but the universe has plenty of extrasolar planetary systems.

Cooking all these ingredients together with the classical theories developed from
the 17th to the 19th centuries, one obtains the modern Celestial Mechanics. In this
context the main goal of the CELMEC meetings, conferences which are held every
four years on Celestial Mechanics (which I have had the opportunity to co–organize
since 1993), is to bring together the analytical aspects (from perturbation theory
to stability analysis), the dynamics of the solar system and of stellar interactions,
flight dynamics for near–Earth and interplanetary missions.

In the light of these innovations, the aim of this book is to present some topics of
Celestial Mechanics, often adopting the point of view of Dynamical Systems theory.
The interplay between these two disciplines is definitely rich in exciting discoveries,
which lead to a better understanding of the dynamics of the solar system bodies,
like the stability of the N–body problem, the role of the resonances, the study of
rotational dynamics, etc. In this framework the first chapter is devoted to the
introduction of basic notions, like continuous and discrete systems, their linear sta-
bility, the definition of attractors and the discussion of some paradigmatic models,
both conservative and dissipative. The second chapter presents some numerical
tools, which are used to distinguish among the different kinds of dynamics. After
defining the Poincaré mapping we introduce the Lyapunov exponents and some
methods for computing the dimension of the attractors. We also review some re-



XII Preface

sults concerning discrete time series, derived for example from experimental data.
Frequency analysis and the computation of the Fast Lyapunov Indicators have
been revealed to be extremely powerful tools for distinguishing between regular
and chaotic motions.

The third chapter is devoted to Kepler’s problem. We start by discussing ellip-
tic motion and we provide the solutions of the hyperbolic and parabolic dynamics.
After introducing the action–angle Delaunay variables, we discuss the two–body
problem with variable mass. In particular we are interested in Gylden’s problem
and its Hamiltonian formulation. The three–body problem is the content of the
fourth chapter. We introduce the planar, circular, restricted three–body problem;
in terms of the Delaunay variables this model is described by a nearly–integrable
Hamiltonian function, whose perturbing parameter represents the primaries’ mass
ratio. We also provide explicit formulae for the expansion of the perturbing func-
tion. The Hamiltonians of the elliptic and inclined cases are also presented. A
staging post is the derivation of the Lagrangian solutions and the discussion of
their stability. After dealing in full detail with the planar, circular, restricted case,
we pass on to examine the Lagrangian solutions in the elliptic, restricted model as
well as in the unrestricted case.

At this point we switch to rotational dynamics, which is the content of the
fifth chapter. Action–angle Andoyer–Deprit variables are introduced to describe
the free and perturbed rigid body motions, where the perturbation is due to the
gravitational attraction of a central mass. A simplified model is provided by the
spin–orbit problem in which it is assumed that the spin–axis, the body principal
axis and the orbit normal coincide. Moreover the orbit is assumed to be a Keplerian
ellipse. This problem is described by a one–dimensional, time–dependent Hamilto-
nian system, which will be taken as the paradigmatic model in many sections of
the subsequent chapters. We also introduce a dissipative spin–orbit model, with
a dissipation varying linearly with the angular velocity. After a short discussion
of the motion of a satellite around an oblate planet and of the interaction within
two bodies of finite dimensions, we conclude with the description of the tether and
dumbbell satellite systems.

Perturbation theory is introduced in the sixth chapter; classical, resonant and
degenerate perturbation theories are discussed together with some examples, like
the computation of the precession of the perihelion or of the precession of the
equinoxes. Then we present the Birkhoff normal form around equilibrium positions
and closed trajectories. We conclude with an introduction to the averaging theorem.
The existence and fate of invariant surfaces is the content of the seventh chapter.
The Kolmogorov–Arnold–Moser (KAM) theorem is proved in detail for the specific
case of the spin–orbit model of Chapter 5. Moreover we discuss the choice of the
frequency as well as a computer–assisted implementation. We also provide a review
of the applications of the theory to some models of Celestial Mechanics, both in
rotational dynamics and in the context of the three–body problem. We present a
numerical technique due to J. Greene for the computation of the breakdown thresh-
old of invariant tori and we shortly describe the existence of lower–dimensional tori.
Always taking the spin–orbit problem as a sample model, we provide a brief intro-
duction to a dissipative KAM theorem and to non–existence criteria of invariant
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tori, valid both in the conservative and in the dissipative settings. Finally we ded-
icate the last section to the discussion of cantori, which are the remnants of KAM
surfaces soon after their breakdown.

The eighth chapter is devoted to an introduction to the long–term stability
of nearly–integrable Hamiltonian systems. The long proof of Nekhoroshev’s the-
orem is summarized in some main steps, which should give a global idea of the
interplay between resonant and non–resonant motions. We also provide a review of
some applications of such theory to the three–body problem and to the stability
of the Lagrangian points. The determination of periodic orbits is the content of
the ninth chapter. The implicit function theorem is implemented to construct
periodic orbits for both the conservative and dissipative spin–orbit problems. We
also review some other methods, like the Lindstedt–Poincaré and KBM techniques,
as well as Lyapunov’s theorem to prove the existence of families of periodic orbits.

Finally, the tenth chapter deals with regularization theory. Precisely, the Levi–
Civita transformation is implemented to regularize collisions with one body in the
framework of the planar, restricted, circular, three–body problem. The regulariza-
tion of the spatial case is obtained through the Kustaanheimo–Steifel (KS) trans-
formation. Both Levi–Civita and KS regularizations are local techniques, since they
allow us to regularize collisions with one of the primaries. A global regularization
is attained through the implementation of the Birkhoff regularization procedure,
which concludes the last chapter.

A set of Appendices is included; they are not intended to be exhaustive of the
topics dealt with, but they are just a quick reference which definitely needs specific
literature for a complete coverage of each argument. Some astronomical data on
planets, dwarf planets and satellites are added, as Appendix G, for reference.

A remark on the notation. The following notation has been adopted throughout
the text:

– R and R+ denote, respectively, the set of real and positive real numbers;
– Z and Z+ denote, respectively, the set of integer and positive integer numbers;
– N denotes the set of natural numbers;
– T denotes the standard one–dimensional torus;
– e denotes the orbital eccentricity;
– G denotes the gravitational constant (equal to 6.673 · 10−11 m3 kg−1 s−2);
– the derivative with respect to time is, as usual, denoted with a dot, i.e. ṙ ≡ dr

dt .
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1 Order and chaos

The description of dynamical systems requires the preliminary definition of some
basic notions as described in this chapter, which introduces the language, the no-
tation and some enlightening examples. As a first step it is necessary to distinguish
between continuous and discrete systems (Section 1.1), as well as to discriminate
between stable and unstable motions (Section 1.2). Next we need to discern be-
tween conservative and dissipative dynamical systems (Section 1.3). In the latter
case we introduce the notion of attractors as well as of their basins of attraction
(Section 1.4).

These concepts are made clear by means of paradigmatic examples, like the
logistic map (Section 1.5), the standard mapping both in its conservative (Sec-
tion 1.6) and dissipative (Section 1.7) version, and Hénon’s mapping (Section 1.8).

1.1 Continuous and discrete systems

The description of a physical problem is usually given in terms of the variation with
time of a set of coordinates, which can be provided as continuous functions of time
or they can be given at discrete intervals of time. The corresponding dynamical
system is called continuous or discrete. To give a concrete example, let us think to
a flow of water from a tap. If the stream is constant and without interruptions, we
say that the flow is continuous as time goes on. On the other hand, if the water drips
we can assume that the system is discrete, since each drop leaks at some interval
of time. Having in mind this experimental description, a mathematical definition
of continuous or discrete systems is given as follows.

A continuous system is described by a differential equation whose solution is
a function of a quantity, the time, which varies continuously in the set of the real
numbers. The number of degrees of freedom of the system is the minimal number of
independent variables apt to describe the system. In general, a continuous system
with � degrees of freedom is described by a set of differential equations of the type

ẋ = f(x) , (1.1)

where x ∈ R� and f = (f1, . . . , f�) is a vector function from R� into itself. The sys-
tem is called autonomous whenever the vector function f does not depend explicitly
on time, otherwise it is called non–autonomous and it is described by differential
equations of the form

ẋ = g(x, t) , (1.2)
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for some vector function g = (g1, . . . , g�) from R�+1 to R�. The solution of (1.1) or
(1.2) at time t with initial datum x0 is denoted by

x = x(t;x0) , t ∈ R .

An equilibrium point x = x0 for the continuous system (1.1) is a solution of the set
of equations

f(x0) = 0 .

A discrete system is described by a mapping whose evolution beats time according
to an iteration index running over the set of integer numbers. An �–dimensional
discrete system is represented by a set of equations of the form

xn+1 = f(xn) , n ∈ N , (1.3)

where xn ∈ R� and f = (f1, . . . , f�). Equation (1.3) provides the description of the
dynamics at the “discrete time” n + 1 as a function of the solution at step n; in
other words, the solution of the discrete system at step n with initial datum x0 is
given by the sequence xn computed iterating the mapping (1.3) starting from x0.

Using an alternative notation which avoids indexing, the map (1.3) can be
equivalently written as

x′ = f(x) (1.4)

(notice that the prime is used to denote the iterated point; elsewhere the prime will
be used for the derivative as it will be properly specified). In the following we will
equally use the notation (1.3) or (1.4) as describing the same dynamical system. A
fixed point x = x0 for the discrete system (1.4) is a solution of the equation

f(x0) = x0 .

Let us provide concrete examples of continuous and discrete dynamical systems. We
start by introducing the harmonic oscillator which is described by the continuous
system of two first–order differential equations

ẋ1 = x2

ẋ2 = −ω2x1 , (1.5)

where ω is a real parameter. In compact form we can write (1.5) as ẋ = f(x),
where x ≡ (x1, x2) and f(x) ≡ (x2,−ω2x1). The origin is an equilibrium point
being a solution of f(x) = 0. The system (1.5) can be equivalently written as the
second–order differential equation

ẍ1 + ω2x1 = 0 ,

whose solution is given by

x1(t) = A cos(ωt + B)

for some real constants A and B depending on the initial conditions at t = 0.
Indeed, if (x1(0), x2(0)) denotes the initial position, then one obtains that
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Fig. 1.1. Solutions of the harmonic oscillator with frequency ω =
√
0.3 and for the initial

conditions (x1(0), x2(0)) = (1.33, 0), (2.02, 0), (2.81, 0).

A =
√
x1(0)2 + x2(0)2

ω2 and B = arctan
(
− x2(0)

ωx1(0)

)
. The solution in the (x1, x2)–

plane as the initial condition varies is provided by the ellipses shown in Figure 1.1
centered around the origin; the ellipses reduce to circles for ω = 1.

An example of a discrete system is provided by the one–dimensional model
described by the linear map

xn+1 = αxn + β ,

where α and β are real parameters. When α = 0 any point is a fixed point. Let us
suppose that α �= 0 and let f(xn) ≡ αxn + β; the fixed point of the mapping is the
solution of the equation f(xn) = xn which yields x∗n = β

1−α . For |α| < 1 the fixed
point is attracting, since any solution with initial condition different from x∗n will
tend to x∗n; for |α| > 1 the fixed point is repelling, since any other solution with
initial condition different from x∗n will move away from x∗n. There are two cases
still to consider, namely α = 1 and α = −1. When α = 1 the fixed point condition
f(xn) = xn yields β = 0, which means that the map reduces to the identity, namely
xn+1 = xn. For α = −1 whatever the initial point x0 is, provided x0 is different
from β

2 , the trajectory is composed alternatively by x0 and β−x0; in this case, one
speaks of a 2-cycle solution (for x0 = β

2 the trajectory reduces to the point x0). An
example of a k-cycle is obtained taking the mapping corresponding to fk, which
means to compose k times the mapping f .
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1.2 Linear stability

Let us consider the dynamical system described by the equation (1.1) with � degrees
of freedom and let J be the Jacobian matrix defined as

J = J(x) ≡ Df(x) =

⎛
⎜⎝

∂f1
∂x1

. . . ∂f1
∂x�

...
...

∂f�
∂x1

. . . ∂f�
∂x�

⎞
⎟⎠ .

In the proximity of an equilibrium position x = x0 we refer to

ẏ = J(x0)y , y ∈ R� , (1.6)

as the linearized system. Let �0 be the number of eigenvalues of J(x0) with zero
real part, �u be the number of eigenvalues with positive real part and �s those with
negative real part.

Definition. The equilibrium position x = x0 is called hyperbolic if �0 = 0; it is
called an attractor if �s = �, a repeller if �u = � and a saddle if �u and �s are both
strictly positive.

Near a hyperbolic equilibrium the dynamics of (1.1) is equivalent to that of the
linearized system (1.6) as stated by the following result [84,93]:

Hartman–Grobman theorem. Consider the dynamical system described by
(1.1) and assume that it admits a hyperbolic equilibrium position x0. In a suitable
neighborhood of x0 the system (1.1) is topologically equivalent1 to the linearized
system (1.6).

Let us now discuss the stability of an equilibrium position; we first introduce the
following definition of stability according to Lyapunov for a generic solution of the
system (1.1). To fix the notations, let ‖ · ‖ denote the distance function, e.g. the
Euclidean norm in R�.

Definition. The solution x∗ = x∗(t) is said to be stable according to Lyapunov, if
for any ε > 0 there exists δ = δ(ε) such that if ‖x(t0) − x∗(t0)‖ < δ at the initial
time t = t0, then ‖x(t)− x∗(t)‖ < ε for any t ≥ t0.
The solution is said to be asymptotically stable if, for ‖x(t0)−x∗(t0)‖ < δ, one has
limt→∞ ‖x(t)− x∗(t)‖ = 0.

When the solution coincides with an equilibrium point, its linear stability can be
inferred from the analysis of the eigenvalues of the Jacobian matrix; we denote by
(λ1, . . . , λ�) the roots of the characteristic equation det(J − λI�) = 0 (I� is the
� × � identity matrix) and we denote by vj ∈ R�, j = 1, . . . , �, the eigenvector
associated to λj . Then, the solution of the linearized system can be written in
the form y(t) =

∑�
j=1 αjvje

λjt for some real or complex coefficients αj which are
determined by the initial conditions.

Assuming for simplicity that � = 2, the equilibrium is characterized as follows,
according to the nature of the eigenvalues λ1, λ2:
1 i.e., there exists a homeomorphism which conjugates (1.1) and (1.6).
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– if λ1, λ2 are real negative numbers, then the equilibrium is a stable node;
– if λ1, λ2 are real positive numbers, then the equilibrium is an unstable node;
– if λ1, λ2 are real numbers with opposite signs, then the equilibrium is a saddle;
– if λ1, λ2 are complex numbers with negative real part, then the equilibrium is

a stable focus;
– if λ1, λ2 are complex numbers with positive real part, then the equilibrium is

an unstable focus;
– if λ1, λ2 are purely imaginary and non–zero, then the equilibrium is a center.

We next introduce the definitions of stable and unstable manifolds as well as those of
homoclinic and heteroclinic intersections (see, e.g., [80] for applications to Celestial
Mechanics). We denote by Φ(t; x̃) the flow at time t with initial condition x̃, namely
the solution at time t of (1.1) starting from x = x̃.

Definition. Let x0 be a saddle point and let Φ(t;x) be the flow at time t with
initial condition x. The stable manifold W s(x0) is the set of points which end–up
at x0, i.e.

W s(x0) ≡ {x ∈ R� : lim
t→∞Φ(t;x) = x0} .

Analogously, we define the unstable manifold Wu(x0) as the set of points which
tend to x0 for negative times, i.e.

Wu(x0) ≡ {x ∈ R� : lim
t→−∞Φ(t;x) = x0} .

The intersection between W s and Wu is called a homoclinic point; if W s and Wu

belong to different equilibrium positions, then the intersection is called a hetero-
clinic point (see Figure 1.2).

Fig. 1.2. Left: Stable and unstable manifolds of a homoclinic point. Right: An example
of heteroclinic intersections.

Let us briefly transpose the main definitions and results to discrete systems.
Consider the �–dimensional mapping

xn+1 = f(xn) , n ∈ N , (1.7)

where xn ∈ R� and f = (f1, . . . , f�); let x0 be a fixed point and denote by J ≡ J(x0)
the Jacobian matrix of f computed at x0. The linearized system is written as

y
n+1

= Jy
n
, n ∈ N ,

for y
n
∈ R�.
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Definition. A fixed point x0 of (1.7) is called hyperbolic, if the eigenvalues of
J = J(x0) are real and one of them has magnitude greater than one. A fixed point
x0 is called elliptic, if the eigenvalues are complex with absolute value equal to one.
A fixed point x0 is an attractor if the eigenvalues have magnitude less than unity
and it is a repellor if the magnitude is greater than one.

If f in (1.7) is defined on a space X with (X, d) being a metric space with
metric d : X ×X → R, then the definition of stability according to Lyapunov of a
fixed point x0 transposes as follows.

Definition. For any ε > 0, there exists δ = δ(ε) such that for any x ∈ X with
d(x0, x) < δ, then d(fn(x0), fn(x)) < ε for any n ∈ N. The fixed point is asymp-
totically stable if limn→∞ d(fn(x0), fn(x)) = 0 whenever d(x0, x) < δ.

Concerning the linear stability we proceed as follows. The general solution is a linear
combination of the form xn =

∑�
j=1 αjvjλ

n
j for suitable coefficients αj , while vj

denote the eigenvectors. If λj , j = 1, . . . , �, are the eigenvalues associated to the
Jacobian J , then the fixed point is linearly stable if |λj | ≤ 1 for all j = 1, . . . , � and
it is linearly unstable if for some j it is |λj | > 1.

1.3 Conservative and dissipative systems

Let us consider a continuous system described by the equations (1.1); qualitatively
we can say that the system is conservative, if the volume of the phase space is
preserved. The system is said to be dissipative if the volume contracts or expands
along the flow.
When the flow associated to the evolution of the system is interpreted as a trans-
formation from x to y representing the solutions at times t1 and t2, say

x ≡ x(t1) → y ≡ x(t2) , (1.8)

then the volume of the phase space, denoted by V , changes according to the formula∫
V

dy =
∫
V

| det(J)| dx , (1.9)

where J is the Jacobian of the transformation (1.8) and det(J) is its determinant.
Writing (1.8) as y = h(x) for a suitable vector function h, one obtains that J coin-
cides with the Jacobian of h, say J = Dh(x). The dynamical system is conservative
if | det(J)| = 1, while it is contractive if | det(J)| < 1 and expansive whenever
| det(J)| > 1.

With reference to equation (1.1), let F t(x) ≡ Φ(t;x) be the flow at time t with
initial datum x; since {F t(x)}t∈R is a solution of (1.1), by definition one has

d

dt
F t(x) = f(F t(x)) ;
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differentiating with respect to x one obtains the variational equations

d

dt
DF t(x) = Df(F t(x)) ·DF t(x) . (1.10)

Let Jt ≡ DF t(x) and A(t) ≡ Df(F t(x)); then, J̇t = A(t) Jt. According to Liou-
ville’s formula [93], denoting by Tr(A) the trace of the matrix A, one has

d

dt
(det(Jt)) = Tr(A(t)) · det(Jt) , where det J0 = 1 . (1.11)

From (1.11) one finds det(Jt) = e
R t
0 Tr(A(s)) ds and the system is said to be dissi-

pative and contractive if the phase space volume decreases with time, namely if
Tr(A(t)) < 0 for any t > 0. If we set y = F t(x) in (1.9), we obtain Jt = J , so that
det(Jt) = det(J). In particular, the system is conservative if det(Jt) = 1.

An example of a dissipative system is provided by the damped pendulum described
by the equation

ẍ + cẋ + sinx = b cos t ,

where c is a positive real constant and b is a real constant. Let us write such
equation as the following system of three first–order differential equations:

ẋ = y

ẏ = −cy − sinx + b cos t
ṫ = 1 .

One readily obtains that

A(t) =

⎛
⎝ 0 1 0
− cosx(t) −c −b sin t

0 0 0

⎞
⎠

with Tr(A(t)) = −c < 0; the contraction rate is therefore represented by the
quantity

det(Jt) = e
R t
0 Tr(A(s))ds = e−ct .

1.4 The attractors and basins of attraction

In the framework of dynamical systems theory a relevant concept is provided by
that of the attractor; qualitatively it is defined as the set toward which the dynam-
ical system evolves. A more precise definition is given as follows.

Definition. For a continuous flow Φ : R×R� → R� associated to (1.1), the ω–limit
set corresponding to the initial condition x0 is defined as the set

ω(x0) = {x ∈ R� : there exists a sequence {tn} → ∞ such that
Φ(tn;x0) → x as n→∞} .
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For a mapping of the form (1.4), let {x, f(x), f2(x), . . . } be the orbit associated
to the initial position x according to the dynamics generated by f . The ω–limit
set corresponding to the initial condition x0 is given by the accumulation points
{fn(x0)}, namely

ω(x0) = {x ∈ R� : there exists a sequence {nk} ∈ Z

(strictly increasing) such that fnk(x0) → x as k →∞} .

An attractor is an ω–limit set which has the property to attract a set with non–zero
measure of initial values [146]. We can now give the following qualitative definition
of basin of attraction.

Definition. Consider a continuous or discrete system which admits an attractor;
the corresponding basin of attraction is composed by the set of initial conditions
which tend to the attractor as time goes on (for continuous systems) or as the
number of iterations increases (for discrete systems).

In other words, the basin of attraction is the closure of the set of initial points
whose trajectory approaches the attractor asymptotically. An attractor is said to
be chaotic, when it shows sensitivity to the choice of the initial conditions. More
precisely, let us suppose that we observe two trajectories, initially very close to
each other. Following their evolution with time, we speak of extreme sensitivity to
the initial conditions, if the distance between the two trajectories increases expo-
nentially with time. In such a case it is impossible to make a long–term prediction,
since small uncertainties in the initial conditions are greatly amplified in a relatively
short time.

There exist different techniques for computing the basins of attraction. The most
intuitive is to select a sample of random initial conditions and to let them evolve
until they reach the attractor. It may happen that such a procedure requires a very
long computational time; henceforth, alternative techniques have been developed
in order to compute the basins of attraction using faster algorithms. To provide an
example, we mention a simple method, which is based on the following recipe [81].
Select a pair of points, say (P1, P2), where P1 is captured by the attractor, while
P2 is observed to pass it. Having fixed a precision δ, let P1 and P2 evolve, checking
that their distance remains smaller than δ. Denote by P

(j)
1 , P (j)

2 the iterated points
at step j; if their distance becomes greater than δ, select a new position coinciding
with the point on the middle between P

(j)
1 and P

(j)
2 , and let it replace P (j)

1 or P (j)
2

according to whether it evolves, or not, to the attractor. This procedure leads to
the delimiting of the boundary of the basin of attraction within the precision δ.

We remark that basin boundaries can be subject to bifurcations, called meta-
morphoses, as a system parameter passes through a critical value; in some cases,
such a transition can also take place between a smooth curve and a fractal bound-
ary [146].
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1.5 The logistic map

The logistic map is described by the non–linear, one–dimensional equation

xj+1 = rxj(1− xj) for xj ∈ [0, 1] , (1.12)

where r is a real positive parameter. This equation is associated to the logistic
continuous equation originally introduced by P.–F. Verhulst [170] as a model of
population growth:

dx

dt
= rx(1− x) .

In the mapping (1.12), if x0 is the initial population, then xj represents the pop-
ulation at the year j; the parameter r denotes a combined rate for starvation and
reproduction. The logistic map was widely investigated in [133]; despite its relative
simplicity, it provides a huge variety of complex behaviors. In particular, two ef-
fects will be determined which correspond to starvation and reproduction, with a
growth rate respectively decreasing and increasing. In order to provide a graphical
visualization of the iterations of the logistic map, one can proceed as described in
Figure 1.3: first, one draws the parabolic curve y = rx(1 − x) on the diagram x
versus y as well as the diagonal line x = y. From a given abscissa x0 one computes
the point on the parabola, proceed to meet horizontally the diagonal line, com-
pute the point with the same abscissa on the parabola and continue iterating this
procedure. The behavior of the population strongly depends on the value of the
parameter r and on the initial condition x0; for example, in Figure 1.3(a) the dy-
namics is attracted toward a fixed point, while in Figure 1.3(b) the final trajectory
is a periodic orbit of period 2.

(a) (b)

Fig. 1.3. Graphical iteration of the logistic map (1.12). (a) A stable fixed point; (b) a
periodic orbit of period 2.
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We start by analyzing the logistic map for the specific value r = 4, namely

xj+1 = 4xj(1− xj) with xj ∈ [0, 1] .

For xn ∈ [0, 1] define ξn ∈ [0, 1] through the change of variables

xn = sin2
(
πξn
2

)
;

one obtains the equality sin2(πξn+1
2 ) = sin2(πξn) which implies that ξn+1 = ±2ξn+

k for k ≥ 0 integer. Since ξn ∈ [0, 1], there is a univocal choice for k which leads to
the definition of the following map:

ξn+1 = 2ξn for 0 ≤ ξn <
1
2

ξn+1 = 2− 2ξn for
1
2
≤ ξn ≤ 1 . (1.13)

The mapping (1.13) is known as the tent map which can be written also as
ξn+1 = 1 − 2|ξn − 1

2 |. Direct iterations of the mapping show that any initial con-
dition is subject to a stretching and folding process, thus providing an exponential
divergence of nearby orbits with the folding keeping the trajectory bounded. Due
to the extreme sensitivity to the choice of the initial conditions, the tent mapping
is shown to be chaotic.

Let us proceed with the analysis of the logistic map within the interval
0 < r < 4. The equilibrium points are the solutions of the equation rxj(1−xj) = xj ,
which provides the two points x(0) = 0 and x(1) = r−1

r . Denoting by f(x) ≡
rx(1− x), since fx(0) = r one obtains that the origin is stable for 0 < r < 1 and it
is unstable when 1 < r < 4. The point x(1) does not exist for 0 < r < 1 (recall that
x belongs to the interval [0, 1]); due to the fact that fx(x(1)) = 2− r one finds that
x(1) is stable for |2 − r| < 1, namely 1 < r < 3, and it is unstable for 3 < r < 4.
Within the interval 3 < r < 4 the map shows a sequence of bifurcations with the
appearance of cycles of higher length. Two–cycles (namely oscillations between two
values) appear as far as r > 3. In fact, the condition for two–cycles is

xn+2 = rxn+1(1− xn+1) = r[rxn(1− xn)][1− rxn(1− xn)] = xn ,

which is equivalent to

−r3
(
x3n − 2x2n +

1 + r

r
xn +

1− r2

r3

)
= 0 .

Writing this equation as

−r3
(
xn −

r − 1
r

)(
x2n −

r + 1
r

xn +
r + 1
r2

)
= 0 ,

we recognize that the quadratic equation admits real solutions provided r ≥ 3, from
which two–cycles appear as fixed points of the square of the mapping. This behavior
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is described by the bifurcation diagram of Figure 1.4, which provides the change of
structure of the orbit, through a period–doubling bifurcation, as the parameter r
is varied.

The qualitative description of the results is the following (compare also with
Figure 1.4):

– if 0 < r < 1 the origin is stable;
– if 1 < r < 3 the dynamics admits the stable solution r−1

r ;
– for 3 ≤ r < 3.45 the dynamics may show an oscillation between 2 values;
– for 3.45 ≤ r < 3.54 the dynamics may show an oscillation between 4 values;
– for 3.54 ≤ r < 3.57 the dynamics may exhibit an oscillation between 8, 16,

32. . . values, showing a so–called period–doubling cascade;
– for 3.57 ≤ r < 4 there is the onset of chaos with high sensitivity to changes in

the initial conditions; nevertheless for isolated values of the parameter, there
might be islands of stability.

If {rj} denotes the sequence of parameters at which successive period doublings
take place, then it can be shown that the sequence formed by the quantities

μj ≡
rj+1 − rj
rj+2 − rj+1

admits the limit
lim
j→∞

μj = 4.669201 . . .

The last number is called the Feigenbaum constant [65]; it provides the rate of
appearance of successive bifurcations as a universal behavior, since it is observed not
only for the logistic map, but also for a class of suitable dissipative one–dimensional
mappings undergoing a period–doubling cascade.

Fig. 1.4. Bifurcation diagram of the logistic map providing the period doubling of the
limit cycles as the parameter r is varied
(after http://en.wikipedia.org/wiki/File:LogisticMap BifurcationDiagram.png).
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1.6 The standard map

One of the most popular mappings in the theory of Dynamical Systems is the so–
called standard map, which was introduced by B.V. Chirikov in [47]. It is defined
by the equations

y′ = y + εf(x)
x′ = x + y′ , (1.14)

where y ∈ R, x ∈ T ≡ R/(2πZ), ε is a positive real parameter, called the perturbing
parameter, and f = f(x) is an analytic, periodic function. Notice that the mapping
can also be written using the following notation:

yj+1 = yj + εf(xj)
xj+1 = xj + yj+1 for j ≥ 0 . (1.15)

The classical standard map is obtained setting f(x) = sinx:

y′ = y + ε sinx
x′ = x + y′ .

We list below some properties of the standard map, referring to its formulation
(1.15).

(i) The mapping (1.15) is conservative, since the determinant of the corresponding
Jacobian is equal to one; in fact, setting fx(xj) ≡ ∂f(xj)

∂x , the determinant of
the Jacobian (1.15) is equal to

det
(

1 εfx(xj)
1 1 + εfx(xj)

)
= 1 . (1.16)

(ii) For ε = 0 the mapping (1.15) reduces to

yj+1 = yj

xj+1 = xj + yj+1 for j ≥ 0 . (1.17)

Therefore yj is constantly equal to the initial value y0, while we can write
xj = x0 + jy0 for any j ≥ 0.

(iii) The fixed points of the standard map are obtained by solving the equations

yj+1 = yj

xj+1 = xj ;

from the first equation one has f(xj) = 0, while the second equation provides
yj+1 = 0 = y0. For the classical standard map the fixed points are given by
the pairs (y0, x0) = (0, 0) and (y0, x0) = (0, π). The linear stability of such
points is investigated by computing the first variation, which can be written
as (

δyj+1

δxj+1

)
= M

(
δyj
δxj

)
,
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where M denotes the matrix appearing in (1.16) computed at the fixed point.
The corresponding eigenvalues are determined by solving the characteristic
equation

λ2 − (2± ε)λ + 1 = 0 ,

where the positive sign holds for the fixed point (0, 0), while the negative sign
must be taken for (0, π). Since one eigenvalue associated to (0, 0) is greater
than one, the fixed point is unstable. For ε < 4 the eigenvalues associated to
the point (0, π) are complex conjugate with real part less than one; therefore
the position (0, π) is stable.

We now describe the behavior of the mapping as ε varies. We have seen (item
(ii) above) that for ε = 0 the coordinate yj is held fixed, while xj+1 = xj + yj . In
particular, if the initial value of the yj variable is equal to a rational multiple of
2π, then the trajectory {(xk, yk)}, k ∈ Z+, is a periodic orbit. For example, let us
suppose that we start with the initial datum (y0, x0) = ( 23π, x0); then, the successive
iterations of the x coordinate are given by the following sequence: x0+ 2

3π, x0+ 4
3π,

x0 + 2π. Since x0 varies on the torus, after 3 iterations one gets back to the initial
point; in this case one speaks of a periodic orbit of period 3. In general, if y0 = 2π p

q

with p, q positive integers (q �= 0), one obtains a periodic orbit of period q. It is
readily seen that the quantity p measures how many times the interval [0, 2π) is
run before coming back to the starting position.

The situation drastically changes when an irrational initial condition y0 is taken
in place of a rational initial point. For ε = 0 the y–value remains constant, while
one can show that when the number of iterations of the mapping is increased the
x–variable densely fills the line y = y0 (Figure 1.5(a)). Such straight lines are quasi–
periodic invariant curves, since on these curves a quasi–periodic motion takes place
such that the dynamics comes indefinitely close to the initial conditions at regular
intervals of time, though never exactly retracing itself (as is the case for the periodic
orbits).

In order to distinguish between periodic orbits and quasi–periodic motions, one
can introduce the rotation number which is defined as the quantity (independent
of the initial condition)

ω ≡ lim
j→∞

xj − x0
j

.

In the unperturbed case it is ω = y0, since for ε = 0 equations (1.15) reduce to

yj = y0

xj = x0 + jy0 .

According to the value of the rotation number we distinguish between periodic and
quasi–periodic motions. Indeed, if ω = 2π p

q with p, q integers (q �= 0), then yq = y0
and xq = x0+2πp = x0 (modulus 2π) and the motion is periodic. If ω

2π is irrational,
the dynamics associated to (1.15) with ε = 0 is quasi–periodic.

In conclusion, for ε = 0 the system reduces to (1.17) and it is said to be inte-
grable, since the dynamics can be exactly solved: all motions are recognized as being
periodic or quasi–periodic. A non–integrable system occurs when it is not possible
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to find an explicit solution and when chaotic motions appear. For the standard
map the transition from an integrable to a non–integrable system occurs whenever
ε becomes different from zero. In particular, for ε not zero but sufficiently small,
the quasi–periodic invariant curves, also named rotational invariant curves, are
slightly displaced and deformed with respect to the integrable case (Figure 1.5(b)).
The periodic orbits are surrounded by closed trajectories to which we refer as li-
brational curves. In addition, there can be chains of islands around periodic orbits
with a period multiple of the order of the resonance.

As ε increases the rotational curves are more and more deformed and distorted,
while the librational curves increase their amplitude (Figure 1.5(c)); chaotic mo-
tions start to appear and they fill an increasing region as ε grows (compare Fig-
ures 1.5(c) and (d)).

Fig. 1.5. Evolution of the classical standard map, starting with x0 = π and varying 100
initial conditions y0 within the interval [0, 3]. (a) Case ε = 0; (b) case ε = 0.5; (c) case
ε = 0.97; (d) case ε = 1.
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We remark that a generalization of the classical standard map to more dimen-
sions is provided by the four–dimensional standard map (see [70]) described by the
equations

y′ = y + ε
(

sin(x) + δ sin(x− t)
)

x′ = x + y′

z′ = z + ε
(

sin(t)− δ sin(x− t)
)

t′ = t + z′ ,

where y, z ∈ R and x, t ∈ T, ε ∈ R+ is the perturbing parameter, while δ ∈ R+ is
the coupling parameter. If δ = 0 one obtains two uncoupled standard maps, while
if ε = 0 the mapping reduces to two uncoupled circle mappings.

1.7 The dissipative standard map

The standard map can be modified in order to encompass the dissipative case by
introducing slight changes with respect to (1.14) [20,36]. More precisely, we define
the dissipative standard map through the equations

y′ = by + c + ε f(x)
x′ = x + y′ , (1.18)

where y ∈ R, x ∈ T, b ∈ R+, c ∈ R, ε ∈ R+ and f(x) is an analytic, periodic
function. The quantity b is called the dissipative parameter, since the determinant
of the Jacobian associated to (1.18) amounts to b. We shall be concerned with
values of b within the interval [0, 1]. As the parameters are varied one obtains the
following situations.

– If b = 1 and c = 0 one recovers the conservative standard mapping (1.14).
– If b = 0 one obtains the one–dimensional mapping x′ = x + c + εf(x).
– If b = 0 and ε = 0 one obtains the circle map x′ = x + c.
– If 0 < b < 1 the mapping is dissipative (contractive).

In the dissipative case let us define the quantity

α ≡ c

1− b
;

we immediately recognize that for ε = 0 the trajectory {y = α} × T is invariant.
In fact, the condition y′ = y = by+ c implies α = bα+ c, namely c = α(1− b). The
latter relation shows that the parameter c becomes zero in the conservative case
b = 1.

The dynamics associated to the dissipative standard mapping admits attract-
ing periodic orbits and invariant curve attractors as well as strange attractors. In
Chapter 2 we shall give a precise definition of strange attractors; for the moment we
just mention that these objects have an intricate geometrical structure and that
introducing a suitable definition of dimension, the strange attractors are shown
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Fig. 1.6. Different attractors associated to the dissipative standard map. (a) A periodic
orbit for f(x) = sinx with ε = 0.9, b = 0.8, c = 2π · 1.3825; (b) an invariant attractor
for f(x) = sinx with ε = 0.1, b = 0.9, c = 2π · 0.0618; (c) a strange attractor and
periodic orbits for f(x) = sinx + sin 3x with ε = 0.5, b = 0.8, c = 2π · 0.1199; (d) an
invariant attractor with a periodic orbit of period 0/1 and a periodic orbit of period 1/3
for f(x) = sinx with ε = 0.8, b = 0.9, c = 2π · 0.0618.

to have a non–integer dimension (namely a fractal dimension). Different kinds of
attractors are displayed in Figure 1.6; in particular, Figure 1.6(d) provides an ex-
ample of an invariant curve attractor coexisting with two periodic orbits of periods
0/1, 1/3.

The basins of attraction of the attractors shown in Figure 1.6(d) are presented
in Figure 1.7, which is computed by taking 500 × 500 random initial data in the
(x, y)–plane, evolving the mapping from each of these points and marking a dot
when the solution reaches the attractor.

Figure 1.8 shows the evolution of the attractor as the perturbing parameter is
varied. An invariant curve is found for ε = 0.2; the curve is distorted as ε grows
and for ε = 0.32 one obtains only some remnants of the invariant curve.
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Fig. 1.7. Basins of attraction of the case (d) of Figure 1.6. The small portion at the
bottom left refers to the 0/1 periodic orbit; the largest region (dark grey) is the basin
of attraction of the invariant attractor; the remaining part (light grey) refers to the 1/3
periodic orbit.

1.8 Hénon’s mapping

A two–dimensional mapping known as Hénon’s mapping shows very interesting
dynamical behaviors; it is described by the equations

x′ = y + 1− ax2

y′ = bx , (1.19)

where a and b are real parameters. The Jacobian of the mapping is given by:

J =
(
−2ax 1
b 0

)
.

Therefore the mapping is contractive as far as −1 < b < 1, since the determinant of
the Jacobian matrix amounts to −b. In particular, each region of the (x, y)–plane
is shrunk by a constant factor |b| at each iteration of the mapping. In the original
paper [95] M. Hénon showed that a good choice of the parameters is the following:
a = 1.4, b = 0.3; for these values of the parameters the attractor of Hénon’s
mapping is presented in the left panel of Figure 1.9. The other panels provide
an enlargement of regions, ever small in size, which make evident the self–similar
property of Hénon’s attractor; such behavior is typically found in the so–called
fractal structures (see, e.g., [130]).
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Fig. 1.8. Evolution of the mapping (1.18) with f(x) = sin(3x), b = 0.2, c = 2π · 0.61024.
The initial conditions are (y0, x0) = (5, 0). (a) ε = 0.2; (b) ε = 0.28; (c) ε = 0.32.
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Fig. 1.9. Hénon’s attractor associated to the map (1.19) for the parameters a = 1.4,
b = 0.3 and for the initial conditions x0 = 0.6, y0 = 0.19. The upper panel shows the
attractor; the other panels are successive zooms providing the self–similar structure of
Hénon’s attractor.
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A qualitative analysis of dynamical systems can be based on numerical investiga-
tions which provide the description of the phase space. Nowadays there exists a
large number of numerical tools, some of which we are going to describe in this
chapter. The Poincarè mapping (Section 2.1) allows us to reduce the analysis of
a continuous system to that of a discrete mapping. The stable or chaotic charac-
ter of the motion can be investigated through the computation of the Lyapunov
exponents (Section 2.2). Whenever an attractor exists, it is useful to evaluate its
dimension (Section 2.3). To estimate the attractor’s dimension one can implement
the Grassberger and Procaccia method, which can be used also for time series anal-
ysis (Section 2.4). A qualitative description of the motion can also be inferred from
a Fourier analysis (Section 2.5), by looking at the behavior of the frequency of the
motion as the parameters are varied (Section 2.6 and Section 2.7) or by determining
finite–time Lyapunov exponents known as Fast Lyapunov Indicators (Section 2.8).

2.1 Poincaré map

An effective tool for investigating the dynamical properties of a mechanical system
is obtained by introducing the so–called Poincaré map [8], which reduces the study
of a continuous system to that of a discrete mapping. More precisely, consider the
n–dimensional differential system described by the equations

ż = f(z) , z ∈ Rn , (2.1)

where f = f(z) is a generic regular vector field. Let Φ(t; z0) be the flow at time t
with initial condition z0 and let Σ be an (n−1)–dimensional hypersurface transverse
to the flow1, which we shall refer to as the Poincaré section. For a periodic orbit
associated to (2.1), let zp be the intersection of the periodic orbit with Σ and let
U be a neighborhood of zp on Σ. Then, for any z ∈ U we define the Poincaré map
as Φ′ = Φ(T ; z), where T is the first return time of the flow on Σ.

Let us specify the Poincaré mapping in the case of a non–autonomous system
with two independent variables. Let us suppose that such a system is described by
the equations

ẏ = f1(y, x, t)
ẋ = f2(y, x, t) , (2.2)

1 Namely, if ν(z) denotes the unit normal to Σ at z, then f(z) · ν(z) �= 0 for any z in Σ.
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where y ∈ R, x ∈ T and f1, f2 are periodic continuous functions in x and t. In
the three–dimensional space {(y, x, t) ∈ R×T2} let us choose a plane, for example
t = 0; we assume that the system is periodic in time with period 2π. Having fixed
an initial condition, we compute the evolution of the trajectory and we mark its
crossing with the plane t = 0 at intervals 2π. More precisely, let us write the
solution of (2.2) as

y(t) = y(0) +
∫ t

0

f1(y(s), x(s), s)ds

x(t) = x(0) +
∫ t

0

f2(y(s), x(s), s)ds .

The Poincaré map is defined as the solution at time intervals 2π, as described by
the equations

y′ = y +
∫ 2π

0

f1(y(s), x(s), s)ds

x′ = x +
∫ 2π

0

f2(y(s), x(s), s)ds .

This mapping provides a remarkable simplification of the trajectory in the phase
space, though still retaining the main dynamical features of the continuous system.

As a concrete example of the computation of the Poincaré mapping, let us consider
the equation of a forced pendulum:

ẍ + ε
[

sinx + sin(x− t)
]

= 0 ,

where ε is a positive parameter, while (x, t) ∈ T2. This equation can be written as
a system of two differential equations of the first order:

ẏ = −ε
[

sinx + sin(x− t)
]

ẋ = y , (2.3)

where y ∈ R. The Poincaré map associated to (2.3) is provided by the solution at
time 2π with initial conditions (y0, x0) ≡ (y, x) at time t = 0:

y′ = y − ε

∫ 2π

0

[
sinx(s) + sin(x(s)− s)

]
ds

x′ = x +
∫ 2π

0

y(s)ds . (2.4)

The iteration of (2.4) for different values of the initial conditions and of the pa-
rameter ε is provided in Figure 2.1.
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Fig. 2.1. The Poincarè map (2.4) for t = 0 modulus 2π; the initial conditions are x0 = π,
while y0 varies in the interval [0, 2] with step–size 1/30. (a) ε = 0.001; (b) ε = 0.01; (c)
ε = 0.02; (d) ε = 0.03.

2.2 Lyapunov exponents

A classical tool to estimate the rate of divergence of initially close trajectories is
provided by the computation of the so–called Lyapunov exponents [14, 146, 173].
The number of such quantities equals the dimension of the system, though typi-
cally one computes only the largest Lyapunov exponent which provides the max-
imal excursion associated to nearby orbits. The mathematical definition of the
Lyapunov exponents is provided as follows. Let us start from the simple case of
a one–dimensional discrete mapping, say x′ = f(x) with f : R → R being a
continuous function. Set fm(x0) = f(f(. . . f(x0))), where f is composed m times.
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Denote the trajectory starting from the initial condition x0 as {x0, x1 = f(x0), x2 =
f2(x0), . . . , xm = fm(x0), . . . }. Consider a nearby initial condition, say x0 + ε0 for
ε0 small. Let εm be the distance of the mth iterates of the two solutions with
initial conditions x0 and x0 + ε0; define the real quantity L̃m(x0; ε0) through the
expression

εm = ε0 e
mL̃m(x0;ε0) .

If L̃m(x0; ε0) > 0 the nearby trajectories diverge exponentially; if L̃m(x0; ε0) = 0
the distance between the two orbits stays constant, while if L̃m(x0; ε0) < 0 the
distance becomes asymptotically zero. From the relation

fm(x0 + ε0)− fm(x0) = ε0 e
mL̃m(x0;ε0) ,

one obtains

L̃m(x0; ε0) =
1
m

log
∣∣∣∣fm(x0 + ε0)− fm(x0)

ε0

∣∣∣∣ .
For ε0 tending to zero, one finds that the limit Lm(x0) is given by

Lm(x0) =
1
m

log
∣∣∣∣dfm(x0)

dx

∣∣∣∣ .
Setting fx(xj) ≡ df(xj)

dx , using the rule of composition of the derivatives2 and taking
the limit as m goes to infinity, one introduces the Lyapunov exponents [8] through
the expression

L(x0) ≡ lim
m→∞

1
m

m∑
j=1

log |fx(xj−1)| . (2.5)

For a higher–dimensional mapping with f defined over Rn, denote the Jacobian of
the mth iterate of the mapping at x0 as Jm ≡ Dfm(x0) and let S be the unitary
sphere around x0; let r

(m)
k (k = 1, . . . , n) be the length of the kth principal axis

of the ellipsoid JmS, thus providing the rate of contraction or expansion over m
iterations of the mapping. Then, the kth Lyapunov exponent at x0 is defined by

Lk = Lk(x0) ≡ lim
m→∞

1
m

log(r(m)
k ) . (2.6)

For a continuous system of the form ẋ = f(x), x ∈ Rn, let F t(x0) ≡ Φ(t;x0)
be the flow at time t with initial condition x0; the Lyapunov exponents Lk(x0) are
defined as the Lyapunov exponents associated to the time–1 map which is defined as
F ′ = F 1(x0). The computation of the Lyapunov exponents requires the knowledge
of DF 1(x0), which can be obtained through a simultaneous integration of the
equations of motion and of the variational equations (1.10). Given the Lyapunov
exponent Lk(x0), the Lyapunov characteristic number is defined as

Λk(x0) ≡ eLk(x0) .

2 For example: df2(x0)
dx

= df(f(x0))
dx

= fx(x0)fx(f(x0)) = fx(x0)fx(x1), being x1 = f(x0).
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In some cases the limit introduced in (2.5) or (2.6) cannot exist; nevertheless the
Oseledec theorem guarantees the existence of the limit for a large class of systems
(see, e.g., [158] for an exhaustive discussion).

The behavior of a dynamical system can be studied through the analysis of
the Lyapunov exponents: chaotic attractors are characterized by at least one finite
positive Lyapunov exponent, while they are zero for stable and periodic orbits.
When the dynamical system admits a positive Lyapunov exponent, there exists a
time horizon beyond which all predictions fail, thus leading to the introduction of
the chaos concept as a long–term aperiodic behavior, exhibiting an extreme sensi-
tivity to initial conditions (see, e.g., [115]). Notice that the chaotic behavior does
not imply the instability of the solution, but rather the impossibility of forecasting
the evolution over long time scales. This behavior is widely known as the paradig-
matic butterfly effect introduced by E. Lorenz [122]: a small change of the initial
conditions of a dynamical system can provoke large variations in the long–term
behavior.

2.3 The attractor’s dimension

Let L1 ≥ · · · ≥ Ln denote the Lyapunov exponents of an n–dimensional system;
the Lyapunov dimension is introduced as the quantity

DL ≡ j +
∑j

i=1 Li

|Lj+1|
,

where j is the maximum index such that
∑j

i=1 Li ≥ 0. If the dynamical system
admits attractors, then we shall refer to chaotic attractors whenever the associ-
ated exponents are positive; attractors with a fractal structure are called strange
attractors. Typically these sets are characterized by a non–integer box–counting
dimension defined as follows.

Let A be an n–dimensional attractor; cover A with a grid of n–dimensional
cubes with length r and let Nc(r) be the number of cubes necessary to cover A. In
the limit as the length of the cubes goes to zero, the box–counting dimension of A
is defined as the quantity

D0 ≡ lim
r→0

log Nc(r)
log(1r )

. (2.7)

While studying the geometry of the attractor, one is interested in the cubes in
which the trajectory spends more time; to this end one can introduce the natural
measure as the amount of time that the orbit spends in a given region of the phase
space. Within the dynamical system described by (2.1) let z0 be an initial condition
in the basin of attraction of the attractor A and let z(t; z0) be the trajectory at time
t originating from z0. For a given cube C of the phase space, we define μ(C; z0, τ)
as the fraction of time that the orbit z(t; z0) spends in the cube C during the time
interval [0, τ ]. If there exists the limit

μ(C; z0) = lim
τ→∞μ(C; z0, τ)
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and if such a quantity is the same for almost all initial conditions (with respect to
the Lebesgue measure), say μ(C; z0) = μ(C), then the quantity μ(C) is called the
natural measure of the cube C. Suppose that Nc(r) cubes Ci (i = 1, . . . , Nc(r)) of
unit size r are needed to cover the attractor; then, the information dimension is
defined as

D1 ≡ lim
r→0

∑Nc(r)
i=1 μ(Ci) logμ(Ci)

log r
. (2.8)

The generalized dimension Dq computes the frequency of visits to the cubes
by giving them a weight according to their natural measure; the positive index q
measures the strength of their weighting. More precisely, the generalized dimension
of order q is defined as

Dq ≡
1

1− q
lim
r→0

log I(q, r)
log(1r )

, (2.9)

where I(q, r) =
∑Nc(r)

i=1 μ(Ci)q. One finds that Dq ≥ Dp for p < q. For q = 0 one
recovers the box–counting dimension (2.7); for q = 1 one obtains the information
dimension (2.8). The quantity corresponding to q = 2 is called the correlation di-
mension, which coincides with the box–counting dimension if all boxes are equally
occupied. According to a conjecture due to J.L. Kaplan and J.A. Yorke (see, e.g.,
[69]), the Lyapunov dimension coincides in most cases with the information dimen-
sion, thus relating the Lyapunov exponents to the attractor’s geometry.

2.4 Time series analysis

Discrete time series are formed by a sequence of data of the type {x1, x2, x3, . . . },
where the quantities xj are n–dimensional real vectors with n ≥ 1. Dynamical
system theory provides some techniques for analyzing the discrete time series; for
example, one can detect their deterministic or noisy character by computing the
correlation dimension or the Lyapunov exponents. We remark that a serious limi-
tation of most methods is the necessity of dealing with time series long enough to
avoid unreliable results, due to poor statistics. We start by presenting the Grass-
berger and Procaccia method, which allows us to distinguish between deterministic
and stochastic time series and eventually to evaluate the dimension of the embed-
ding space [1].

For simplicity, let us consider a one–dimensional time series formed by K data,
{x1, . . . , xK}, xj ∈ R. A set of delay coordinates in a d–dimensional embedding
space is defined by setting

y
1

= (x1, . . . , xd)
y
2

= (x2, . . . , xd+1)
. . .

y
N

= (xN , . . . , xK) ,

where N = K − d + 1. We denote by Y ≡ {y
1
, . . . , y

N
} the set of delay vectors.
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For r > 0 and for any y
j
∈ Y , let nj(r; d) be the number of points y

i
∈ Rd

(i �= j), which are contained in the d–dimensional hypersphere of radius r around
y
j
:

nj(r; d) =
N∑

i=1,i �=j

Θ(r − ‖y
i
− y

j
‖d) ,

where Θ is the Heaviside function3 and ‖ · ‖d denotes the Euclidean norm in Rd.
We define the correlation integral functions as

CN,d(r) ≡ 1
N2

N∑
j=1

nj(r; d) , (2.10)

which counts the number of pairs of points within distance r from the attractor,
normalized by the total number of pairs of points. According to (2.9) the correlation
dimension is defined as

D2 = lim
r→0

log
∑Nc(r)

i=1 μ(Ci)2

log r
, (2.11)

where Nc(r) has been defined as in (2.8). For simplicity of notation, let N = Nc(r);
one can approximate the sum appearing in (2.11) as

N∑
i=1

μ(Ci)2 

1
N2

N∑
i=1

N∑
j=1,j �=i

Θ(r − ‖y
i
− y

j
‖d) .

Taking into account the definition (2.10), one can compute the correlation dimen-
sion as

D2 ≡ lim
r→0

lim
N→∞

logCN,d(r)
log r

, (2.12)

for d sufficiently large. In general one has D2 ≤ D1 ≤ D0, while D2 = D1 = D0 if
the points on the attractor are uniformly distributed. According to (2.12) the cor-
relation dimension corresponds to the slope of the graph of the function logCN,d(r)
versus log r, whenever its value is nearly constant as the embedding dimension d
is varied. The minimal value of d at which the slopes are convergent determines
the dimension of the embedding space. A stochastic behavior is recognized by a
constant increase of the slopes with d.

In practical applications, the slope of the curves logCN,d(r) versus log r must
be evaluated in a meaningful range of values of the radius, say (r0, r1), denoted as
the scaling region. Particular care must be devoted to the choice of such a region
(see [59]): below r0 the curves might be distorted since few points are counted in
the hypersphere of radius r0, while above r1 the curves might tend to flatten since
the attractor has finite size.

Time–delay coordinates are often used to reconstruct the attractor. More pre-
cisely, consider the time series {x(t1), x(t2), . . . }; for j ≥ 0 and T > 0 let

3 The Heaviside function is defined as Θ(x) = 1 if x ≥ 0, Θ(x) = 0 if x < 0.
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{x(t1 + jT ), x(t2 + jT ), . . . } be the set of time–delay coordinates. Let y
j

be the
d–dimensional time–delay vectors defined as

y
1

= (x(t1), x(t1 + T ), . . . , x(t1 + (d− 1)T ))
y
2

= (x(t2), x(t2 + T ), . . . , x(t2 + (d− 1)T ))
. . .

Such vectors can be used to reconstruct the attractor; however, particular care
must be taken with the choice of the time delay T . Indeed, if T is too small, the
coordinates of the vector y

j
are almost equal to each other and the reconstruction

fails, since the coordinates are too close to provide useful information. On the other
hand, if T is too large, the coordinates might be too distant and therefore uncorre-
lated. Notice that if the system shows a rough periodicity, then T can be chosen of
the order of the period, while more sophisticated criteria must be adopted if there is
no dominant period. For example, one can examine the correlation between pairs of
points as a function of their time separation. To this end, let a correlation function
be defined as

ϕ(T ) =
〈x(t)x(t + T )〉

〈x(t)2〉 ,

where 〈·〉 denotes the average over all points of the time series. Then, determine
the time T0 of the first zero crossing of ϕ(T ) as a function of T ; since we look for
a value of T which yields high correlation and still provides a time development, a
modest fraction of T0 often represents a reasonable choice.

Let us now briefly review some methods for the computation of the Lyapunov
exponents for discrete time series. As in [173] we select two points P0 and P ′0 and
follow their evolution. Let P1, P ′1 be the evolved points; if the distance between P1

and P ′1 exceeds a given threshold, replace P ′1 with a point P ′′1 closer to P1 and such
that the vector with endpoints P1, P ′′1 has the same orientation as the vector with
endpoints P1, P ′1 (see Figure 2.2). Let {tk} be the sequence of times at which the
replacements take place; denote by d(tk) the distance between Pk and P ′k, and by
d′(tk) the distance between Pk and P ′′k . Then, the largest Lyapunov exponent is
computed as

L1 =
1

t� − t0

�∑
k=1

log
d(tk)
d′(tk)

,

where � is the total number of replacements.
An alternative method was developed in [59]; it allows us to compute all Lya-

punov exponents and not just the largest one. Suppose that the dynamics is ruled
by the mapping

xj+1 = f(xj) , xj ∈ Rn ,

for a suitable vector function f : Rn → Rn and let Dxj
be the Jacobian matrix at

the point xj . We look for an approximation of Dxj
using the discrete time series

as follows. Consider the evolution of all points P ′i , P
′′
i , etc., whose distance from

a preassigned point Pi is less than r. Consider those points whose images P ′i+m,
P ′′i+m, etc. of P ′i , P

′′
i , etc. after m iterations are still at a distance less than r from
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P0

P0 P1 P2 P3

'
P1

' P2
'

P2
''

P3
'

P1
''

Fig. 2.2. Computation of Lyapunov’s exponents following [173].

Pi+m, which denotes the image of Pi after m iterations (see Figure 2.3). Compute
Dxj

with a least squares approximation over the points P ′i through the expression

Dxj

(
P ′i − Pi

)

 P ′i+m − Pi+m .

In a similar way determine the matrices Dxi+m
, Dxi+2m

, etc. Furthermore, de-
compose the matrix Dx1

as Dx1
= Q1R1, where Q1 is an orthogonal matrix and

R1 is an upper triangular matrix with non–zero diagonal elements. Analogously
let Dx1+m

Q1 = Q2R2, . . . , Dx1+jm
Qj = Qj+1Rj+1. The Lyapunov exponents are

finally computed through the formula

Lk =
1

τmM

M−1∑
j=1

log(Rj)kk ,

where (Rj)kk is the kth diagonal element of Rj , M is the total number of available
matrices and τ is the sampling time–step, having assumed that xj ≡ x(jτ) for
some vector function x = x(t); notice that Lk > Lk+1.

Pi

Pi
'

Pi
''

Pi+m
'

Pi+m

Pi+m
''

r

r

Fig. 2.3. Computation of Lyapunov’s exponents following [59].



30 2 Numerical dynamical methods

Let us now consider two concrete applications of the Grassberger and Procaccia
method, respectively, to the logistic map and to Hénon’s mapping.

(1) Consider the one–dimensional logistic map:

xj+1 = rxj (1− xj) , xj ∈ [0, 1] ,

where r is a positive real parameter. Let us define a time series as being composed
by the iterates of the x variable, say {x1, . . . , xN} with N = 2000. Fix r = 3.57 and
select the initial condition as x0 = 0.3. The Grassberger and Procaccia algorithm
allows us to determine that the system evolves on an attractor embedded in a
1–dimensional space with a correlation dimension D2 = 0.5 (see Figure 2.4). In
this example the correlation integral functions are displayed for d = 1, . . . , 6; notice
that the scaling region can be restricted to the interval −7 ≤ log(r) ≤ −3.
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Fig. 2.4. The Grassberger and Procaccia method is implemented on the logistic map over
2000 iterations with initial condition x0 = 0.3 and for r = 3.57. The correlation integral
functions are displayed for d = 1, . . . , 6.

(2) Consider the two–dimensional dissipative Hènon mapping:{
xj+1 = −ax2j + yj + 1
yj+1 = bxj , xj , yj ∈ R ,

where a, b are real parameters. Consider the discrete time series formed by the
iterates of the x variable, say {x1, . . . , xN} with N = 2000. The Grassberger and
Procaccia method provides an embedding dimension d = 2 and a correlation di-
mension D2 = 1.17 within the scaling region −6 ≤ log(r) ≤ 0 (see Figure 2.5).
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Fig. 2.5. The Grassberger and Procaccia method is implemented on the Hènon mapping
over 2000 iterations with initial conditions x0 = 0.6, y0 = 0.19 and parameters a = 1.4,
b = 0.3. The correlation integral functions are displayed for d = 1, . . . , 6.

2.5 Fourier analysis

Fourier analysis is a widely used tool for studying the behavior of a signal associated
to a time series [8]. The Fourier series approximation of a periodic function f = f(t)
of period 2π is obtained by computing the coefficients

a0 =
1
π

∫ π

−π

f(τ)dτ

ak =
1
π

∫ π

−π

f(τ) cos(kτ)dτ

bk =
1
π

∫ π

−π

f(τ) sin(kτ)dτ ,

so that an approximation fN (t) to f(t) can be written as

fN (t) =
a0
2

+
N∑

k=1

(
ak cos kt + bk sin kt

)
. (2.13)

For example, the Fourier coefficients associated to the sawtooth wave function de-
fined as

f(t) =

{
t , 0 ≤ t ≤ π

t− 2π , π < t ≤ 2π

are given by ak = 0 for all k ≥ 0, bk = (−1)k+1 2
k , so that the Fourier series

representation is equal to fN (t) = 2
∑N

k=1
(−1)k+1

k sin kt (Figure 2.6).
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Fig. 2.6. The sawtooth map (thick line) and its Fourier approximation (dashed line) of
order N = 20.

The power spectrum associated to (2.13) is defined by the expression

σ(k) ≡
√
a2k + b2k ;

the behavior of σ(k) versus k provides the main frequencies of the motion as this
simple example shows. Consider the function

f(t) =
1
2

cos 2t + cos 5t ;

then

ak = − k(k2 + 17) sin(πk)
π(100− 29k2 + k4)

,

while bk = 0 for all values of k. Finally, σ(k) = |ak| and it is easy to see that the
graph of σ(k) versus k shows that the main frequencies are rightly given by 2 and 5.

2.6 Frequency analysis

Frequency analysis is a powerful numerical technique to use when looking for a
quasi–periodic approximation of the solution of a dynamical system over a finite
time interval [107–109]. It is based on the computation of the fundamental fre-
quencies and on the investigation of their behavior with respect to the parameters.
Given a complex function f = f(t) on a finite time interval, say [−T, T ], in analogy
to (2.13), but using complex notation, we can write an approximation fN (t) of f(t)
as

fN (t) =
N∑

k=−N

αk eiωkt ,



2.7 Hénon’s method 33

for complex coefficients αk and real frequencies ωk. The maximal frequency ω1 is
computed as the maximum of the function

F (ω) =
1

2T

∫ T

−T

f(τ) e−iωkτχ(τ) dτ ,

where χ(τ) is a positive weight function, with average equal to 1 over [0, 2π]; for
example, one can use the Hanning filter χ(τ) = 1 + cos πτ

T . Once ω1 is known, one
can determine the coefficient α1 by orthogonal projection as

α1 =
1

2T

∫ T

−T

f(τ) e−iω1τχ(τ) dτ ;

then one can repeat the same process starting from the function f1(t) = f(t) −
α1e

iω1t. Notice that the quantities eiωkt (k ∈ Z) may not be orthogonal; in that
case a Graham–Schmidt orthonormalization procedure must be implemented4. Fre-
quency analysis provides an effective tool for distinguishing different kinds of mo-
tion, since the frequencies ωk associated to quasi–periodic motions will be constants
with respect to time, while their variation with time is an indication of chaotic dy-
namics.

Frequency analysis can provide many interesting results about the dynamical
behavior of the system. For example, let us consider the two–dimensional standard
map (1.14) (see [109]). Having fixed an initial condition x0 we can compute the
frequency as a function of y0, thus yielding a frequency map ω = ω(y0). The
behavior of the frequency map provides a qualitative investigation of the dynamics:
a smooth change of ω = ω(y0) indicates a region of regular motion, while sudden
jumps of the frequency map denote regions of chaotic motion; in fact, invariant tori
intersect only once a vertical line, since they are graphs of continuous functions.
Let us consider two initial conditions, say yA and yB with yA < yB . In a regular
regime the corresponding rotation numbers satisfy ωA < ωB . On the other hand,
if ωA > ωB , then there cannot exist an invariant curve whose frequency belongs to
the interval [ωA, ωB ] (compare with [109]).

2.7 Hénon’s method

An efficient method of computing the frequency of motion associated to a given
conservative two–dimensional mapping M has been devised by M. Hénon (see,
e.g., [35]). Assume that a point P0 belongs to an invariant curve with frequency
ω and let Pn = Mn(P0) ≡ (xn, yn) be the nth iterate point under the mapping
M . Perform N iterations from P0 providing the set of points (P1, . . . , PN ); within
this set, determine the nearest neighbor to P0 and denote by n1 its index, say Pn1 .
Next, define the integer p1 through the relation:

n1ω = p1 + ε1 , (2.14)

4 If ek ≡ eiωkt, define an orthogonal basis as e′k ≡ ẽk
‖ẽk‖ , where ẽk ≡ Pk−1

j=1 [ek, e
′
j ]e
′
j with

[ek, e
′
j ] ≡ 1

2T

R T

−T
ek(t)ē

′
j(t)χ(t)dt, the bar denoting complex conjugacy.
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where ε1 is a given small threshold. Equation (2.14) shows that p1 counts the
number of revolutions around the invariant curve, so that ω can be approximated
by the ratio p1

n1
. By increasing the number N of iterations we get better approx-

imations; furthermore, the errors εi satisfy the following sequence of inequalities,
ε1 > ε2 > . . . . > εk > . . . , implying that

|n1ω − p1| > |n2ω − p2| > · · · > |nkω − pk| > . . . ,

where the indexes ni’s are the smallest integers satisfying the above inequalities.
We also remark that

εk < 1/(nknk+1) with nk+1 ≥ aknk + nk−1 ,

where ak is the kth term of the continued fraction representation of ω, namely

ω =
1

a1 + 1
a2+

1
a3+...

These relations allow us to estimate the precision with which one obtains the next
nearest neighbor to P0. The rotation number is finally provided by the limit

ω = lim
k→∞

pk
nk

.

As an example consider the conservative standard mapping; Figure 2.7 shows
the evolution of the frequency ω computed implementing Hénon’s method for ε =
0.9 and for different values of the initial conditions with x0 = 0 and 0 ≤ y0 ≤ 3.
A monotone behavior denotes regular motion, a constant value corresponds to
periodic orbits, while an irregular behavior is associated to chaotic motions.
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Fig. 2.7. The rotation number of the classical standard map is computed using Hènon’s
method for ε = 0.9 and for a set of 100 initial conditions with x0 = 0 and 0 ≤ y0 ≤ 3.
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2.8 Fast Lyapunov Indicators

The Fast Lyapunov Indicator (hereafter FLI) introduced in [71] is obtained as the
value of the largest Lyapunov characteristic exponent at a fixed time, say T . A
comparison of the FLIs as the initial conditions are varied allows one to distinguish
between different kinds of motion (regular, resonant or chaotic). For a dynamical
system described by the equations ẋ = f(x), x ∈ Rn, let the variational equations
be

v̇ =
(
∂f(x)
∂x

)
v ,

where v is an n–dimensional vector5.
The FLI can be introduced as follows: given the initial conditions x(0) ∈ Rn,

v(0) ∈ Rn, the FLI at time T ≥ 0 is provided by the expression [71]

FLI(x(0), v(0), T ) ≡ sup
0<t≤T

log ||v(t)|| .

As an example of the application of the FLIs, we consider the two–dimensional
standard map (1.14). With reference to Figure 2.8, we consider three different
orbits: a librational region about (π, 0), the surrounding chaotic separatrix and an
invariant curve above the librational region. Moderate values of the FLI denote
regular regimes, as in the case of the librational region and of the invariant curve;
diverging values of the FLI correspond to a chaotic behavior.

Let us now proceed to extend the definition of the FLI to dissipative systems,
the so–called differential FLI [36]. Consider a dissipative system described by the
equations ẋ = f(x) for x ∈ Rn. Denote by v(t) the solution of the differential
system

ẋ = f(x)

v̇ =
(
∂f

∂x
(x(t))

)
v(t)

with initial data x(0), v(0), where v(0) has unitary norm. As in [36] introduce the
quantity

DFLI0(x(0), v(0), t) ≡ F (x(0), v(0), 2t)− F (x(0), v(0), t) ,

where F (x(0), v(0), t) = F (t) ≡ log ‖v(t)‖. As for the Lyapunov exponents the
quantity DFLI0 is zero for invariant attractors, negative for periodic orbits and
positive for chaotic attractors. In order to take care of the oscillations of the norm
of the vector v, we introduce the definition of the differential FLI as

DFLI(T ) ≡ G2T (F (t))−GT (F (t)) ,

where {
Gτ (F (t)) = sup0≤t≤τ F (t) if F (τ) ≥ 0
Gτ (F (t)) = inf0≤t≤τ F (t) if F (τ) < 0 .

The DFLI can be conveniently applied to dissipative systems providing a qualitative
description of the dynamics as the FLI do in the conservative context.

5 For a mapping x′ =M(x) the variational equation is given by v′ =
“

∂M(x)
∂x

”
v.
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Fig. 2.8. The computation of the FLI for the classical standard map. The upper panel
shows a librational island, a chaotic separatrix and an invariant curve. The middle panel
shows the FLIs for the librational island (bottom line) and for the invariant curve (upper
line). The bottom panel shows the FLI for the chaotic region.



2.8 Fast Lyapunov Indicators 37

Frequency analysis and FLI (or DFLI) can be viewed as complementary tools
for investigating the dynamics as it appears by implementing both techniques on
concrete examples. To this end, consider the dissipative standard mapping (1.18)
with f(x) = sinx+ 1

3 sin 3x and initial conditions y0 = 5, x0 = 0. The frequency of
the motion varies with the perturbing parameter ε; according to [36] we study its
variation by selecting a grid of 1000 values equally spaced in the interval 0 < ε < 1.
A regular behavior of ω = ω(ε) (see Figure 2.9(a)) shows a region of invariant tori;
a plateau corresponds to periodic orbits, while an irregular behavior is associated
to chaotic motions. The computation of the corresponding DFLI is reported in
Figure 2.9(b) on the same grid of values of the perturbing parameter. Invariant
curve attractors exist up to ε = 0.3 (the DFLI is zero); then we observe periodic
orbit attractors (plateaus in the frequency map and negative values of the DFLI)
and strange attractors (noisy variation of both quantities).
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Fig. 2.9. Consider the dissipative standard map (1.18) with f(x) = sinx+ 1
3
sin 3x; the

initial data are y0 = 5, x0 = 0, while c = (
√
5− 1)π and b = 0.5. (a) Variation of ω

and (b) of the DFLI as a function of ε for 1000 values within the interval [0, 1] (reprinted
from [36]).



3 Kepler’s problem

The two–body problem is the study of the motion of two material points P1 and
P2, with masses respectively m1 and m2; when the two bodies are subject to the
mutual gravitational attraction one speaks of Kepler’s problem, whose dynamics
is described by the three so–called Kepler’s laws (see, e.g., [157]). In this chapter
we concentrate on the mathematical description of the two–body problem. The
starting point is the gravitational law and Newton’s three laws of dynamics. The
gravitational law states that two bodies attract each other through a force which
is directly proportional to the product of the masses and inversely proportional to
the square of their distance r:

F = −Gm1m2

r2
e12 ,

where G is the gravitational constant, amounting to G = 6.67 · 10−11 m3 kg−1 s−2,
and e12 is the unit vector joining the two bodies. Newton’s laws of dynamics can
be stated as follows:

(i) First law (law of inertia): without external forces every body remains at rest
or moves uniformly on a straight line.

(ii) Second law: the net force experienced by a body is equal to the rate of change
of its momentum.

(iii) Third law (action and reaction principle): for every action, there is an equal
and opposite reaction.

As a consequence of the second law, if the mass of the body is constant, one gets
the fundamental principle of classical mechanics according to which the net force
is equal to the product of the mass of the particle times its acceleration:

F = ma . (3.1)

After the investigation of the motion of the barycenter (Section 3.1), the solution
of the two–body problem (Section 3.2) will be provided in terms of the three Ke-
pler’s laws, whose solution can also be given as a time series (Section 3.3); elliptic
(Section 3.4), parabolic (Section 3.5) and hyperbolic (Section 3.6) motions will be
analyzed and classified according to the value of the total mechanical energy (Sec-
tion 3.7). We briefly remark that the Keplerian solution is also used for mission
design as for the Hohmann transfer maneuvers (Section 3.8). Action–angle vari-
ables for the two–body problem are the so–called Delaunay variables (Section 3.9),
which are also used to formulate Gylden’s problem concerning a two–body model
with variable mass (Section 3.10).
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3.1 The motion of the barycenter

We start by introducing the following notation. In an inertial reference frame
(O, X, Y, Z) with origin in O, let r1 and r2 be the distance vectors of P1 and
P2 from O. Let r = r2 − r1 be the relative distance between P1 and P2. Denote
by B the barycenter of the two bodies and let R be the distance vector of B from
O (Figure 3.1). Let F 1 be the force exerted by P2 on P1 and let F 2 be the force
exerted by P1 on P2.

P1 P2

O

BF1 F2

r1 r2

R

Fig. 3.1. Distance vectors in an inertial reference frame with origin in O.

By the action and reaction principle one has

F 1 = −F 2 , where F 1 = Gm1m2

r2
r

r
.

Using (3.1), the equations of motion are given by the expressions

m1
d2r1
dt2

= Gm1m2

r2
r

r

m2
d2r2
dt2

= −Gm1m2

r2
r

r
. (3.2)

Adding the above equations one obtains

m1
d2r1
dt2

+ m2
d2r2
dt2

= 0 ,

whose integration provides the relations:

m1
dr1
dt

+ m2
dr2
dt

= C1 , m1r1 + m2r2 = C1t + C2 ,

with C1, C2 being constant vectors.
Let M be the total mass, namely M = m1 +m2; the location of the barycenter

is given by
MR = m1r1 + m2r2 .

Therefore we obtain the equations

M
dR

dt
= C1 , MR = C1t + C2 ,

which express that the barycenter moves with constant velocity.
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3.2 The solution of Kepler’s problem

Let us divide the first of (3.2) by m1 and the second by m2; subtracting the two
resulting equations one obtains:

d2

dt2
(r1 − r2) = G(m1 + m2)

r

r3
;

being r = r2 − r1 one finds:
d2r

dt2
+ μ

r

r3
= 0 , (3.3)

where μ ≡ G(m1 + m2). Multiplying (3.3) by the vector r one gets

r ∧ d2r

dt2
= 0 ,

namely

r ∧ dr

dt
= h , (3.4)

where h is a constant vector which represents the total angular momentum; such a
vector turns out to be perpendicular to the orbital plane. From (3.4) one obtains
that the two bodies move at any instant on the same plane.

On such a plane of motion we introduce a reference frame (P1, x, y, z) with axes
parallel to the inertial frame, the z–axis being orthogonal to the plane of motion
and with the origin centered in P1 (Figure 3.2); let us denote by i, j, k the unit
vectors corresponding to the reference axes. Let (r, ϑ) be the polar coordinates of
P2 with respect to P1. Since the coordinates of P2 are (x, y, z) = (r cosϑ, r sinϑ, 0),
one obtains

det
(
r ∧ dr

dt

)
= det

⎛
⎝ i j k

r cosϑ r sinϑ 0
ṙ cosϑ− rϑ̇ sinϑ ṙ sinϑ + rϑ̇ cosϑ 0

⎞
⎠ = r2ϑ̇ k .

Denoting by h the absolute value of h one has

r2ϑ̇ = h , (3.5)

P1

P2

r

y

x

#

Fig. 3.2. Geometrical configuration of Kepler’s problem.
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which provides Kepler’s second law, whose physical interpretation is the following:
the areal velocity spanned by the radius vector is constant. In fact, let us evaluate
the area δA spanned by the radius vector r(t) at time t and by the vector r(t+ δt)
at time t + δt:

δA =
1
2
r(t)r(t + δt) sin δϑ ,

where δϑ represents the angle spanned from r(t) to r(t + δt). The variation of A
with respect to the time is given by

δA
δt

=
1
2
r(t)r(t + δt)

sin δϑ
δϑ

δϑ

δt
;

in the limit of δt tending to zero the areal velocity is given by

Ȧ =
1
2
r2ϑ̇ . (3.6)

We next consider the scalar product of (3.3) with ṙ:

ṙ · d
2r

dt2
+ μ

ṙ · r
r3

= 0 ,

which provides
1
2

(dr
dt

)2
− μ

r
= E , (3.7)

where E is a suitable real constant. Equation (3.7) provides the preservation of the
total energy.

In order to solve Kepler’s problem, we need to compute the radial and orthog-
onal components of the acceleration. In cartesian coordinates one finds

ẍ = r̈ cosϑ− 2ṙϑ̇ sinϑ− rϑ̈ sinϑ− rϑ̇2 cosϑ
ÿ = r̈ sinϑ + 2ṙϑ̇ cosϑ + rϑ̈ cosϑ− rϑ̇2 sinϑ
z̈ = 0 . (3.8)

Multiplying the first equation by cosϑ, the second by sinϑ and adding the results,
the radial component of the acceleration is given by

r̈ − rϑ̇2 = − μ

r2
. (3.9)

Moreover, multiplying the second of (3.8) by cosϑ, the first by sinϑ and subtracting
the results, the orthogonal component is equal to

rϑ̈ + 2ṙϑ̇ = 0 .

Such an equation can be written in the form d
dt (r

2ϑ̇) = 0, which provides the
constancy of the angular momentum h as in (3.5).

Let us introduce the quantity ρ ≡ 1
r ; using the constancy of the angular mo-

mentum, the radial component (3.9) can be written in terms of ρ as

d2ρ

dϑ2
+ ρ =

μ

h2
. (3.10)
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In fact, from
dρ

dϑ
=

d(1/r)
dt

r2

h
= − ṙ

h
,

d2ρ

dϑ2
= −r̈ r

2

h2
,

one obtains the equation

r̈ − h2

r3
= − μ

r2
,

while using ϑ̇ = h
r2 one gets (3.9).

The equation (3.10) can be solved to provide the variation of ρ as a function of
ϑ as

ρ(ϑ) =
μ

h2
+ A cos(ϑ− g0) ,

where A, g0 are suitable constants. Recalling that ρ = 1
r and introducing the

quantities p ≡ h2

μ , called the ellipse parameter, and e ≡ Ah2

μ , called the eccentricity,
one obtains the expression providing the radius vector as a function of the angle ϑ:

r =
p

1 + e cos(ϑ− g0)
. (3.11)

The quantity g0, usually called the argument of perihelion, represents the angle
between the x–axis of the reference frame and the direction of the semimajor axis
of the ellipse, called the perihelion axis (compare with Figure 3.3). Introducing the
true anomaly f as

f ≡ ϑ− g0 ,

equation (3.11) can be equivalently written as

r =
p

1 + e cos f
. (3.12)

P2PP

P1

y

g0
x

#–g 0

#

Fig. 3.3. The argument of perihelion g0.
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3.3 f̃ and g̃ series

Kepler’s problem admits a solution in the form of a time series, the coefficients of
such a series being functions of the mass parameter μ, of the initial values of the
radius vector r and of its derivative. Inserting in (3.3) the change of time given by

τ =
√
μ t ,

one obtains the equation
d2r

dτ2
+

r

r3
= 0 . (3.13)

For short we denote by r′ = dr
dτ , r′′ = d2r

dτ2 and so on. With this notation, the
equation (3.13) can be written as r′′ = − r

r3 . Differentiating (3.13) we obtain

r′′′ = −
(
r′

r3
− 3r

r4
r′ · r
r

)

r′′′′ = −
{[

2μ
r6

− 3r′ · r′
r5

+
15(r′ · r)2

r7

]
r − 6

r′ · r
r5

r′
}

. . . (3.14)

Expanding r in Taylor series around τ = 0 and setting r0 = r(0) (similarly for the
derivatives) we obtain

r = r0 + r′0τ +
1
2
r′′0τ

2 +
1
3!
r′′′0 τ

3 + . . .

Using (3.14) and rearranging the terms we can write

r = f̃ r0 + g̃r′0 ,

where f̃ and g̃ are the following series in τ :

f̃(τ) = 1− 1
2r30

τ2 +
1

2r30

r′0 · r0
r20

τ3 + . . .

g̃(τ) = τ − 1
6r30

τ3 + . . .

The series f̃ = f̃(τ) and g̃ = g̃(τ) converge if τ is small; they can be efficiently used
to determine the solution as a function of time.

3.4 Elliptic motion

We prove that for eccentricities between 0 and 1 (0 ≤ e < 1) the motion takes
place on an ellipse. We consider a reference frame centered in P1 and with the
abscissa coinciding with the perihelion line. Having denoted by r the size of the
radius vector joining P1 and P2, and by f the angle spanned by the radius vector
with respect to the perihelion axis, the coordinates of P2 are given by

(x, y) = (r cos f, r sin f) .
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Therefore from (3.12) we obtain p = r+ex; taking the square of such equation and
recalling that r =

√
x2 + y2, one obtains

x2(1− e2) + 2pe x + y2 = p2 .

This equation can be written as

(x− x0)2

a2
+

y2

b2
= 1 , (3.15)

where
x0 = − pe

1− e2
, a =

p

1− e2
, b =

p√
1− e2

. (3.16)

Notice that (3.15) describes an ellipse with semimajor axes a and b oriented accord-

ing to the x and y axes. Moreover we find that the quantity e =
√

1− b2

a2 coincides
with the eccentricity of the ellipse.

We have thus proved Kepler’s first law, which states the following: assuming
that P1 coincides with the Sun and P2 with a planet, then the motion of the planet
takes place on an ellipse with the Sun located at one of the two foci.

From the second of (3.16) and from p = h2

μ , one obtains h =
√
μa(1− e2).

From (3.5) and (3.6) the angular momentum h is equal to twice the areal velocity;
denoting by T the period of revolution, being πab the area of the ellipse, one
obtains that h = 2

T πab. Using the relation b = a
√

1− e2 one gets that the period
of revolution and the semimajor axis are linked by the expression:

T 2 =
4π2

μ
a3 . (3.17)

Equation (3.17) provides the content of Kepler’s third law.
We are finally in the position to summarize Kepler’s laws, which were proved

in the present and previous sections.

First law. The orbit of each planet around the Sun is an ellipse with the Sun at
one focus.
Second law. The radius vector sweeps equal areas in equal intervals of time.
Third law. The square of the period of revolution is proportional to the third power
of the semimajor axis.

We remark that, among other consequences, Kepler’s third law allows us to estimate
the mass of a planet, once the orbital elements of one of its satellites are known.
More precisely, let us denote by mSun, mP , mS the masses of the Sun, of the planet
P and of its satellite S. Let aP , aS and TP , TS be, respectively, the semimajor axes
and the periods of the planet around the Sun, and of the satellite around the planet;
we assume that these quantities can be obtained by direct measurements. Applying
Kepler’s third law to the pairs Sun–planet and planet–satellite, one obtains

G(mSun + mP) = 4π2
a3P
T 2
P

, G(mP + mS) = 4π2
a3S
T 2
S
.
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The ratio of the two equations provides

mP + mS
mSun + mP

=
(
aS
aP

)3 (
TP
TS

)2

.

Assuming that the mass of the satellite is negligible with respect to that of the
planet and that the mass of the Sun is known, the previous equation provides an
estimate for the mass of the planet as

mP = mSun

(
aS
aP

)3 (TP
TS

)2
1−

(
aS
aP

)3 (TP
TS

)2 . (3.18)

For example, let us take P as Jupiter and S as its satellite Io; their elements are
aP = 7.78 · 108 km, TP = 4331.87 days, aS = 421 800 km, TS = 1.769 days, while
mSun = 2 · 1030 kg. The expression (3.18) provides an estimate for the mass of
Jupiter equal to 1.9 · 1027 kg in full agreement with the experimental data.

To conclude the description of the elliptic motion, we provide the formula for
the squared velocity which, expressed in terms of the polar coordinates, takes the
form,

v2 = ṙ2 + r2ḟ2 .

From (3.12) and (3.5) one finds

ṙ =
h

p
e sin f , rḟ =

h

p
(1 + e cos f) .

Computing the square, adding the two equations and using h2

μ = p = a(1− e2) one
obtains

v2 = μ

(
2
r
− 1

a

)
.

We remark that at perihelion r = a(1 − e) so that the velocity v2 = μ
a
1+e
1−e is

maximum, while at aphelion r = a(1 + e) so that v2 = μ
a
1−e
1+e and the velocity is

minimum. We also remark that for e = 0 the orbit reduces to a circle.

3.4.1 Mean and eccentric anomaly

If T denotes the period of revolution of P2 around P1, we introduce the mean
motion as

n ≡ 2π
T

. (3.19)

The angular momentum can be expressed in terms of the mean motion as h =
2
T πa

2
√

1− e2 = na2
√

1− e2. Let t0 be the time of passage at perihelion; we define
the mean anomaly �0 as the angle described by the radius vector rotating around
the focus with mean angular velocity n during the interval t− t0:

�0 ≡ n(t− t0) .



3.4 Elliptic motion 47

P1

P2

C

r
u f

B A

Q

Fig. 3.4. The eccentric anomaly.

We next introduce a quantity u called the eccentric anomaly: draw the circle with
radius equal to the semimajor axis of the ellipse (see Figure 3.4); from the instan-
taneous position of P2 on the ellipse, draw the perpendicular to the semimajor axis
until it meets the circle and let u be the angle QCA formed by the direction to the
center and the direction corresponding to the semimajor axis.

The mathematical relations within the true, mean and eccentric anomalies can
be easily derived from the geometry of the problem. With reference to Figure 3.4
one has: P1B = CB −CP1 = a cosu− ae and, since P1B = r cos f , it follows that

r cos f = a(cosu− e) . (3.20)

By elementary properties of the ellipse one has P2B
QB = b

a , namely r sin f
a sinu = b

a ; by
this relation one has:

r sin f = a
√

1− e2 sinu . (3.21)

Computing the square of (3.20), (3.21) and adding the two equations one obtains

r2 = a2 + a2e2 cos2 u− 2a2e cosu ,

from which it follows that
r = a(1− e cosu) ; (3.22)

this relation provides the radius vector as a function of the eccentric anomaly.
Taking into account that 2r sin2 f

2 = r(1 − cos f) and using (3.20), (3.21), one
obtains

2r sin2
f

2
= a(1 + e)(1− cosu)

2r cos2
f

2
= a(1− e)(1 + cosu) ;
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computing the ratio of the two equations one gets

tan
f

2
=

√
1 + e
1− e

tan
u

2
, (3.23)

which provides the true anomaly as a function of the eccentric anomaly.
Let us now derive the relation between the eccentric and mean anomalies; this

formula is known as Kepler’s equation.
From Kepler’s second law we can state that the ratio bewteen the area of the

region defined by P1P2A and the area of the ellipse amounts to t−t0
T ; recalling the

definition of the mean anomaly one has that

area(P1P2A) =
1
2
ab�0 .

On the other hand this area can be obtained as the sum of the area P1P2B and
of the area BP2A, where the area BP2A is equal to b

a times the area of QBA;
therefore one has the sequence of relations:

area(P1P2A) = area(P1P2B) +
b

a
area(QBA)

= area(P1P2B) +
b

a
(area(QCA)− area(QCB))

=
1
2
r2 sin f cos f +

b

a

(
1
2
a2u− 1

2
a2 sinu cosu

)

=
1
2
ab(u− e sinu) .

One thus obtains that the relation between �0 and u is given by

�0 = u− e sinu , (3.24)

which is known as Kepler’s equation. It is now necessary to solve this equation
to get u as a function of the time, being �0 = n(t − t0). Once such equation is
solved, and therefore u = u(t) is obtained, one inserts the resulting expression in
(3.22) and (3.23) to obtain the variation with time of the radius vector and the
true anomaly, thus providing the solution of the equation of motion.

3.4.2 Solution of Kepler’s equation

In order to find the eccentric anomaly as a function of the time, it is necessary
to solve the implicit Kepler’s equation (3.24). An approximate solution can be
computed as long as the eccentricity e is small. Indeed, the inversion of (3.24)
provides u as a function of �0 as a series in the eccentricity:

u = �0 + e sinu
= �0 + e sin(�0 + e sinu)
= �0 + e sin(�0 + e sin(�0 + e sinu))

= �0 +
(

e− e3

8

)
sin �0 +

1
2

e2 sin(2�0) +
3
8

e3 sin(3�0) + O(e4) ,
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where O(e4) denotes a quantity of order e4. The complete solution can be expressed
as

u = �0 + e
∞∑
k=1

1
k

[
Jk−1(ke) + Jk+1(ke)

]
sin(k�0) , (3.25)

where Jk(x) are the Bessel’s functions of order k and argument x; they are defined
by the relation

Jk(x) ≡ 1
2π

∫ 2π

0

cos(kt− x sin t)dt .

The functions Jk(x) can be developed as follows:

J0(x) ≡
∞∑

m=0

(−1)m

(m!)2
(x

2

)2m

Jk(x) ≡ (
x

2

)k 1
k!

∞∑
m=0

(−1)m

m!
∏m

j=1(k + j)

(x
2

)2m
. (3.26)

Notice that equations (3.25), (3.26) provide the solution of Kepler’s equation with
arbitrary precision.

3.5 Parabolic motion

When e = 1 one gets the open trajectory described by the equation

r =
p

1 + cos f
. (3.27)

From (3.27) it follows that r + r cos f = p, namely r + x = p; using r =
√
x2 + y2

one obtains y2 = −2px + p2, namely

x = −y2

2p
+

p

2
,

which describes a parabola in the plane (y, x) with vertex coinciding with (p
2 , 0)

(see Figure 3.5).
Notice that equation (3.27) can be written in the form

r =
p

2

(
1 + tan2

f

2

)
.

Using (3.5), (3.27), one has: (p
2

)2 1
cos4 f

2

ḟ =
√
pμ ,

whose integration yields

2
(
μ

p3

)1/2

(t− t0) = tan
f

2
+

1
3

tan3
f

2
, (3.28)
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y

xO
2

p

Fig. 3.5. The parabolic solution of Kepler’s problem.

where t0 is the time of passage at perihelion. The solution of equation (3.28), known
as Barker’s equation, provides the variation of the true anomaly as a function of
time in the case of a parabolic orbit.

3.6 Hyperbolic motion

For e > 1, we write the polar equation as

r =
a(e2 − 1)
1 + e cos f

. (3.29)

Using the relations

x = r cos f , r =
√
x2 + y2 , b = a

√
e2 − 1 ,

we obtain
x2(e2 − 1)− y2 + a2(e2 − 1)2 − 2ae(e2 − 1)x = 0 ; (3.30)

since b = a
√

e2 − 1, the equation (3.30) becomes

(x− x0)2

a2
− y2

b2
= 1 ,

where we have introduced x0 = ae. From the angular momentum integral the
velocity can be written as

v2 = μ

(
2
r

+
1
a

)
.

Notice that r tends to infinity with a non–zero velocity given by v2 = μ
a .

From (3.29) one has

cos f =
a(e2 − 1)

er
− 1

e
. (3.31)
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From (3.17) and (3.19) one has n2a3 = μ; computing the derivative of (3.31) with
respect to r and using the angular momentum integral in the form h =

√
μp = r2ḟ

as well as p = a(e2 − 1), one finds

n
dt

dr
=

r

a
√

(a + r)2 − a2e2
.

Introducing the hyperbolic eccentric anomaly uh such that

r ≡ a(e coshuh − 1) , (3.32)

one obtains
n
dt

du
= e coshuh − 1

whose integration provides the hyperbolic Kepler’s equation

�0 = e sinhuh − uh ,

where �0 is the mean anomaly. Notice that such equation is not periodic and that
the solution tends quickly to infinity. From (3.29) and (3.32) one gets

e2 − 1
1 + e cos f

= e coshuh − 1 ;

using the formulae

cos f =
1− tan2 f

2

1 + tan2 f
2

, coshuh =
1 + tanh2 uh

2

1− tanh2 uh

2

,

one obtains the relation between the true and eccentric anomaly in the case of
hyperbolic motion:

tan
f

2
=

√
e + 1
e− 1

tanh
uh

2
.

Numerical methods for solving Kepler’s equation in the hyperbolic case were de-
veloped for example in [72,135].

3.7 Classification of the orbits

According to the value of the parameter e (the eccentricity) the trajectory coincides
with the following conic sections:

(i) e = 0: the trajectory is a circle;
(ii) 0 < e < 1: the trajectory is an ellipse;
(iii) e = 1: the trajectory is a parabola;
(iv) e > 1: the trajectory is a hyperbola.
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The same classification of the orbits can be inferred as a function of the energy.
In polar coordinates the energy is given by (see (3.7))

E =
1
2

(ṙ2 + r2ϑ̇2)− μ

r
,

where μ ≡ G(m1 + m2); using the angular momentum integral we can write

E =
1
2
ṙ2 + Ve(r) ,

where Ve(r) is the effective potential given by

Ve(r) =
h2

2r2
− μ

r
.

Then, we obtain
dr

dt
=
√

2(E − Ve(r)) .

Through the angular momentum integral one gets

ϑ− ϑ0 = h

∫
dr

r2
√

2(E − Ve(r))
= arccos

r0
r − 1√
1− E

E0

,

where r0 is such that Ve(r0) is minimum and E0 = E(r0), namely

r0 =
h2

μ
, E0 = − μ2

2h2
.

Recalling (3.11) we find

p = r0 , e =
√

1− E

E0
, ϑ0 = g0 .

In summary we obtain that the parameter e is related to the energy E by

e =

√
1 +

2h2E
μ2

.

According to the classification of the orbits in terms of the eccentricity we obtain
the following classification of the trajectories in terms of the energy:

(i) E = − μ2

2h2 (i.e. e = 0): the trajectory is a circle;
(ii) E < 0 (i.e. 0 < e < 1): the trajectory is an ellipse;
(iii) E = 0 (i.e. e = 1): the trajectory is a parabola;
(iv) E > 0 (i.e. e > 1): the trajectory is a hyperbola.
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3.8 Spacecraft transfers

As a practical implementation of Keplerian orbits, we consider the problem of
spacecraft transfers. The transfer of a spacecraft from one orbit to another is ob-
tained by implementing proper orbital maneuvers (see, e.g., [51]). The classical
ones are the so–called Hohmann transfer and bi–elliptic Hohmann transfer maneu-
vers, which are based on a careful combination of suitable Keplerian elliptic orbits.
Impulse maneuvers require a short firing of the on–board engines, so to allow for
a change of sign and direction of the velocity vector. A Hohmann transfer requires
two impulse maneuvers for transferring the spacecraft from one circular orbit of
radius rA to another coplanar circular orbit of radius rB , through an elliptic orbit
which is tangent to both circles at their periapses (see Figure 3.6(a)). The changes
of velocities required at the periapses can be easily computed using the angular
momentum integral. Bi–elliptic Hohmann transfers between the circles of radii rA
and rB are constructed using two semi–ellipses as in Figure 3.6(b). The first semi–
ellipse allows us to reach a point C outside the external circle (see Figure 3.6(b)),
while the second semi–ellipse joins with the target point B on the external circle.

(a)

B

B

A A

O
rArA

rB
rB

C(b)

Fig. 3.6. (a) A Hohmann transfer from the circular orbit of radius rA to the circular
orbit of radius rB . (b) A bi–elliptic Hohmann transfer from the point A on the circle of
radius rA to the point B on the circle of radius rB .

3.9 Delaunay variables

Classical action–angle variables (see [73] and Appendix A) for the two–body prob-
lem are known as Delaunay variables [18,169]. We present their detailed derivation
for the planar motion and we provide the results for the spatial case. Let (r, ϑ) be
the polar coordinates as in Figure 3.2 and let (pr, pϑ) be the conjugated momenta;
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it is readily seen that pϑ = h. The Hamiltonian function1 governing the two–body
motion is given by

H(pr, pϑ, r, ϑ) =
1
2

(
p2r +

p2ϑ
r2

)
− μ

r
.

Being ϑ a cyclic variable, we introduce the effective potential (see Figure 3.7) as

Ve(r) =
p2ϑ
2r2

− μ

r
, (3.33)

so that the Hamiltonian can be written as a one–dimensional Hamiltonian of the
form

H(pr, r) =
p2r
2

+ Ve(r) . (3.34)

For a fixed value E of the energy, let r± = r±(E) be the roots of Ve(r) = E, so
that

E − Ve(r) = −E

r2
(r+ − r)(r − r−) with r±(E) =

μ±
√
μ2 + 2Ep2ϑ
−2E

.

The period of the motion can be expressed as

T (E) = 2
∫ r+(E)

r−(E)

dr√
2(E − Ve(r))

= 2πμ
(

1
−2E

)3/2

.

By Kepler’s third law (3.17) one obtains the following relation between the semi-
major axis and the energy:

a = − μ

2E
. (3.35)

Let us define the action variable L0 as

L0 ≡
√
− μ2

2E

which in view of (3.35) provides

L0 =
√
μa .

On the other hand, since (3.34) does not depend on ϑ, we can define another action
variable as

G0 ≡ pϑ ;

using the expression for the angular momentum h =
√
μa(1− e2) and being pϑ = h,

one gets
G0 = L0

√
1− e2 .

1 See Appendix A for a basic introduction to Hamiltonian dynamics.
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Notice that one can express the elliptic elements, namely semimajor axis and ec-
centricity, in terms of the Delaunay action variables as

a =
L2
0

μ
, e =

√
1− G2

0

L2
0

.

The Hamiltonian function expressed in terms of the action variables becomes

H = H(L0) = − μ2

2L2
0

. (3.36)

As for the angle variables, we proceed as follows. Using the relations

pr = pr(L0, G0, r) =

√
−μ2

L2
0

+
2μ
r
− G2

0

r2
, pϑ = G0 ,

we introduce the generating function defining the Delaunay variables as

Φ(L0, G0, r, ϑ) =
∫

prdr +
∫

pϑdϑ =
∫ √

−μ2

L2
0

+
2μ
r
− G2

0

r2
dr + G0ϑ .

The angle variable conjugated to L0 is defined as

�0 =
∂Φ
∂L0

=
∫

μ2

L3
0

√
− μ2

L2
0

+ 2μ
r − G2

0
r2

dr .

Using (3.22) it follows that �0 coincides with the mean anomaly, namely

�0 = u− e sinu .

The angle variable conjugated to G0 is computed as

g0 =
∂Φ
∂G0

= ϑ−
∫

G0

r2
√
− μ2

L2
0

+ 2μ
r − G2

0
r2

dr .

Using (3.22) one finds that g0 = ϑ − f , which coincides with the argument of
perihelion.

In the spatial case, namely when the three bodies are not constrained to move
on the same plane, one needs to add a third pair of action–angle variables. Indeed,
in polar coordinates (r, ϑ, ϕ) the spatial two–body Hamiltonian is given by

H(pr, pϑ, pϕ, r, ϑ, ϕ) =
1
2

(
p2r +

p2ϑ
r2

+
p2ϕ

r2 sin2 ϑ

)
− μ

r
,

where (pr, pϑ, pϕ) are conjugated to (r, ϑ, ϕ). Define

G0 =

√
p2ϑ +

p2ϕ

sin2 ϑ
, H0 = pϕ
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and let the energy be

E =
1
2

(
p2r +

G2
0

r2

)
− μ

r
.

One easily finds that

pϑ = ±

√
G2
0 −

H2
0

sin2 ϑ
, pr = ±

√
2
(
E +

μ

r

)
− G2

0

r2
.

Having set

ϑ− = arcsin
H0

G0
, ϑ+ = 2π − ϑ−

and

r± = − 1
2E

(
μ±

√
μ2 + 2EG2

0

)
,

the action variables can be defined as

A1 ≡ 1
2π

∫ 2π

0

pϕdϕ = H0

A2 ≡ 1
2π

∫ ϑ+

ϑ−
pϑdϑ = G0 − |H0|

A3 ≡ 1
2π

∫ r+

r−
prdr = −G0 + L0 .

Being L2
0 = − μ2

2E , the new Hamiltonian is given by

H(A1, A2, A3) = − μ2

2(A1 + A2 + A3)2
.

Let α1, α2, α3 be the conjugated angle variables. The relation with the Delaunay
variables is obtained through the symplectic change of coordinates

L0 = |A1|+ A2 + A3 �0 = α3

G0 = |A1|+ A2 g0 = α2 − α3

H0 = |A1| h0 = α1 − α2 ,

where it can be shown (see, e.g., [53]) that H0 is related to G0 by

H0 = G0 cos i ,

being i the inclination of the orbital plane with respect to a fixed inertial reference
frame. The angle variable h0 conjugated to H0 coincides with the longitude of the
ascending node, namely the angle formed by the x–axis of the reference frame with
the line of nodes given by the intersection of the orbital plane with the xy–reference
plane. The Hamiltonian function of the spatial case becomes

H = H(L0) = − μ2

2L2
0

.
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We remark that if the eccentricity is zero, then G0 = L0 and the argument of
perihelion is not defined; similarly, when the inclination is zero, then H0 = G0 and
the longitude of the ascending node is not defined. In these cases it is convenient
to introduce the modified Delaunay variables defined as

Λ = L0 λ = �0 + g0 + h0

Γ = L0 −G0 = L0

(
1−

√
1− e2

)
γ = −g0 − h0

Φ = G0 −H0 = 2G0 sin2
i

2
ϕ = −h0 .

The singularities are now represented by Γ = 0 and Φ = 0, for which γ and ϕ are not
defined. We remark that for small values of the eccentricity and of the inclination,
it is often convenient to introduce the so–called Poincaré variables defined as

p1 =
√

2Γ cos γ p2 =
√

2Φ cosϕ
q1 =

√
2Γ sin γ q2 =

√
2Φ sinϕ .
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Fig. 3.7. Graph of the effective potential Ve(r) given in (3.33) for pϑ = 0.4025 and μ = 1.

3.10 The two–body problem with variable mass

3.10.1 The rocket equation

In this section we study the two–body problem formed by a planet and a satellite
and we assume that the mass of the satellite is not constant, but varies with time.
For example, we can imagine dealing with an artificial satellite, whose mass vari-
ation is due to the loss of fuel. We assume that the decrease of the mass of the
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rocket is constant, namely
dm

dt
= −b (3.37)

for some positive constant b. Let us denote by vp the exhaust velocity of the expelled
particles with respect to the spacecraft; let Δt = t−t0 with t0 being the initial time
and let Δv = v(t)−v(t0) be the variation of the velocity. Let mv be the momentum
at time t, and let (m − bΔt)(v + Δv) be the momentum at time t + Δt. Without
external forces acting on the rocket (as in the case of high–thrust engines), the
total change of linear momentum is given by (see [152])

(m− bΔt)(v + Δv) + bΔt(v + vp)−mv = 0 .

In the limit for Δt tending to zero, one gets the rocket equation (see, e.g., [152]):

m
dv

dt
= −bvp . (3.38)

Recalling (3.37) and assuming vp constant, the solution of (3.38) is given by

Δv = −vp log
m(t0)
m

,

where m(t0) is the initial mass. Notice that the quantity Δv is the velocity needed
for the maneuver, which depends on the rate of mass loss.

3.10.2 Gylden’s problem

A physical sample described by a two–body problem with variable mass is composed
by a planet orbiting around a central star which varies its mass [58, 88, 90, 116].
Following classical results by Jeans [98] one can assume a mass variation according
to the law

dm

dt
= −αmj , (3.39)

where α is usually small and j varies in the interval [1.4, 4.4]. For example, in the
case of the Sun, the decrease of mass by radiation implies that α is of the order of
10−12 or 10−13, where the units of measure have been assumed as the solar mass,
the astronomical unit and the year; a bigger α must be adopted in the case of
corpuscolar emission.

Denoting by vC the velocity of the center of mass and by F the sum of all
external forces, the equation of motion is given by

d

dt
(mvC) = F .

For a point within the body let v be its velocity and let vm be the relative velocity
of the escaping or incident mass with respect to the center of mass [91]; then, we
can write the equation of motion as

m(t)
dv

dt
= F + vm

dm(t)
dt

. (3.40)
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When the mass is ejected isotropically, for example as for the solar wind, the sum
of the contributions of the second term of the right–hand side of (3.40) cancels out
and the equation of motion reduces to the so–called Gylden’s equation

m(t)
dv

dt
= F . (3.41)

If the body travels within a stationary cloud and accumulates mass, then it is
vm = −v and the equation of motion (3.40) reduces to the so–called Levi–Civita’s
equation

d

dt
(m(t)v) = F .

In the rest of this section we will concentrate on the analysis of Gylden’s equation
(3.41). Let us denote by x ∈ R3 the two–body relative position vector and by
X ∈ R3 the conjugated momentum vector. In suitable units of measure let us
write the Hamiltonian function associated to (3.41) as

H0(X,x, t) =
1
2
X ·X − k(t)

‖x‖ , (3.42)

where in (3.41) we assumed F = − k(t)
‖x‖3x (‖ · ‖ denotes the Euclidean norm in R3)

with k(t) taking into account the mass variation (eventually one can assume that
the dependence upon time is due to a time variation of the gravitational constant).
According to [56] we assume that

k(t) ≡ k0
ε(t)

, (3.43)

where ε(t0) = 1 for some initial time t0; we also assume that at any time ε(t) is
positive and that ε̇(t) �= 0. From (3.42) the equations of motion read as

ẋ = X

Ẋ = −k(t)
x

‖x‖3 ,

from which we obtain that the angular momentum vector h = x ∧ X is constant
(as it follows from ḣ = ẋ∧X + x∧ Ẋ). Let us show that a suitable coordinate and
time transformation gives (3.42) in the form of a perturbed Kepler’s problem. Let
(y, Y ) denote a new set of variables obtained through the generating function

Φ1(X, y, t) ≡ εy

(
X − 1

2
ε̇y

)
,

which provides the change of coordinates:

x = εy , X =
1
ε
Y + ε̇y .

Denoting by δ(t) ≡ ε3ε̈, the Hamiltonian in the new variables takes the form

H1(Y , y, t) =
1
ε2

(1
2
Y · Y − k0

‖y‖ +
1
2
δ(t)‖y‖2

)
.
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Next we perform a change of time according to

dt = ε2dτ ; (3.44)

setting δ(τ) = δ(t(τ)) through the transformation (3.44), the new Hamiltonian
becomes

H2(Y , y, τ) =
1
2
Y · Y − k0

‖y‖ +
1
2
δ(τ)‖y‖2 , (3.45)

with associated Hamilton’s equations

dy

dτ
=

∂H2

∂Y
,

dY

dτ
= −∂H2

∂y
.

From (3.43) and (3.44) we obtain

k̇

k
= − ε̇

ε
,

τ̈

τ̇
= −2ε̇

ε
,

which yield
τ̈

τ̇
=

2k̇
k

,

usually referred to as the law of marginal acceleration in ephemeris time [56].
Let us express the Hamiltonian (3.45) in terms of the Delaunay variables in-

troduced in Section 3.9. To this end, we set y = (r cosϑ, r sinϑ), Y = (pr cosϑ −
pϑ
r sinϑ, pr sinϑ+ pϑ

r cosϑ) and we perform a change of variables from (pr, pϑ, r, ϑ)
to Delaunay variables (L0, G0, �0, g0) through the generating function

Φ2(L0, G0, r, ϑ, t) =
∫ r

r0

√
− k2

L2
0

+
2k
r
− G2

0

r2
dr + G0ϑ ,

where r0 is a root of the function A(L0, G0, r) ≡ − k2

L2
0

+ 2k
r −

G2
0

r2 . With the present
notation the semimajor axis and the eccentricity of the osculating Keplerian orbit
are related to the action Delaunay variables by

a =
L2
0

k
, e =

√
1− G2

0

L2
0

.

The time derivative of the generating function is given by

∂Φ2

∂t
=

k̇

k

[
k

∫ r

r0

dr

r
√
A(L0, G0, r)

− k

a

∫ r

r0

dr√
A(L0, G0, r)

]

=
k̇

k

[
L3
0

k2
k

a
u− L3

0

k2
k

a
(u− e sinu)

]

=
k̇

k
L0e sinu .
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Finally, the one–dimensional, time–dependent Hamiltonian function describing
Gylden’s problem is given by

H3(L0, �0, t;G0) = H2 +
∂Φ2

∂t
= − k2

2L2
0

+
k̇

k
L0e sinu ,

where u is related to �0 by Kepler’s equation �0 = u−e sinu, which can be inverted
to provide sinu = sin �0 + e

2 sin 2�0 − e2

8 (sin �0 − 3 sin 3�0) +O(e3). Here L0, G0, �0
should be interpreted as the osculating elements of the Keplerian motion having
k = k(t) constant.

In the following example we choose j = 3 in (3.39), so that the variation of
the mass is given by the equation ṁ = −αm3, whose integration provides m(t) =

1√
2αt

. We assume that the gravitational constant does not vary with time and we
normalize it to one, so that k(t) coincides with m(t). The Hamiltonian function
of Gylden’s problem, depending parametrically on the eccentricity e and on the
perturbing parameter α, turns out to be:

HG(L0, �0, t; e, α) = −m(t)2

2L2
0

− αm(t)2L0e
(

sin �0 +
e
2

sin 2�0

− e2

8
(sin �0 − 3 sin 3�0)

)
.



4 The three–body problem and the
Lagrangian solutions

The solution of the two–body problem is provided by Kepler’s laws, which state
that for negative energies a point–mass moves on an ellipse whose focus coincides
with the other point–mass. As shown by Poincaré [149], the dynamics becomes
extremely complicated when you add the gravitational influence of a third body.
In Section 4.1 we shall focus on a particular three–body problem, known as the
restricted three–body problem, where it is assumed that the mass of one of the
three bodies is so small that its influence on the others can be neglected (see,
e.g., [21, 44, 94, 131, 163, 169]). As a consequence the primaries move on Keplerian
ellipses around their common barycenter; a simplified model consists in assuming
that the primaries move on circular orbits and that the motion takes place on
the same plane. Action–angle Delaunay variables are introduced for the restricted
three–body problem and the expansion of the perturbing function is provided.
In the framework of the planar, circular, restricted three–body problem we derive
the special solutions found by Lagrange, which are given by stationary points in the
synodic reference frame (Section 4.2). The existence and stability of such solutions
is also discussed in the framework of a model in which the primaries move on elliptic
orbits (Section 4.3) as well as in the context of the elliptic, unrestricted three–body
problem (Section 4.4).

4.1 The restricted three–body problem

Let P1, P2, P3 be three bodies with masses m1, m2, m3, respectively; throughout
this section the three bodies are assumed to be point–masses. In the restricted
problem one takes m2 much smaller than m1 and m3, so that P2 does not affect
the motion of P1 and P3. As a consequence we can assume that the motion of P1

and P3, to which we refer as the primaries, is Keplerian. Concerning the motion
of P2 around the primaries, the region where the attraction of P1 or that of P3 is
dominant is called the sphere of influence; an estimate of such a domain is provided
in Appendix B.

4.1.1 The planar, circular, restricted three–body problem

The simplest non–trivial three–body model assumes that P1 and P3 move on a cir-
cular orbit around the common barycenter and that the motion of the three bodies
takes place on the same plane. We refer to such a model as the planar, circular,
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restricted three–body problem. In an inertial reference frame whose origin coincides
with the barycenter of the three bodies, let ξ

1
, ξ

2
, ξ

3
∈ R2 be the corresponding

coordinates. From Newton’s gravitational law one obtains that the motion of P1

and P2 is described by the equations

d2ξ
1

dt2
= G

m2(ξ
2
− ξ

1
)

|ξ
2
− ξ

1
|3 + G

m3(ξ
3
− ξ

1
)

|ξ
3
− ξ

1
|3 ,

d2ξ
2

dt2
= −G

m1(ξ
2
− ξ

1
)

|ξ
2
− ξ

1
|3 − G

m3(ξ
2
− ξ

3
)

|ξ
2
− ξ

3
|3 .

Next we consider a (heliocentric) reference frame with origin coinciding with P1;
let r2 ≡ ξ

2
− ξ

1
, r3 ≡ ξ

3
− ξ

1
be the relative positions with ρ2 ≡ |r2|, ρ3 ≡ |r3|.

Then, one obtains

d2r2
dt2

= −G(m1 + m2)r2
ρ32

− Gm3r3
ρ33

+
Gm3(r3 − r2)
|r3 − r2|3

.

Setting μ ≡ G(m1 + m2) and ε = Gm3, one has

d2r2
dt2

+
μr2
ρ32

= −ε ∂R
∂r2

,

where the function R takes the form

R =
r2 · r3
ρ33

− 1
|r3 − r2|

. (4.1)

Notice that for ε = 0 the dynamics reduces to the two–body problem of the motion
of P2 around P1. For this reason we shall refer to ε as the perturbing parameter
and to R as the perturbing function of the Keplerian motion. Recalling (3.36) we
can write the three–body Hamiltonian as

H0(L0, G0, �0, g0) = − μ2

2L2
0

+ εR(L0, G0, �0, g0) , (4.2)

where R is given by (4.1) and the functions r2, r3 must be expressed in terms
of the Delaunay variables. Since the motion of P3 around P1 is circular, normal-
izing the time so that the angular velocity of P3 is equal to one, one obtains
r3 = (ρ3 cos t, ρ3 sin t). Denoting by ϑ the longitude of P2 and using r2 · r3 =
ρ2ρ3 cos(ϑ − t), one obtains |r3 − r2| =

√
ρ22 + ρ23 − 2ρ2ρ3 cos(ϑ− t). As a conse-

quence, the perturbing function takes the form

R =
ρ2 cos(ϑ− t)

ρ23
− 1√

ρ22 + ρ23 − 2ρ2ρ3 cos(ϑ− t)
. (4.3)

We immediately remark that R depends upon the difference ϑ − t; being ϑ =
g0 + f , one obtains that R depends on the difference g0 − t. Therefore we perform
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the canonical change of variables from the Delaunay coordinates (L0, G0, �0, g0)
introduced in Chapter 3 to a new set of variables (L,G, �, g) defined as

� = �0 , L = L0 ,

g = g0 − t , G = G0 .

The transformed Hamiltonian takes the form

H(L,G, �, g) = − μ2

2L2
−G

+ ε
ρ2 cos(g + f)

ρ23
− ε√

ρ22 + ρ23 − 2ρ2ρ3 cos(g + f)
,

where ρ2, f are intended to be expressed in terms of the mean anomaly.

4.1.2 Expansion of the perturbing function

The perturbing function (4.3) can be written in terms of the Delaunay variables.
Here we compute explicitly the first few coefficients of its Fourier–Taylor series
expansion and we refer to Appendix C (see also [61, 67, 68]) for general formulae
valid at any order.

Let us introduce the Legendre polynomials Pj(x) defined through the recursive
relations

P0(x) = 1
P1(x) = x

Pj+1(x) =
(2j + 1)Pj(x)x− jPj−1(x)

j + 1
for any j ≥ 1 .

Apart from a constant factor, the second term in (4.3) becomes

1√
ρ22 + ρ23 − 2ρ2ρ3 cos(ϑ− t)

=
1
ρ3

∞∑
j=0

Pj(cos(ϑ− t))
(
ρ2
ρ3

)j

,

from which we obtain

R = − 1
ρ3

∞∑
j=2

Pj(cos(ϑ− t))
(
ρ2
ρ3

)j

. (4.4)

The inversion of Kepler’s equation (3.24) up to the second order in the eccentricity
yields

u = � + e sin � +
e2

2
sin(2�) + O(e3) .

Using (3.23) one obtains

f = � + 2e sin � +
5
4

e2 sin 2l + O(e3) ,
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so that
ϑ− t = g + � + 2e sin � +

5
4

e2 sin 2� + O(e3) . (4.5)

In a similar way, from ρ2 = a(1− e cosu) one obtains:

ρ2 = a

(
1 +

1
2

e2 − e cos �− 1
2

e2 cos 2�
)

+ O(e3) . (4.6)

Recall that the ecccentricity is a function of the Delaunay variables through the

relation e =
√

1− G2

L2 . The powers (ρ2
a )j for j = 2, 3, . . . admit the following

expansions:(
ρ2
a

)2

= 1 +
3
2

e2 − 2e cos �− 1
2

e2 cos 2� + O(e3)

(
ρ2
a

)3

= 1 + 3e2 − 3e cos � + O(e3)

(
ρ2
a

)4

= 1 + 5e2 − 4e cos � + e2 cos 2� + O(e3)

(
ρ2
a

)5

= 1− 5e cos � + e2
(

15
2

+
5
2

cos 2�
)

+ O(e3) . . . .

From (4.4), one gets:

R = − 1
ρ3

[P2(cos(ϑ− t)) (ρ2
a )2( a

ρ3
)2 + P3(cos(ϑ− t)) (ρ2

a )3( a
ρ3

)3

+P4(cos(ϑ− t)) (ρ2
a )4( a

ρ3
)4 + P5(cos(ϑ− t)) (ρ2

a )5( a
ρ3

)5] + . . . .

Casting together (4.5), (4.6) and normalizing the unit of length so that ρ3 = 1, one
obtains the expansion

R = R00(L,G) + R10(L,G) cos � + R11(L,G) cos(� + g)
+ R12(L,G) cos(� + 2g) + R22(L,G) cos(2� + 2g)
+ R32(L,G) cos(3� + 2g) + R33(L,G) cos(3� + 3g)
+ R44(L,G) cos(4� + 4g) + R55(L,G) cos(5� + 5g) + . . . , (4.7)

where the coefficients Rij are given by the following expressions:

R00 = −L4

4

(
1 +

9
16

L4 +
3
2

e2
)

+ . . . , R10 =
L4e
2

(
1 +

9
8
L4

)
+ . . .

R11 = −3
8
L6

(
1 +

5
8
L4

)
+ . . . , R12 =

L4e
4

(9 + 5L4) + . . .

R22 = −L4

4

(
3 +

5
4
L4

)
+ . . . , R32 = −3

4
L4e + . . .

R33 = −5
8
L6

(
1 +

7
16

L4

)
+ . . . , R44 = −35

64
L8 + . . .

R55 = − 63
128

L10 + . . . (4.8)
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4.1.3 The planar, elliptic, restricted three–body problem

If we assume that P3 orbits around P1 on an elliptic orbit with eccentricity e′, the
corresponding motion is described by a Hamiltonian function with three degrees of
freedom; if ψ denotes the longitude of P3 and Ψ is the conjugated action variable,
the Hamiltonian of the elliptic case is given by

H(L,G,Ψ, �, g, ψ) = − 1
2L2

+ Ψ + εR(L,G, �, g, ψ; e′) ,

where R(L,G, �, g, ψ; e′) depends parametrically on e′ and, in normalized units, ε
is the primaries mass–ratio. Up to constants, the first few Fourier coefficients of
the series expansion of the perturbing function are the following:

R(L,G, �, g, ψ) =

= −L4

4

(
5
2

+
9
16

L4 − 3
2
G2

L2
+

3
2

e′2
)

+ L4 e
2

(
1 +

9
8
L4

)
cos(�)

−3
8
L6

(
1 +

5
8
L4

)
cos(� + g − ψ) +

L4

4
e(9 + 5L4) cos(� + 2g − 2ψ)

−L4

4

(
3 +

5
4
L4

)
cos(2� + 2g − 2ψ)− 3

4
L4e cos(3� + 2g − 2ψ)

−5
8
L6

(
1 +

7
16

L4

)
cos(3� + 3g − 3ψ)− 35

64
L8 cos(4� + 4g − 4ψ)

− 63
128

L10 cos(5� + 5g − 5ψ)− L4

(
3
4

e′ +
45
64

L4e′
)

cos(ψ)

−L4

(
21
8

e′ +
45
32

e′L4

)
cos(2� + 2g − 3ψ)

−L4

(
− 3

8
e′ +

5
32

e′L4

)
cos(2� + 2g − ψ) + . . .

4.1.4 The inclined, circular, restricted three–body problem

We assume that the motion of P3 around P1 is circular, but we let the planes of
the orbits of P2 and P3 have a non–zero mutual inclination i. Using the spatial
Delaunay variables (L,G,H, �, g, h) introduced in Chapter 3, denoting with ψ the
longitude of P3, the Hamiltonian function takes the form:

H(L,G,H, �, g, h, ψ) = − 1
2L2

−H + εR(L,G,H, �, g, h, ψ) ,

where, setting γ =
√

1
2 −

H
2G , up to constants the first few terms of the Fourier

expansion of the perturbing function are given by
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R(L,G,H, �, g, h, ψ) = −L4

(
1
4

+
3
8

e2 +
9
64

L4 − 3
2
γ2
)

−
(

3
4
− 3

2
γ2 +

5
16

L4

)
cos(2� + 2g + 2h− 2ψ)

−
(
− 1

2
e + 3γ2e− 9

16
eL4

)
cos(�)−

(
3
4

e− 3
2
γ2e
)

cos(3� + 2g + 2h− 2ψ)

−
(
− 9

4
e +

9
2
γ2e− 5

4
eL4

)
cos(� + 2g + 2h− 2ψ)− 3

2
γ2 cos(2� + 2g)

−3
2
γ2 cos(2h− 2ψ)− 3

2
γ2e cos(3� + 2g)

+
9
2
γ2e cos(� + 2g) +

3
2
γ2e cos(� + 2h− 2ψ)

+
3
2
γ2e cos(�− 2h + 2ψ)− L6

(
3
8

+
15
64

L4

)
cos(� + g + h− ψ)

−
(

5
8

+
35
128

L4

)
L6 cos(3� + 3g + 3h− 3ψ)

−35
64

L8 cos(4� + 4g + 4h− 4ψ)− 63
128

L10 cos(5� + 5g + 5h− 5ψ) + . . .

4.2 The circular, restricted Lagrangian solutions

In the framework of the restricted, planar, circular three–body problem, Euler
and Lagrange proved that in a rotating reference frame the equations of motion
admit the existence of equilibrium solutions, known as the collinear and triangular
equilibrium points. A concrete example is provided by the Trojan and Greek groups
of asteroids, which (approximately) form an equilateral triangle with Jupiter and
the Sun.

The mathematical derivation of such equilibrium solutions is the following. Con-
sider a sidereal reference frame (O, ξ, η, ζ), where O coincides with the barycenter
of the three bodies, the ξ axis lies along the direction joining the bodies with masses
m1 and m3 at time t = 0, η is orthogonal to ξ and belongs to the orbital plane,
while ζ is perpendicular to the orbital plane. Let (ξi, ηi, ζi), i = 1, 3, be the coordi-
nates of the primaries P1 and P3. We normalize the units of measure so that the
distance between the primaries is unity and that G(m1 +m3) = 1. Without loss of
generality we assume that m1 > m3 and let

μ ≡ m3

m1 + m3
,

so that μ1 ≡ Gm1 = 1 − μ, μ3 ≡ Gm3 = μ. The equations of motion of P2 with
coordinates (ξ, η, ζ) can be written as
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ξ̈ = μ1
ξ1 − ξ

r31
+ μ3

ξ3 − ξ

r33

η̈ = μ1
η1 − η

r31
+ μ3

η3 − η

r33

ζ̈ = μ1
ζ1 − ζ

r31
+ μ3

ζ3 − ζ

r33
, (4.9)

where r1 and r3 denote the distances from the primaries:

r1 =
√

(ξ1 − ξ)2 + (η1 − η)2 + (ζ1 − ζ)2 ,

r3 =
√

(ξ3 − ξ)2 + (η3 − η)2 + (ζ3 − ζ)2 .

Let us introduce a synodic reference frame (O, x, y, z), rotating with the angular
velocity n of the primaries, where n has been normalized to one, due to the choice
of the units of measure. Let us fix the axes so that the coordinates of the primaries
become (x1, y1, z1) = (−μ3, 0, 0), (x3, y3, z3) = (μ1, 0, 0). The link between the
synodic and the sidereal reference frames is

ξ = cos(t)x− sin(t)y
η = sin(t)x + cos(t)y
ζ = z , (4.10)

while the distances of P2 from the primaries are now given by

r1 =
√

(x + μ3)2 + y2 + z2 , r3 =
√

(x− μ1)2 + y2 + z2 . (4.11)

Computing the second derivative of (4.10) with respect to time and inserting the
result in (4.9) one obtains the equations of motion in the synodic frame:

ẍ− 2ẏ =
∂U

∂x

ÿ + 2ẋ =
∂U

∂y

z̈ =
∂U

∂z
, (4.12)

where the function U is defined as

U = U(x, y, z) ≡ 1
2

(x2 + y2) +
μ1
r1

+
μ3
r3

. (4.13)

Multiplying (4.12) by ẋ, ẏ, ż and adding the results, one obtains:

ẋẍ + ẏÿ + żz̈ =
∂U

∂x
ẋ +

∂U

∂y
ẏ +

∂U

∂z
ż ; (4.14)

notice that the left–hand side of (4.14) is equal to 1
2

d
dt (ẋ

2 + ẏ2 + ż2), while the
right–hand side is equal to dU

dt . Therefore, integrating with respect to time one gets

ẋ2 + ẏ2 + ż2 = 2U − CJ , (4.15)
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where CJ is a constant of integration, called the Jacobi integral. Using (4.13) one
obtains

CJ = x2 + y2 + 2
μ1
r1

+ 2
μ3
r3
− (ẋ2 + ẏ2 + ż2) . (4.16)

Notice that (4.15) implies 2U − CJ ≥ 0. The curves of zero velocity are defined
through the expression CJ = 2U ; such a relation defines a boundary, called Hill’s
surface, which separates regions where motion is allowed or forbidden. An example
of Hill’s region is given in Figure 4.1.

Fig. 4.1. The triangular and collinear equilibrium points with an example of Hill’s sur-
faces.

Let us now turn to the determination of the position of the equilibrium points
in the planar case with z = 0 [142], since we assumed that the motion of the three
bodies takes place on the same plane. Recalling (4.11) and using μ1 + μ3 = 1 one
has:

μ1r
2
1 + μ3r

2
3 = x2 + y2 + μ1μ3 .

Inserting such an expression in U one has

U = μ1

(
r21
2

+
1
r1

)
+ μ3

(
r23
2

+
1
r3

)
− 1

2
μ1μ3 .

The equilibrium points are the solutions of the system obtained imposing that the
partial derivatives of (4.13) with respect to x and y are zero:

∂U

∂x
=

∂U

∂r1

∂r1
∂x

+
∂U

∂r3

∂r3
∂x

= μ1

(
r1 −

1
r21

)
x + μ3
r1

+ μ3

(
r3 −

1
r23

)
x− μ1
r3

= 0

∂U

∂y
=

∂U

∂r1

∂r1
∂y

+
∂U

∂r3

∂r3
∂y

= μ1

(
r1 −

1
r21

)
y

r1
+ μ3

(
r3 −

1
r23

)
y

r3
= 0 . (4.17)
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A solution of (4.17) is obtained by solving the equations

r1 −
1
r21

= 0 , r3 −
1
r23

= 0 ,

from which one obtains r1 = r3 = 1, namely

(x + μ3)2 + y2 = 1 , (x− μ1)2 + y2 = 1 .

Solving these equations, one finds the equilibrium solutions(
1
2
− μ3,

√
3

2

)
,

(
1
2
− μ3,−

√
3

2

)
,

which correspond to the triangular Lagrangian solutions, usually denoted as L4

and L5 (see Figure 4.1).
Other solutions are obtained observing that y = 0 solves the second of (4.17);

in particular, there exist three collinear equilibrium solutions usually denoted as
L1, L2, L3, where L1 is located between the primaries, while L2 and L3 are outside
the primaries. We derive in detail the location of L1; the same procedure can be
straightforwardly extended to L2 and L3.

At L1 we have y = 0 and r1 = x + μ3, r3 = −x + μ1, so that r1 + r3 = 1;
moreover, ∂r1

∂x = −∂r3
∂x = 1. Replacing in ∂U

∂x = 0, one obtains

μ1

(
1− r3 −

1
(1− r3)2

)
− μ3

(
r3 −

1
r23

)
= 0 ,

from which one gets

μ3
3μ1

= r33
1− r3 + r23

3

(1 + r3 + r23)(1− r3)3
.

Define α ≡ ( μ3
3μ1

)1/3; developing α in Taylor series, one finds

α = r3 +
1
3
r23 +

1
3
r33 +

53
81

r43 + . . .

Inverting such relation, for example using the Lagrange inversion method [142], one
has

r3 = α− 1
3
α2 − 1

9
α3 − 23

81
α4 + . . . (4.18)

Since r3 represents the distance along the x–axis from the body with mass m3, the
solution (4.18) provides the location of the equilibrium point L1 as a function of the
mass ratio α. Similar computations can be performed for L2 such that r1 = x+μ3
and r3 = x−μ1 with r1−r3 = 1, and for L3 such that r1 = −x−μ3 and r3 = −x+μ1
with r3 − r1 = 1.

To give a concrete example, in the Moon–Earth system the location of the
equilibrium points is the following: L1 lies at 3.26 · 105 km from the Earth, L2 is



72 4 The three–body problem and the Lagrangian solutions

at 4.49 · 105 km, L3 is about 3.82 · 105 km from the Earth, while L4 and L5 are the
triangular positions at 3.84 · 105 km, being located on the Moon’s orbit.

We conclude with a discussion on the linear stability of the equilibrium positions
(see [142]). Let us denote by (x�, y�) one of the five stationary solutions (L1, . . . , L5);
let (δx, δy) be a small displacement from the equilibrium and let (x, y) ≡ (x� +
δx, y� + δy). Let us insert such coordinates in (4.12) and expand the derivatives of
U in a neighborhood of the equilibrium solution. Using the notation

Uxx =
∂2U(x�, y�)

∂x2
, Uxy =

∂2U(x�, y�)
∂x∂y

, Uyy =
∂2U(x�, y�)

∂y2
,

the equations for the variations (δx, δy) can be written as

⎛
⎜⎜⎝

δ̇x
δ̇y
δ̈x
δ̈y

⎞
⎟⎟⎠ = A

⎛
⎜⎜⎝

δx
δy
δ̇x
δ̇y

⎞
⎟⎟⎠ ,

where

A ≡

⎛
⎜⎜⎝

0 0 1 0
0 0 0 1

Uxx Uxy 0 2
Uxy Uyy −2 0

⎞
⎟⎟⎠ .

The eigenvalues of A are the solutions of the secular equation det(A − λI4) = 0
(where I4 is the 4× 4 identity matrix), namely

λ4 + (4− Uxx − Uyy)λ2 + (UxxUyy − U2
xy) = 0 .

This equation admits four roots:

λ1,2 = ±
[

1
2

(Uxx + Uyy − 4)− 1
2

[(4− Uxx − Uyy)2 − 4(UxxUyy − U2
xy)]

1
2

] 1
2

λ3,4 = ±
[

1
2

(Uxx + Uyy − 4) +
1
2

[(4− Uxx − Uyy)2 − 4(UxxUyy − U2
xy)]

1
2

] 1
2

.

The equilibrium solution is stable, if the eigenvalues are purely imaginary.
For the collinear equilibrium position L1, one has y� = 0, r1 = x� + μ3,

r3 = −x� + μ1; defining M ≡ μ1
r31

+ μ3
r33

, the characteristic equation becomes

λ4 + (2−M)λ2 + (1 + M − 2M2) = 0 .

Therefore the product of the four eigenvalues amounts to 1 + M − 2M2, with the
constraints λ1 = −λ2, λ3 = −λ4. The eigenvalues are purely imaginary provided
that λ21 = λ22 < 0 and λ23 = λ24 < 0, which imply that 1 + M − 2M2 > 0, namely
− 1

2 < M < 1. These inequalities would guarantee the stability of the equilibrium
point; however, computing M at the collinear point L1 one finds that M > 1. In
fact, in the case of L1 we know that r1 < 1 and r3 < 1, so that M > μ1 + μ3 = 1.
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We conclude that the collinear point L1 is unstable for any value of the masses.
The same conclusion holds for L2 and L3.

Concerning the triangular equilibrium positions one has x� = 1
2−μ3, y� = ±

√
3
2 ,

r1 = r3 = 1. Computing the derivatives of U at the equilibria, one obtains

Uxx =
3
4
, Uyy =

9
4
, Uxy = ±3

√
3

4
(1− 2μ3) .

The eigenvalues become

λ1,2 = ±

√
−1−

√
1− 27(1− μ3)μ3
√

2
,

λ3,4 = ±

√
−1 +

√
1− 27(1− μ3)μ3
√

2
.

The eigenvalues are purely imaginary provided

1− 27(1− μ3)μ3 ≥ 0 ; (4.19)

recalling that we assumed m1 > m3, so that μ1 > μ3 with μ1 +μ3 = 1, taking into
account the inequality (4.19) one obtains

μ3 ≤
27−

√
621

54

 0.0385 . (4.20)

In conclusion, if the masses verify (4.20), then the triangular equilibrium solutions
are linearly stable.

4.3 The elliptic, restricted Lagrangian solutions

Consider the planar motion of a body P2(x, y) of mass μ2 in the gravitational field of
two primaries, P1(x1, y1) and P3(x3, y3) with masses μ1 and μ3, which are assumed
to move on elliptic orbits around their common center of mass O; let f denote the
true anomaly of the common ellipse and let r = a(1−e2)

1+e cos f be the distance between
P1 and P3. In an inertial barycentric reference frame, the cartesian equations of
the motion of P2 are given by

ẍ = −μ1(x− x1)
r31

− μ3(x− x3)
r33

ÿ = −μ1(y − y1)
r31

− μ3(y − y3)
r33

,

where r1 =
√

(x− x1)2 + (y − y1)2, r3 =
√

(x− x3)2 + (y − y3)2; the above equa-
tions are associated to the Lagrangian function

L(ẋ, ẏ, x, y, r, f) =
1
2

(ẋ2 + ẏ2) +
μ1
r1

+
μ3
r3

,
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where the coordinates of the primaries, (x1, y1) and (x3, y3), depend upon r and f
in the following way:

x1 = −μ3r cos f , x3 = μ1r cos f ,

y1 = −μ3r sin f , y3 = μ1r sin f .

Next we move to a barycentric reference frame (O, ξ, η) rotating with variable
angular velocity, such that at each instant of time the rotation angle is equal to f
with ḟ = h

r2 , h being the angular momentum and having assumed G(m1+m3) = 1.
The transformation equations are given by

x = ξ cos f − η sin f
y = ξ sin f + η cos f .

Thus, the primaries oscillate on the ξ–axis and have coordinates

ξ1 = −μ3r , ξ3 = μ1r ,

η1 = 0 , η3 = 0 .

The new Lagrangian function takes the form:

L(ξ̇, η̇, ξ, η, r, f) =
1
2

(ξ̇2 + η̇2) +
1
2

(ξ2 + η2)ḟ2 + (ξη̇ − ξ̇η)ḟ +
μ1
r1

+
μ3
r3

.

The transformation to the so–called rotating–pulsating coordinates (X,Y ) is
achieved through the further change of variables:

ξ = rX

η = rY ;

the primaries are now in a fixed position with coordinates (X1, Y1) = (−μ3, 0),
(X3, Y3) = (μ1, 0) and the Lagrangian function takes the form

L(Ẋ, Ẏ ,X, Y, r, f) =
r2

2
(Ẋ2 + Ẏ 2) + rṙ(XẊ + Y Ẏ )

+(X2 + Y 2)
(

1 +
ṙ2

2
+

h2

2r2

)
+ h(XẎ − Y Ẋ) +

1
r

(
μ1
r1

+
μ3
r3

)
.

Finally, we change the time taking the true anomaly as independent variable
through the transformation

dt =
1
h
r2 df .

Denoting by X ′ ≡ dX
df and Y ′ ≡ dY

df , the new Lagrangian function is given by

L(X ′, Y ′, X, Y, r, f) =
1
2

(X ′2+Y ′2)+XY ′−Y X ′+ r

2h2
(X2+Y 2)+

r

h2

(
μ1
r21

+
μ3
r23

)
.
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The corresponding equations of motion take a form similar to that of the circular
case (see (4.12)), being

X ′′ − 2Y ′ = ΩX

Y ′′ + 2X ′ = ΩY , (4.21)

where we define Ω = Ω(X,Y, f) as

Ω =
1

1 + e cos f

[
1
2

(X2 + Y 2) +
μ1
r1

+
μ3
r3

+
1
2
μ1μ3

]

and ΩX , ΩY denote the derivatives with respect to X, Y , respectively. Let Ω0 be
defined through the relation

Ω0 ≡ (1 + e cos f)Ω .

The equivalent of the Jacobi integral is obtained from (4.21) multiplying the first
equation by X ′ and the second by Y ′; adding the results one obtains:(

dX

df

)2

+
(
dY

df

)2

= 2
∫

(ΩXdX + ΩY dY ) . (4.22)

Let us write the derivative of Ω with respect to the true anomaly as

Ωf =
e sin f

(1 + e cos f)2
Ω0 .

Then, (4.22) becomes:(
dX

df

)2

+
(
dY

df

)2

= 2
∫

(dΩ− Ωfdf)

= 2Ω− 2e
∫

Ω0 sin f
(1 + e cos f)2

df − Ce ,

where Ce is a constant which reduces to the Jacobi integral in the circular case
e = 0.

The stationary solutions of (4.21) are given by

∂Ω
∂X

= 0 ,
∂Ω
∂Y

= 0

or equivalently by
∂Ω0

∂X
= 0 ,

∂Ω0

∂Y
= 0 ,

which imply that the solutions of the elliptic problem coincide with those of the
circular case. In particular, the triangular solutions are located at (12 − μ3,±

√
3
2 ),

which pulsate as the coordinates. In order to analyze the stability, one starts by
introducing a displacement (δX , δY ) from the libration points, say X ≡ X� + δX ,
Y ≡ Y� + δY , where (X�, Y�) coincides with one of the five stationary solutions; the
linearized equations can be written as
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δ′′X − 2δ′Y =
1

1 + e cos f
[Ω(�)

0,XXδX + Ω(�)
0,XY δY ]

δ′′Y + 2δ′X =
1

1 + e cos f
[Ω(�)

0,Y XδX + Ω(�)
0,Y Y δY ] ,

where Ω(�)
0,XX denotes the second derivative of Ω0 with respect to X computed at

the stationary solution (X�, Y�) (similarly for the other derivatives). A numerical
procedure based on Floquet theory (see Appendix D) and on the computation of
the characteristic exponents (see [52]) provides the domain of the linear stability
in the parameter plane (μ, e).

Figure 4.2 shows the regions of linear stability of the triangular solutions (com-
pare with [52]): at μ 
 0.028 one has linear instability for any value of the eccen-
tricity; at μ 
 0.038 one has instability also for e = 0, while the eccentricity can
have a stabilizing effect up to μ 
 0.047 (notice that the point D in Figure 4.2 has
coordinates D(0.047, 0.314)). The collinear points are always unstable, as in the
circular case, for any value of the eccentricity and of the mass parameter.

Fig. 4.2. The shaded area denotes a region of equilibrium of the elliptic, restricted trian-
gular solutions as the parameters μ and e are varied (after [52]; reproduced by permission
of the AAS).

4.4 The elliptic, unrestricted triangular solutions

Let P1, P2, P3 be three bodies of masses m1, m2, m3 which are subject to the
mutual gravitational attraction; we assume that the three bodies move in the same
plane and we denote the position vectors in an inertial reference frame by means
of the two–dimensional vectors q

1
, q

2
, q

3
. The equations of motion can be written

as
miq̈i =

∂U

∂q
i

, i = 1, 2, 3 , (4.23)

where
U(q) =

∑
1≤i<j≤3

mimj

‖q
j
− q

i
‖ .
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Following [154] (see also [134]) the generalization of the Lagrangian solutions of
the restricted case is obtained by looking for a periodic homographic1 solution of
the form

q
i
(t) = ψ(t)zi , i = 1, 2, 3, (4.24)

where zi are constant vectors and ψ(t) is an unknown function, which can be found
as follows. Inserting (4.24) in (4.23) one obtains

miziψ̈(t) =
∑

1≤j≤3,j �=i

mimjψ(t)(zj − zi)
|ψ(t)|3‖zj − zi‖3

, i = 1, 2, 3,

which can be split as

ψ̈(t) = −ν ψ(t)
|ψ(t)3|∑

1≤j≤3,j �=i

mimj(zj − zi)
‖zj − zi‖3

+ νmizi = 0 , (4.25)

where ν is a real constant. From the first equation we recognize that ψ(t) is a
solution of a Keplerian motion; summing the second equation in (4.25) over i =
1, 2, 3, one obtains

3∑
i=1

mizi = 0 , (4.26)

showing that the center of mass is located at the origin of the reference frame. Let
d be the length of the sides of the triangular solution; the scaling factor ν can be set
to one by a proper choice of d. In fact, the first component of the second equation
in (4.25) is given by

νz1 =
1
d3
[
m2(z1 − z2) + m3(z1 − z3)

]
=

M

d3
z1 ,

where M = m1 + m2 + m3 denotes the total mass. Setting

d = M
1
3 , (4.27)

we obtain ν = 1.
If p

i
(i = 1, 2, 3) denote the momenta conjugated to q

i
, the Hamiltonian gov-

erning the three–body problem can be written as

H1(p
1
, p

2
, p

3
, q

1
, q

2
, q

3
) =

‖p
1
‖2

2m1
+
‖p

2
‖2

2m2
+
‖p

3
‖2

2m3

− m1m2

‖q
2
− q

1
‖ −

m1m3

‖q
3
− q

1
‖ −

m2m3

‖q
3
− q

2
‖ . (4.28)

1 A homographic solution is a configuration which remains similar to itself all times.
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The center of mass and the total linear momentum can be eliminated through a
transformation to Jacobi coordinates:

u1 = q
2
− q

1
v1 = − m2

m1 + m2
p
1

u2 = q
3
− 1

m1 + m2
(m1q1 + m2q2) v2 = −m3

M
(p

1
+ p

2
+ p

3
) + p

3

u3 =
1
M

(m1q1 + m2q2 + m3q3) v3 = p
1

+ p
2

+ p
3
. (4.29)

An alternative reduction is obtained through the transformation to heliocentric
coordinates as in Appendix E. Recalling (4.24) and (4.26), we obtain

3∑
i=1

miqi = ψ(t)
3∑

i=1

mizi = 0 ,

3∑
i=1

p
i

= ψ̇(t)
3∑

i=1

mizi = 0 ,

which imply the elimination of the center of mass and of the total linear momentum,
since the above equations yield that u3 = 0 and v3 = 0. Under the transformation
(4.29) the Hamiltonian (4.28) becomes:

H2(v1, v2, u1, u2) =
‖v1‖2
2M1

+
‖v2‖2
2M2

− m1m2

‖u1‖
− m1m3

‖u2 + M3u1‖
− m2m3

‖u2 + M4u1‖
,

(4.30)
where M1 ≡ m1m2

m1+m2
, M2 ≡ m3(m1+m2)

M , M3 ≡ m2
m1+m2

, M4 ≡ − m1
m1+m2

. Transform-
ing to polar coordinates and making use of the constancy of the angular momentum
allows us to reduce to three degrees of freedom. More precisely, we start by per-
forming a coordinate change from (ui, vi) ∈ R4 to (ri, ϑi, Ri,Θi) ∈ R4, defined
as

ui =
(
ri cosϑi

ri sinϑi

)
, vi =

(
Ri cosϑi − Θi

ri
sinϑi

Ri sinϑi + Θi

ri
cosϑi

)
, i = 1, 2 .

The Hamiltonian (4.30) becomes

H3(R1, R2,Θ1,Θ2, r1, r2, ϑ1, ϑ2) =
1

2M1

(
R2
1 +

Θ2
1

r21

)
+

1
2M2

(
R2
2 +

Θ2
2

r22

)

− m1m2

r1
− m1m3

ρ1
− m2m3

ρ2
, (4.31)

where

ρ1 ≡
√
r22 + M2

3 r
2
1 + 2M3r1r2 cos(ϑ2 − ϑ1) ,

ρ2 ≡
√
r22 + M2

4 r
2
1 + 2M4r1r2 cos(ϑ2 − ϑ1) .

Since (4.31) depends on ϑ1, ϑ2 through the difference ϑ2 − ϑ1, we can perform the
canonical change of variables

ξ = ϑ1 Ξ = Θ1 + Θ2

λ = ϑ2 − ϑ1 Λ = Θ2 ,
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which makes the Hamiltonian (4.31) independent of ξ. Therefore, setting Ξ = h,
where h denotes the constant angular momentum, the transformed Hamiltonian
becomes:

H4(R1, R2, Λ, r1, r2, λ) =
1

2M1

(
R2
1 +

(h− Λ)2

r21

)
+

1
2M2

(
R2
2 +

Λ2

r22

)

− m1m2

r1
− m1m3

δ1
− m2m3

δ2
, (4.32)

where

δ1 ≡
√
r22 + M2

3 r
2
1 + 2M3r1r2 cosλ , δ2 ≡

√
r22 + M2

4 r
2
1 + 2M4r1r2 cosλ .

Remark. In the planetary case one assumes that one mass is much larger than
the others, say m1 = μ1, m2 = εμ2, m3 = εμ3, where ε is a small quantity and μi

(i = 1, 2, 3) is of the order of unity. Then, applying the change of variables

R̃i =
Ri

ε
, r̃i = ri , Λ̃ =

Λ

ε
, λ̃ = λ , h̃ =

h

ε
,

one obtains the Hamiltonian

H5

(
R̃1, R̃2, Λ̃, r̃1, r̃2, λ̃

)
=

ε

2M1

(
R̃2
1 +

(h̃− Λ̃)2

r̃21

)
+

ε

2M2

(
R̃2
2 +

Λ̃2

r̃22

)

− μ1μ2
r̃1

− μ1μ3

δ̃1
− ε

μ2μ3

δ̃2
, (4.33)

where δ̃i are the quantities δi with ri, λ replaced by r̃i, λ̃. Observing that

ε

M1
=

1
μ2

+ O(ε) ,
ε

M2
=

1
μ3

+ O(ε) ,

one finds that the Hamiltonian (4.33) can be written as

H6(R̃1, R̃2, Λ̃, r̃1, r̃2, λ̃) =
1

2μ2

(
R̃2
1 +

(h̃− Λ̃)2

r̃21

)
+

1
2μ3

(
R̃2
2 +

Λ̃2

r̃22

)

− μ1μ2
r̃1

− μ1μ3

δ̃1
+ εF

(
R̃1, R̃2, Λ̃, r̃1, r̃2, λ̃

)
, (4.34)

for a suitable function F = F (R̃1, R̃2, Λ̃, r̃1, r̃2, λ̃). The Hamiltonian (4.34) is equal
to the sum of two decoupled Kepler’s motions, perturbed by a function of order ε,
which can be considered as a small parameter. This model fits the planetary case
where one mass (corresponding to the Sun) is much larger than those of the other
bodies (the planets), which can be assumed to be of the same order of magnitude.

Coming back to the Lagrangian positions, let us denote by γ = γ(t) the periodic or-
bit corresponding to the triangular configuration with sides of length d as in (4.27).
Following [154] the stability of such configurations is investigated by linearizing the
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equations of motion associated to the Hamiltonian function (4.32) around the peri-
odic solution. One obtains a time–dependent, periodic, linear system in the overall
set of variables z ∈ R6 of the form:

ż = JD2H4(γ(t))z , (4.35)

where J is the 6 × 6–dimensional matrix J =
(

0 I3
−I3 0

)
(being In with n ∈ Z+

the n × n identity matrix) and D2H4(γ(t)) denotes the Hessian of H4 computed
along the periodic orbit. Let T be its period; the linear stability analysis involves
the determination of the monodromy matrix C = Z(T ), where Z is the 6 × 6–
dimensional matrix, solution of (4.35) with initial data Z(0) = I6. The eigenvalues
of C are the so–called characteristic multipliers, which are symmetric about the
unit circle, due to the Hamiltonian character of the dynamics. The system is linearly
stable if all multipliers have modulus one. In particular, two multipliers are unity:
one of them is associated to the periodic orbit and the other to the Hamiltonian.
Therefore, the linear stability is determined by the remaining four eigenvalues.
Indeed, a suitable change of variables allows us to decouple the system: one part
is associated to the unitary eigenvalues and a second part is a 4 × 4–dimensional
system associated to the other eigenvalues (see [154]). In the latter case, the secular
equation of order 4 depends on two parameters: the eccentricity and the mass
parameter β defined as

β ≡ 27
m1m2 + m1m3 + m2m3

(m1 + m2 + m3)2
.

In the circular case the characteristic multipliers can be analytically computed and
it is shown that they are purely imaginary if 0 ≤ β < 1; this is a classical result,
already obtained by E.J. Gascheau in the 19th century ([74], see also [156]).

In the elliptic case the characteristic multipliers are obtained through a numeri-
cal integration; the results show that the triangular configuration becomes unstable
as the eccentricity increases (see [154]). In particular, the stability is lost through
a period–doubling bifurcation (namely two multipliers collide at −1 and move off
along the real axis). For β = 3

4 the system becomes unstable for any value of the
eccentricity; afterwards there is an interval where the stability is maintained locally
for non–zero values of the eccentricity, even though the circular solution is unsta-
ble. Finally the stability is lost through a Krein bifurcation, according to which
two multipliers collide on the unitary circle and move off in the complex plane (see
Figure 4.3).



Fig. 4.3. The linear stability of the elliptic, unrestricted, triangular solutions within the
plane (β,e). The meaning of the labels is the following: S denotes a linear stability region,
pd is the period doubling curve ending at β = 3

4
, kc is the Krein collision curve starting

at β = 1 (reprinted from [154] with permission from Elsevier).



5 Rotational dynamics

The dynamics of celestial bodies is essentially ruled by two motions: the revolution
around a primary body and the rotation about an internal spin–axis. To a first
approximation one can deal with a rigid body motion, where no internal defor-
mations are considered. A suitable model for the rotational dynamics is obtained
through the introduction of the Euler angles (Section 5.1), while the Hamiltonian
formulation can be derived in terms of the Andoyer–Deprit variables (Section 5.2).
We consider first the free rigid body motion (Section 5.3), and then the perturbed
one under the effect of the gravitational influence of a primary body (Section 5.4).

A simplified model is provided by the spin–orbit problem (Section 5.5), where
the rigid body moves on a Keplerian orbit around the primary; moreover, one
assumes that the spin–axis is perpendicular to the orbital plane and that it coin-
cides with the shortest physical axis. The corresponding Hamiltonian function is
one–dimensional with an explicit time dependence. The dynamics around the res-
onances can be conveniently described by averaging such a Hamiltonian. Relaxing
the assumption that the body is rigid, one needs to consider the effect of tidal forces
which provide the so–called dissipative spin–orbit problem. We also discuss the mo-
tion of a point–mass around an oblate primary (Section 5.6), and the interaction
between two bodies of finite dimensions (Section 5.7).

Another model of rotational dynamics is given by the dumbbell satellite com-
posed by two point–masses connected by a rigid rod, whose barycenter moves
around a primary body (Section 5.9); relaxing the assumption that the rod is
rigid, one obtains the tether satellite (Section 5.8).

5.1 Euler angles

Let us consider a rigid body S with ellipsoidal shape, rotating about a fixed pointO.
We introduce a reference frame (O, i, j, k), whose axes coincide with the directions
of the principal axes of inertia of the rigid body; let (O, I, J,K) be a fixed reference
frame with origin coinciding with that of the body frame. We denote by n the line
of nodes, defined as the intersection between the planes (i, j) and (I, J). The Euler
angles (ϕ,ψ, ϑ) (see Figure 5.1) are introduced as follows:

0 ≤ ϕ ≤ 2π is the precession angle formed by the directions of I and n;
0 ≤ ψ ≤ 2π is the proper rotation angle formed by the directions of n and i;
0 ≤ ϑ ≤ π is the nutation angle formed by the directions of K and k.
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Fig. 5.1. Euler angles.

In the body reference frame the components (ω1, ω2, ω3) of the angular velocity
of rotation are derived as follows. Since ϑ̇ has the same direction as n, while ϕ̇ is
aligned with K and ψ̇ with k, their projections on the body reference frame are
given by:

ϑ̇1 = ϑ̇ cosψ ϕ̇1 = ϕ̇ sinϑ sinψ ψ̇1 = 0
ϑ̇2 = −ϑ̇ sinψ ϕ̇2 = ϕ̇ sinϑ cosψ ψ̇2 = 0
ϑ̇3 = 0 ϕ̇3 = ϕ̇ cosϑ ψ̇3 = ψ̇ .

Therefore we get:

ω1 = ϕ̇ sinϑ sinψ + ϑ̇ cosψ
ω2 = ϕ̇ sinϑ cosψ − ϑ̇ sinψ
ω3 = ϕ̇ cosϑ + ψ̇ . (5.1)

Let I1, I2, I3 be the principal moments of inertia of the rigid body S, which is as-
sumed to be subject to a force with potential energy V (ϕ,ψ, ϑ) [5]. The Lagrangian
function describing the motion is given by

L(ϑ̇, ϕ̇, ψ̇, ϑ, ϕ, ψ) =
1
2

(I1ω2
1 + I2ω

2
2 + I3ω

2
3)− V (ϕ,ψ, ϑ)

=
1
2
I1(ϕ̇ sinϑ sinψ + ϑ̇ cosψ)2

+
1
2
I2(ϕ̇ sinϑ cosψ − ϑ̇ sinψ)2

+
1
2
I3(ϕ̇ cosϑ + ψ̇)2 − V (ϕ,ψ, ϑ) .

It is readily seen that the energy is preserved. The rigid body is said to have a
gyroscopic structure whenever two moments of inertia coincide, say I1 = I2 with
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I1 �= I3; in this case the Lagrangian function takes the form

L(ϑ̇, ϕ̇, ψ̇, ϕ, ψ, ϑ) =
1
2
I1(ϑ̇2 + ϕ̇2 sin2 ϑ) +

1
2
I3(ϕ̇ cosϑ + ψ̇)2 − V (ϕ,ψ, ϑ) .

For the free rigid body motion the momenta conjugated to ϕ and ψ are constants,
since the kinetic part depends only on the angle ϑ.

5.2 Andoyer–Deprit variables

The rigid body dynamics can be conveniently described through a set of action–
angle coordinates, known as Andoyer–Deprit variables [55]. In the general case in
which the rotation axis does not necessarily coincide with a principal direction, we
introduce three reference frames with the same origin O located at the center of
mass:

– (O, I, J,K) is an inertial reference frame, for example with the plane (I, J)
coinciding with the ecliptic plane (or the Laplace plane1) at some epoch;

– (O, i, j, k) is a body frame, with the axes coinciding with the principal axes;
– (O, i1, i2, i3) is a spin frame, with the vertical axis aligned with the angular

momentum.

We introduce the following lines of nodes:

– m is the intersection of (I, J) with the plane (i1, i2);
– n is the intersection of (i, j) with the plane (i1, i2);
– n is the intersection of (I, J) with the plane (i, j).

The angles ϕ, ψ, ϑ, g, �, h, J , K are defined as follows (see also Figure 5.2):

– (ϑ, ϕ, ψ) are the Euler angles of the body frame with respect to the inertial
frame;

– (J, g, �) are the Euler angles of the body frame with respect to the spin frame;
– (K,h, 0) are the Euler angles of the inertial frame with respect to the spin

frame, where we assume that i1 coincides with m.

We also remark that m ≡ i3 ∧K denotes the line of nodes between the inertial
plane and the plane orthogonal to the angular momentum; n ≡ K ∧ k is the line
of nodes between the inertial and equatorial planes; n ≡ k ∧ i3 is the line of nodes
between the equatorial plane and the plane orthogonal to the angular momentum;
the angle g provides the motion of the equatorial axis with respect to the inertial
frame; the angle � gives the motion of the angular momentum with respect to the
body frame; the angle h provides the motion of the angular momentum with respect
to the inertial frame; the angle ϑ is formed by the direction of the vertical principal
axis of the ellipsoid with the vertical axis of the inertial frame.
1 The Laplace plane can be defined as the plane with respect to which the orbital incli-
nation has a constant value.
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Fig. 5.2. Andoyer–Deprit angles.

If M0 denotes the angular momentum, we introduce the following variables
defined as the projections on the axes i3, k, K:

G ≡ M0 · i3 = M0

L ≡ M0 · k = G cos J
H ≡ M0 ·K = G cosK , (5.2)

where J is the so–called non–principal rotation angle formed by the vertical axes
of the spin and body frames, while K is the so–called obliquity angle formed by the
vertical axes of the spin and inertial frames. We denote by

(G, g), (L, �), (H,h)

the Andoyer–Deprit variables. Let pϕ, pψ, pϑ be the momenta conjugated to the
Euler angles. Their relations with the Andoyer–Deprit variables are the following:

pϕ = H

pψ = L

pϑ = G sinJ sin(�− ψ) . (5.3)

Proposition. The transformation from (pϕ, pψ, pϑ, ϕ, ψ, ϑ) to (G,L,H, g, �, h) is
canonical.

Proof. To prove the canonicity of the transformation we need to show that (see,
e.g. [5])

Gdg + Ld� + Hdh = pϕdϕ + pψdψ + pϑdϑ . (5.4)
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Fig. 5.3. A spherical triangle.

From properties of spherical trigonometry applied to the spherical triangle of Fig-
ure 5.3, one obtains:

dg = − sin J sin(ψ − �)dϑ + cosKd(ϕ− h) + cos Jd(ψ − �) .

Using (5.3) it is readily proved that (5.4) holds. �

5.3 Free rigid body motion

Taking into account the relations (5.1) we can express the momenta conjugated to
the Euler angles as

pϕ = (I1ω1 sinψ + I2ω2 cosψ) sinϑ + I3ω3 cosϑ
pϑ = I1ω1 cosψ − I2ω2 sinψ
pψ = I3ω3 . (5.5)

Inverting (5.5) one obtains

I1ω1 =
pϕ − pψ cosϑ

sinϑ
sinψ + pϑ cosψ

I2ω2 =
pϕ − pψ cosϑ

sinϑ
cosψ − pϑ sinψ

I3ω3 = pψ . (5.6)

Using the relations (5.2), (5.3) and (5.6) one finds:

I1ω1 = G

[
cosK − cos J cosϑ

sinϑ
sinψ + sinJ sin(�− ψ) cosψ

]

I2ω2 = G

[
cosK − cos J cosϑ

sinϑ
cosψ − sin J sin(�− ψ) sinψ

]
I3ω3 = L . (5.7)
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From elementary properties of spherical trigonometry applied to the triangle of
Figure 5.3, one finds2

cosK = cos J cosϑ + sin J sinϑ cos(ψ − �) ;

together with (5.7) this relation provides

I1ω1 = G sinJ sin �
I2ω2 = G sinJ cos �
I3ω3 = L .

Finally, we can write the Hamiltonian of a free rigid body motion as

H(G,L,H, g, �, h) =
1
2

(G2 − L2)
(

sin2 �
I1

+
cos2 �
I2

)
+

1
2
L2

I3
,

which does not depend on H as well as on the angles g and h. Notice that in the
gyroscopic case I1 = I2 the Hamiltonian function becomes:

H(G,L,H, g, �, h) =
G2 − L2

2I1
+

1
2
L2

I3
, (5.8)

which does not depend on H as well as on the angles g, � and h. Therefore, the
associated Hamilton’s equations provide that the actions (G,L,H) are constants.
As for the angles, one has

ġ =
G

I1
, �̇ =

(
1
I3
− 1

I1

)
L , ḣ = 0 ,

which means that the rigid body rotates around the symmetry axis with constant
velocity and that it precedes with uniform velocity.

Remark. The Andoyer–Deprit variables are not well–defined if K = 0 or J = 0;
in these situations one can introduce a transformation to non–singular variables
defined as

λ1 = � + g + h Λ1 = G

λ2 = −� Λ2 = G− L = G(1− cos J)
λ3 = −h Λ3 = G−H = G(1− cosK) . (5.9)

The corresponding Hamiltonian is given by

H(Λ1, Λ2, Λ3, λ1, λ2, λ3) =
(Λ1 − Λ2)2

2I3
+

1
2

(
Λ2
1−(Λ1−Λ2)2

)(
sin2 λ2
I1

+
cos2 λ2
I2

)
.

2 Consider a spherical triangle with angles A, B, C and opposite sides a, b, c; then:
cosA = − cosB cosC + sinB sinC cos a.
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5.4 Perturbed rigid body motion

Let the rigid body S of mass m be subject to the gravitational attraction of a
perturber point–mass body P with mass M . We assume that the rigid body moves
on a Keplerian orbit with instantaneous orbital radius vector r, joining P with the
barycenter of S; denoting by |S| the volume of S and by x the position vector with
respect to the barycenter of a generic point of the rigid body, the potential takes
the form

Ṽ ≡ −
∫
S

GMm

|r + x|
dx

|S| . (5.10)

The development of Ṽ in spherical harmonics is given by (see [57,103,112])

Ṽ = −GM
∞∑
i=0

i∑
j=0

1
ri+1

Pij(sin θ)(Cij cos jφ + Sij sin jφ) ,

where (r, φ, θ) are, respectively, the modulus of r, the longitude φ and the latitude
θ measured eastward in a reference frame with origin in the barycenter of the
rigid body, Cij and Sij are the potential coefficients which depend on the density
distribution of the rigid body, Pij are the Legendre associated functions defined by
the set of equations

Pij(sin θ) ≡ cosj θ
n∑

k=0

Tijk sini−j−2k θ , n =
[
i− j

2

]

Tijk ≡ (−1)k(2i− 2k)!
2ik!(i− k)!(i− j − 2k)!

.

The lowest significative order of the development of the potential, say Ṽ2, is given
by

Ṽ2 = −GMm

r

(
Re

r

)2 [
C20P2(sin θ) + C22P22(sin θ) cos 2φ

]
, (5.11)

where Re is the body’s equatorial radius and P2(sin θ) is the Legendre polynomial
of second order; the spherical harmonic terms C20, C22 are given by

C20 ≡
1
2

1
mR2

e

(I1 + I2 − 2I3) , C22 ≡
1
4

1
mR2

e

(I2 − I1) .

Let us denote by (x̃, ỹ, z̃) the coordinates of the unitary vector oriented toward P
in the body frame, namely

x̃ = cosφ cos θ
ỹ = sinφ cos θ
z̃ = sin θ .
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Then, we can write an expression for P2(sin θ), P22(sin θ) cos 2φ in terms of (x̃, ỹ, z̃)
as

P2(sin θ) =
2z̃2 − x̃2 − ỹ2

2
, P22(sin θ) cos 2φ = 3(x̃2 − ỹ2) .

In order to express (x̃, ỹ, z̃) with respect to the inertial frame we need to define
the matrices R1(α), R2(α), R3(α) as the rotations of angle α with the subscript
denoting the rotation axis. Denoting by f the true anomaly of S along its Keplerian
orbit, we obtain:⎛

⎝ x̃
ỹ
z̃

⎞
⎠ = R3(�)R1(J)R3(g)R1(K)R3(h)

⎛
⎝ cos f

sin f
0

⎞
⎠ . (5.12)

In the general case, encompassing also J and K close to zero, one introduces non–
singular angles as in (5.9) by defining λ1 = �+ g + h, in terms of which we provide
the following definition of spin–orbit resonance.

Definition. A spin–orbit resonance of order p : q, for p, q ∈ Z with q �= 0, occurs
whenever the ratio of the rates of variation of λ1 and of the mean anomaly �0 is
equal to p/q, namely

λ̇1

�̇0
=

p

q
. (5.13)

The relation (5.13) means that during q revolutions around P, the body S makes
p rotations about its spin–axis. The associated resonant angle is equal to

σ ≡ qλ1 − p�0
q

.

The synchronous resonance is characterized by p = q = 1, which implies that the
body always points the same face toward the perturber, since the period of rotation
around the spin–axis coincides with the period of revolution about P. This is the
case of the Moon–Earth system, where astronomical data provide that the period
of revolution of the Moon around the Earth and the period of rotation about the
spin–axis are equal to 27.322 days.
At the end of the 17th century G.D. Cassini formulated three laws about the motion
of the Moon around the Earth. Observing that an equilibrium state is provided by
J = K = 0 and by σ = � = h = 0, the Cassini laws can be expressed as follows:

(1) the Moon rotates around a principal axis in a synchronous resonance;
(2) the spin–axis and the orbit normal form a constant angle (which means that

K is constant);
(3) the spin–axis, the orbit normal and the ecliptic normal lie in the same plane.
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5.5 The spin–orbit problem

A simple paradigmatic model of rotational dynamics is provided by the spin–orbit
problem (see, e.g., [23,172]) obtained by setting to zero the non–principal rotation
angle as well as the obliquity: J = K = 0. In this case G = L = H, namely
Λ2 = Λ3 = 0, while the kinetic part reduces to Λ2

1
2I3

. Also the potential energy
simplifies, since for J = K = 0, taking into account (5.12), we obtain

x̃ = cos(f − λ1) , ỹ = sin(f − λ1) , z̃ = 0 .

The above relations imply that the non–trivial term in Ṽ2 is provided by

Ṽ2 = −GMm

a3
R2

e

(
a

r

)3 [
3C22(x̃2 − ỹ2)

]

= −1
2
GM
a3

(
a

r

)3 3
2
I2 − I1
I3

I3 cos(2λ1 − 2f) .

We adopt the units of measure such that the mean motion, which by Kepler’s law
coincides with GM

a3 , is equal to one. We define the equatorial ellipticity as

ε ≡ 3
2
I2 − I1
I3

;

as a consequence, the potential can be written as:

Ṽ2 = −ε

2

(
a

r

)3

I3 cos(2λ1 − 2f) .

We will specify two different spin–orbit models: the first one is subject only to
the gravitational attraction of the perturber, while the second model takes into
account a dissipative contribution due to the internal non–rigidity of the body.
The two models will be referred to as the conservative and dissipative spin–orbit
problems.

5.5.1 The conservative spin–orbit problem

Consider the motion of a rigid body S with triaxial structure, under the gravita-
tional influence of a point–mass perturber P. We assume that

(i) S moves on an elliptic Keplerian orbit with semimajor axis a and eccentricity
e (namely, the perturbations due to other bodies are neglected);

(ii) the spin–axis coincides with the smallest physical axis of the ellipsoid (namely,
with the largest principal axis of inertia so that J = 0);

(iii) the spin–axis is perpendicular to the orbital plane (namely, the obliquity K is
zero);

(iv) dissipative effects are neglected.
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Under such assumptions the Hamiltonian governing the dynamics is given by

H0(Λ1, λ1, t) =
Λ2
1

2I3
− ε

2

(
a

r

)3

I3 cos(2λ1 − 2f) , (5.14)

where it is intended that the Hamiltonian depends upon the time through the
quantities r and f . Making the change of variables y = Λ1

I3
, x = λ1, then (5.14)

reduces to

H(y, x, t) =
y2

2
− ε

2

(
a

r

)3

cos(2x− 2f) .

The corresponding Hamilton’s equations are

ẏ = −ε
(
a

r

)3

sin(2x− 2f)

ẋ = y , (5.15)

which are equivalent to

ẍ + ε

(
a

r

)3

sin(2x− 2f) = 0 . (5.16)

In the spin–orbit problem the quantity x denotes the angle formed by the direction
of the largest physical axis (which by assumptions (ii) and (iii) belongs to the
orbital plane) with a reference axis, say the perihelion line (see Figure 5.4).

r

P

S

f x

Fig. 5.4. The geometry of the spin–orbit problem.

Remarks.
(a) The Moon, as well as most of the evolved satellites of the solar system, are
observed to move in a synchronous resonance; the only exception is provided by
Mercury [48], which moves in a 3:2 spin–orbit resonance, since the orbital period is
equal to the rotational period within an error of the order of 10−4. It means that,
almost exactly, during two orbital revolutions around the Sun, Mercury makes three
rotations about its spin–axis.

(b) The parameter ε = 3
2
I2−I1

I3
is zero in the case of equatorial symmetry I1 = I2. In

this case the equation of motion is trivially integrable. For regular bodies like the
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Moon or Mercury, the parameter ε is of the order of 10−4 and the corresponding
dynamical system is nearly–integrable.

(c) The orbital radius and the true anomaly are known functions of time, being
determined through the Keplerian relations:

r = a(1− e cosu)

f = 2 arctan

(√
1 + e
1− e

tan
u

2

)
, (5.17)

where u is related to the mean anomaly �0 by means of Kepler’s equation
�0 = u− e sinu.

(d) The orbital radius and the true anomaly depend on the eccentricity e; for e = 0
one has r = a, f = t + t0 for a suitable constant t0; henceforth, for circular orbits
(5.16) reduces to the integrable equation ẍ + ε sin(2x− 2t− 2t0) = 0.

(e) Considering the lift of the angle x on R, we interpret a p : q spin–orbit resonance
for p, q ∈ Z with q > 0 as a periodic solution for (5.16), say t ∈ R→ x = x(t) ∈ R,
such that

x(t + 2πq) = x(t) + 2πp for any t ∈ R .

Expanding (5.17) in power series of the orbital eccentricity, equation (5.16) can
be developed in Fourier series as

ẍ + ε

+∞∑
m�=0,m=−∞

W

(
m

2
, e
)

sin(2x−mt) = 0 , (5.18)

where the expressions of the first few coefficients W (m
2 , e) are reported in Table 5.1;

the coefficients have been expanded in power series of the orbital eccentricity as
W (m

2 , e) ≡Wm
0 (e) + Wm

1 (e) + Wm
2 (e) + . . . , being Wm

j (e) = O(ej).

Table 5.1. Expansion in powers of the orbital eccentricity of the coefficients W (m
2
, e)

appearing in (5.18).

m
2

Wm
0 (e) Wm

1 (e) Wm
2 (e) Wm

3 (e) Wm
4 (e) Wm

5 (e) Wm
6 (e) Wm

7 (e)

−1 e4

24
7e6

240

− 1
2

e3

48
11e5

768
313e7

30720

1
2

− e
2

e3

16
− 5e5

384
− 143e7

18432

1 1 − 5e2

2
13e4

16
− 35e6

288

3
2

7e
2

− 123e3

16
489e5

128
− 1763e7

2048

2 17e2

2
− 115e4

6
601e6

48

5
2

845e3

48
− 32525e5

768
208225e7

6144

3 533e4

16
− 13827e6

160
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Considering the series expansion (5.18) up to the order 4 in the eccentricity,
one obtains

ẍ + ε

[
e4

24
sin(2x + 2t) +

e3

48
sin(2x + t) +

(
− e

2
+

e3

16

)
sin(2x− t) +

+
(

1− 5
2

e2 +
13
16

e4
)

sin(2x− 2t) +
(

7
2

e− 123
16

e3
)

sin(2x− 3t) +

+
(

17
2

e2 − 115
6

e4
)

sin(2x− 4t) +
845
48

e3 sin(2x− 5t) +

+
533
16

e4 sin(2x− 6t)
]

= 0 , (5.19)

which can be written in the form

ẍ + εV (x, t) = 0 ,

for a suitable periodic function V = V (x, t). Such an equation corresponds to that
of a pendulum subject to a forcing term, depending periodically upon the time.

5.5.2 The averaged equation

For a given resonance of order p : 2, let us define the resonant angle γ ≡ x− p
2 t; in

terms of γ equation (5.18) becomes

γ̈ + εW

(
p

2
, e
)

sin 2γ + ε

+∞∑
m�=0,p, m=−∞

W

(
m

2
, e
)

sin(2γ + (p−m)t) = 0 .

Averaging over the time one obtains the pendulum equation

γ̈ + εW

(
p

2
, e
)

sin 2γ = 0 ,

which admits the energy integral

1
2
γ̇2 − ε

2
W

(
p

2
, e
)

cos 2γ = E ,

being E the total mechanical energy. The equilibrium points correspond to γ = 0
and γ = π

2 (modulus π). If W (p
2 , e) > 0 then γ = 0 is stable, while γ = π

2 is unstable.
The maximum width ηp(e) of the resonant region around the stable point amounts
to ηp(e) ≡ 2

√
εW (p

2 , e). For example, taking into account the expressions provided
in Table 5.1, one has

η2(0.0549) = 0.037 , η3(0.0549) = 0.016 ,

η2(0.2056) = 0.023 , η3(0.2056) = 0.020 ,

where p = 2 corresponds to the 1:1 resonance, p = 3 to the 3:2 resonance, e = 0.0549
is the eccentricity of the Moon and e = 0.2056 is that of Mercury; we have assumed
ε = 3.45 · 10−4 for the Moon and ε = 1.5 · 10−4 for Mercury (see also [33]).
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5.5.3 The dissipative spin–orbit problem

In writing equation (5.16) we have explicitly neglected the dissipative effects; among
these terms, the most important contribution is typically due to the internal non–
rigidity of the body and it can be described by a model of tidal torque [78,79,123,
147]). Within the different expressions existing in the literature, we quote a tidal
torque depending linearly on the relative angular velocity as [147]

T (ẋ; t) = −Kd

[
L(e, t)ẋ−N(e, t)

]
,

where

L(e, t) =
a6

r6
, N(e, t) =

a6

r6
ḟ .

Moreover, the coefficient Kd is named the dissipative constant; it depends on the
physical and orbital features of the body. More precisely, Kd takes the form

Kd ≡ 3n
k2
ξQ

(
Re

a

)3
M

m
,

where n is the mean motion, k2 is the Love number (depending on the structure
of the body), Q is the so–called quality factor (which compares the frequency of
oscillation of the system to the rate of dissipation of energy), ξ is a structure
constant such that I3 = ξmR2

e and, as before, Re is the equatorial radius, M is
the mass of the central body P, m is the mass of S. Astronomical observations
suggest that for bodies like the Moon or Mercury the dissipative constant Kd is of
the order of 10−8.

The expression for the tidal torque can be simplified by assuming (as in [50])
that the dynamics is essentially ruled by the averages of L(e, t) and N(e, t) over
one orbital period:

T̄ ≡ T̄ (ẋ) = −Kd

[
L̄(e)ẋ− N̄(e)

]
(5.20)

where (compare with [147])

L̄(e) ≡ 1
(1− e2)9/2

(
1 + 3e2 +

3
8

e4
)

N̄(e) ≡ 1
(1− e2)6

(
1 +

15
2

e2 +
45
8

e4 +
5
16

e6
)
.

Thus, we are led to consider the following equation of motion for the dissipative
spin–orbit problem:

ẍ + ε

(
a

r

)3

sin(2x− 2f) = −Kd

[
L̄(e)ẋ− N̄(e)

]
. (5.21)

Due to (5.20) the tidal torque vanishes provided

ẋ ≡ N̄(e)
L̄(e)

=
1 + 15

2 e2 + 45
8 e4 + 5

16e6

(1− e2)
3
2 (1 + 3e2 + 3

8e4)
.
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It is readily shown that for circular orbits the angular velocity of rotation cor-
responds to the synchronous resonance, being ẋ = 1. For Mercury’s eccentricity
e = 0.2056, it turns out that ẋ = 1.256. We refer the reader to [9, 97, 144] for a
discussion on the problem of the capture into resonance under the effect of the
dissipation.

5.5.4 The discrete spin–orbit problem

Let us introduce the resonant angle of order p : 2 defined by the relation γ ≡ x− p
2 t;

averaging also the conservative contribution over one orbital period, up to constants
one obtains

γ̈ + εW

(
p

2
, e
)

sin 2γ = −Kd

[
L̄(e)γ̇ − N̄(e)

]
,

which can be written as

γ̇ = Γ

Γ̇ = −εW
(
p

2
, e
)

sin 2γ −Kd

[
L̄(e)Γ− N̄(e)

]
. (5.22)

Integrating (5.22) through Euler’s symplectic method, one obtains

Γ′ = Γ + h

[
− εW

(
p

2
, e
)

sin 2γ −Kd

(
L̄(e)Γ− N̄(e)

)]
γ′ = γ + hΓ′

t′ = t + h , (5.23)

where h denotes the integration step and (Γ′, γ′) is the solution at time t + h. Let
us write (5.23) as

Γ′ =
(
1− hKdL̄(e)

)
Γ + hKdN̄(e)− hεW

(
p

2
, e
)

sin 2γ

γ′ = γ + hΓ′

t′ = t + h ; (5.24)

notice that the determinant of the Jacobian of (5.24) is equal to 1− hKdL̄(e). The
quantity 1− hKdL̄(e) is positive for typical values of the parameters; for example,
if h = 2π and Kd = 10−3, then the Jacobian is positive for any value of the
eccentricity less than 0.767.

In (5.24) take the integration step as h = 2π and define b ≡ 1 − 2πKdL̄(e),
c0 ≡ 2πKdN̄(e), g(γ) ≡ −2πW (p

2 , e) sin 2γ. Then, considering the first two equa-
tions of (5.24) one obtains the following map at times 2π:

Γ′ = bΓ + c0 + εg(γ)
γ′ = γ + 2πΓ′ .

Performing the change of variables ξ = γ, η = 2πΓ, we obtain the dissipative
standard map (see Section 1.7):
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η′ = bη + c + εf(ξ)
ξ′ = ξ + η′ ,

where c ≡ 2πc0 and f(ξ) = 2πg(ξ).

Remarks.
(a) Notice that the parameter c depends on N̄(e), which represents the average over
an orbital period of a6

r6 ḟ . Therefore N̄(e) is zero whenever ḟ = 0, namely when the
true anomaly is constant.

(b) Let us focus on the case when the dissipation is zero, namely L̄(e)Γ− N̄(e) = 0.
As far as Γ = 1 (corresponding to the synchronous resonance) one has that L̄(e)−
N̄(e) = 0, which is satisfied only if e = 0; for Γ = 1.5 (corresponding to the 3:2
resonance) one has 1.5L̄(e)− N̄(e) = 0 which admits the solution e = 0.285.

5.6 Motion around an oblate primary

Let P be a body of finite dimensions with principal moments of inertia I1, I2,
I3 and let S be a point–mass satellite orbiting under the gravitational influence
of P. The potential of this model is the same as in (5.10), (5.11) and therefore
we just limit ourselves to quoting the main formulae, which allow us to write the
equations of motion. Let M and m be the masses of P and S, respectively. Denote
by (O, x, y, z) a reference frame with origin in the center of mass O of P; let Q be a
generic point of P with coordinates (x′, y′, z′) and let S have coordinates (x, y, z).
If δ(x′, y′, z′) denotes the density of P, then the potential energy acting on S takes
the form

U(x, y, z) = G
∫
|P|

δ(x′, y′, z′)
Δ

dx′dy′dz′ ,

where |P| represents the volume of P and Δ is the distance between Q and S:

Δ ≡
√

(x− x′)2 + (y − y′)2 + (z − z′)2 .

The equations of motion are given by

ẍ =
∂U

∂x
, ÿ =

∂U

∂y
, z̈ =

∂U

∂z
.

If r denotes the distance between S and O, ρ is the distance OQ and α is the angle
formed by OS and OQ, then Δ2 = r2 + ρ2 − 2rρ cosα. Therefore, we can expand
1
Δ using the Legendre polynomials Pn and we can write the potential function as

U ≡
∞∑

n=0

Un =
G
r

∫
|P|

δ(x′, y′, z′)
∞∑

n=0

(
ρ

r

)n

Pn(cosα) dx′dy′dz′ . (5.25)
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Explicit computations for the first few terms provide

U0 =
GM
r

U1 = 0

U2 =
G
r3

[1
2

(I1 + I2 + I3)− 3
2r2

(I1x2 + I2y
2 + I3z

2)
]
.

Introducing the polar coordinates (r, φ, θ), where (φ, θ) are the satellite’s longitude
and latitude, defined through the relations

x = r cosφ cos θ
y = r sinφ cos θ
z = r sin θ ,

one finds

U2 =
G
r3

[(
I3 −

I1 + I2
2

)(
1
2
− 3

2
sin2 θ

)
− 3

4
(I1 − I2) cos2 θ cos 2φ

]
. (5.26)

In the gyroscopic case I1 = I2, the potential (5.26) reduces to

U2 =
GMR2

e

r3
J2

(
1
2
− 3

2
sin2 θ

)
, (5.27)

where
J2 ≡

I3 − I1
MR2

e

and Re is the equatorial’s radius of P.
For a body with spherical symmetry I1 = I2 = I3, one finds

U =
GM
r

.

In general, for a body symmetric with respect to the equatorial plane, the odd
terms of the development (5.25) are zero and one can write the potential energy as

U =
GM
r

[
1−

∞∑
n=1

(
Re

r

)2n

J2nP2n(sin θ)
]

for suitable coefficients J2n, called the zonal coefficients [103].

5.7 Interaction between two bodies of finite dimensions

Let P and P ′ be two bodies of finite dimensions with masses M , M ′ and centers
of mass O, O′. Let (O, x, y, z) be a reference frame centered in O with the x–axis
along the direction OO′. Let r be the distance between O and O′. If dM represents
an element of mass of P with coordinates (xM , yM , zM ) with respect to (O, x, y, z)
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and dM ′ is an element of mass of P ′ with coordinates (x′M , y′M , z′M ) with respect
to (O′, x, y, z), then the potential energy can be written as

U = G
∫
P

∫
P′

dMdM ′

Δ
,

where Δ denotes the distance between dM and dM ′, namely

Δ =
√

(r + x′M − xM )2 + (y′M − yM )2 + (z′M − zM )2 .

Introducing the quantities

ρ =
1
r

√
(x′M − xM )2 + (y′M − yM )2 + (z′M − zM )2 , α =

xM − x′M
rρ

,

we obtain
Δ = r

√
1− 2αρ + ρ2 .

Finally, using Legendre polynomials one can expand the potential energy as

U = G
∫
P

∫
P′

dMdM ′

r

∞∑
n=0

Pn(α)ρn . (5.28)

If (a, b, c) and (a′, b′, c′) denote the direction cosines of OO′ relative to the principal
axes of, respectively, P and P ′, then the first few terms of (5.28) can be written as

U0 =
GMM ′

r
U1 = 0

U2 =
GM ′

r3

[
1
2

(I1 + I2 + I3)− 3
2

(I1a2 + I2b
2 + I3c

2)
]

+
GM
r3

[
1
2

(I ′1 + I ′2 + I ′3)− 3
2

(I ′1a
′2 + I ′2b

′2 + I ′3c
′2)
]
,

where (I1, I2, I3) are the principal moments of inertia of P, while (I ′1, I
′
2, I

′
3) refer

to P ′. Higher–order terms can be constructed in a similar way.

5.8 The tether satellite

The tether satellite is formed by two points P1 and P2 with masses m1 and m2

connected by an extensible, massless tether (see [161] and references by the same
author); the center of mass O of P1 and P2 is supposed to move under the grav-
itational attraction of a body P with mass M . The average distance R between
O and P is much larger then the maximal distance d between m1 and m2. We
assume that O moves on a Keplerian orbit with eccentricity e and semimajor axis
a; its position on the ellipse is characterized by the true anomaly f . Let (O, x, y, z)
be the orbital reference frame oriented as in Figure 5.5 and let ex, ey, ez be the
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O

z

#

'

m2
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y

x

Fig. 5.5. The orbital reference frame (O, x, y, z) of the tether satellite.

corresponding unit vectors. If d0 is the maximal length of the tether, we denote by
ξ the relative extension defined as

ξ =
d

d0
− 1 ,

where we assume that ξ > 0. Moreover, let ϑ be the angle formed by the z–axis
with the projection of the tether on the orbital plane xz and let ϕ be the angle
formed by the direction of the tether with this plane.

The expressions for the kinetic and potential energy of the attitude dynamics
can be obtained as follows (see, e.g., [41]). Let us write the potential energy as

Π = Πg + Πe ,

where Πg is the gravitational contribution, while Πe is due to the elastic energy
caused by the tether extension. Let R = Rez be the radius vector OP and ri,
i = 1, 2, be the radius vector joining the mass mi with O:

ri =
(−1)im3−id0
m1 + m2

(1 + ξ)ed , ed =

⎛
⎝ cosϕ sinϑ

− sinϕ
cosϕ cosϑ

⎞
⎠ . (5.29)

We can write Πg as the sum of the contributions due to m1 and m2:

Πg = Πg
1 + Πg

2 ,

where
Πg

i = − GMmi

|R + ri|
i = 1, 2 ,
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which can be expanded as

Πg
i = −GMmi

R

{
1− ez · ri

R
− 1

2R2
[r2i − 3(ez · ri)2] + . . .

}
, i = 1, 2 .

Let us write the gravitational energy Πg as the sum

Πg = Πg
0 + Πg

r ,

where Πg
0 is independent of the tether orientation and extension, namely

Πg
0 = −GM(m1 + m2)

R
,

while Πg
r is given by

Πg
r =

GMm0d
2
0

2R3
(1 + ξ)2

[
1− (ez · ed)2

]
+ . . . , (5.30)

where m0 is the reduced mass:

m0 =
m1m2

m1 + m2
.

Notice that the following Keplerian relation holds:

GM
R3

= n2
(
a

R

)3

=
n2(1 + e cos f)3

(1− e2)3
,

where n is the mean motion and f is the true anomaly of the Keplerian orbit of
O with respect to P. According to Hooke’s law, the contribution due to the elastic
deformation is given by

Πe =
cd20ξ

2

2
,

where c denotes the stiffness of the tether.
The kinetic energy T is given by the sum of the contributions due to m1 and

m2, namely

T = T1 + T2 , where Ti =
miV

2
i

2
, i = 1, 2 .

We denote by Vi = |V i| the modulus of the velocity vector

V i = V 0 + vi ,

where V 0 represents the velocity of the barycenter and vi is the velocity of the mass
mi with respect to O. Let Ω = Ω(f) denote the angular velocity of the Keplerian
motion:

Ω = Ω(f)ey , where Ω(f) =
n(1 + e cos f)2

(1− e2)3/2
.
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Then vi can be written as

vi =
d∗ri
dt

+ Ω ∧ ri ,

where the operator d∗/dt denotes differentiation in the non–inertial orbital reference
frame (O, x, y, z). Using (5.29) we obtain

d∗ri
dt

=
(−1)im3−id0
m1 + m2

[
ξ̇ed + (1 + ξ)

d∗ed
dt

]
,

where

d∗ed
dt

=

⎛
⎝ −ϕ̇ sinϕ sinϑ + ϑ̇ cosϕ cosϑ

−ϕ̇ cosϕ
−ϕ̇ sinϕ cosϑ− ϑ̇ cosϕ sinϑ

⎞
⎠ .

Finally, the kinetic energy can be expressed as the sum (see [41])

T = T0 + Tr ,

where

T0 =
(m1 + m2)V 2

0

2
and

Tr =
m0d

2
0

2

{
ξ̇2 + (1 + ξ)2

[
ϕ̇2 + (ϑ̇ + Ω(f))2 cos2 ϕ

]}
.

The Lagrangian function describing the tether’s attitude dynamics3 is given by

L = Tr − (Πg
r + Πe) , (5.31)

where the terms T0 and Πg
0 have been omitted, since they do not depend on the

attitude variables. It is convenient to adopt the true anomaly f as the independent
variable. Let us denote by pϑ, pϕ, pξ the canonical momenta conjugated to ϑ,
ϕ, ξ. Retaining only the lowest–order terms in (5.30), the Hamiltonian function
associated to (5.31) takes the form

H(pϑ, pϕ, pξ, ϑ, ϕ, ξ, f) =
1

2(1 + e cos f)2(1 + ξ)2

[
(pϑ + 1)2

cos2 ϕ
+ p2ϕ

+ (1 + ξ)2p2ξ

]
− pϑ

+
1
2

(1 + ξ)2(1 + e cos f)(1− 3 cos2 ϑ cos2 ϕ)

+
(1− e2)3

2β(1 + e cos f)2
ξ2 , (5.32)

where the dimensionless parameter β in (5.32) denotes the relative stiffness of the
tether, namely

β =
m0n

2

c
.

3 By attitude dynamics we intend the study of the orientation of the satellite in a given
reference frame.
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5.9 The dumbbell satellite

A particular case of tether dynamics is obtained whenever β goes to zero, thus
yielding a dumbbell satellite composed by two points P1 and P2 with masses m1

and m2 connected by a non–extensible, massless rod of length d (see, e.g., [41] for
full details). The center of mass O of P1 and P2 is assumed to move under the
influence of the gravitational attraction of a body P with mass M . Let R be the
average distance between O and P, which is taken to be much larger than d. We
assume that O moves on a Keplerian orbit with eccentricity e and semimajor axis
a. Let (O, x, y, z) be a reference frame with the z–axis oriented along the local
vertical, the y–axis perpendicular to the orbital plane and the x–axis forming an
oriented frame (see Figure 5.6). Denote by ex, ey, ez the corresponding unit vectors.

O

#

'

m2

m1

x

y

z

Fig. 5.6. The definition of the orbital reference frame (O, x, y, z).

In order to study the attitude dynamics of the dumbbell satellite, we introduce
the angle ϕ formed by the direction of the rod with the xz–plane and the angle ϑ
formed by the z–axis with the projection of the rod on the orbital plane (Figure 5.7).
As usual, let f be the true anomaly of the Keplerian orbit.

The Lagrangian function describing the motion of the dumbbell satellite is the
difference between the kinetic energy and the potential energy, which are defined
as follows [41]. Let us write the potential energy as the sum

Π = Π1 + Π2 , (5.33)

where Π1 and Π2 are the contributions due to m1 and m2. Set R = Rez equal to
the radius vector OP, ri as the radius vector of the mass mi with respect to O:

ri =
(−1)im3−id

m1 + m2
ed , ed =

⎛
⎝ cosϕ sinϑ

− sinϕ
cosϕ cosϑ

⎞
⎠ ;
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O

P

m2
m1

z

x

y
f

Fig. 5.7. The angles used to define the dumbbell satellite attitude position.

then, one has

Πi = − GMmi

|R + ri|
, i = 1, 2 ,

which can be expanded as

Π = −GMmi

R

{
1− ri · ez

R
− 1

2R2

[
r2i − 3(ri · ez)2

]
+ . . .

}
, i = 1, 2 .

Denoting by m0 the reduced mass

m0 =
m1m2

m1 + m2
,

the potential energy (5.33) can also be written as

Π = Π0 + Πr , (5.34)

where Π0 is independent of the satellite’s orientation, being

Π0 = −GM
R

[
(m1 + m2)− m0d

2

2R3

]
,

while Πr is given by

Πr = −3GMm0d
2

2R3
(ez · ed)2 + . . . , (5.35)

where the dots in (5.35) denote higher–order terms. Concerning the kinetic energy,
we can again decompose its expression as the sum of the contributions due to m1

and m2 (see [41]), namely
T = T1 + T2 ,

with

Ti =
miV

2
i

2
, i = 1, 2 .
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Here the velocity of Pi is expressed as

V i = V 0 + vi ,

where V 0 is the velocity of the dumbbell barycenter and vi is the velocity with
respect to O. Let Ω be the angular velocity associated to the orbital motion:

Ω = Ω(f)ey , Ω(f) =
n(1 + e cos f)2

(1− e2)3/2
.

Then, vi can be written as

vi =
d∗ri
dt

+ Ω ∧ ri ,

where the operator d∗/dt denotes differentiation in the non–inertial orbital reference
frame (O, x, y, z), namely

d∗ri
dt

=
(−1)im3−id

m1 + m2

d∗ed
dt

, where
d∗ed
dt

=

⎛
⎝ −ϕ̇ sinϕ sinϑ + ϑ̇ cosϕ cosϑ

−ϕ̇ cosϕ
−ϕ̇ sinϕ cosϑ− ϑ̇ cosϕ sinϑ

⎞
⎠ .

By analogy with (5.34) we split the kinetic energy as

T = T0 + Tr ,

where T0 and Tr are defined by

T0 =
(m1 + m2)V 2

0

2
, Tr =

m0d
2

2

[
ϕ̇2 + (ϑ̇ + Ω(f))2 cos2 ϕ

]
.

Finally, the attitude dynamics of the dumbbell satellite is described by the La-
grangian function

L = Tr −Πr , (5.36)

where the terms T0 and Π0 have been omitted, since they do not depend on the
attitude variables. The equations of motion associated to (5.36) are given by

ϑ̈ + Ω̇(f)− 2ϕ̇(ϑ̇ + Ω(f)) tgϕ + 3n2
( a
R

)3
sinϑ cosϑ = 0

ϕ̈ +
[
(ϑ̇ + Ω(f))2 + 3n2

( a
R

)3
cos2 ϑ

]
cosϕ sinϕ = 0 . (5.37)

Referring to [41], an alternative formulation can be obtained by introducing the
true anomaly f as the independent variable. We denote by a prime the derivative
with respect to f , so that one has

d

dt
= Ω(f)

d

df
,

d2

dt2
= Ω2 d

2

df2
+ ΩΩ′

d

df
;
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the equations of motion (5.37) are transformed to

ϑ′′ − 2(ϑ′ + 1)
[
ϕ′ tgϕ +

e sin f
1 + e cos f

]
+

3 sinϑ cosϑ
1 + e cos f

= 0

ϕ′′ − 2e sin f
1 + e cos f

ϕ′ +
[
(ϑ′ + 1)2 +

3 cos2 ϑ
1 + e cos f

]
cosϕ sinϕ = 0 , (5.38)

which are associated to the Hamiltonian function

H(pϑ, pϕ, ϑ, ϕ, f) =
1

2(1 + e cos f)2

[
(pϑ + 1)2

cos2 ϕ
+ p2ϕ

]

− pϑ −
3
2

(1 + e cos f) cos2 ϑ cos2 ϕ .

If the dynamics of the dumbbell satellite takes place on the xz–plane, then ϕ = 0
and pϕ = 0. Therefore the equations of motion (5.38) reduce to the set of equations
in the variables ϑ and pϑ:

ϑ′ =
pϑ + 1

(1 + e cos f)2
− 1

p′ϑ = −3(1 + e cos f) cosϑ sinϑ . (5.39)

We remark that the equations (5.39) can be written as the second–order differential
equation

(1 + e cos f)ϑ′′ − 2ϑ′e sin f + 3 sinϑ cosϑ = 2e sin f , (5.40)

which is known as the Beletsky equation [10]. For a non–zero eccentricity, the
dynamics associated to (5.40) is non–integrable [22], eventually giving place to
chaotic motions. We refer to [41] for a discussion of the stability properties of
dumbbell satellite dynamics.



6 Perturbation theory

Perturbation theory is an efficient tool for investigating the dynamics of nearly–
integrable Hamiltonian systems. The restricted three–body problem is the proto-
type of a nearly–integrable mechanical system (Section 6.1); the integrable part is
given by the two–body approximation, while the perturbation is due to the grav-
itational influence of the other primary. A typical example is represented by the
motion of an asteroid under the gravitational attraction of the Sun and Jupiter.
The mass of the asteroid is so small, that one can assume that the primaries move
on Keplerian orbits. The dynamics of the asteroid is essentially driven by the Sun
and it is perturbed by Jupiter, where the Jupiter–Sun mass–ratio is observed to
be about 10−3. The solution of the restricted three–body problem can be investi-
gated through perturbation theories, which were developed in the 18th and 19th
centuries; they are used nowadays in many contexts of Celestial Mechanics, from
ephemeris computations to astrodynamics.
Perturbation theory in Celestial Mechanics is based on the implementation of a
canonical transformation, which allows us to find the solution of a nearly–integrable
system within a better degree of approximation [66]. We review classical perturba-
tion theory (Section 6.2), as well as in the presence of a resonance relation (Sec-
tion 6.3) and in the context of degenerate systems (Section 6.4). We discuss also
the Birkhoff normal form (Section 6.5) around equilibrium positions and around
closed trajectories; we conclude with some results concerning the averaging theorem
(Section 6.6).

6.1 Nearly–integrable Hamiltonian systems

Let us consider an n–dimensional Hamiltonian system described in terms of a set
of conjugated action–angle variables (I, ϕ) with I ∈ V , V being an open set of Rn,
and ϕ ∈ Tn. A nearly–integrable Hamiltonian function H(I, ϕ) can be written in
the form

H(I, ϕ) = h(I) + εf(I, ϕ) , (6.1)

where h and f are analytic functions called, respectively, the unperturbed (or in-
tegrable) Hamiltonian and the perturbing function, while ε is a small parameter
measuring the strength of the perturbation. Indeed, for ε = 0 the Hamiltonian
function reduces to

H(I, ϕ) = h(I) .

The associated Hamilton’s equations are simply
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İ = 0
ϕ̇ = ω(I) , (6.2)

where we have introduced the frequency vector

ω(I) ≡ ∂h(I)
∂I

.

Equations (6.2) can be trivially integrated as

I(t) = I(0)
ϕ(t) = ω(I(0))t + ϕ(0) ,

thus showing that the actions are constants, while the angle variables vary linearly
with the time. For ε �= 0 the equations of motion

İ = −ε∂f
∂ϕ

(I, ϕ)

ϕ̇ = ω(I) + ε
∂f

∂I
(I, ϕ)

might no longer be integrable and chaotic motions could appear.

6.2 Classical perturbation theory

The aim of classical perturbation theory is to construct a canonical transformation,
which allows us to push the perturbation to higher orders in the perturbing pa-
rameter. With reference to the Hamiltonian (6.1), we introduce a canonical change
of variables C : (I, ϕ) → (I ′, ϕ′), such that (6.1) in the transformed variables takes
the form

H′(I ′, ϕ′) = H ◦ C(I, ϕ) ≡ h′(I ′) + ε2f ′(I ′, ϕ′) , (6.3)

where h′ and f ′ denote, respectively, the new unperturbed Hamiltonian and the
new perturbing function. The result is obtained through the following steps: de-
fine a suitable canonical transformation close to the identity, perform a Taylor
series expansion in the perturbing parameter, require that the change of variables
removes the dependence on the angles up to second–order terms; finally an ex-
pansion in Fourier series allows us to construct the explicit form of the canonical
transformation. Let us describe in detail this procedure.

Define a change of variables through a close–to–identity generating function of
the form I ′ · ϕ + εΦ(I ′, ϕ) providing

I = I ′ + ε
∂Φ(I ′, ϕ)

∂ϕ

ϕ′ = ϕ + ε
∂Φ(I ′, ϕ)

∂I ′
, (6.4)
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where Φ = Φ(I ′, ϕ) is an unknown function, which is determined in order that (6.1)
be transformed to (6.3). Let us split the perturbing function as

f(I, ϕ) = f(I) + f̃(I, ϕ) ,

where f(I) is the average over the angle variables and f̃(I, ϕ) is the remainder
function defined as f̃(I, ϕ) ≡ f(I, ϕ)−f(I). Inserting (6.4) into (6.1) and expanding
in Taylor series around ε = 0 up to the second order, one gets

h

(
I ′ + ε

∂Φ(I ′, ϕ)
∂ϕ

)
+ εf

(
I ′ + ε

∂Φ(I ′, ϕ)
∂ϕ

, ϕ

)

= h(I ′) + ω(I ′) · ε
∂Φ(I ′, ϕ)

∂ϕ
+ εf(I ′) + εf̃(I ′, ϕ) + O(ε2) .

The transformed Hamiltonian is integrable up to the second order in ε provided
that the function Φ satisfies:

ω(I ′) ·
∂Φ(I ′, ϕ)

∂ϕ
+ f̃(I ′, ϕ) = 0 . (6.5)

The new unperturbed Hamiltonian becomes

h′(I ′) = h(I ′) + εf(I ′) ,

which provides a better integrable approximation with respect to that associated
to (6.1). An explicit expression of the generating function is obtained solving (6.5).
To this end, let us expand Φ and f̃ in Fourier series as

Φ(I ′, ϕ) =
∑

m∈Zn\{0}
Φ̂m(I ′) eim·ϕ ,

f̃(I ′, ϕ) =
∑
m∈I

f̂m(I ′) eim·ϕ , (6.6)

where I denotes a suitable set of integer vectors defining the Fourier indexes of f̃ .
Inserting (6.6) in (6.5) one obtains

i
∑

m∈Zn\{0}
ω(I ′) ·m Φ̂m(I ′) eim·ϕ = −

∑
m∈I

f̂m(I ′) eim·ϕ ,

which provides

Φ̂m(I ′) = − f̂m(I ′)
i ω(I ′) ·m . (6.7)

Using (6.6) and (6.7), the generating function is given by

Φ(I ′, ϕ) = i
∑
m∈I

f̂m(I ′)
ω(I ′) ·m eim·ϕ . (6.8)
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The algorithm described above is constructive in the sense that it provides an
explicit expression for the generating function and for the transformed Hamiltonian.
We stress that (6.8) is well defined unless there exists an integer vector m ∈ I such
that

ω(I ′) ·m = 0 . (6.9)

On the other hand if, for a given value of the actions, ω = ω(I) is rationally
independent (which means that (6.9) is satisfied only for m = 0), then there do
not appear zero divisors in (6.8), though the divisors can become arbitrarily small
with a proper choice of the vector m. For this reason, terms of the form ω(I ′) ·m
are called small divisors and they can prevent the implementation of perturbation
theory.

6.2.1 An example

We apply classical perturbation theory to the two–dimensional Hamiltonian func-
tion

H(I1, I2, ϕ1, ϕ2) =
I21
2

+
I22
2

+ ε
[

cos(ϕ1 + ϕ2) + 2 cos(ϕ1 − ϕ2)
]
,

which can be shortly written as

H(I1, I2, ϕ1, ϕ2) = h(I1, I2) + εf(ϕ1, ϕ2), (6.10)

where

h(I1, I2) =
I21
2

+
I22
2

and
f(ϕ1, ϕ2) = cos(ϕ1 + ϕ2) + 2 cos(ϕ1 − ϕ2).

Let us perform the change of coordinates

I1 = I ′1 + ε
∂Φ
∂ϕ1

(I ′1, I
′
2, ϕ1, ϕ2)

I2 = I ′2 + ε
∂Φ
∂ϕ2

(I ′1, I
′
2, ϕ1, ϕ2)

ϕ′1 = ϕ1 + ε
∂Φ
∂I ′1

(I ′1, I
′
2, ϕ1, ϕ2)

ϕ′2 = ϕ2 + ε
∂Φ
∂I ′2

(I ′1, I
′
2, ϕ1, ϕ2) .

Expanding the Hamiltonian (6.10) in Taylor series up to the second order, one
obtains:

h

(
I ′1 + ε

∂Φ
∂ϕ1

, I ′2 + ε
∂Φ
∂ϕ2

)
+ εf(ϕ1, ϕ2)

= h(I ′1, I
′
2) + ε

∂h

∂I1
(I ′1, I

′
2)

∂Φ
∂ϕ1

+ ε
∂h

∂I2
(I ′1, I

′
2)

∂Φ
∂ϕ2

+ εf(ϕ1, ϕ2) + O(ε2) ,
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where
∂h

∂I1
(I ′1, I

′
2) = I ′1 ≡ ω1 ,

∂h

∂I2
(I ′1, I

′
2) = I ′2 ≡ ω2.

The first–order terms in ε must be zero; this yields the generating function as the
solution of the equation

ω1
∂Φ
∂ϕ1

+ ω2
∂Φ
∂ϕ2

= −f(ϕ1, ϕ2) .

Expanding in Fourier series and taking into account the explicit form of the per-
turbation, one obtains∑
m,n

i(ω1m + ω2n)Φm,n(I ′1, I
′
2)ei(mϕ1+nϕ2) = −

[
cos(ϕ1 + ϕ2) + 2 cos(ϕ1 − ϕ2)

]
.

Using the relations cos(k1ϕ1 + k2ϕ2) = 1
2 (ei(k1ϕ1+k2ϕ2) + e−i(k1ϕ1+k2ϕ2)) for some

integers k1, k2, and equating the coefficients with the same Fourier indexes, one
gets:

Φ1,1 = − 1
2i(ω1 + ω2)

, Φ−1,−1 =
1

2i(ω1 + ω2)
,

Φ1,−1 = − 1
i(ω1 − ω2)

, Φ−1,1 = − 1
i(−ω1 + ω2)

.

Casting together the above terms, the generating function is given by

Φ(I ′1, I
′
2, ϕ1, ϕ2) = − 1

ω1 + ω2

(
ei(ϕ1+ϕ2) − e−i(ϕ1+ϕ2)

2i

)

− 2
ω1 − ω2

(
ei(ϕ1−ϕ2) − e−i(ϕ1−ϕ2)

2i

)
,

namely

Φ(I ′1, I
′
2, ϕ1, ϕ2) = − 1

ω1 + ω2
sin(ϕ1 + ϕ2)− 2

ω1 − ω2
sin(ϕ1 − ϕ2) .

Notice that the generating function is not defined when there appear the following
zero divisors:

ω1 ± ω2 = 0 , namely I ′1 = ±I ′2 .

The new unperturbed Hamiltonian coincides with the old unperturbed Hamiltonian
(expressed in the new set of variables), since the average of the perturbing function
is zero:

h′(I ′1, I
′
2) =

I ′21
2

+
I ′22
2

.
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6.2.2 Computation of the precession of the perihelion

A straightforward application of classical perturbation theory allows us to com-
pute the amount of the precession of the perihelion. A first–order computation is
obtained starting with the restricted, planar, circular three–body model. In par-
ticular, we identify the three bodies P0, P1 and P2 with the Sun, Mercury and
Jupiter. In terms of the Delaunay action–angle variables, the perturbing function
can be expanded as in (4.7). The perturbing parameter ε represents the Jupiter–
Sun mass ratio. We implement a first–order perturbation theory, which provides a
new integrable Hamiltonian function of the form

h′(L′, G′) = − 1
2L′2

− G′ + ε R00(L′, G′) ,

where R00(L,G) = −L4

4 (1 + 9
16L

4 + 3
2e2) + O(e3). Hamilton’s equations yield

ġ′ =
∂h′(L′, G′)

∂G′
= −1 + ε

∂R00(L′, G′)
∂G′

.

Recall that g = g0 − t, being g0 the argument of the perihelion. Neglecting terms
of order O(e3) in R00, one gets that to the lowest order the argument of perihelion
g0 varies as

ġ0 = ε
∂R00(L′, G′)

∂G′
=

3
4
εL′2G′ .

Notice that up to the first order in ε one has L′ = L, G′ = G. Taking ε = 9.54 ·10−4

(the actual value of the Jupiter–Sun mass ratio), a = 0.0744 (setting to one the
Jupiter–Sun distance) and e = 0.2056, one obtains

ġ0 = 155.25
arcsecond
century

,

which represents the contribution due to Jupiter to the precession of the perihelion
of Mercury. A more refined value is obtained taking into account higher–order
terms in the eccentricity.

6.3 Resonant perturbation theory

Consider the following Hamiltonian system with n degrees of freedom

H(I, ϕ) = h(I) + εf(I, ϕ) , I ∈ Rn , ϕ ∈ Tn

and let ω(I) = ∂h(I)
∂I be the frequency vector of the motion. We assume that the

frequencies satisfy � resonance relations, with � < n, of the form

ω ·mk = 0 for k = 1, . . . , � ,

for some vectors m1, . . . , m� ∈ Zn. A resonant perturbation theory can be imple-
mented to eliminate the non–resonant terms. More precisely, the aim is to construct
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a change of variables C : (I, ϕ) → (I ′, ϕ′) such that the new Hamiltonian takes the
form

H′(I ′, ϕ′) = h′(I ′,m1 · ϕ′, . . . ,m� · ϕ′) + ε2f ′(I ′, ϕ′) , (6.11)

where h′ depends on ϕ′ only through the combinations mk · ϕ′ with k = 1, . . . , �.
To this end, let us first define the angles

ϑj = mj · ϕ , j = 1, . . . , �
ϑj′ = mj′ · ϕ , j′ = � + 1, . . . , n ,

where the first � angle variables are the resonant angles, while the latter n − �
angles are defined as arbitrary linear combinations with integer coefficients mj′ .
The corresponding actions are defined as

Ij = mj · J , j = 1, . . . , �
Ij′ = mj′ · J , j′ = � + 1, . . . , n .

Next we construct a canonical transformation which removes (to higher orders)
the dependence on the short–period angles (ϑ�+1, . . . , ϑn), while the lowest–order
Hamiltonian will necessarily depend upon the resonant angles. To this end, let us
first decompose the perturbation, expressed in terms of the variables (J, ϑ), as

f(J, ϑ) = f(J) + fr(J, ϑ1, . . . , ϑ�) + fn(J, ϑ) , (6.12)

where f(J) is the average of the perturbation over the angles, fr(J, ϑ1, . . . , ϑ�) is
the part depending on the resonant angles and fn(J, ϑ) is the non–resonant part.
By analogy with classical perturbation theory, we implement a canonical transfor-
mation of the form (6.4), such that the new Hamiltonian takes the form (6.11).
Using (6.12) and expanding up to the second order in the perturbing parameter,
one obtains:

h

(
J ′ + ε

∂Φ
∂ϑ

)
+ εf(J ′, ϑ) + O(ε2) = h(J ′) + ε

n∑
k=1

∂h

∂J ′k

∂Φ
∂ϑk

+εf(J ′) + εfr(J ′, ϑ1, . . . , ϑ�) + εfn(J ′, ϑ) + O(ε2) .

Recalling (6.11) and equating terms of the same orders is ε, one gets that

h′(J ′, ϑ1, . . . , ϑ�) = h(J ′) + εf(J ′) + εfr(J ′, ϑ1, . . . , ϑ�) , (6.13)

provided
n∑

k=1

ω′k
∂Φ
∂ϑk

= −fn(J ′, ϑ) , (6.14)

where ω′k = ω′k(J ′) ≡ ∂h(J ′)
∂Jk

. The solution of (6.14) provides the generating function
allowing us to reduce the Hamiltonian to the required form (6.11); moreover, the
conjugated action variables, say J ′�+1, . . . , J ′n, are constants of the motion up to
the second order in ε. We remark that using the new frequencies ω′k, the resonant
relations take the form ω′k = 0 for k = 1, . . . , �.
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6.3.1 Three–body resonance

As an example of the application of resonant perturbation theory we consider the
three–body Hamiltonian (4.2) with the perturbing function expanded as in (4.7).
Let ω ≡ (ω�, ωg) be the frequency of motion; we assume that the following resonance
relation is satisfied:

ω� + 2ωg = 0 .

Next, we perform the canonical change of variables

ϑ1 = � + 2g , J1 =
1
2
G ,

ϑ2 = 2� , J2 =
1
2
L− 1

4
G .

In the new coordinates the unperturbed Hamiltonian takes the form

h(J) ≡ − μ2

2(J1 + 2J2)2
− 2J1 ,

while the perturbing function is given by

R(J1, J2, ϑ1, ϑ2) ≡ R00(J) + R10(J) cos
(

1
2
ϑ2

)
+ R11(J) cos

(
1
2
ϑ1 +

1
4
ϑ2

)

+ R12(J) cos(ϑ1) + R22(J) cos
(
ϑ1 +

1
2
ϑ2

)

+ R32(J) cos(ϑ1 + ϑ2) + R33(J) cos
(

3
2
ϑ1 +

3
4
ϑ2

)

+ R44(J) cos(2ϑ1 + ϑ2) + R55(J) cos
(

5
2
ϑ1 +

5
4
ϑ2

)
+ . . .

with the coefficients Rij as in (4.8). Let us split the perturbation as R =
R(J)+Rr(J, ϑ1)+Rn(J, ϑ), where R(J) is the average over the angles, Rr(J, ϑ1) =
R12(J) cos(ϑ1) is the resonant part, while Rn contains all the remaining non–
resonant terms. We look for a change of coordinates close to the identity with
generating function Φ = Φ(J ′, ϑ) such that

ω′(J ′) · ∂Φ(J ′, ϑ)
∂ϑ

= −Rn(J ′, ϑ) ,

being ω′(J ′) ≡ ∂h(J ′)
∂J . The above expression is well defined since ω′ is non–resonant

for the Fourier components appearing in Rn. Finally, according to (6.13) the new
unperturbed Hamiltonian is given by

h′(J ′, ϑ1) ≡ h(J ′) + εR00(J ′) + εR12(J ′) cos(ϑ1) .
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6.4 Degenerate perturbation theory

Consider the Hamiltonian function with n degrees of freedom

H(I, ϕ) = h(I1, . . . , Id) + εf(I, ϕ) , d < n , (6.15)

where the unperturbed Hamiltonian depends on a subset of the action variables,
being degenerate in Id+1, . . . , In. As in the resonant perturbation theory, we look
for a canonical transformation C : (I, ϕ) → (I ′, ϕ′) such that the new Hamiltonian
becomes

H′(I ′, ϕ′) = h′(I ′) + εh′1(I ′, ϕ′d+1, . . . , ϕ
′
n) + ε2f ′(I ′, ϕ′) , (6.16)

where the term h′ + εh′1 admits d integrals of motion. Let us split the perturbing
function in (6.15) as

f(I, ϕ) = f(I) + fd(I, ϕd+1, .., ϕn) + fn(I, ϕ) , (6.17)

where f is the average over the angle variables, fd is independent of ϕ1, . . . , ϕd

and fn is the remainder, namely fn = f − f − fd. We want to determine a near–
to–identity change of variables of the form (6.4), such that in view of (6.17) the
Hamiltonian (6.15) is transformed into (6.16), namely

h

(
I ′1 + ε

∂Φ
∂ϕ1

, . . . , I ′d + ε
∂Φ
∂ϕd

)
+ εf

(
I ′ + ε

∂Φ
∂ϕ

, ϕ

)

= h(I ′1, . . . , I
′
d) + ε

d∑
k=1

∂h

∂Ik

∂Φ
∂ϕk

+ εf(I ′) + εfd(I ′, ϕd+1, . . . , ϕn)

+ εfn(I ′, ϕ) + O(ε2)

≡ h′(I ′) + εh′1(I ′, ϕd+1, . . . , ϕn) + O(ε2) ,

where

h′(I ′) ≡ h(I ′1, . . . , I
′
d) + εf(I ′)

h′1(I ′, ϕd+1, . . . , ϕn) ≡ fd(I ′, ϕd+1, . . . , ϕn) ,

provided Φ is determined so that

d∑
k=1

∂h

∂Ik

∂Φ
∂ϕk

+ fn(I ′, ϕ) = 0 . (6.18)

As in the previous sections, let us expand Φ and fn in Fourier series as

Φ(I ′, ϕ) =
∑

m∈Zn\{0}
Φ̂m(I ′) eim·ϕ

fn(I ′, ϕ) =
∑

m∈In
f̂n,m(I ′) eim·ϕ ,
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where In denotes a suitable set of integer vectors defining the Fourier indexes of
fn. From (6.18) and setting ωk ≡ ∂h

∂Ik
, one obtains

i
∑

m∈Zn\{0}
Φ̂m(I ′)

d∑
k=1

mkωk eim·ϕ = −
∑

m∈In
f̂n,m(I ′) eim·ϕ . (6.19)

Due to the fact that ωk = 0 for k = d + 1, . . . , n, we obtain that

ω ·m =
d∑

k=1

mkωk . (6.20)

Equation (6.19) yields that the generating function takes the form

Φ(I ′, ϕ) = i
∑

m∈In

f̂n,m(I ′)
ω ·m eim·ϕ .

The generating function is well defined provided that ω ·m �= 0 for any m ∈ In,
which in view of (6.20) is equivalent to requiring that

d∑
k=1

mkωk �= 0 for m ∈ In .

6.4.1 The precession of the equinoxes

An application of the degenerate perturbation theory to Celestial Mechanics is of-
fered by the computation of the precession of the equinoxes, namely the constant
retrograde precession of the spin–axis provoked by gravitational interactions. In
particular, we compute the Earth’s equinox precession due to the influence of the
Sun and of the Moon. Assume that the Earth E is an oblate rigid body moving
around the (point–mass) Sun S on a Keplerian orbit with semimajor axis a and
eccentricity e; recalling (5.8) and (5.10), in the gyroscopic case I1 = I2 the Hamil-
tonian describing the motion of E around S is given by

H(L,G,H, �, g, h, t) =
G2

2I1
+

I1 − I3
2I1I3

L2 + Ṽ (L,G,H, �, g, h, t) ,

where I1, I2, I3 are the principal moments of inertia and where the perturbation
is implicitly defined by

Ṽ ≡ −
∫
E

GmSmE
|rE + x|

dx

|E| ,

being rE the orbital radius of the Earth and |E| the volume of E . Setting rE = |rE |
and x = |x|, we can expand Ṽ using the Legendre polynomials as

Ṽ = −GmSmE
rE

∫
E

dx

|E|

[
1− x · rE

r2E
+

1
2r2E

(
3

(x · rE)2

r2E
− x2

)]
+ O

[(
x

rE

)3]
.
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Assume that the Earth rotates around a principal axis, namely that the non–
principal rotation angle J is zero or, equivalently, that the actions G and L are
equal. Let Ḡ and H̄ be the initial values of G and H at t = 0 and let α denotes the
angle between rE and k (k being the vertical axis of the body frame). Retaining
only the second order of the development of the perturbing function in terms of
the Legendre polynomials, one obtains

Ṽ = εω̄
Ḡ2

H̄

(1− e cosλE)3

(1− e2)3
cos2 α

with ε = 3
2
I3−I1

I3
, ω̄ = GmS

a3 I3
H̄
Ḡ2 and where λE is the longitude of the Earth.

Elementary computations show that

cosα = sin(λE − h)

√
1− H2

G2
.

Neglecting first–order terms in the orbital eccentricity, we have that
(1−e cosλE)3

(1−e2)3 
 1. A first–order degenerate perturbation theory provides the new
unperturbed Hamiltonian in the form (we omit the primes to denote new vari-
ables):

H1(G,H) =
G2

2I3
+ εω̄

Ḡ2

H̄

G2 −H2

2G2
.

Finally, the average angular velocity of precession is given by

ḣ =
∂H1(G,H)

∂H
= −εω̄ Ḡ2

H̄

H

G2
.

At t = 0 it is
ḣ = −εω̄ = −εω2

yω
−1
d cosK , (6.21)

where we used ω̄ = ω2
yω
−1
d cosK with ωy being the frequency of revolution and ωd

the frequency of rotation, while K denotes the obliquity.
Astronomical measurements show that I3−I1

I3

 1

298.25 , K 
 23.45o. The con-
tribution ḣ(S) due to the Sun is thus obtained inserting ωy = 1 year, ωd = 1 day
in (6.21), yielding ḣ(S) = −2.51857 · 10−12 rad/sec, which corresponds to a retro-
grade precessional period of 79 107.9 years. A similar computation shows that the
contribution ḣ(M) of the Moon amounts to ḣ(M) = −5.49028 · 10−12 rad/sec, cor-
responding to a precessional period of 36 289.3 years. The total precessional period
is obtained as the sum of ḣ(S) and ḣ(M), providing an overall retrograde preces-
sional period of 24 877.3 years, in good agreement with the value corresponding to
astronomical observations and amounting to 25 700 years for the precession of the
equinoxes.
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6.5 Birkhoff’s normal form

6.5.1 Normal form around an equilibrium position

Assume that the Hamiltonian H = H(p, q), (p, q) ∈ R2n, admits the origin as a
stable equilibrium position; as a consequence, the eigenvalues of the quadratic part
are all distinct and purely imaginary. In a neighborhood of the equilibrium position,
after a series expansion and eventual diagonalization of the quadratic terms, we can
write the Hamiltonian in the form

H(p, q) =
1
2

n∑
j=1

ωj(p2j + q2j ) +H3(p, q) +H4(p, q) + . . . , (6.22)

where ωj ∈ R for j = 1, . . . , n are called the frequencies of the motion and the terms
Hk are polynomials of degree k in p and q. The following definitions introduce the
resonant relations and the Birkhoff normal form associated to the Hamiltonian
(6.22).

Definition. The frequencies ω1, . . . , ωn are said to satisfy a resonance relation
of order K > 0, if there exists a non–zero integer vector (k1, . . . , kn) such that
k1ω1 + · · ·+ knωn = 0 and |k1|+ · · ·+ |kn| = K.

Definition. Let K be a positive number; a Birkhoff normal form for the Hamil-
tonian (6.22) is a polynomial of degree K in a set of variables P , Q, such that it is
a polynomial of degree [K2 ] in the quantity I ′j = 1

2 (P 2
j + Q2

j ) for j = 1, . . . , n.

The construction of the Birkhoff normal form is the content of the following theo-
rem.

Theorem. Let K be a positive integer; assume that the frequencies ω1, . . . , ωn

do not satisfy any resonance relation of order less than or equal to K. Then, there
exists a canonical transformation from (p, q) to (P ,Q) such that the Hamiltonian
(6.22) reduces to a Birkhoff normal form of degree K.

Proof. Let us introduce action–angle variables I = (I1, . . . , In) ∈ Rn, ϕ =
(ϕ1, . . . , ϕn) ∈ Tn, such that

pj =
√

2Ij cosϕj

qj =
√

2Ij sinϕj , j = 1, . . . , n . (6.23)

Then, the Hamiltonian (6.22) can be written as

H1(I, ϕ) =
n∑

j=1

ωjIj +H1,3(I, ϕ) +H1,4(I, ϕ) + . . . , (6.24)



6.5 Birkhoff’s normal form 119

where the terms H1,k are polynomials of degree [k/2] in I1,. . . ,In. Let I ′·ϕ+Φ(I ′, ϕ)
be the generating function of a canonical transformation close to the identity from
(I, ϕ) to (I ′, ϕ′):

I = I ′ +
∂Φ
∂ϕ

ϕ′ = ϕ +
∂Φ
∂I ′

. (6.25)

Let us decompose Φ as the sum of polynomials

Φ = Φ3 + Φ4 + · · ·+ ΦK ,

where Φk, k = 3, . . . ,K, is a polynomial of order [k2 ] in I1,. . . ,In. Inserting the first
of (6.25) in the Hamiltonian (6.24), one obtains the transformed Hamiltonian

H2(I ′, ϕ) = ω · I ′ + ω · ∂Φ
∂ϕ

+H1,3

(
I ′ +

∂Φ
∂ϕ

, ϕ

)
+H1,4

(
I ′ +

∂Φ
∂ϕ

, ϕ

)
+ . . . (6.26)

Let us determine Φ3 such that the Hamiltonian (6.26) reduces to the Birkhoff
normal form up to degree 3. To this end, split H3 as

H1,3(I ′, ϕ) = H̄1,3(I ′) + H̃1,3(I ′, ϕ) ,

where H̄1,3(I ′) is the average of H1,3 over the angles and H̃1,3(I ′, ϕ) is the remain-
der. Using (6.26) we obtain

H2(I ′, ϕ) = ω·I ′+H̄1,3(I ′)+
[
ω·∂Φ3

∂ϕ
+H̃1,3(I ′, ϕ)

]
+ω·∂Φ4

∂ϕ
+H1,4

(
I ′+

∂Φ
∂ϕ

, ϕ

)
+. . .

Expanding Φ3 and H̃1,3 in Fourier series as

Φ3(I ′, ϕ) =
∑

m∈Zn

Φ̂3,m(I ′) eim·ϕ

H̃1,3(I ′, ϕ) =
∑

m∈Zn\{0}
Ĥ1,3,m(I ′) eim·ϕ , (6.27)

one obtains

i
∑

m∈Zn

ω ·m Φ̂3,m(I ′)eim·ϕ +
∑

m∈Zn\{0}
Ĥ1,3,m(I ′) eim·ϕ = 0 .

Therefore the unknown Fourier coefficients of Φ3 are given by

Φ̂3,m(I ′) = −Ĥ1,3,m(I ′)
i ω ·m . (6.28)
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Casting together (6.27) and (6.28), one obtains

Φ3(I ′, ϕ) = −
∑

m∈Zn\{0}

Ĥ1,3,m(I ′)
i ω ·m eim·ϕ .

Therefore the transformed Hamiltonian depends only on the actions I ′ up to terms
of the fourth order, thus yielding a Birkhoff normal form of degree 3; the normalized
terms define an integrable system in the set of action–angle variables (I ′, ϕ′) which

provide the set of variables (P ,Q) through the transformation Pj =
√

2I ′j cosϕ′j ,

Qj =
√

2I ′j sinϕ′j , j = 1, . . . , n. The same procedure applied to higher orders leads
to the determination of the generating function associated to the Birkhoff normal
form of degree K. �
The Birkhoff normal form can be applied to the resonant case (see [6]) as the
classical perturbation theory extends to the resonant perturbation theory. More
precisely, recalling the action–angle variables introduced in (6.23), one has the
following definition.

Definition. Let K be a sublattice of Zn; a resonant Birkhoff normal form of
degree K for resonances in K is a polynomial of degree [K2 ] in I1, . . . , In, depending
on the angles only through combinations of the form k · ϕ for k ∈ K.

The extension of the Birkhoff normal form to the resonant case is the content of
the following theorem.

Theorem. Let K be a positive integer and let K be a sublattice of Zn; assume
that the frequencies ω1, . . . , ωn do not satisfy any resonance relation of order less
than or equal to K, except for combinations of the form k · ϕ for k ∈ K. Then,
there exists a canonical transformation such that the Hamiltonian (6.22) reduces to
a resonant Birkhoff normal form of degree K for resonances in K.

Remark. The above results extend straightforwardly to mapping systems having
the origin as an elliptic stable fixed point, so that all eigenvalues lie on the unitary
circle of the complex plane. We briefly quote here the main result, referring to [162]
for further details. Let (p′, q′) = M(p, q) be a two–dimensional area preserving map
with (p, q) ∈ R2.

Definition. Let K be a positive number; close to an elliptic fixed point, a Birkhoff
normal form of degree K for M is a polynomial in a set of variables P , Q, which
is a polynomial of degree [K2 ]− 1 in the quantity I ′ = 1

2 (P 2 + Q2).

The Birkhoff normal form for mappings is the content of the following theorem.

Theorem. If the eigenvalue of the linear part of M at the elliptic fixed point is
not a root of unity of degree less than or equal to K, then there exists a canonical
change of variables which reduces the map to a Birkhoff normal form of degree K.
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6.5.2 Normal form around closed trajectories

Let us consider a non–autonomous Hamiltonian system of the form

H = H(p, q, t) ,

where (p, q) ∈ R2n and H is a 2π–periodic function of the time. Closed trajectories
for H are generally not isolated, but they rather form families. In a neighborhood
of a closed trajectory one can reduce the Hamiltonian to the form

H(p, q, t) =
1
2

n∑
j=1

ωj(p2j + q2j ) +H3(p, q, t) +H4(p, q, t) + . . . , (6.29)

where ω = (ω1, . . . , ωn) is the so–called frequency vector. Referring the reader to
[6], we introduce the notion of resonance relation and a result on the construction
of the Birkhoff normal form for the Hamiltonian (6.29).

Definition. The frequencies ω1, . . . , ωn are said to satisfy a resonance relation of
order K, with K > 0, if there exists a non–zero integer vector (k0, k1, . . . , kn) such
that k0 + k1ω1 + · · ·+ knωn = 0 and |k1|+ · · ·+ |kn| = K.

Theorem. Assume that K is a positive integer and that the frequencies ω1, . . . , ωn

do not satisfy any resonance relation of order less than or equal to K. Then, there
exists a canonical transformation 2π–periodic in time, such that (6.29) is reduced to
an autonomous Birkhoff normal form of degree K with a time–dependent remainder
of order K + 1.

The extension of such result to the resonant case is formulated as follows (see [6]).

Definition. Let K be a sublattice of Zn+1; a resonant Birkhoff normal form of
degree K for resonances in K is a polynomial of degree [K2 ] in the actions I1, . . . , In,
depending on the angles and on the time only through combinations of the form
k0t + k · ϕ for (k0, k) ∈ K.

Theorem. Let K be a positive integer and let K be a sublattice of Zn+1; assume that
the frequencies ω1, . . . , ωn do not satisfy any resonance relation of order less than
or equal to K, except for combinations of the form k0 +k ·ϕ for (k0, k) ∈ K. Then,
there exists a canonical transformation reducing the Hamiltonian to a resonant
Birkhoff normal form of degree K in K up to terms of order K + 1.

6.6 The averaging theorem

Consider the n–dimensional nearly–integrable Hamiltonian system

H(I, ϕ) = h(I) + εf(I, ϕ) , I ∈ Rn , ϕ ∈ Tn ,

with associated Hamilton’s equations

İ = εF (I, ϕ)
ϕ̇ = ω(I) + εG(I, ϕ) , (6.30)
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where F (I, ϕ) ≡ −∂f(I,ϕ)

∂ϕ , ω(I) ≡ ∂h(I)
∂I , G(I, ϕ) =

∂f(I,ϕ)

∂I . Let us decompose F as

its average plus an oscillating part, say F (I, ϕ) = F (I) + F̃ (I, ϕ), so that we can
write (6.30) as

İ = εF (I) + εF̃ (I, ϕ)
ϕ̇ = ω(I) + εG(I, ϕ) . (6.31)

Averaging (6.31) with respect to the angles, we obtain the following differential
equations in a new set of coordinates J :

J̇ = εF (J) . (6.32)

Denoting by Iε(t) the solution of (6.31) with initial data Iε(0) and by Jε(t) the
solution of (6.32) with initial data Jε(0) = Iε(0), we want to investigate the con-
ditions for which the averaged system is a good approximation of the full system
(see for example [83] for applications to Celestial Mechanics). More precisely, we
aim to study the conditions for which

lim
ε→0

|Iε(t)− Jε(t)| = 0 for t ∈
[
0,

1
ε

]
. (6.33)

We prove such statement in some particular cases. Let us consider first the one–
dimensional case described by the Hamiltonian function

H(I, ϕ) = ωI + εf(ϕ) ,

where ω is a non–zero real number and where the perturbation does not depend
on the action. Setting F (ϕ) = −df(ϕ)

dϕ , the equations of motion are given by

İ = εF (ϕ)
ϕ̇ = ω . (6.34)

In this case (6.33) is guaranteed by the following result.

Proposition. Let Iε(t) and Jε(t) denote, respectively, the solutions at time t of
(6.34) and of the averaged equation with initial conditions, respectively, Iε(0) and
Jε(0) = Iε(0). Then, for any 0 ≤ t ≤ 1

ε , one has

lim
ε→0

|Iε(t)− Jε(t)| = 0 . (6.35)

Proof. Let c be the average of F (ϕ); then Jε(t) = Iε(0) + εct. Defining
F̃ (ϕ) ≡ F (ϕ)− c, we have

Iε(t)− Jε(t) = Iε(0) +
∫ t

0

İε(τ)dτ − (Iε(0) + εct)

= ε

∫ t

0

F̃ (ϕ(0) + ωτ)dτ =
ε

ω

∫ ϕ(0)+ωt

ϕ(0)

F̃ (ψ)dψ .
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If M denotes an upper bound on
∫ ϕ(0)+ωt

ϕ(0)
F̃ (ψ)dψ for 0 ≤ t ≤ 1

ε , then

|Iε(t)− Jε(t)| ≤
ε

ω
M ,

which yields (6.35). �
For higher–dimensional systems, let us consider the Hamiltonian function with
n > 1 degrees of freedom:

H(I, ϕ) = ω · I + εf(ϕ) ,

where I ∈ Rn, ϕ ∈ Tn, ω ∈ Rn\{0}. The equations of motion are

İ = εF (ϕ)
ϕ̇ = ω , (6.36)

with F (ϕ) ≡ −∂f(ϕ)

∂ϕ . Let c be the average of F (ϕ); more precisely, for a suitable
sublattice K of Zn\{0}, let

F (ϕ) = c +
∑
k∈K

F̂ ke
ik·ϕ .

Proposition. Let Iε(t) and Jε(t) denote, respectively, the solutions at time t of
(6.36) and of the averaged equations with initial conditions, respectively, Iε(0) and
Jε(0) = Iε(0). If the set K0 ≡ {k ∈ K : k ·ω = 0} is empty, then for any 0 ≤ t ≤ 1

ε ,
one has

lim
ε→0

|Iε(t)− Jε(t)| = 0 .

Proof. We can write

İ = εc + ε
∑
k∈K

F̂ke
ik·ϕ(0) eik·ωt

= εc + ε
∑
k∈K0

F̂ke
ik·ϕ(0) + ε

∑
k∈K\K0

F̂ke
ik·ϕ(0)eik·ωt ,

whose integration yields

Iε(t)− Iε(0) = εct + tε
∑
k∈K0

F̂ke
ik·ϕ(0) + ε

∑
k∈K\K0

F̂ke
ik·ϕ(0) eik·ωt − 1

ik · ω .

The sum over K0 generates secular terms; nevertheless, by assumption the set K0 is
empty. As a consequence, the distance between the complete and averaged solutions
becomes:

Iε(t)− Jε(t) = ε
∑

k∈K\K0

F̂ke
ik·ϕ(0) eik·ωt − 1

ik · ω ,

which vanishes as ε tends to zero. �
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6.6.1 An example

Let us consider the Hamiltonian function with two degrees of freedom:

H(L,G, �, g) = L2 −G + εR(L,G, �, g)

= L2 −G + ε
(
R00(L,G) + R10(L,G) cos 2�

+ R12(L,G) cos(� + 2g)
)
,

for some real functions R00(L,G), R10(L,G), R12(L,G). The frequency vector is
(ω�, ωg) = (2L,−1); assume that the following resonance condition holds:

ω� + 2ωg = 0 .

We perform the symplectic change of variables from (L,G, �, g) to (I1, I2, ϑ1, ϑ2)
defined as

ϑ1 = � + 2g , I1 =
1
2
G ,

ϑ2 = 2� , I2 =
1
2
L− 1

4
G ; (6.37)

due to the resonance, ϑ1 is a slow variable, while ϑ2 is a fast variable. The new
Hamiltonian becomes

H(I1, I2, ϑ1, ϑ2) = (I1 + 2I2)2 − 2I1 + εR(I1, I2, ϑ1, ϑ2)

= (I1 + 2I2)2 − 2I1 + ε
(
R00(I1, I2)

+ R10(I1, I2) cosϑ2 + R12(I1, I2) cosϑ1
)
, (6.38)

where R(I1, I2, ϑ1, ϑ2) (and its coefficients) is the transformed function of R(L,G, �, g)
(and of its coefficients). Hamilton’s equations are

İ1 = εR12(I1, I2) sinϑ1
İ2 = εR10(I1, I2) sinϑ2

ϑ̇1 = 2(I1 + 2I2)− 2 + ε
∂R(I1, I2, ϑ1, ϑ2)

∂I1

ϑ̇2 = 4(I1 + 2I2) + ε
∂R(I1, I2, ϑ1, ϑ2)

∂I2
.

Averaging over the fast variable ϑ2 and denoting by (J1, J2, ϕ1, ϕ2) the averaged
variables, one obtains the Hamiltonian

H(J1, J2, ϕ1, ϕ2) = (J1 + 2J2)2 − 2J1 + ε
(
R00(J1, J2) + R12(J1, J2) cosϕ1

)
= (J1 + 2J2)2 − 2J1 + εR̄(J1, J2, ϕ1) ,
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where R̄(J1, J2, ϕ1) ≡ R00(J1, J2) + R12(J1, J2) cosϕ1. The associated Hamilton’s
equations are

J̇1 = εR12(J1, J2) sinϕ1

J̇2 = 0

ϕ̇1 = 2(J1 + 2J2)− 2 + ε
∂R̄(J1, J2, ϕ1)

∂J1

ϕ̇2 = 4(J1 + 2J2) + ε
∂R̄(J1, J2, ϕ1)

∂J2
.

As a special case we set R00(L,G) = L, R12(L,G) = L2G, R10(L,G) = LG2; taking
ε = 0.01 and setting the initial conditions in the transformed variables (6.37) as
I1(0) = 0.9, I2(0) = 0.5, ϑ1(0) = 0, ϑ2(0) = 0, one obtains that the difference
between the complete and averaged solutions (see Figure 6.1) is |I1(t) − J1(t)| <
0.076 for any 0 ≤ t ≤ 100 in agreement with the averaging results discussed in
Section 6.6.
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Fig. 6.1. The difference between the complete and averaged solutions associated to (6.38)
for the special case R00(L,G) = L, R12(L,G) = L2G, R10(L,G) = LG2 with ε = 0.01
and with initial conditions I1(0) = 0.9, I2(0) = 0.5, ϑ1(0) = 0, ϑ2(0) = 0.



7 Invariant tori

Perturbation theory fails whenever a resonance condition is met; however, even if
the non–resonance condition is fulfilled, there could be linear combinations with
integer coefficients of the frequency vector which become arbitrarily small. These
quantities, which are called the small divisors, appear at the denominator of the
series defining the canonical transformation needed to implement perturbation the-
ory. Small divisors might prevent the convergence of the series and therefore the
application of perturbation theory. To overcome this problem, a breakthrough came
with the work of Kolmogorov [105], later proved in different mathematical settings
by Arnold [3] and Moser [138]. The overall theory is known with the acronym of
KAM theory (Section 7.2) and it allows us to prove the persistence of invariant tori
(Section 7.1) under perturbation (compare with [28,31,117,118]). KAM theory was
applied to several physical models of interest in Celestial Mechanics (Section 7.3).
However, the original versions of the theory gave concrete results very far from
the physical measurements of the parameters involved in the proof. The imple-
mentation of computer–assisted KAM proofs allowed us to obtain realistic results
in simple models of Celestial Mechanics, like the spin–orbit problem or the pla-
nar, circular, restricted three–body problem. The validity of such results is also
attested by numerical methods for the determination of the breakdown threshold,
like the well–known Greene’s method (Section 7.4). KAM theory can also be ex-
tended to encompass the case of lower–dimensional tori (Section 7.5) as well as of
nearly–integrable, dissipative systems (see Section 7.6, [19,32]), like the dissipative
spin–orbit problem introduced in Chapter 5. While KAM theory provides a lower
bound on the persistence of invariant tori, converse KAM theory gives an upper
bound on the non–existence of invariant tori (Section 7.7). Moreover, just above the
critical breakdown threshold the invariant tori transform into cantori, which are
still invariant sets though being graphs of Cantor sets. Their explicit construction
is discussed in a specific example, precisely the sawtooth map where constructive
formulae for the cantori can be given (Section 7.8).

7.1 The existence of KAM tori

Let us start by considering the spin–orbit equations (5.15) that we write in the
form

ẏ = −εfx(x, t)
ẋ = y , (7.1)
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where fx(x, t) ≡ ∂f
∂x = (a

r )3 sin(2x− 2f) with r = r(t), f = f(t) being known peri-
odic functions of the time. Equations (7.1) can be viewed as Hamilton’s equations
associated to the Hamiltonian function

H(y, x, t) = h(y) + εf(x, t) ,

where h(y) = y2

2 is the unperturbed Hamiltonian, ε denotes the perturbing param-
eter, while the perturbation f = f(x, t) is a continuous periodic function whose
explicit expression has been given as in (5.15). The perturbing function can be
expanded in Fourier series as

f(x, t) = −1
2

N2∑
m�=0,m=N1

W

(
m

2
, e
)

cos(2x−mt) (7.2)

for suitable coefficients W (m
2 , e) listed in Table 5.1, which depend on the orbital

eccentricity. For ε = 0 equations (7.1) can be integrated as

y(t) = y(0)
x(t) = x(0) + y(0)t ;

henceforth, the motion takes place on a plane in the phase space T2×R, labeled by
the initial condition y(0). The value y(0) coincides with the frequency (or rotation
number) ω = ω(y) of the motion, which in general is defined as the first derivative
of the unperturbed Hamiltonian: ω(y) = dh(y)

dy . Let us fix an irrational frequency
ω0 = ω(y(0)); the surface {y(0)}×T2 is invariant for the unperturbed system and
we wonder whether for ε �= 0 there still exists an invariant surface for the perturbed
system with the same frequency as the unperturbed case. The answer is provided
by KAM theory, which allows us to prove the persistence of invariant tori provided
some generic conditions are satisfied.

In a general framework, let us consider a nearly–integrable Hamiltonian function
with n degrees of freedom:

H(y, x) = h(y) + εf(y, x) , y ∈ Rn , x ∈ Tn ; (7.3)

let ω ≡ ∂h(y)

∂y ∈ Rn be the frequency vector. The first assumption required by
KAM theory concerns a non–degeneracy of the unperturbed Hamiltonian. More
precisely, let us introduce the following notions.

(i) An n–dimensional Hamiltonian function h = h(y), y ∈ V , being V an open
subset of Rn, is said to be non–degenerate if

det
(
∂2h(y)
∂y2

)
�= 0 for any y ∈ V ⊂ Rn . (7.4)

Condition (7.4) is equivalent to require that the frequencies vary with the actions
as

det
(
∂ω(y)
∂y

)
�= 0 for any y ∈ V .

The non–degeneracy condition guarantees the persistence of invariant tori with
fixed frequency.
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(ii) An n–dimensional Hamiltonian function h = h(y), y ∈ V ⊂ Rn, is said to be
isoenergetically non–degenerate if

det

⎛
⎝ ∂2h(y)

∂y2
∂h(y)

∂y

∂h(y)

∂y 0

⎞
⎠ �= 0 for any y ∈ V ⊂ Rn . (7.5)

This condition can be written as

det

(
∂ω(y)

∂y ω

ω 0

)
�= 0 for any y ∈ V ⊂ Rn .

The isoenergetic non–degeneracy condition, which is independent of the non–
degeneracy condition (7.4), guarantees that the frequency ratio of the invariant
tori varies as one crosses the tori on fixed energy surfaces (see [6]).

(iii) An n–dimensional Hamiltonian function H(y, x) = h(y) + εf(y, x), y ∈ Rn,
x ∈ Tn, is said to be properly degenerate if the unperturbed Hamiltonian h(y) does
not depend explicitly on some action variables. In this case, the perturbation f(y, x)
is said to remove the degeneracy if it can be split as the sum of two functions, say
f(y, x) = f̄(y) + εf1(y, x) with the property that h(y) + εf̄(y) is non–degenerate.

In order to apply KAM theory it will be assumed that the unperturbed Hamil-
tonian satisfies (7.4) or (7.5). Beside non–degeneracy, the second requirement for
the applicability of the KAM theorem is that the frequency ω satisfies a strong irra-
tionality assumption, namely the so–called diophantine condition which is defined
as follows.

Definition. The frequency vector ω satisfies a diophantine condition of type (C, τ)
for some C ∈ R+, τ ≥ 1, if for any integer vector m ∈ Rn\{0}:

|ω ·m| ≥ 1
C|m|τ . (7.6)

Under the non–degeneracy condition, the KAM theorem guarantees the persistence
of invariant tori with diophantine frequency, provided the perturbing parameter is
sufficiently small. More precisely, Kolmogorov [105] stated the following

Theorem (Kolmogorov). Given the Hamiltonian system (7.3) satisfying the
non–degeneracy condition (7.4), having fixed a diophantine frequency ω for the
unperturbed system, if ε is sufficiently small there still exists an invariant torus on
which the motion is quasi–periodic with frequency ω.

The theorem was later proved in different settings by V.I. Arnold [2] and J. Moser
[138] and it is nowadays known by the acronym: the KAM theorem. Qualitatively,
we can state that for low values of the perturbing parameter there exists an invari-
ant surface with diophantine frequency ω; as the perturbing parameter increases the
invariant torus with frequency ω is more and more distorted and displaced, until the
parameter reaches a critical value at which the torus breaks down (compare with
Figure 7.1). The KAM theorem provides a lower bound on the breakdown thresh-
old; effective KAM estimates, together with a computer–assisted implementation,
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Fig. 7.1. The Poincarè section of the spin–orbit problem (5.19) for 20 different initial
conditions and for e = 0.1. Top: ε = 10−3, middle: ε = 10−2, bottom: ε = 10−1.
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can provide, in simple examples, results on the parameters which are consistent
with the physical values.

Section 7.2 will be devoted to the development of explicit estimates for the
specific example of the spin–orbit model given by (7.1) with the perturbing function
as in (7.2). Its unperturbed Hamiltonian satisfies the non–degeneracy condition
(7.4), being ∂2h(y)

∂y2
= 1. To apply the KAM theorem it is required that the frequency

of the motion, say ω, satisfies a diophantine condition of type (C, τ) for some
C ∈ R+, τ ≥ 1; therefore we assume that for any integers p and q, relatively
coprime, with q �= 0, the following inequality is satisfied:∣∣∣∣ω − p

q

∣∣∣∣ ≥ 1
C|q|τ+1

. (7.7)

An example of a diophantine number satisfying (7.7) with τ = 1 is provided by
the golden ratio γ =

√
5−1
2 , for which (7.7) is fulfilled with the best diophantine

constant given by C = 3+
√
5

2 . Being the system described by a one–dimensional,
time–dependent Hamiltonian function, the existence of two invariant tori obtained
through the KAM theorem provides a strong stability property, since the motion
remains confined between such surfaces. We remark that this property is still valid
for a two–dimensional system, since the phase space is four–dimensional and the
two–dimensional KAM tori separate the constant energy surfaces into invariant
regions. On the other hand, the confinement property is no longer valid whenever
the Hamiltonian system has more than two degrees of freedom.

7.2 KAM theory

We present a version of the celebrated KAM theory by providing concrete estimates
in the specific case of the spin–orbit model, following the KAM proof given in [31]
to which we refer for further details (see also [28]). The goodness of the method
strongly depends on the choice of the initial approximation which can be explicitly
computed as a suitable truncation of the Taylor series expansion in the perturbing
parameter. We also discuss how to choose the (irrational) rotation number, among
those satisfying the diophantine condition. In order to obtain optimal results, it
is convenient to use a computer to determine the initial approximation as well as
to check the estimates provided by the theorem. The so–called interval arithmetic
technique allows us to keep control of the numerical errors introduced by the ma-
chine. We also review classical and computer–assisted results of KAM applications
in Celestial Mechanics.

7.2.1 The KAM theorem

The spin–orbit Hamiltonian associated to (7.1) can be written as the nearly–
integrable Hamiltonian function

H(y, x, t) =
y2

2
+ εf(x, t) , (7.8)
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where y ∈ R, (x, t) ∈ T2, the perturbing function f = f(x, t) is assumed to be a
periodic analytic function and the positive real number ε represents the perturbing
parameter. Hamilton’s equations associated to (7.8) can be written as the second–
order differential equation

ẍ + εfx(x, t) = 0 . (7.9)

Definition. A KAM torus for (7.9) with rotation number ω is a two–dimensional
invariant surface, described parametrically by

x = ϑ + u(ϑ, t) , (ϑ, t) ∈ T2 , (7.10)

where u = u(ϑ, t) is a suitable analytic periodic function such that

1 + uϑ(ϑ, t) �= 0 for all (ϑ, t) ∈ T2 (7.11)

and where the flow in the parametric coordinate is linear, namely ϑ̇ = ω.

Notice that the requirement (7.11) ensures that (7.10) is a diffeomorphism. In this
Section we want to prove the following KAM result.

Theorem. Given the spin–orbit Hamiltonian (7.8) and having fixed for the unper-
turbed system a diophantine frequency ω satisfying (7.7), if ε is sufficiently small
there still exists a KAM torus with frequency ω.

D ≡ ω
∂

∂ϑ
+

∂

∂t
. (7.12)

We remark that for any function g = g(ϑ, t) the inversion of the operator D provides

(D−1g)(ϑ, t) =
∑

(n,m)∈Z2\{0}

ĝnm
i(ωn + m)

ei(nϑ+mt) ,

which provokes the appearance of the small divisors ωn+m. Notice that from the
second equation in (7.1) we obtain that

y = ω + Du(ϑ, t) .

Inserting the parametrization (7.10) in (7.9) and using the definition (7.12), one
obtains that the function u must satisfy the differential equation

D2u(ϑ, t) + εfx(ϑ + u(ϑ, t), t) = 0 . (7.13)

To prove the existence of an invariant surface with rotation number ω is equivalent
to find a solution of equation (7.13). This goal is achieved by implementing a
Newton’s method as follows. Let v = v(ϑ, t) be an approximate solution of (7.13)
with an error term η = η(ϑ, t):

D2v(ϑ, t) + εfx(ϑ + v(ϑ, t), t) = η(ϑ, t) . (7.14)

Let us introduce the partial derivative operator D as
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We assume that M ≡ 1 + vϑ(ϑ, t) �= 0 for all (ϑ, t) ∈ T2. We want to determine
a new approximate solution v′ = v′(ϑ, t) which satisfies (7.13) with an error η′ =
η′(ϑ, t) quadratically smaller, namely

D2v′(ϑ, t) + εfx(ϑ + v′(ϑ, t), t) = η′(ϑ, t) , (7.15)

where |η′| = O(|η|2). This task can be accomplished through the following Lemma
(see [26]).

Lemma (New approximation). Let z be a solution of the equation

D(M2Dz) = −Mη . (7.16)

Let
w ≡Mz , v′ ≡ v + w ;

then v′ satisfies (7.15) with
η′ = ηϑz + q1 (7.17)

and
q1 = εfx(ϑ + v + w, t)− εfx(ϑ + v, t)− εfxx(ϑ + v, t)w . (7.18)

Proof. We first remark that taking the derivative of (7.14) with respect to ϑ one
has

D2M+ εfxx(ϑ + v, t)M = ηϑ . (7.19)

By (7.15) and (7.17) one has

D2v + D2(Mz) + εfx(ϑ + v, t) + εfxx(ϑ + v, t)Mz = ηϑz ;

using (7.19) and (7.14), one obtains

D2(Mz)− (D2M) z = −η . (7.20)

Multiplying (7.20) by M one can easily recognize that the function z must solve
(7.16). �
The solution z is obtained from (7.16) in the form

z ≡ D−1
(
M−2[c0 −D−1(Mη)]

)
+ c1 , (7.21)

where c0 and c1 are suitable constants which take the following expressions:

c0 ≡ 〈M−2〉−1 〈M−2D−1(Mη)〉

c1 ≡ −〈M−1〉〈MD−1
(
M−2[c0 −D−1(Mη)]

)
〉 , (7.22)

so that w has zero average. Let us introduce the complex domain

Δξ,ρ ≡ {(ϑ, t, ε) ∈ C3 : |Im(ϑ)| ≤ ξ , |Im(t)| ≤ ξ , |ε| ≤ ρ} ;

then, for a function g = g(ϑ, t; ε) we define the norm

‖g‖ξ,ρ ≡ sup
Δξ,ρ

|g(ϑ, t; ε)| .

Now we need a technical lemma which provides bounds on the derivatives of a
function g = g(ϑ, t; ε), whose Fourier series expansion is given by g(ϑ, t; ε) =∑

(n,m)∈Z2 ĝnme
i(nϑ+mt).
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Lemma (Bounds on derivatives). Let g = g(ϑ, t; ε) be an analytic function on
the domain Δξ,ρ. Then, for any 0 < δ ≤ ξ, one has

‖gϑ‖ξ−δ,ρ ≤ ‖g‖ξ,ρ δ−1 . (7.23)

Moreover, if 〈g〉 = 0 and ∂�
ϑ denotes the derivative of order � with respect to ϑ,

then for � = 0, 1,
‖∂�

ϑD
−1g‖ξ−δ,ρ ≤ σ�(2δ)‖g‖ξ,ρ ,

where

σ�(δ) ≡ 2

⎡
⎣ ∑
(n,m)∈Z2\{0}

(
|n|�

ωn + m

)2

e−δ(|n|+|m|)

⎤
⎦
1/2

. (7.24)

Proof. Given a holomorphic function g = g(ϑ, t; ε) defined on Δξ,ρ, the estimate
(7.23) is obtained through Cauchy’s integral formula, i.e.

‖gϑ‖ξ−δ,ρ = ‖ 1
2πi

∮
|ϑ−γ|=δ

g(γ, t; ε)
(ϑ− γ)2

dγ‖ξ−δ,ρ ≤ ‖g‖ξ,ρ δ−1 .

Under the condition 〈g〉 = 0, from the maximum principle and Schwarz inequality
one obtains

‖∂�
ϑD

−1g‖ξ−δ,ρ =

∥∥∥∥∥∥
∑

(n,m)∈Z2\{0}
ĝnm

n�

ωn + m
ei(nϑ+mt)

∥∥∥∥∥∥
ξ−δ,ρ

≤ sup
|ε|≤ρ

∑
k1,k2∈{−1,1}

∣∣∣∣∣∣
∑

(n,m)∈Z2\{0}
ĝnm

n�

ωn + m
e(k1n+k2m)(ξ−δ)

∣∣∣∣∣∣
≤ sup

|ε|≤ρ

∑
(n,m)∈Z2\{0}

|ĝnm|

⎛
⎝ ∑

k1,k2∈{−1,1}
e2(k1n+k2m)ξ

⎞
⎠

1
2

e−δ(|n|+|m|) |n|�
|ωn + m|

≤ σ�(2δ)‖g‖ξ,ρ ,

with σ�(2δ) defined according to (7.24). �
We introduce the quantities V , V1, M , M̃ , E, s�(δ) as the following upper bounds:

‖v‖ξ,ρ ≤ V , ‖vϑ‖ξ,ρ ≤ V1 , ‖M‖ξ,ρ ≤M ,

‖M−1‖ξ,ρ ≤ M̃ , ‖η‖ξ,ρ ≤ E , ‖σ�(δ)‖ξ,ρ ≤ s�(δ) .

One obtains that

M̃−2 ≤ ‖M2‖ξ,ρ ≤M2 , M−2 ≤ ‖M−2‖ξ,ρ ≤ M̃2 , ‖〈M−2〉−1‖ξ,ρ ≤M2 .

From (7.22), one finds that c0, c1 can be bounded as

‖c0‖ξ,ρ ≤ M3M̃2s0(2ξ)E

‖c1‖ξ,ρ ≤ MM̃3s0(ξ)
[
M3M̃2s0(2ξ)E + Ms0(ξ)E

]
.
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Having introduced the quantities

a ≡ (MM̃s0(δ))2
[

1 + (MM̃)2
s0(2ξ)
s0(δ)

+ MM̃

(
s0(ξ)
s0(δ)

)2(
1 + (MM̃)2

s0(2ξ)
s0(ξ)

)]

b ≡ aV1
M

δ−1 + a
s1(δ)
s0(δ)

,

from the definition of z in (7.21) one finds the following bounds W on w and W1

on the derivative of w with respect to ϑ:

‖w‖ξ−δ,ρ ≤ Ea ≡W

‖wϑ‖ξ−δ,ρ ≤ Eb ≡W1 .

The first inequality follows from ‖w‖ξ−δ,ρ ≤M‖z‖ξ−δ,ρ and from the estimate

‖z‖ξ−δ,ρ ≤ ‖c1‖ξ,ρ + s0(δ)M̃2(‖c0‖ξ,ρ + s0(δ)ME) .

Similar computations hold for ‖wϑ‖ξ−δ,ρ. Finally, from (7.17) and (7.18) one obtains
a bound E1 on the new error term as

‖η′‖ξ−δ,ρ ≤ E2

(
aδ−1

M
+

a2F

2

)
≡ E1 ,

where F ≡ ‖εfxxx‖ξ−δ+V+W,ρ.
Let us assume that we start from a given initial approximation v(0) satisfy-

ing (7.14) with an error term η(0); we construct the solution at the jth step, say
v(j), by an iterative application of the New approximation Lemma starting from
the initial solution v(0). Let M (j), M̃ (j), E(j), W (j), W (j)

1 be the bounds corre-
sponding to the solution v(j). From the previous estimates and definitions, the
bounds for the solution v(j+1) are obtained through the following Lemma which
provides the KAM algorithm needed to construct bounds on the new approximate
solution.

Lemma (KAM algorithm). Let ξ0 > 0, ξj ≡ ξ0
2j and let δj ≡

ξ0
2j+1 . Given the

following quantities referring to the solution v(j) on the domain with parameters
ξj, δj: M (j), M̃ (j), E(j), W (j), W (j)

1 , we define the bounds corresponding to the
solution v(j+1) as follows:
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M (j+1) ≡ M (j) + W
(j)
1

M̃ (j+1) ≡ M̃

(
1− M̃

j∑
i=0

W
(i)
1

)−1
if

j∑
i=0

W
(i)
1 < 1

M̃ (j+1) ≡ ∞ if
j∑

i=0

W
(i)
1 ≥ 1

E(j+1) ≡ (E(j))2
(
a(j)δ−1j

M (j)
+

(a(j))2F
2

)

W (j+1) ≡ E(j+1)a(j+1)

W
(j+1)
1 ≡ E(j+1)b(j+1) .

One can iterate the above algorithm for a finite number of steps; the convergence
to the true solution of equation (7.13) is obtained once a suitable KAM condition is
satisfied. To this end, let us premise the following Lemma which provides a bound
on the quantity σ�(δ) introduced in (7.24).

Lemma (Bound on σ�(δ)). Let 0 < δ ≤ 1
2 ; for � = 0, 1, if k� ≡ τ + � + 1, then

σ�(δ) < K�Cδ
−k� , (7.25)

where K0 ≡ 25
2 (Γ(2τ+1)

π )1/2, K1 ≡ K0

√
(2τ + 2)(2τ + 1), with Γ being the Euler’s

gamma function.

Proof. For t ≥ 1 and 0 < δ ≤ 1
2 , one has∑

n∈Z

|n|te−δ|n| < 2e
1
2 Γ(t + 1)δ−(t+1) .

Being1 C > 2 and τ ≥ 1, one finds

σ�(δ) < 2

⎛
⎝∑

m�=0

e−δ|m|

m2
+ C2

∑
n�=0

|n|2τ+2�e−δ|n|∑
m

e−δ|m|

⎞
⎠

< 2
(

2
δ

+ 2C2(1 +
√
e)
√
e Γ(2(τ + �) + 1) δ−2(τ+�+1)

) 1
2

< 2C(1 + 2(1 +
√
e)
√
e)

1
2 (Γ(2(τ + �) + 1))

1
2 δ−(τ+�+1) ,

which gives (7.25). �
Finally, let v, η satisfy (7.14); for some ξ∗ > 0, ρ > 0, let E ≡ ‖η‖ξ∗,ρ,
M ≡ ‖M‖ξ∗,ρ, M̃ ≡ ‖M−1‖ξ∗,ρ, F ≡ ‖fxxx‖ξ∗+V,ρ. The convergence of the se-
quence of approximate solutions to the solution of (7.13) is obtained through the

frequency ω, provided ε is sufficiently small (compare with (7.28) below).

1 The smallest value of the diophantine constant corresponds to the golden ratio
√

5−1
2

and it amounts to C ≡ 3+
√

5
2

� 2.618.

following result, which gives the persistence of the invariant torus with diophantine
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Proposition (KAM condition). Let ξ∗ > 0, ρ > 0 and let β0, β1, β2, η0, η1, η2
be positive constants defined as follows:

β0 ≡
(
MM̃ K0C

(
4
ξ∗

)k0
)2 [

1 + (MM̃)2
1

8k0
+ MM̃

(
1
4

)2k0(
1 + (MM̃)2

1
2k0

)]

β1 = (MM̃C)224k0+3ξ−2k0−1∗ K1K0

·
[

1 + (MM̃)2
1

8k0
+ MM̃

(
1
4

)2k0(
1 + (MM̃)2

1
2k0

)]

β2 =
4β0
ξ∗

+
β20F

2
η0 = 22k0 , η1 = 22k0+1 , η2 = max(2η0, η20) . (7.26)

Defining
K ≡ 2M̃β1(1 + 2η1β2η2) , (7.27)

if
K E < 1 , (7.28)

then (7.13) has a unique solution u, with 〈u〉 = 〈v〉 and

‖u− v‖ ξ∗
2 ,ρ < KE ξ∗

4

‖uϑ − vϑ‖ ξ∗
2 ,ρ <

KE
2M̃

. (7.29)

Proof. Define the sequences {ξ(j)∗ }, {δj}, j ∈ Z+, as ξ(j)∗ = ξ∗
2 + ξ∗

2j+1 , δj = ξ∗
2j+2 .

Under the assumption (7.28), for a suitable K0 < K one has the following relations,
valid for any j ≥ 0:

E(j) < (K0E)2
j

ξ
(j)
∗ + V (j) ≤ ξ∗ + V

M̃ (j) ≤ 2M̃ , (7.30)

where V (j) is an upper bound on v(j). The first of (7.30) implies that the sequence
of the error terms {E(j)}j∈Z+ converges to zero. Moreover, from the second of
(7.30) we get that the sequence of approximate solutions {v(j)}j∈Z+ tends to a
unique solution u. The third equation in (7.30) is equivalent to

M̃

j−1∑
i=0

W
(i)
1 ≤ 1 . (7.31)

The proof of the validity of (7.30) and (7.31) can be done by induction on j. It
is readily seen that these relations are valid for j = 0. Assume they are true for
1, .., j; we want to prove that (7.30) and (7.31) are valid for j + 1. We first show
that the following inequalities hold:
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E(i+1) ≤ (E(i))2β2ηi2
W (i) ≤ E(i)β0η

i
0

W
(i)
1 ≤ E(i)β1η

i
1 , (7.32)

where the real constants β0, β1, β2, η0, η1, η2 are defined as in (7.26). Let
A(i) ≡ β0η

i
0; we prove the first in (7.32) through the following chain of inequalities:

E(i+1) ≤ (E(i))2
(
A(i) 2i+2

ξ∗
+

(A(i))2F
2

)

≤ (E(i))2
(

4β0(2η0)i

ξ∗
+

β20η
2i
0 F

2

)
≤ (E(i))2β2ηi2 .

Concerning the second relation in (7.32) one has

W (i) ≤ E(i)A(i) = E(i)β0η
i
0 .

Finally, the third inequality in (7.32) is obtained as follows:

W
(i)
1 ≤ E(i)A(i) 2i+2

ξ∗

(
1 +

K1

K0

)
≤ E(i)β1η

i
1 .

The first relation in (7.32) yields the first in (7.30): setting

K0 ≡ β2η2 ,

one has

E(j+1) ≤ E2j+1
j∏

i=0

(β2η
j−i
2 )2

i

= E2j+1
[
β

Pj+1
i=1

1
2i

2 η
Pj+1

i=1
i−1
2i

2

]2j+1

< (K0E)2
j+1

.

Let K satisfy the inequality √
25β0η0ξ−1∗ K0 ≤ K , (7.33)

from the second relation in (7.32) and from (7.28) we obtain

j∑
i=0

W (i) < β0E + β0

∞∑
i=1

ηi0(K0E)2
i

< β0E + β0(K0E)2η0

(
1 +

1
log 1

K0E
√
η0

)

< KE ξ∗
4
< ξ∗

(
1
2
− 1

2j+2

)
, (7.34)
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due to the following estimates:

β0E <
ξ∗
25
K0E , β0(K0E)2η0 ≤

(KE)2ξ∗
25

, K0E
√
η0 <

KE
210

.

Since

V (j+1) ≡ V +
j∑

i=0

W (i) ,

one obtains the second of (7.30). From the third in (7.32) and from K0E
√
η1 <

KE
29

we get

2M̃
j∑

i=0

W
(i)
1 = 2M̃

j∑
i=0

E(i)β1η
i
1

< 2M̃β1E + 2M̃β1(K0E)2η1

(
1 +

1
log 1

K0E
√
η1

)

< 2M̃β1E + 4M̃β1(K0E)2η1 ; (7.35)

if
2M̃β1 + 4M̃β1η1K0 ≤ K , (7.36)

one obtains (7.31). Notice that K is determined by the inequalities (7.33) and
(7.36); these inequalities are satisfied provided

K ≡ max{
√

25β0η0ξ−1∗ β2η2, 2M̃β1(1 + 2η1β2η2)} ,

which is equivalent to (7.27). Finally, (7.34) and (7.35) imply (7.29). �
Remark. Let us consider the general case of a Hamiltonian function with n degrees
of freedom:

H(y, x) = h(y) + εf(y, x) , y ∈ Rn , x ∈ Tn .

The equations of motion are

ẋ = hy(y) + εfy(y, x)

ẏ = −εfx(y, x) . (7.37)

A KAM torus with rotation vector ω is defined by the parametric equations

x(ϑ) = ϑ + u(ϑ)
y(ϑ) = v(ϑ) , (7.38)

where ϑ ∈ Tn with ϑ̇ = ω and u, v are suitable vector functions. Let us introduce
the operator D ≡ ω ∂

∂ϑ . Inserting (7.38) in (7.37), one finds that u and v must
satisfy the following quasi–linear partial differential equations on Tn:

ω + Du− hy(v)− εfy(v, ϑ + u) = 0

Dv + εfx(v, ϑ + u) = 0 . (7.39)

The KAM proof is obtained by solving (7.39) through a Newton iteration method,
extending the procedure as it was described for finding the solution of (7.13).
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7.2.2 The initial approximation and the estimate of the error term

The initial approximation v ≡ v(0) (see (7.14)) of the KAM theorem can be ob-
tained taking advantage of the analyticity of the KAM surfaces with respect to the
perturbing parameter in a neighborhood of the origin [139–141]). We consider the
parametrization (7.10), where the function u = u(ϑ, t) depends parametrically on
ε and therefore we denote it as u = u(ϑ, t; ε). Let us expand u in power series as

u(ϑ, t; ε) =
∞∑
k=1

uk(ϑ, t) εk . (7.40)

In the case of the spin–orbit problem the coefficients uk can be recursively computed
as follows. Write equation (7.13) with the perturbation given by (7.2) as

D2u + ε

N2∑
m�=0,m=N1

W

(
m

2
, e
)

sin(2ϑ + 2u−mt) = 0 . (7.41)

For u expanded as in (7.40), define the power series

ei(2ϑ+2u) ≡
∞∑

n=0

cn(ϑ, t) εn , (7.42)

for some unknown complex coefficients cn which can be determined as follows.
Differentiating (7.42) with respect to ε and using the series expansion (7.40), one
obtains

2i
∞∑
k=1

kukε
k−1 ·

∞∑
j=0

cjε
j =

∞∑
n=1

ncnε
n−1 .

Equating same powers of ε one obtains:

c0(ϑ, t) ≡ e2iϑ

cn(ϑ, t) ≡ 2i
n

n∑
k=1

kukcn−k . (7.43)

Finally, (7.41) can be written as

D2u = − 1
2i

∞∑
n=1

εn

⎡
⎣ N2∑
m�=0,m=N1

W

(
m

2
, e
)

(e−imtcn−1 − eimtcn−1)

⎤
⎦ ,

where the bar denotes complex conjugacy. A recursive relation defining the func-
tions un is obtained comparing the terms of the same order in ε:

un(ϑ, t) ≡ − 1
2i

D−2

⎡
⎣ N2∑
m�=0,m=N1

W

(
m

2
, e
)

(e−imtcn−1 − eimtcn−1)

⎤
⎦ . (7.44)
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Notice that un depends on the previous functions u1, . . . , un−1. The initial approx-
imation can be obtained as the finite truncation up to a suitable order k0 (for some
positive integer k0) of the series expansion (7.40):

v(0)(ϑ, t; ε) ≡
k0∑
k=1

uk(ϑ, t) εk . (7.45)

To give a concrete example, let us assume that the perturbing function in (7.2) is
given by

f(x, t) ≡ e
4

cos(2x− t)−
(

1
2
− 5

4
e2
)

cos(2x− 2t)

− 7
4

e cos(2x− 3t)− 17
4

e2 cos(2x− 4t) .

Then, the first two approximating functions u1(ϑ, t) and u2(ϑ, t) are given by the
following expressions:

u1(ϑ, t) =
−e

2(2ω − 1)2
sin(2ϑ− t) +

(1− 5
2e2)

(2ω − 2)2
sin(2ϑ− 2t) +

+
7e

2(2ω − 3)2
sin(2ϑ− 3t) +

17e2

2(2ω − 4)2
sin(2ϑ− 4t)

and

u2(ϑ, t) =
[
− e

2(2ω − 1)2
+

4e
(2ω − 2)2

− 7e
2(2ω − 3)2

]
sin t +

+
1
4

[
− 7e2

4(2ω − 1)2
+

17e2

2(2ω − 2)2
+

7e2

4(2ω − 3)2
− 17e2

2(2ω − 4)2

]
sin 2t

+
e2

4(2ω − 1)2
sin(4ϑ− 2t)
(4ω − 2)2

+
[
− e

2(2ω − 2)2
− e

2(2ω − 1)2

]
sin(4ϑ− 3t)
(4ω − 3)2

+

+
[

1− 5e2

(2ω − 2)2
− 7e2

4
(

1
(2ω − 1)2

+
1

(2ω − 3)2
)
]

sin(4ϑ− 4t)
(4ω − 4)2

+

+
[

7e
2(2ω − 2)2

+
7e

2(2ω − 3)2
+
]

sin(4ϑ− 5t)
(4ω − 5)2

+

+
[

17e2

2(2ω − 2)2
+

49e2

4(2ω − 3)2
+

17e2

2(2ω − 4)2

]
sin(4ϑ− 6t)
(4ω − 6)2

.

To implement the KAM algorithm and to check the KAM condition, it is necessary
to provide explicit estimates on some quantities, like the initial approximation, its
derivative, the error term, etc. The most difficult task is the estimate of the error
function |η(0)|ξ,ρ (for some positive parameters ξ, ρ) associated to a given initial
approximation v(0), which can be constructed by means of the recursive formulae
(7.43), (7.44). The estimate of η(0) can be obtained through the following Lemma
(see also [27]).
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Lemma (Estimate of the error term). Let v(0)(ϑ, t; ε) ≡
k0∑
k=1

uk(ϑ, t) εk for

some positive integer k0 and let η ≡ η(0) satisfy (7.14) with v ≡ v(0). For some
positive parameters ξ, ρ, let S(0) ≡ ‖v(0)‖ξ,ρ, Uk ≡ ‖uk‖ξ,ρ and F̄ ≡ ‖fx‖ξ,ρ.
Define recursively the sequences {αj}, {βj} as

α0 = 1

αj =
2
j

j∑
k=1

kUkαj−k , j ≥ 1

and

β0 = 1

βj = −2
j

j∑
k=1

kUkβj−k , j ≥ 1 .

Then, setting

a = e2S
(0) −

k0−1∑
j=1

αjρ
j

b = e−2S
(0) −

k0−1∑
j=1

βjρ
j ,

the error term is estimated as

‖η(0)‖ξ,ρ = F̄

√
a2 + b2

2
.

We remark that in concrete applications the convergence of the KAM algorithm is
improved as the order k0 of the initial approximation (7.45) gets larger. Indeed, let
us denote by ε

(k0)
KAM = ε

(k0)
KAM (ω) the lower bound provided by the KAM theorem

on the persistence of the invariant torus with frequency ω, starting from the initial
approximation (7.45) truncated at the order k0. We report in Table 7.1 some results
associated to (5.19) for the frequency ω = 1+ 1

2+
√
5−1
2

; the results concern the values

Table 7.1. The threshold ε
(k0)
KAM (ω) as a function of the order k0 of the initial approxi-

mation.

k0 ε
(k0)
KAM (ω)

1 2 · 10−5

5 1.5 · 10−3

10 4.1 · 10−3

15 6 · 10−3

20 6.6 · 10−3

25 7.5 · 10−3

30 8.2 · 10−3
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ε
(k0)
KAM (ω) as the order k0 of the initial approximation increases (here we selected
ξ = 0.05). We remark that the relative improvement of the threshold ε

(k0)
KAM (ω) is

higher as k0 is small, while it gets smaller as k0 increases.

7.2.3 Diophantine rotation numbers

One of the assumptions which is required to apply the KAM theorem is that the
frequency of the motion must satisfy the diophantine condition (7.6). Moreover, we
recall that the KAM estimates depend on the value of the diophantine constant
(see, e.g., (7.26), (7.27), (7.28)) and a proper choice of the frequency certainly im-
proves the performances of the theorem. In this section we review some results from
number theory concerning the choice of diophantine numbers and the computation
of the corresponding diophantine constants.

We start by introducing the continued fraction expansion of a positive real
number α defined as the sequence of positive integer numbers a0, a1, a2, . . . , such
that

α ≡ a0 +
1

a1 + 1
a2+

1
a3+...

, aj ∈ Z+ . (7.46)

Using standard notation, we shall write

α ≡ [a0; a1, a2, a3, . . . ] .

A rational number has a finite continued fraction expansion, while irrationals have
an infinite continued fraction expansion. For any irrational number α there exists
an infinite approximant sequence of rational numbers, say {pn

qn
}n∈Z+ , such that pn

qn

converges to α as n goes to infinity. Each pn
qn

can be obtained as the truncation to
the order n of the continued fraction expansion (7.46):

p0
q0

= a0

p1
q1

= a0 +
1
a1

p2
q2

= a0 +
1

a1 + 1
a2

. . .

For the golden number γ =
√
5−1
2 , the rational approximants are given by the ratio

of the Fibonacci’s numbers:

0
1
,

1
1
,

1
2
,

2
3
,

3
5
,

5
8
,

8
13

,
13
21

,
21
34

, . . .

A bound on how close the rational numbers pn
qn

approximate α is given by the
following inequalities:

1
qn(qn + qn+1)

<

∣∣∣∣α − pn
qn

∣∣∣∣ ≤ 1
qnqn+1

.
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Definition. An algebraic number ω is a solution of a polynomial Pn(z) of degree
n with integer coefficients, say c0, . . . , cn:

Pn(z) = cnz
n + cn−1zn−1 + · · ·+ c1z + c0 , (7.47)

provided ω is not a solution of a polynomial of lower degree with integer coefficients.
A quadratic number is an algebraic number of degree 2. An irrational number α
is called a noble number if the terms of its continued fraction expansion (7.46) are
definitely one, namely there exists an integer N such that ak = 1 for all k > N . In
this case we write

α ≡ [a0; a1, . . . , aN , 1∞] ;

the number [a0; a1, . . . , aN ] is called the head of the noble number.

Noble numbers are a subset of the quadratic irrationals, which are in turn a subset
of the algebraic irrationals. By a theorem due to Liouville one can show that an
algebraic number is diophantine [104].

Theorem (Liouville). Let ω be an algebraic number of degree n; then ω satisfies
the diophantine condition (7.7) for some positive constant C and for τ = n− 1.

Proof. Let ω be a root of (7.47) so that we can write

Pn(z) = (z − ω)Pn−1(z) , (7.48)

for a suitable polynomial Pn−1(z) of degree n− 1. It is Pn−1(ω) �= 0, otherwise we
could write Pn(z) = (z − ω)2Pn−2(z) for some polynomial Pn−2(z). In this case
d
dzPn(ω) = 0, in contrast to the assumption that ω is an algebraic number of degree
n, being d

dzPn(z) a polynomial of degree n− 1 with integer coefficients. Therefore
there exists δ > 0 such that Pn−1(z) �= 0 for any |z − ω| ≤ δ. If p, q are integer
numbers such that |ω − p

q | ≤ δ, from (7.48) we can write

p

q
− ω =

Pn(p
q )

Pn−1(p
q )

=
c0q

n + c1pq
n−1 + · · ·+ cnp

n

qnPn−1(p
q )

. (7.49)

The numerator of the last expression in (7.49) is an integer greater or equal than
one; let

M ≡ sup
|z−ω|≤δ

|Pn−1(z)| .

Then we obtain ∣∣∣∣pq − ω

∣∣∣∣ ≥ 1
Mqn

.

On the other hand, if |pq − ω| > δ, then |pq − ω| > δ
qn , so that (7.7) is satisfied by

defining

C ≡
(

min
(
δ,

1
M

))−1
. �
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We stress that there exist diophantine numbers which are not algebraic numbers.
The set of diophantine numbers with constant C and exponent τ , say D(C, τ),
has measure one as C tends to zero. For example, the measure μ(D(C, τ)c) of the
complement D(C, τ)c of the set D(C, τ) in the interval [0, 1] can be computed as
follows. For any coprime integers m, n, one has

μ(D(C, τ)c) =
∞∑

n=1

n∑
m=1

C

nτ+1
= C

∞∑
n=1

φ(n)
nτ+1

= C
ζ(τ)

ζ(τ + 1)
,

where φ(n) is the Euler function and ζ(τ) is the Riemann zeta function. In con-
clusion, μ(D(C, τ)c) tends to zero as C tends to zero for any τ ≥ 1. The set of
diophantine numbers is the union of the sets D(C, τ) for any positive C and τ .

7.2.4 Trapping diophantine numbers

For Hamiltonian systems like the spin–orbit problem, the KAM tori separate the
phase space into invariant regions. One can make use of this property to trap
periodic orbits between two KAM tori with suitable rotation numbers bounding
the frequency of the periodic orbit from above and below. In this section we address
the question concerning the choice of the bounding rotation numbers. In particular,
the stability of the resonance of order p : q (for some integers p, q with q �= 0) can
be inferred by proving the existence of a pair of invariant tori with frequency
bounding the p : q resonance from above and below. Having in mind an application
of KAM theorem to the spin–orbit problem, we focus our attention on the 1:1 and
3:2 resonances. Let the golden ratio be γ =

√
5−1
2 ; a possible choice of trapping

diophantine numbers for p = q = 1 is given by the sequences of noble numbers
defined as

Γk ≡ [0; 1, k − 1, 1∞] ≡ 1 − 1
k + γ

,

Δk ≡ [1; k, 1∞] ≡ 1 +
1

k + γ
, k ≥ 2 . (7.50)

Both Γk and Δk converge to one from below and above, respectively, and have the
property that for all k, |Γk − 1| = |Δk − 1|. Notice that Γk and Δk are noble
algebraic numbers of degree two, since they are roots of the polynomials

PΓk
(x) ≡ 4(k4 − 2k3 − k2 + 2k + 1)x2 − 4(2k4 − 6k3 + k2 + 5k + 1)x +

+ 4k4 − 16k3 + 12k2 + 8k − 4

and

PΔk
(x) ≡ 4(k4 − 2k3 − k2 + 2k + 1)x2 − 4(2k4 − 2k3 − 5k2 + 3k + 3)x +

+ 4k4 − 12k2 + 4 .

We remark that noble tori are conjectured to be the last surfaces to disappear in any
interval of rotation numbers ([124, 125, 148], see also [62]). Numerical experiments
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on the standard and quadratic maps [124] show that noble tori are locally the most
robust in the sense that

(i) for any critical (i.e., close to breakdown) noble surface of rotation number ω,
there exists an interval around ω containing no other invariant tori;

(ii) let Tε(α) be a critical non–noble torus; then in any interval around α there
always exists a non–critical noble.

Concerning the 3:2 resonance we can consider the trapping rotation numbers

Γ′k ≡ 3
2
− 1

k + γ
,

Δ′k ≡ 3
2

+
1

k + γ
, k ≥ 2 , (7.51)

converging to 3
2 from below and above, respectively, and with |Γ′k − 3

2 | = |Δ′k − 3
2 |

for any k. Notice that Γ′k and Δ′k are not necessarily noble numbers, but they are
second–order algebraic numbers, since they are roots of the polynomials

PΓ′
k
(x) ≡ 4(k4 − 2k3 − k2 + 2k + 1)x2 − 4(3k4 − 8k3 + 7k + 2)x

+ 9k4 − 30k3 + 13k2 + 20k − 1

and

PΔ′
k
(x) ≡ 4(k4 − 2k3 − k2 + 2k + 1)x2 − 4(3k4 − 4k3 − 6k2 + 5k + 4)x

+ 9k4 − 6k3 − 23k2 + 8k + 11 .

The computation of the diophantine constant C for the numbers Γk, Δk, Γ′k, Δ′k
can be performed as follows.

Proposition. Let Γk, Δk, Γ′k, Δ′k be as in (7.50), (7.51); then for any k ≥ 2 the
corresponding diophantine constants are, respectively,

k + γ, k + γ, 4(k + γ), 4(k + γ) .

Proof. Let us provide the details for the derivation of the diophantine constant
associated to Δk; the computations for the other numbers follow easily. We want
to show that∣∣∣∣

(
1 +

1
k + γ

)
− p

q

∣∣∣∣ ≥ 1
(k + γ)q2

for all p, q ∈ Z, q �= 0 ,

which is equivalent to require that∣∣∣∣ 1
k + γ

− p

q

∣∣∣∣ ≥ 1
(k + γ)q2

for all p, q ∈ Z , q �= 0 . (7.52)
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The rational approximants to 1
k+γ are given by

{
pj
qj

}
j≥0

≡
{

αj

αjk + αj−1

}
j≥0

,

j

α0 = 1, α1 = 1, . . . , αj+1 = αj + αj−1 for all j ≥ 1 ;

then, it is sufficient to show (7.52) with p
q replaced by the approximant αj

αjk+αj−1
,

namely∣∣∣∣ 1
k + γ

− αj

αjk + αj−1

∣∣∣∣ ≥ 1
(k + γ)(αjk + αj−1)2

for all k ≥ 2 . (7.53)

From (7.53) one gets the inequality∣∣∣∣1 − αj(k + γ)
αjk + αj−1

∣∣∣∣ ≥ 1
(αjk + αj−1)2

,

which is equivalent to ∣∣∣∣γ − αj−1
αj

∣∣∣∣ ≥ 1
α2
j (k + αj−1

αj
)
.

Since
k +

αj−1
αj

≥ 2 +
αj−1
αj

,

it is sufficient to show that∣∣∣∣γ − αj−1
αj

∣∣∣∣ ≥ 1
α2
j (2 + αj−1

αj
)
.

Defining Aj by the equality ∣∣∣∣γ − αj−1
αj

∣∣∣∣ ≡ 1
Ajα2

j

,

it is readily seen that
Aj = γ + 1 +

αj−1
αj

; (7.54)

therefore we get that∣∣∣∣γ − αj−1
αj

∣∣∣∣ =
1

α2
j (γ + 1 + αj−1

αj
)
≥ 1

α2
j (2 + αj−1

αj
)
,

since
2 +

αj−1
αj

≥ γ + 1 +
αj−1
αj

.

where the α ’s are the Fibonacci’s numbers defined via the recursive relation
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Applying the same procedure one proves that∣∣∣∣Γk − p

q

∣∣∣∣ ≥ 1
(k + γ)q2

for all p, q ∈ Z , q �= 0 , k ≥ 2 ,

where the sequence of rational approximants to Γk is given by{
αj(k − 1) + αj−1

αjk + αj−1

}
.

Analogous considerations hold for Γ′k and Δ′k. �
We remark that for the golden ratio equation (7.54) implies that the diophantine
constant is equal to C = 3+

√
5

2 .

7.2.5 Computer–assisted proofs

The computation of the initial approximation and the control of the KAM algo-
rithm usually require the use of a computer, due to the high number of operations
involved. However, the computer introduces rounding–off and propagation errors.
In order to leave unaltered the rigorous character of the result, one can keep track of
the computer rounding–off errors through the application of the so–called interval
arithmetic technique [60,106], whose implementation is briefly explained as follows.
The computer stores real numbers using a sign–exponent–fraction representation;
the number of digits in the fraction and the exponent varies with the machine. The
result of any elementary operation, i.e. sum, subtraction, multiplication and divi-
sion, usually produces an approximation of the true result; other calculations, like
exponent, square root, logarithm, etc., can be reduced to a sequence of elementary
operations through a Taylor series expansion. The idea of the interval arithmetic
technique is to represent any real number as an interval and to perform elemen-
tary operations on intervals, rather than on real numbers. For example, suppose
we perform the sum of two numbers a and b, which are contained, respectively,
within the intervals [a1, a2] and [b1, b2]. Adding these two intervals one obtains
[c1, c2] ≡ [a1 + b1, a2 + b2]. However, we have to consider that the end–points c1,
c2 of the new interval are themselves produced by an elementary operation and
therefore they are affected by rounding errors. Henceforth one needs to construct a
new interval which gets rid of the fact that c1 and c2 are rounded. This can be done
as follows. Let δ be the limiting precision of the machine (see, e.g., [159]). Then,
multiply c1 by 1∓ δ according to whether c1 is positive or negative and let us call
the final result c− ≡ down(c1). Similarly, to get an upper bound of c2 multiply it
by 1± δ according to whether c2 is positive or negative; let us call the final result
c+ ≡ up(c2). We finally get that a + b ∈ [c−, c+]. The subtraction can be treated
in a similar way.

Concerning the multiplication (as well as the division), one needs to consider
different cases according to the signs of the factors. More precisely, suppose we com-
pute the multiplication a · b, where a and b are represented by the intervals [a1, a2]
and [b1, b2], while the result will be contained in [c−, c+]. We must distinguish the
following cases:
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(1) a1 ≥ 0 and b1 ≥ 0, then c− = down(a1b1), c+ = up(a2b2);
(2) a1 ≥ 0 and b2 ≤ 0, then c− = down(a2b1), c+ = up(a1b2);
(3) a1 ≥ 0 and b1 < 0, b2 > 0, then c− = down(a2b1), c+ = up(a2b2);
(4) a2 ≤ 0 and b1 ≥ 0, then c− = down(a1b2), c+ = up(a2b1);
(5) a2 ≤ 0 and b2 ≤ 0, then c− = down(a2b2), c+ = up(a1b1);
(6) a2 ≤ 0 and b1 < 0, b2 > 0, then c− = down(a1b2), c+ = up(a1b1);
(7) a1 < 0, a2 > 0 and b1 ≥ 0, then c− = down(a1b2), c+ = up(a2b2);
(8) a1 < 0, a2 > 0 and b2 ≤ 0, then c− = down(a2b1), c+ = up(a1b1);
(9) a1 < 0, a2 > 0 and b1 < 0, b2 > 0, then
(9a) let �− = down(a1b2), r− = down(a2b1); if r− < �− then �− = r−;
(9b) let �+ = up(a1b1), r+ = up(a2b2); if r+ > �+ then �+ = r+;

set b1 = �−, b2 = �+.

A similar approach is used to deal with the division. Casting together the ele-
mentary operations on intervals one obtains the implementation of the interval
arithmetic technique, where complex operations are reduced to a sequence of ele-
mentary operations by using their series expansion.

7.3 A survey of KAM results in Celestial Mechanics

7.3.1 Rotational tori in the spin–orbit problem

We consider the spin–orbit problem widely discussed in the previous sections and
we aim to prove the existence of rotational invariant tori, trapping the synchronous
resonance from above and below, thus providing a confinement property of the dy-
namics in the phase space. As a specific example we consider the Earth–Moon
system. In writing the model (7.1)–(7.2) we have neglected all perturbations due
to other celestial bodies as well as dissipative effects. Among the discarded con-
tributions the most important term is due to the tidal torque generated by the
non–rigidity of the satellite. For consistency, we expand the perturbing function in
Fourier–Taylor series, neglecting all terms which are of the same order or less than
the neglected tidal torque. Taking into account that the eccentricity of the Moon
amounts to e = 0.0549, one is led to consider the perturbing function (7.2) with
N1 = 1 and N2 = 7. The corresponding Hamiltonian function reads as

H(y, x, t) ≡ y2

2
− ε

[(
− e

4
+

e3

32

)
cos(2x− t) +

+
(

1
2
− 5

4
e2 +

13
32

e4
)

cos(2x− 2t) +
(

7
4

e− 123
32

e3
)

cos(2x− 3t) +

+
(

17
4

e2 − 115
12

e4
)

cos(2x− 4t) +
(

845
96

e3 − 32 525
1536

e5
)

cos(2x− 5t) +

+
533
32

e4 cos(2x− 6t) +
228 347

7680
e5 cos(2x− 7t)

]
, (7.55)
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where the physical value of the perturbing parameter amounts for the Moon to
ε 
 3.45 · 10−4. The existence of two bounding tori with frequencies Γ40 and Δ40

(see (7.50)) has been proven in [23] by performing the following steps. Compute the
initial approximation (7.45) up to the order k0 = 15; apply the KAM theorem pre-
sented in Section 7.2; implement the interval arithmetic technique. Then, one gets
[23] that the synchronous motion of the Moon is trapped in the region enclosed by
the tori T (Γ40) and T (Δ40), which is shown to be a subset of {(y, x, t) : (x, t) ∈ T2,
0.97 ≤ y ≤ 1.03}.

In a similar way one can prove the stability of the Mercury–Sun system. However,
due to the bigger eccentricity of Mercury, being e = 0.2056, the perturbing function
contains a larger number of terms, so that the corresponding Hamiltonian is given
by

H(y, x, t) ≡ y2

2
− ε

2

3∑
m�=0,m=−11

W

(
m

2
, e
)

cos(2x−mt) ,

with the coefficients W (m
2 , e) truncated to O(e7). The stability of the observed

3:2 resonance is obtained for the true value of the perturbing parameter, i.e. ε =
1.5 · 10−4, by proving the existence of the tori with frequencies Γ′70 and Δ′70 (see
(7.51)); the corresponding trapping region is contained in {(y, x, t) : (x, t) ∈ T2,
1.48 ≤ y ≤ 1.52}.

7.3.2 Librational invariant surfaces in the spin–orbit problem

The confinement of the motion associated to periodic orbits of the spin–orbit prob-
lem can also be obtained by constructing librational invariant surfaces. In the fol-
lowing we provide some details of the proof concerning the case of the 1:1 resonance
(see [24]), whose outline is the following. The first task is to center the Hamilto-
nian on the 1:1 periodic orbit and to expand in Taylor series around the new origin.
Next, diagonalize the quadratic terms to obtain a harmonic oscillator, perturbed
by higher degree (time–dependent) terms. After introducing the action–angle vari-
ables associated to the harmonic oscillator, implement a Birkhoff normal form to
reduce the size of the perturbation and then apply the KAM theorem to prove the
existence of trapping librational tori.

According to the above strategy, we start by writing the Hamiltonian function
as

H0(y, x, t) =
y2

2
−εa cos(2x−2t)− ε

2

N2∑
m�=0,2, m=N1

W

(
m

2
, e
)

cos(2x−mt) , (7.56)

where a ≡ 1
2W (1, e). Perform the coordinate change x′ = 2x − 2t, y′ = 1

2 (y − 1),
expand in Taylor series around the origin and diagonalize the time–independent
quadratic terms by means of the symplectic transformation

p = α y′

q = β x′ ,
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with α =
√
2

(εa)1/4
, β = (εa)1/4√

2
. After these steps the Hamiltonian function becomes

H1(p, q, t) =
ω

2
(p2 + q2) − εa

(
q4

4!β4
− q6

6!β6
+ . . .

)

− μ

2

∑
m�=0,−2

W̃

(
m + 2

2
, e
) [

cos(mt)
(

1− q2

2β2
+

q4

4!β4
+ . . .

)

+ sin(mt)
(
q

β
− q3

3!β3
+

q5

5!β5
+ . . .

)]
,

where ω = 2
√
εa is the frequency of the harmonic oscillation, μ ≡ εe, while the

coefficients W have been rescaled as W̃ (m+2
2 , e) = 1

eW (m+2
2 , e). Introduce action–

angle variables (I, ϕ) as

p =
√

2I cosϕ
q =

√
2I sinϕ ;

the resulting Hamiltonian is given by

H2(I, ϕ, t) = ωI − εa

(
I2

16β4
− 5I3

2 · 6!β6
+ . . .

)

− εa

[
− I2

12β4
cos 2ϕ +

I2

48β4
cos 4ϕ +

I3

4 · 6!β6
·

· (15 cos 2ϕ− 6 cos 4ϕ + cos 6ϕ) + . . .

]

− εe
2

∑
m�=0,−2

W̃ (
m + 2

2
, e)

{
cos(mt)

[
1− I

2!β2
(1− cos 2ϕ) +

I2

8 · 3!β4
·

· (3− 4 cos 2ϕ + cos 4ϕ)− I3

4 · 6!β6
(10− 15 cos 2ϕ + 6 cos 4ϕ− cos 6ϕ) + . . .

]

+ sin(mt)

[√
2I
β

sinϕ−
√

2 I3/2

12β3
(3 sinϕ− sin 3ϕ)

+
√

2I5/2

4 · 5!β5
(10 sinϕ− 5 sin 3ϕ + sin 5ϕ) + . . .

]}
,

which can be written in compact form as

H2(I, ϕ, t) = ωI + εh(I) + εh̃(I, ϕ) + εef(I, ϕ, t)

with the obvious identification of the functions h, h and f . A Birkhoff normal form
can be implemented to reduce the size of the perturbation R(I, ϕ, t) ≡ h̃(I, ϕ) +



152 7 Invariant tori

ef(I, ϕ, t). After such reduction we write the Hamiltonian in the form

Hk(I ′, ϕ′, t) = hk(I ′; ε) + εk+1Rk(I ′, ϕ′, t; ε) ,

where the functions hk and Rk can be explicitly determined. The application of
(computer–assisted) KAM estimates [25] allows us to establish the existence of a
librational invariant torus, which confines the synchronous resonance in the phase
space.

As an example, we report the results for the Rhea–Saturn system, which is observed
to move in a synchronous spin–orbit resonance; for this example the stability of the
synchronous resonance can be established for the realistic values of the parameters.

Theorem [24]. Consider the system described by the Hamiltonian (7.56) with
N1 = −1, N2 = 5 and let e = 0.00098. If εRhea = 3.45 · 10−4 is the physical value
of the perturbing parameter, then there exists an invariant torus corresponding to
a libration of 1.95o for any ε ≤ εRhea.

7.3.3 The spatial planetary three–body problem

The planetary problem concerns the study of two point–masses, say P1 and P2

with masses m1 and m2 of the same order of magnitude, orbiting around a central
body, say P with mass M . It is therefore necessary to take into account the mutual
interaction between P1 and P2, besides that with the central body. In order to
write the Hamiltonian function, let us introduce the heliocentric positions of the
planets, r1, r2 ∈ R3, and the conjugated momenta referred to the center of mass,
v1, v2 ∈ R3. The Hamiltonian describing the motion of P1 and P2 can be decom-
posed as

H = H0 +H1 , (7.57)

where H0 is due to the decoupled Keplerian motions of the planets and H1 repre-
sents the interaction between P1 and P2. More precisely, one has

H0 =
2∑

j=1

mj + M

2mjM
‖vj‖2 − G Mmj

‖rj‖
, (7.58)

while the perturbation is given by

H1 =
v1 · v2
M

− G m1m2

‖r1 − r2‖
. (7.59)

The preservation of the angular momentum allows us to state that the ascending
nodes of the planets lie on the invariant plane perpendicular to the angular momen-
tum and passing through the central body. The existence of invariant tori in the
framework of the properly degenerate Hamiltonian (7.57), (7.58), (7.59) has been
investigated in [3] under the assumption of planar motion and assuming that the
ratio of the semimajor axes tends to zero. Invariant tori are shown to exist, provided
that the planetary masses and the eccentricities are sufficiently small. The assump-
tion that the ratio of the semimajor axes tends to zero has been removed in [155],
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where quantitative estimates have been worked out. The proper degeneracy of the
Hamiltonian has been eliminated by a suitable normal form; after performing the
reduction of the angular momentum, the perturbing function has been expanded
using an adapted algebraic manipulator (see [110]). The result presented in [155]
provides that, for sufficiently small planetary masses and eccentricities, one can
apply Arnold’s theorem on the existence of invariant tori, provided that the ratio
α between the planetary semimajor axes satisfies 10−8 ≤ α ≤ 0.8 and that the
mass ratio satisfies 0.01 ≤ m1

m2
≤ 100.

The specific case of the Sun–Jupiter–Saturn planetary problem has been stud-
ied in [120]. After the Jacobi reduction of the nodes [120], the problem turns out
to be described by a Hamiltonian function with four degrees of freedom, which is
expanded up to the second order in the masses and averaged over the fast angles.
The resulting two–degrees–of–freedom Hamiltonian describes the slow motion of
the orbital parameters, and precisely of the eccentricities. The existence of invari-
ant tori in a suitable neighborhood of an elliptic point is obtained as follows. After
expressing the perturbing function in Poincaré variables, an expansion up to the
order 6 in the eccentricities is performed. The computation of the Birkhoff normal
form and a computer–assisted KAM theorem yield the existence of two invariant
surfaces trapping the secular motions of Jupiter and Saturn for the astronomical
values of the parameters. This approach was later extended [121] to include the
description of the fast variables, like the semimajor axes and the mean longitudes
of the planets. A preliminary average over the fast angles was performed with-
out eliminating the terms with degree greater or equal than 2 with respect to the
fast actions. The canonical transformations involving the secular coordinates can
be adapted to produce a good initial approximation of an invariant torus for the
reduced Hamiltonian of the planetary three–body problem. Afterwards the Kol-
mogorov normal form was constructed (so that the Hamiltonian is reduced to a
harmonic oscillator plus higher–order terms) and it was numerically shown to be
convergent. The numerical results on the convergence of the Kolmogorov normal
form have been obtained for a planetary solar system composed by two planets
with masses equal to those of Jupiter and Saturn.

7.3.4 The circular, planar, restricted three–body problem

We consider the motion of a small body (P2), say an asteroid, under the influence of
two primaries, say the Sun (P1) and Jupiter (P3) in the framework of the circular,
planar, restricted three–body problem (see Section 4.1). The Sun–Jupiter–asteroid
problem was selected in [31] as a test–bench for KAM theory, which provided
estimates on the mass–ratio very far from the astronomical observations; in partic-
ular, the existence of invariant tori was obtained for mass–ratios less than 10−333

by applying Arnold’s theorem and 10−48 using Moser’s theorem. We recall that
the perturbative parameter ε coincides with the Jupiter–Sun mass ratio, which
amounts to about ε = εJ ≡ 0.954 ·10−3. The small body was chosen as the asteroid
12 Victoria, whose orbital elements are:

aV 
 2.335 AU , eV 
 0.220 , iV 
 8.362o ,
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Fig. 7.2. Orbital elements of the numbered asteroids. Top: semimajor axis versus eccen-
tricity. Bottom: semimajor axis versus inclination. The internal lines locate the position
of the asteroid 12 Victoria (reprinted from [30]).

where aV is the semimajor axis of the asteroid, eV is the eccentricity, iV is the
inclination with respect to the ecliptic plane. Figure 7.2 shows that 12 Victoria is
a typical object of the asteroidal belt2, since the semimajor axes of most asteroids
lie within the interval 1.8 ≤ a ≤ 3.5 AU , while the eccentricity is usually within
0 ≤ e ≤ 0.35.

The model presented above does not include many effects, most notably the
eccentricity of Jupiter, the mutual inclinations, the influence of other planets, as
well as dissipative effects. For consistency, the perturbing function, representing
2 The elements of the numbered asteroids are provided by the JPL’s DASTCOM database
at http://ssd.jpl.nasa.gov/?sb elem
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the influence of Jupiter on the asteroid, has been expanded in the eccentricity and
semimajor axes ratio, and truncated to discard all terms which are of the same
order of magnitude or less than the maximum contribution due to the effects we
have neglected. Indeed, in the Sun–Jupiter–Victoria model the biggest neglected
contribution is due to the eccentricity of the orbit of Jupiter, which has been
assumed to be zero in the present model. According to this criterion we obtain the
following Hamiltonian:

H(L,G, �, g) = − 1
2L2

−G− εR(L,G, �, g) , (7.60)

where (L,G) are the Delaunay action variables, � is the mean anomaly, g is the
difference between the argument of perihelion and the true anomaly of Jupiter (see
Chapter 4) and the perturbing function is given by

R(L,G, �, g) ≡ 1 +
L4

4
+

9
64

L8 +
3
8
L4e2 −

(
1
2

+
9
16

L4

)
L4e cos �

+
(

3
8
L6 +

15
64

L10

)
cos(� + g)−

(
9
4

+
5
4
L4

)
L4e cos(� + 2g)

+
(

3
4
L4 +

5
16

L8

)
cos(2 � + 2 g) +

3
4
L4e cos(3 � + 2 g)

+
(

5
8
L6 +

35
128

L10

)
cos(3 � + 3 g) +

35
64

L8 cos(4 � + 4 g)

+
63
128

L10 cos(5� + 5g) ,

where e =
√

1− G2

L2 . Let us write (7.60) as

H(L,G, �, g; ε) = H0(L,G) + εR(L,G, �, g) ,

where H0(L,G) ≡ − 1
2L2 −G. The KAM theorem described in Section 7.2 cannot be

applied, since the integrable part H0 is degenerate. However, it is possible to apply
a different version of the theorem, which requires the isoenergetic non–degeneracy
condition due to Arnold [6]:

CE(L,G) ≡ det
(
H′′0 H′0
H′0 0

)
�= 0 for all 0 < G < L ,

where H′0 and H′′0 denote, respectively, the Jacobian vector and the Hessian matrix
associated to H0. A straightforward computation shows that CE(L,G) = 3

L4 . To
fix the energy level we proceed as follows (see [31]). From the physical value of the
asteroid 12 Victoria, using normalized units one gets that LV 
 0.670, GV 
 0.654.
Let

E
(0)
V = − 1

2L2
V

−GV 
 −1.768 , E
(1)
V ≡

〈
R(LV, GV, �, g)

〉

 −1.060 .
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We define the energy level through the expression

E∗V = E
(0)
V + εJE

(1)
V 
 −1.769 ,

where εJ denotes the observed Jupiter–Sun mass–ratio. The existence of two invari-
ant tori, bounding from above and below the observed values LV and GV, is proven
on the level set H−1

(
E∗V). Setting L̃± = LV ± 0.001, the bounding frequencies are

computed as

ω̃± =
(

1
L̃3±

,−1
)
≡ (α̃±,−1) .

Since we need diophantine numbers, we proceed to compute the continued fraction
expansion of α̃± up to the order 5 and then we add a tail of ones to obtain the
following diophantine numbers:

α− ≡ [3; 3, 4, 2, 1∞] = 3.30976937631389 . . . ,
α+ ≡ [3; 2, 1, 17, 5, 1∞] = 3.33955990647860 . . . .

Next we introduce the frequencies

ω± ≡ (α±,−1) ,

which satisfy the diophantine condition (7.7) with τ = 1 and with diophantine
constants respectively equal to

C− = 138.42 , C+ = 30.09 .

The stability of the asteroid 12 Victoria is finally obtained by proving the per-
sistence of the unperturbed KAM tori T ±0 ≡ {(L±, G±)} × T2 for a value of the
perturbing parameter ε greater or equal than the Jupiter–Sun mass ratio.

Theorem [31]. For |ε| ≤ 10−3 the unperturbed tori T ±0 can be analytically con-
tinued into invariant KAM tori T ±ε for the perturbed system on the energy level
H−1

(
E∗V) keeping fixed the ratio of the frequencies.

Since the orbital elements are related to the Delaunay action variables, the
theorem guarantees that the semimajor axis and the eccentricity stay close to the
unperturbed values within an interval of order ε (see [31] for full details on the
KAM isoenergetic, computer–assisted proof).

7.4 Greene’s method for the breakdown threshold

There exist different techniques which allow us to evaluate numerically the break-
down threshold of an invariant surface (see, e.g., [82, 109, 145]). One of the most
accepted methods, which has been partially rigorously proved [54, 63, 127], was
developed by J. Greene in [82]. His method is based on the conjecture that the
breakdown of an invariant surface is closely related to the stability character of the
approximating periodic orbits [92]. The key role of the periodic orbits had already
been stressed by H. Poincarè in [149], who formulated the following conjecture:
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“ . . . here is a fact that I have not been able to prove rigorously, but that seems to
me very reasonable. Given equations of the form (13) [Hamilton’s equations] and
a particular solution of these equations, one can always find a periodic solution
(whose period, it is true, can be very long) such that the difference between the two
solutions may be as small as one wishes for as long as one wishes”.

Greene’s algorithm for computing the breakdown threshold was originally formu-
lated for the standard mapping, but we present it here for the spin–orbit problem,
which has been assumed as a model problem throughout this chapter. Let us reduce
the analysis of the differential equation (7.1) to the study of the discrete mapping
obtained integrating (7.1) through an area–preserving leapfrog method:

yj+1 = yj − εfx(xj , tj)h
xj+1 = xj + yj+1h , (7.61)

where tj+1 = tj +h and h ≥ 0 denotes the integration step, yj ∈ R, xj ∈ T, tj ∈ T.
We say that a periodic orbit has length q (for some positive integer q), if it closes
after q iterations. We shall consider the periodic orbits which exist for all values of
the parameter ε down to ε = 0. Analogously, we consider rotational KAM tori with
the same property. In the integrable limit the rotation number is given by ω ≡ y0;
if the frequency of motion is rational, say ω = p

q for some positive integers p and q

with q �= 0, then the second of (7.61) implies that

p =
q∑

j=1

yj =
q∑

j=1

xj − xj−1
h

=
xq − x0

h
.

If the frequency ω is irrational, the periodic orbits with frequency equal to its
rational approximants pj

qj
are those which nearly approach the torus with rotation

number ω (see Figure 7.3).

In order to determine the linear stability of a periodic orbit, we compute the tangent
space trajectory (∂yj , ∂xj) at (yj , xj), which is related to the initial conditions
(∂y0, ∂x0) at (y0, x0) by (

∂yj
∂xj

)
= M

(
∂y0
∂x0

)
,

where the matrix M is the product of the Jacobian of (7.61) along a full cycle of
the periodic orbit:

M =
q∏

i=1

(
1 −εfxx(xj , tj)h
h 1− εfxx(xj , tj)h2

)
.

The eigenvalues of M are the associated Floquet multipliers (compare with Ap-
pendix D); by the area–preservation of the mapping it is det(M) = 1 and denoting
by tr(M) the trace of M , the eigenvalues are the solutions of the equation

λ2 − tr(M)λ + 1 = 0 .
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Fig. 7.3. Periodic orbits corresponding to the equations of motion associated to (7.55)
approaching the torus with rotation number ω = 1 + 1

2+
√
5−1
2

for ε = 0.03 on a Poincaré

section at times 2π. The graph shows the periodic orbits with frequencies 4/3 +, 7/5 ×,
18/13 ∗, 29/21 �, 76/55 �, 123/89 ◦.

Let us introduce a quantity, called the residue, by means of the relation (see [82]):

R ≡ 1
4

(2− tr(M)) ,

where the factors 2 and 4 are introduced for convenience. The eigenvalues of M are
related to the residue R by

λ = 1− 2R± 2
√
R2 −R .

When 0 < R < 1 the eigenvalues are complex conjugates with modulus one and
the orbit is stable, otherwise when R < 0 or R > 1 the periodic orbit is unstable.
Due to a theorem by Poincaré, for each rational frequency the number of orbits
with positive or negative residue is the same. The positive residue orbits are stable
for low values of ε. The residue gets larger as the perturbing parameter increases,
until it becomes greater than one, thus showing the instability of the associated
periodic orbit.

According to [82], we define the mean residue of a periodic orbit of period p/q
as the quantity

f

(
p

q
; ε
)

≡ (4|R|)1/q .

The definition of the mean residue for irrational frequencies ω is obtained as follows:
if ω ≡ [a0; a1, . . . , aN , . . . ], then

f(ω; ε) = lim
N→∞

f(ωN ; ε) ,

where ωN ≡ [a0; a1, . . . , aN ]. If ω is a noble number, say ω ≡ [a0; a1, . . . ,
aN , 1, 1, 1, . . . ], let ε = εc(ω) be such that
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f(ω, εc(ω)) = 1 ;

then the corresponding residue converges to

R ≡ R(ω; εc(ω)) =
1
4

(this assertion justifies the factor 4 introduced in the definition of the mean residue).
Greene’s method is based on the conjecture that a KAM rotational torus with
frequency ω exists if and only if

f(ω; ε) < 1

(see [63] for a partial proof of this statement). In Table 7.2 we consider the first
few frequencies of the periodic orbits approaching the torus with frequency equal
to the golden ratio. For each periodic orbit of period p

q we report the value of
the perturbing parameter ε = εc(p

q ) at which the corresponding residue becomes
bigger than 1

4 . As p
q increases, the limit of the values εc(p

q ) provides the breakdown
threshold εc(ω) of the torus with frequency ω.

Table 7.2. Critical values εc(
p
q
) of the perturbing parameter for some periodic orbits

approaching the torus with frequency equal to the golden ratio.

p
q

εc

`
p
q

´
p
q

εc

`
p
q

´

1
2

0.103 13
21

0.144

2
3

0.124 21
34

0.139

3
5

0.158 34
55

0.146

5
8

0.112 55
89

0.145

8
13

0.151 89
144

0.144

The efficiency of Greene’s method strongly depends on the computational speed
for the determination of the periodic orbits approaching the invariant surface. In the
particular case of the spin–orbit discretized system (7.61), one can get advantage
from the fact that the mapping (7.61) including the time variation tj+1 = tj + h,
herewith denoted as S, can be decomposed as the product of two involutions:

S = I2 I1 ,

where I21 = I22 = 1. In particular I1 is given by

yj+1 = yj − εfx(xj , tj)h
xj+1 = −xj

tj+1 = −tj ,



160 7 Invariant tori

while I2 takes the form

yj+1 = yj

xj+1 = −xj + hyj

tj+1 = −tj + h .

The periodic orbits can be found as fixed points of one of these involutions. This
decomposition of the original mapping significantly reduces the computational time
for the determination of the periodic orbits, thus making easier the implementation
of Greene’s method.

7.5 Low–dimensional tori

For a nearly–integrable system with m+n degrees of freedom, we consider the case
when the unperturbed Hamiltonian is not integrable in the whole phase space,
but rather on some surface foliated by invariant tori whose dimension is less than
m+n. The proof of the existence of low–dimensional tori is based on Kolmogorov’s
approach under the requirement that the system satisfies two conditions, namely
that it is isotropic and reducible. The theory of low–dimensional tori is very wide
and heavily depends on the properties of the main frequencies of motion. Here, we
just aim to give an idea of the problem, referring to [101,119] for complete details.
We start by providing the definitions of isotropic and reducible systems.

Definition. Consider an n–dimensional manifold W endowed with a symplectic
non–degenerate 2–form; a submanifold U of W is called isotropic if the 2–form
restricted to U vanishes.

Definition. Consider a nearly–integrable Hamiltonian H = H0 + εH1 with m+ n
degrees of freedom. An invariant torus for H with frequency ω is called reducible,
if in its neighborhood there exists a set of coordinates (I, ϕ, z) ∈ Rn ×Tn ×R2m,
such that the unperturbed Hamiltonian takes the form

H0(I, ϕ, z) = h(I) +
1
2
A(I)z · z +R3(I, ϕ, z) , (7.62)

where h is a function only of I, A(I) is a 2m×2m symmetric matrix and R3(I, ϕ, z)
is O(|z|3).

Hamilton’s equations associated to (7.62) are given by

ż = Ω(I)z + O(|z|2)
İ = O(|z|3)
ϕ̇ = ω(I) + O(|z|2) ,

where Ω(I) ≡ JA(I), J being the standard symplectic matrix, and ω(I) ≡ ∂h(I)
∂I .

The KAM theorem for low–dimensional tori states that, under suitable condi-
tions on Ω(I) and on ω(I), one can prove the existence of isotropic, reducible,



7.5 Low–dimensional tori 161

n–dimensional invariant tori on which a quasi–periodic motion takes place. The
invariant tori are elliptic if the eigenvalues of Ω(I) are purely imaginary, while they
are hyperbolic if Ω(I) has no purely imaginary eigenvalues. As already mentioned,
the proofs of the existence of low–dimensional tori may vary according to the as-
sumptions on the frequencies Ω, ω and we refer to the specialized literature for
further details (see, e.g., [2]). Here we just mention how a parametrization in the
style of (7.10) can be found for lower–dimensional tori. To see how it works, let
us consider a concrete example, and precisely the four–dimensional standard map
described by the equations

yn+1 = yn + εf1(xn, zn, λ)
xn+1 = xn + yn+1

wn+1 = wn + εf2(xn, zn, λ)
zn+1 = zn + wn+1 , (7.63)

where (yn, wn) ∈ R2, (xn, zn) ∈ T2, ε > 0 is the perturbing parameter and λ > 0
is the coupling parameter. From (7.63) it follows that

xn+1 − 2xn + xn−1 = εf1(xn, zn, λ)
zn+1 − 2zn + zn−1 = εf2(xn, zn, λ) .

Let us parametrize a one–dimensional invariant torus with frequency ω by means
of the equations

xn = ϑ + u1(ϑ; ε, λ)
zn = ϑ + u2(ϑ; ε, λ) ,

where ϑn+1 = ϑn+ω. One finds that the unknown functions u1 and u2 must satisfy
the equations

u1(ϑ + ω)− 2u1(ϑ) + u1(ϑ− ω) = εf1(ϑ + u1(ϑ; ε, λ), ϑ + u2(ϑ; ε, λ), λ)

u2(ϑ + ω)− 2u2(ϑ) + u2(ϑ− ω) = εf2(ϑ + u1(ϑ; ε, λ), ϑ + u2(ϑ; ε, λ), λ) ,

whose solution describes the low–dimensional torus with frequency ω (see [100]).
Within the spatial three–body problem the existence of low–dimensional tori

has been investigated in [99]. In particular, the three–body model studied in [99]
admits four degrees of freedom after having performed the reduction of the nodes.
Solutions with two or three rationally independent frequencies have been proved,
provided the mutual inclinations ii, i2 satisfy the condition (see [99])

cos2(i1 + i2) <
3
5
.

The existence of quasi–periodic motions with a number of frequencies less than
the number of degrees of freedom has been studied also in [113]; in particular,
the solutions of the planar three–body problem such that the mean value of the
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difference of the perihelia is zero have been investigated. The planetary planar
(N + 1)–body problem has been analyzed in [16] and [17], where the existence of
N–dimensional elliptic (i.e. linearly stable) tori is shown. Around the elliptic tori
there exists a set of positive measure of maximal tori. The proof is based on an
elliptic KAM theorem under suitable non–degeneracy conditions (i.e., the so–called
Melnikov conditions).

7.6 A dissipative KAM theorem

Let us consider the dissipative spin–orbit equation that we write in compact form
as (compare with (5.21))

ẍ + η(ẋ− ν) + εfx(x, t) = 0 , (7.64)

where fx(x, t) ≡ ε(a
r )3 sin(2x−2f), η ≡ KdL̄(e), ν ≡ N̄(e)

L̄(e)
. We immediately remark

that for η �= 0 and ε = 0 the torus T0 ≡ {y = ν}×{(ϑ, τ) ∈ T2} is a global attractor
and the flow on T0 is given by (ϑ, τ) → (ϑ+ νt, τ + t). This is easily seen from the
fact that the solution of (7.64) for ε = 0 is given by

x(t) = x0 + ν(t− t0) +
1− e−η(t−t0)

η
(v0 − ν) ,

where x0 ≡ x(t0) and v0 ≡ ẋ(t0). An invariant attractor with frequency ω is
parametrized by

x(t) = ϑ + u(ϑ, t) , (7.65)

where u = u(ϑ, t) is a real analytic function for (ϑ, t) ∈ T2 and ϑ̇ = ω. The existence
of the invariant attractor with frequency ω for (7.64) is provided by the following

Theorem [32]. Assume that ω is diophantine; then, there exists ε0 > 0 such that
for 0 ≤ ε ≤ ε0 and for any 0 ≤ η < 1, there exists a function u = u(ϑ, t) with
〈u〉 = 0 and 1 + uϑ �= 0, such that (7.65) is a solution of (7.64) provided

ν = ω (1 + 〈(uϑ)2〉) . (7.66)

The proof of the theorem is based on the following ideas (we refer to [32] for full
details). Let us start by introducing the operator ∂ω ≡ ω ∂

∂ϑ+ ∂
∂t , so that ẋ = ω+∂ωu

and ẍ = ∂2ωu. The solution (7.65) is quasi–periodic if the function u satisfies

∂2ωu + η∂ωu + εfx(ϑ + u, t) + γ = 0 , γ ≡ η(ω − ν) . (7.67)

The unknowns u, γ must satisfy the compatibility condition

ηω 〈(uϑ)2〉+ γ = 0 , (7.68)

which is equivalent to (7.66). The proof of the existence of the quasi–periodic attrac-
tor is perturbative in ε, but uniform in η; the conservative KAM torus bifurcates
in the attractor as far as η �= 0. For the spin–orbit problem, one has to keep in
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mind that in place of η and ν one should consider the dissipative constant Kd and
the eccentricity e. As a consequence, the theorem is stated for any 0 ≤ Kd < 1
and besides the existence of a function u = u(ϑ, t), one needs to find a function
e = e(Kd, ω, ε) = ν−1e (ω) + O(ε2) to satisfy the compatibility condition (7.66).

Coming back to equation (7.67), let us introduce the operators

Dηu ≡ ∂ωu + ηu , Δηu ≡ Dη∂ωu = ∂ωDηu .

Then, (7.67) becomes

Fη(u; γ) ≡ Δηu + εfx(ϑ + u, t) + γ = 0 .

In particular, if u =
∑

(n,m)∈Z2 ûn,me
i(nϑ+mt), then

∂ωu =
∑

(n,m)∈Z2

i(ωn + m)ûn,me
i(nϑ+mt)

Dηu =
∑

(n,m)∈Z2

[i(ωn + m) + η]ûn,me
i(nϑ+mt) ;

being |i(ωn + m) + η| ≥ |η| > 0, then Dη is invertible with

D−1η u =
∑

(n,m)∈Z2

ûn,me
i(nϑ+mt)

i(ωn + m) + η
.

Having introduced the norm ‖u‖ξ ≡
∑

(n,m)∈Z2 |ûn,m|e(|n|+|m|)ξ, one can state the
following

Theorem. Let 0 < ξ < ξ̄ ≤ 1, 0 ≤ η < 1; let ω be diophantine and define M such
that

‖εfxxx‖ξ̄ ≤M .

Assume that there exists an approximate solution v = v(ϑ, t; η), β = β(η) such that
vϑ is bounded and invertible; let the error function χ = χ(ϑ, t; η) ≡ Fη(v;β) satisfy
a smallness requirement of the form

D ‖χ‖ξ ≤ 1 ,

where D depends upon ξ, M , as well as upon the norms of v and of its deriva-
tives. Then, there exist u = u(ϑ, t; η) ∈ C∞ and γ = γ(η) ∈ C∞, which solve
Fη(u; γ) = 0.

The proof is constructive and the solution is obtained as the limit of a sequence of
approximate solutions (vj , βj), quadratically converging to the solution (u, γ). We
sketch here the proof as a sequence of five main steps, referring to [32] for complete
details.
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Step 1. Establish some properties of the operators Dη, Δη as well as of their
derivatives and inverse functions, providing formulae of the form

‖D−s
η ∂p

ϑu‖ξ−δ ≤ σp,s(δ) ‖u‖ξ ,

for some 0 < δ < ξ and for p, s ∈ Z+, where

σp,s(δ) ≡ sup
(n,m)∈Z2\{0}

(
|i(ωn + m) + η|−s|n|pe−δ(|n|+|m|)

)
,

which can be bounded as

σp,s(δ) ≤
(
sτ + p

e

)sτ+p

Csδ−(sτ+p) .

It turns out that 〈(1 + uϑ)Fη(u; γ)〉 = ηω〈(uϑ)2〉+ γ; if Fη(u; γ) = 0 one finds the
compatibility condition (7.68).

Step 2. Given an approximate solution (v, β) of Fη(u; γ) = 0, a quadratically
smaller approximation (v′, β′) is found by a Newton iteration scheme. More pre-
cisely, starting from

χ ≡ Fη(v;β) = Δηv + εfx(ϑ + v, t) + β ,

one looks for a solution

v′ = v + ṽ , β′ = β + β̃ ,

such that ṽ, β̃ = O(‖χ‖), Fη(v′;β′) = O(‖χ‖2). In order to find ṽ and β̃, setting
V ≡ 1 + vϑ let us introduce the quantities

Q1 ≡ ε[fx(ϑ + v + ṽ, t)− fx(ϑ + v, t)− fxx(ϑ + v, t)ṽ] , Q2 ≡ V −1χϑ ṽ ;

it follows that

Fη(v′;β′) ≡ Fη(v + ṽ;β + β̃) = χ + β̃ + Aη,v ṽ + Q1 + Q2

with Aη,v ṽ ≡ V −1 Dη

(
V 2D0(V −1ṽ)

)
. One can find explicit expressions for ṽ, β̃,

such that they satisfy the relation

χ + β̃ + Aη,v ṽ = 0 ;

the latter equation provides χ′ ≡ Fη(v+ ṽ, β+ β̃) = Q1 +Q2, so that the new error
term is quadratically smaller.

Step 3. Given the estimates on the norms of vθ, ṽ, ṽθ, β̃, a KAM algorithm is
implemented to compute an estimate on the norm of the error function χ′ of the
form

‖χ′‖ξ−δ ≤ C1δ
−s‖χ‖2ξ ,

for some C1, s > 0.
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Step 4. Implement a KAM algorithm which provides that under smallness condi-
tions on the parameters there exists a sequence (vj , βj) of approximate solutions,
which converges to the true solution:

(u, γ) ≡ lim
j→∞

(vj , βj) ,

where (u, γ) satisfy Fη(u; γ) = 0.

Step 5. A local uniqueness is shown by proving that if there exists a solution
ξ(t) = ϑ + w(ϑ, t) with ϑ̇ = ω and 〈w〉 = 0, then w ≡ u, while ν coincides with
(7.66).

7.7 Converse KAM

Converse KAM theory provides upper bounds on the perturbing parameter en-
suring the non–existence of invariant tori. Following [126, 128, 129] (see also [6])
we adopt the Lagrangian formulation as follows. As in the previous sections, we
are concerned with applications to the spin–orbit model; therefore we introduce a
one–dimensional, time–dependent Lagrangian function of the form L = L(x, y, t),
where x ∈ T, y ∈ R. We assume that the Lagrangian function satisfies the so–
called Legendre condition, which requires that ∂2L

∂ẋ2 is everywhere positive. A func-
tion x = x(t) is an orbit for L if for any t0 < t1 and for any variation δx = δx(t)
such that δx(t0) = δx(t1) = 0, the variation δA of the action is zero, where

A(x) ≡
∫ t1

t0

L(x(t), ẋ(t), t) dt . (7.69)

A trajectory x = x(t) has minimal action if for any t0 < t1 and x̃(t) such that
x̃(t0) = x(t0), x̃(t1) = x(t1), then A(x) ≤ A(x̃). The minimal action is non–
degenerate if for any t0 < t1, then δ2A is positive definite for any variation δx such
that δx(t0) = δx(t1) = 0.
The Legendre transformation allows us to introduce the Hamiltonian function H =
H(y, x, t) associated to L, where y ∈ R is the momentum associated to x. A
Lagrangian graph is described by a C1–generating function S = S(x, t) such that
y = Sx(x, t), T = St(x, t), where T is the the variable conjugated to the time in the
extended phase space. We now give a characterization of Lagrangian graphs and
rotational tori.

Proposition [129]. An invariant rotational two–dimensional torus for H1(y, x, T, t)
≡ H(y, x, t) + T with Hyy positive definite is a Lagrangian graph.

Moreover, we have the following

Lemma [129]. If Σ is an invariant surface for the Hamiltonian H1(y, x, T, t) ≡
H(y, x, t) + T such that locally y = Sx(x, t), then Σ is a Lagrangian graph.

In order to introduce a converse KAM criterion, we need the following theorem due
to K. Weierstrass (see [129]).
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Theorem. If Σ is an invariant Lagrangian graph for a Lagrangian system satis-
fying the Legendre condition, then any orbit on Σ has a non–degenerate minimal
action.

From the Weierstrass theorem it follows that if the orbit segment x = x(t) for
t ∈ [t0, t1] is not a non–degenerate minimum for A, then it is not contained in any
invariant Lagrangian graph. In practice, one should compute the quantity δ2A for
some variation δx with δx(t0) = δx(t1) = 0 and check whether it fails to be positive
definite. This method allows us to give an elementary analytical estimate, which
can be explicitly computed. Following [40], let us consider the spin–orbit equation
(5.18) that we write as

ẍ + ε

N∑
m=1

αm(e) sin(2x−mt) = 0 (7.70)

for some N > 0; the coefficients αm(e) are trivially related to the coefficients
W (m

2 , e) in (5.18). We apply the criterion based on the Weierstrass theorem to the
model described by (7.70). The Lagrangian function associated to (7.70) has the
form

L(x, ẋ, t) =
1
2
ẋ2 +

ε

2

N∑
m=1

αm(e) cos(2x−mt) .

The second variation of the action is given by

δ2A =
∫ t1

t0

[
δẋ2 − 2ε

N∑
m=1

αm(e) cos(2x−mt)δx2
]
dt .

Consider the deviation δx(t) = cos t
4τ such that δx(±2πτ) = 0; notice that∫ 2πτ

0
δx2 = πτ ,

∫ 2πτ
0

δẋ2 = π
16τ . Writing (7.70) as

ẍ = g(x, t) ≡ −ε
N∑

m=1

αm(e) sin(2x−mt)

and assuming the initial conditions x(0) = 0, ẋ(0) = v0, the solution of (7.70) can
be written in integral form as

x(t) = v0t +
∫ t

0

(t− s)g(x(s), s) ds .

Let G be a bound on g(x, t), i.e. |g(x, t)| ≤ ε
∑N

m=1 |αm(e)| ≡ G; as a first approx-
imation we can use the inequality

|x(t)− v0t| ≤
G

2
t2 .

Since cosϑ ≥ 1− 1
2ϑ

2, we obtain

cos(2x−mt) ≥ 1− 1
2

(|m− 2v0|t + Gt2)2 .
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Therefore the second variation of the action for the variation δx(t) = cos t
4τ ,

−2πτ ≤ t ≤ 2πτ , is bounded by

δ2A ≤ π

8τ
− 4ε

N∑
m=1

|αm(e)|
∫ 2πτ

0

[
1− 1

2
(|m− 2v0|t + Gt2)2

]
δx2 dt

≤ π

8τ
− 4Gπτ + 2ε

N∑
m=1

|αm(e)|
∫ π

2

0

[
|m− 2v0|2(4τ)3ϑ2 cos2 ϑ

+G2(4τ)5ϑ4 cos2 ϑ + 2|m− 2v0|G(4τ)4ϑ3 cos2 ϑ
]
dϑ .

Let us define the quantity

In ≡ 2
∫ π

2

0

ϑn cos2 ϑ dϑ ;

then, one obtains

δ2A
τ

≤ π

8τ2
− 4Gπ +

ε

τ

N∑
m=1

|αm(e)| ·
[
|m− 2v0|2(4τ)3I2

+2|m− 2v0|G(4τ)4I3 + G2(4τ)5I4
]
≡ Φ(ε, v0, τ) . (7.71)

The non–existence criterion is fulfilled whenever one can find τ > 0 such that
Φ(ε, v0, τ) < 0, so that δ2A < 0. Denote by εNE the value of the perturbing
parameter at which this condition first occurs. As concrete examples we consider
the orbital eccentricity of the Moon (e = 0.0549) and of Mercury (e = 0.2056);
moreover we consider v0 = 1 and v0 = 1.5, corresponding, respectively, to the 1:1
and 3:2 resonance. The results of the implementation of the Weierstrass criterion
based on the estimate (7.71) are provided in Table 7.3, where N = 7 has been
taken in (7.70) (see [40]). Though the estimates are rather crude and could be
further refined, they show how to find by simple explicit computations the regions
of non–existence of rotational invariant tori.

Table 7.3. The non–existence criterion based on the Weierstrass theorem provides the
following values associated to the Moon with eccentricity e = 0.0549 and to Mercury with
eccentricity e = 0.2056 (reprinted, with permission, from [40], Copyright 2007, American
Institute of Physics).

Moon Mercury

v0 = 1 εNE � 0.15 εNE � 0.82
v0 = 1.5 εNE � 0.77 εNE � 0.58
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7.7.1 Conjugate points criterion

A method of investigating the non–existence of invariant tori has been formulated
in [129] for conservative systems, based on the following

Definition. Let (x, y) : [t0, t1] → T × R be an orbit; the times t0 and t1 are
said to be conjugate, if there exists a non–zero tangent orbit (δx, δy), such that
δx(t0) = δx(t1) = 0.

We also introduce the twist property as follows. Let us write (7.70) as

ẋ = y

ẏ = −ε
N∑

m=1

αm(e) sin(2x−mt) . (7.72)

We say that (7.72) satisfies the twist property if there exists a constant A > 0 such
that

∂ẋ

∂y
≥ A

(in our case A = 1). A result due to K. Jacobi shows that minimizing orbits (with
respect to the action (7.69)) have no conjugate points. This leads to the following
non–existence criterion, which can be formulated to encompass also the dissipative
context [40].

Conjugate points criterion: The existence of conjugate points implies that the or-
bit does not belong to any rotational invariant torus, otherwise the forward orbit
starting from the initial vertical vector (0, 1) at t = t0 is prevented from crossing
the tangent to the torus and the twist property implies that δx(t) > 0 for all t > t0.

For the conservative case with time–reversal symmetry and initial conditions on the
symmetry line x = 0, the backward trajectory and the backward tangent orbit are
determined by reflecting the forward ones. We can conclude that the times ±t are
conjugate whenever the tangent orbit of the horizontal vector (δx(0), δy(0)) = (1, 0)
satisfies δx(t) = 0. This remark considerably decreases the computational time, also
due to the fact that close to a suitable symmetry line the rotation of the tangent
orbits is strongest and it is convenient to select orbit segments which straddle it
symmetrically.

The dissipative case does not admit time–reversal symmetry and it is necessary
to integrate backward and forward orbits. However, one can choose t0 = 0 and
avoid backward integration, thus integrating just forwards from the vertical vector
(δx(0), δy(0)) = (0, 1) and then looking for a change of sign of δx(t). We report
in Figure 7.4 an application of the conjugate points criterion for the dissipative
spin–orbit problem and for different values of the eccentricity. A grid of 500× 500
points over y(0) ∈ [0.2, 2] and ε ∈ [0, 0.1] has been computed.
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Fig. 7.4. The black region denotes the non–existence of rotational invariant tori for
Kd = 10

−3. (a) e = 0.001, (b) e = 0.0549, (c) e = 0.1, (d) e = 0.2056.

7.7.2 Cone-crossing criterion

Without using time–reversal symmetry and without taking initial conditions on
a symmetry line, the conjugate points criterion with t0 = −t1 can be applied,
provided one computes the slope of an initial tangent vector, say (δx(0), δy(0)),
such that δx(±t1) = 0 simultaneously. To this end one can compute the monodromy
matrix M at times ±t by integrating the equations

Ṁ = F (x, y, t)M ,

where M(0) equals the identity matrix and F (x, y, t) denotes the Jacobian of the
vector field. Then, the initial condition (δx(0), δy(0)) ≡ (ξ, η) satisfies the relations
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M11(t)ξ + M12(t)η = 0 ,

M11(−t)ξ + M12(−t)η = 0 .

There exists a non–zero solution if and only if

C(t) ≡M11(t)M12(−t)−M12(t)M11(−t) = 0 .

Therefore we conclude that the times ±t, t > 0, are conjugate if and only if C(t) =
0. A result by Birkhoff states that a rotational invariant torus is a graph of a
Lipschitz function.

If the initial condition is on a rotational invariant torus, one can determine
upper and lower bounds on the slope of the initial tangent vector, providing the
so–called local Lipschitz cone [165]. The condition C(t) = 0 corresponds to the
equality of the upper and lower bounds; for larger t the upper bound becomes less
than the lower bound. However, this is in contrast with the existence of a rotational
invariant torus through that initial point, thus yielding the so–called cone–crossing
criterion [128] as a method to establish the non–existence of rotational invariant
tori.

The practical implementation of the criterion is the following. First we remark
that it is more convenient to integrate the equation for the inverse monodromy
matrix N(t) = M(t)−1. Starting from (x(0), y(0)), let (x(±t), y(±t)) be the cor-
responding forward and backward trajectories; then integrate the equations back-
wards and forwards in time

Ṅ(t) = −N(t) F (x(t), y(t), t)

with N(0) being the identity matrix. For any t > 0, let

w±(t) = N(∓t)
(

0
±1

)
=
(
±N12(∓t)
±N22(∓t)

)

be tangent vectors at (x(0), y(0)), which give a local Lipschitz cone through the
initial condition. Let C(t) = w−(t) ∧ w+(t); then C(0) = 0 and Ċ(0) > 0. Finally,
if there exists a time t′ > 0 such that C(t′) ≤ 0, then the orbit starting from
(x(0), y(0)) does not belong to an invariant rotational torus.

7.7.3 Tangent orbit indicator

Based on the conjugate points criterion, we introduce an indicator of chaos, which
can be used as a complementary tool to Lyapunov exponents, frequency analy-
sis, FLIs, etc. (see Chapter 2). We start by remarking that through the change of
sign of δx(t) we can distinguish between rotational tori, librational tori and chaos.
Starting from a horizontal tangent vector, for a librational torus the δx–component
oscillates around zero (a linear increase is observed when starting from the vertical
tangent vector). The results are shown in Figure 7.5(a,b), obtained by integrating
(7.70) through a fourth–order symplectic Yoshida’s method [175] shortly recalled
in Appendix F. Notice that the first crossing occurs at t = 3.39. A similar behav-
ior is observed for the chain of islands of Figure 7.5(c,d). Oscillations with large
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Fig. 7.5. Analysis of (7.70) with ε = 0.1, e = 0.0549 (after [40]). The left column shows
the Poincaré section on the plane t = 0; the right column shows the implementation of
the conjugate points method from the horizontal tangent vector. (a, b) refer to an example
of a librational invariant torus for the initial conditions x = 0, y = 1.1. (c, d) refer to an
example with a chain of islands for the initial conditions x = 0, y = 1.24. (e, f) refer to
an example of chaotic motion for the initial conditions x = 0, y = 1.3. (g, h) refer to an
example of a rotational invariant torus for the initial conditions x = 0, y = 1.8 (reprinted,
with permission, from [40], Copyright 2007, American Institute of Physics).

amplitudes are observed for chaotic motions as shown in Figure 7.5(e,f). Finally,
rotational invariant tori are characterized by positive oscillations of δx far from
zero (see Figure 7.5(g,h)).

This scenario leads to the introduction of the so–called tangent orbit indicator
by computing the average of δx(t) over a finite interval of time. The resulting value
characterizes the dynamics as follows: a zero value denotes a librational regime, a
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Fig. 7.5. (continued).

moderate value is associated to rotational tori, high values correspond to chaotic
motions.

As an example we report in Figure 7.6 (top panels) the computation of the
tangent orbit indicators with horizontal initial tangent vector over a grid of 500×500
initial conditions in x and y for the equation (7.70). Figure 7.6 (bottom panels)
provides the tangent orbit indicator in the plane y–ε for a fixed x0. A black color
denotes tangent orbit indicators close to zero, grey stands for moderate values,
while white corresponds to large values. The results are in full agreement with those
obtained implementing other techniques, like frequency analysis or the computation
of the FLIs introduced in Chapter 2 (see [37]).
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Fig. 7.6. Tangent orbit indicator associated to (7.70) for ε = 0.1 from the initial horizontal
tangent vector. Top left: graph in the plane x–y with e = 0.0549; top right: graph in the
plane x–y with e = 0.2056; bottom left: graph in the plane ε–y with e = 0.0549; bottom
right: graph in the plane ε–y with e = 0.2056. (Reprinted, with permission, from [40],
Copyright 2007, American Institute of Physics.)

7.8 Cantori

Let L = L(x,X) be a Lagrangian function with x ∈ Tn and X ≡ ẋ ∈ Rn. For
a function v = v(ϑ), let Dω be the operator defined as Dωv = ω · ∂v

∂ϑ . An n–
dimensional torus is described by the equations x = x(ϑ), X = Dωx(ϑ); let a
variation be described as x(ϑ) + δx(ϑ), Dωx(ϑ) + Dωδx(ϑ). Let us introduce the
functional

Aω ≡
1

(2π)n

∫
Tn

L(x(ϑ), Dωx(ϑ)) dϑ .

A variational principle can be stated as follows
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Theorem [6]. A smooth surface is an invariant torus with frequency ω if and only
if it is a stationary point of the functional Aω.

A solution of the variational problem is a so–called cantorus, which is defined as
follows (see [43]). Let us consider the case n = 2. We introduce the following
definition (see [7, 132]).

Definition. An Aubry–Mather set is an invariant set, which is obtained embedding
a Cantor subset in the phase space of the standard two–dimensional torus.

Let us consider a one–dimensional, time–dependent Hamiltonian of the form H =
H(y, x, t). Assume it admits two invariant tori described by y = y0, y = y1 with
y0 < y1. Denote by Φ = Φ(y, x) ≡ (Φ1(y, x),Φ2(y, x)) the Poincaré map associated
to H at times 2π, which we assume to satisfy the so–called twist condition namely
∂Φ2(y,x)

∂y > 0; the mapping Φ is area preserving and it leaves invariant the circles
y = y0, y = y1 as well as the annulus between them. Let ω0 ≡ ω(y0) and ω1 ≡ ω(y1)
be the frequencies corresponding to y0 and y1. By the twist condition one has that
ω0 < ω1. The Aubry–Mather theorem can be stated as follows.

Theorem [6]. For any irrational ω ∈ (ω0, ω1), there exists an Aubry–Mather
set with rotation number ω, which is a subset of a closed curve parametrized by
x = ϑ + u(ϑ), y = v(ϑ), where ϑ ∈ T is such that ϑ′ = ϑ + ω, u is monotone and
u, v are 2π–periodic.

If the functions u and v are continuous, then the original Hamiltonian system
admits a two–dimensional invariant torus with frequency ω. On the other hand, if
u and v are discontinuous, then the original Hamiltonian system admits a cantorus,
whose gaps coincide with the discontinuities of u and v. We remark that a Cantor
set does not divide the phase space into invariant regions, since the orbits can
diffuse through the gaps of the Cantor set. However, the leakage cannot be easy
and the cantorus can still act as a barrier over long time scales [153].

The numerical detection of cantori is rather difficult and they are often approxi-
mated by high–order periodic orbits [49,85]. In very peculiar examples, an analytic
expression of the cantori can be given. This is the case of the conservative sawtooth
map, which is described by the equations

yn+1 = yn + λf(xn)
xn+1 = xn + yn+1 , (7.73)

where xn ∈ T, yn ∈ R, λ ∈ R+ denotes the perturbing parameter and the pertur-
bation f on the covering R of T is defined as

f(x) ≡ mod(x, 1)− 1
2

if 0 < mod(x, 1) < 1

f(x) ≡ 0 if x ∈ Z . (7.74)

The mapping (7.73) is area–preserving; for λ > 0 there do not exist invariant circles
and the phase space is filled by cantori and periodic orbits. Since xn+1−xn = yn+1,
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xn − xn−1 = yn, one obtains

xn+1 − 2xn + xn−1 = λf(xn) .

Let us parametrize a solution with frequency ω ∈ R as

x(ϑ) = ϑ + u(ϑ) , ϑ ∈ T , (7.75)

where ϑ′ = ϑ + ω. Then, the function u must satisfy the equation

u(ϑ + ω)− 2u(ϑ) + u(ϑ− ω) = λ f(ϑ + u(ϑ)) .

We can determine u(ϑ) by expanding it as

u(ϑ) =
∞∑

n=−∞
anf(ϑ + nω) (7.76)

for some coefficients an which are given by

an = −α ρ−|n| ,

with

α ≡
(

1 +
4
λ

)−1/2
, ρ = 1 +

λ

2
+
(
λ +

λ2

4

)1/2

.

In fact, inserting the series expansion (7.76) in (7.73) we obtain∑
j

(aj−1 − 2aj + aj+1)f(ϑ + jω) = λf(ϑ + u(ϑ)) .

Being f(ϑ + u(ϑ)) = ϑ + u(ϑ)− 1
2 = f(ϑ) + u(ϑ), one finds the following recursive

relations

a−1 − 2a0 + a1 = λ(1 + a0) j = 0
aj−1 − 2aj + aj+1 = λaj j �= 0 . (7.77)

Let us write aj = −αρ−|j|; from the first of (7.77) for j = 0 one has −αρ−1 + 2α−
αρ−1 = λ(1− α), namely

α =
λρ

2ρ− 2 + λρ
. (7.78)

Equation (7.77) for j �= 0 implies that −αρ−|j−1|+ 2αρ−|j|−αρ−|j+1| = −λαρ−|j|,
namely ρ2 − (2 + λ)ρ + 1 = 0 with solution

ρ = 1 +
λ

2
+
(
λ +

λ2

4

)1/2

.

Replacing this expression for ρ in (7.78) one obtains α = (1 + 4
λ )−1/2.

Taking advantage of the solution parametrized as in (7.75) with u given by
(7.76), one can prove the existence of cantori for the sawtooth map through the
following proposition as stated in [42].
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Proposition. Let ω be irrational, let

M̃ω ≡ {(x(ϑ), x(ϑ + ω)) : ϑ ∈ R}

and let Mω ≡ M̃ω/Z. Then, Mω is a Cantor set.

A proof of the existence of cantori in the dissipative sawtooth map, defined by the
equations

yn+1 = byn + c + λf(xn)
xn+1 = xn + yn+1 ,

for b ∈ R, c ∈ R and f(x) as in (7.74) is provided in [39].
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Hamiltonian systems with (strictly) more than two degrees of freedom do not ad-
mit a confinement of the phase space by invariant tori. For example, for a three–
dimensional Hamiltonian system, the phase space has dimension 6, the constant
energy level is five–dimensional and therefore the three–dimensional KAM tori do
not separate the phase space by invariant regions. As a consequence the motion
can diffuse through the invariant tori and can reach arbitrarily far regions of the
phase space. This phenomenon is known as Arnold’s diffusion (Section 8.1) and a
theorem due to N.N. Nekhoroshev allows us to state that it takes place at least on
exponentially long times (Section 8.2, see also [75]).

In this chapter we focus on the main ideas at the basis of Nekhoroshev’s theorem
and we also formulate it in the neighborhood of elliptic equilibria (Section 8.3). The
theorem has been widely used in Celestial Mechanics, in particular in connection
with the stability of the three–body problem (Section 8.4) and of the Lagrangian
solutions (Section 8.5).

8.1 Arnold’s diffusion

We consider an n–dimensional Hamiltonian system described by the following real–
analytic Hamiltonian function (in action–angle coordinates):

H(y, x) = h(y) + εf(y, x) , y ∈ Y , x ∈ Tn , (8.1)

where Y is an open subset of Rn. The phase–space associated to (8.1) is 2n–
dimensional; fixing an energy level we obtain a (2n− 1)–dimensional manifold. In
this framework, the n–dimensional invariant tori divide the constant energy level
only if n = 2. On the other hand, if n > 2 the separation property is no longer valid
as we showed above in the case of a three–dimensional Hamiltonian system. Indeed
this property is not valid already if we consider a non–autonomous two–dimensional
Hamiltonian system. In all the cases when the separation property does not apply,
invariant tori form the majority of the solutions, but the resonances generate gaps
between the invariant tori, so that some orbits can leak to arbitrarily far regions of
the phase space. An example of such a phenomenon was given for the first time in
[4] and it is now known as Arnold’s diffusion. More precisely, the example provided
in [4] is based on the Hamiltonian function

H(y1, y2, x1, x2, t) =
1
2

(y21 + y22) + ε[(cosx1 − 1)(1 + μ sinx2 + μ cos t)] ,
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where y1, y2 ∈ R, x1, x2 ∈ T and ε, μ are positive parameters. For suitable
values of the parameters with μ exponentially small with respect to ε and for given
values of the second action, say y

(a)
2 and y

(b)
2 with 0 < y

(a)
2 < y

(b)
2 , there exists

an orbit connecting regions where the values of the action y2 are far from each
other, say y2 < y

(a)
2 and y2 > y

(b)
2 ; the time for such diffusion can be exponentially

long with respect to ε. This phenomenon is obtained by constructing unstable
tori, called whiskered tori. A chain of heteroclinic intersections provides the device
to transport the trajectories; such a transition chain makes it possible to pass
from the neighborhood of a torus to the neighborhood of another torus. However,
practical difficulties in constructing the transition chain are due to the fact that
the elements of the chain must be sufficiently close and that the intersection angle
of the manifolds of successive tori is typically exponentially small. The literature
on this topic is extensive and we refer the reader to it for complete details; we just
mention that analytical proofs and examples of Arnold’s diffusion can be found in
[45,46,102,174], while numerical investigations have been performed in [87,111,164].

8.2 Nekhoroshev’s theorem

A theorem developed by A.A. Nekhoroshev [143] proves that Arnold’s diffusion
eventually takes place at least on exponential times. In particular, under suitable
applicability conditions, the theorem allows us to state that the actions remain con-
fined over an exponentially long time (see [137] for a connection to KAM theory).
The original version of the theorem was formulated under a suitable assumption
on the Hamiltonian (called the steepness condition); following [150] we present
the theorem under the convex and quasi–convex hypotheses which are introduced
as follows. With reference to (8.1) with n ≥ 2, we define a complex neighbor-
hood of Y × Tn with radii r0 and s0 as the complex set Vr0Y ×Ws0T

n, where
Vr0Y denotes the complex neighborhood of radius r0 around Y with respect to
the Euclidean norm ‖ · ‖ and Ws0T

n is the complex strip of width s0 around Tn:
Ws0T

n ≡ {x ∈ Cn : max1≤j≤n |Im xj | < s0}. Let Ur0Y ≡ Vr0Y ∩Rn be the real
neighborhood of Y . For an analytic function u = u(y, x) on Vr0Y ×Ws0T

n with
Fourier expansion u(y, x) =

∑
k∈Zn ûk(y)eik·x, let us define the norm

‖u‖Y,r0,s0 ≡ sup
y∈Vr0Y

∑
k∈Zn

|ûk(y)| e(|k1|+···+|kn|)s0 .

Let F be an upper bound on ‖f‖Y,r0,s0 and let M be an upper bound on the Hessian
matrix Q = Q(y) of the unperturbed Hamiltonian: supy∈Vr0Y

‖Q(y)‖ ≤M . Finally,

let ω(y) ≡ ∂h(y)

∂y be the frequency vector.

Definition. Given a positive real parameter m, the unperturbed Hamiltonian is
said to be m–convex if

(Q(y)v, v) ≥ m‖v‖2 for all v ∈ Rn , for all y ∈ Ur0Y .
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Given positive real parameters m, �, the unperturbed Hamiltonian is said to be
m, �–quasi–convex if for any y ∈ Ur0Y one of the following inequalities holds for
any v ∈ Rn:

|(ω(y), v)| > �‖v‖ , (Q(y)v, v) ≥ m‖v‖2 . (8.2)

We remark that quasi–convex Hamiltonians satisfy the isoenergetic non–degeneracy
condition (7.5). We can finally formulate Nekhoroshev’s theorem, providing the
explicit estimates for the confinement of the actions and for the stability time as
given in [150].

Theorem (Nekhoroshev). Let us consider the Hamiltonian function (8.1) and
assume that the unperturbed Hamiltonian satisfies the quasi–convexity hypothesis
(8.2). Let r0 ≤ 4�

m , A ≡ 11M
m , ε0 ≡ mr20

210A2n ; if for s0 > 0, one has ‖f‖Y,r0,s0ε ≤ ε0,
then for any initial condition (y

0
, x0) ∈ Y ×Tn the following estimates hold:

‖y(t)− y
0
‖ ≤ r0

A

(
ε

ε0

) 1
2n

for |t| ≤ A2s0
Ω0

e
s0
6 (

ε0
ε )

1
2n ,

where Ω0 ≡ sup‖y−y
0
‖≤ r0

A
‖ω(y)‖.

The proof is based on three main steps: the construction of a suitable normal form,
the use of the convexity and quasi–convexity assumptions, and a careful analysis
of the geography of the resonances. We provide here the main ideas of the proof,
referring the reader to [143,150] for complete details.

Step 1: Normal form. Let Λ be a sublattice of Zn and for K ≥ 0 set Zn
K ≡

{k ∈ Zn : |k| ≤ K}; we say that a subset Y0 of Y is α, K–non–resonant modulo
Λ, if for any y ∈ Y0 and for any k ∈ Zn

K\Λ, one has

|k · ω(y)| ≥ α .

If Λ contains just the zero, then Y0 is said to be completely α, K–non–resonant.
In the domain Y0 one looks for a suitable change of coordinates so to obtain a
Λ–resonant normal form, where the new Hamiltonian is given by the sum of three
terms:

(i) the unperturbed Hamiltonian;
(ii) a resonant term gΛ = gΛ(y, x) which can be expanded in Fourier series as

gΛ(y, x) =
∑
k∈Λ

gk(y) eik·x ,

containing only the resonant terms belonging to the lattice Λ;
(iii) a remainder function fK = fK(y, x), which can be made exponentially small

by a suitable choice of K; in particular, for some r < r0, s < s0 it is

‖fK‖Y0,r,s ≤ εFe
−Ks
6 ,

where we assume that Ks ≥ 6.
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Step 2: Using the convexity and quasi–convexity. With reference to the
previous step, let the normal form Hamiltonian be given by

HΛ(y, x) = h(y) + εgΛ(y, x) + fK(y, x) .

The evolution of the actions associated to HΛ belongs almost completely to the
plane of fast drift, namely the hyperplane generated by Λ and passing through the
initial condition y

0
. Indeed, one finds that

ẏ = ε
∑
k∈Λ

(
− igk(y)eik·x

)
· k + O(εe

−Ks
6 ) .

Therefore in the non–resonant domain ẏ is almost parallel to Λ and the distance
between y(t) and the plane of fast drift is small for exponential times.

In the proximity of the resonances we use the convexity and the quasi–convexity
to prove that the orbits stay bounded for exponentially long times. To this end, let
RΛ be the resonant manifold defined as

RΛ ≡ {ω ∈ Rn : k · ω = 0 for all k ∈ Λ} .

For δ > 0 let D be a set δ–close to the resonant manifold RΛ, namely D is composed
by the points y ∈ Rn such that minν∈RΛ

‖ω(y) − ν‖ ≤ δ. If the unperturbed
Hamiltonian is m–convex, the Λ–resonant normal form ensures that for any initial
condition in a real neighborhood of D, the corresponding orbit is bounded for finite
times. A similar result holds in the quasi–convex case. If we now assume that D is
also α, K–non–resonant modulo Λ, then one can prove the following result.

Proposition. Let the unperturbed Hamiltonian be �,m–quasi–convex; then, if ε is
sufficiently small, any orbit with initial conditions (y

0
, x0) in D ×Tn satisfies

‖y(t)− y
0
‖ ≤ r for all |t| ≤ C2e

Ks
6 ,

for a suitable r > 0 and a positive constant C2.

We remark that the quasi–convexity implies that the plane of fast drift and the
inverse image of the resonant manifold intersect transversally (see, e.g., [11]). Due to
the complementary dimensions, their intersection is a point, where the unperturbed
Hamiltonian has an extremum; around such a point the surfaces corresponding to a
constant unperturbed Hamiltonian level provide an elliptic structure on the plane
of fast drift.

Step 3: The geography of the resonances. The results of steps 1 and 2 must
be applied to encompass the whole phase space Y ×Tn. A suitable covering is first
constructed in the frequency space and then in the actions. The geography of the
resonances can be explored by introducing the following sets.

– The family of maximal K–lattices MK is the set of lattices Λ in Zn generated
by vectors in Zn

K and not properly contained in other lattices of the same
dimension.
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– Let 0 < λ1 < λ2 < · · · < λn < . . . be a sequence of real numbers; let Λ be a
maximal K–lattice of dimension d and let δΛ ≡ λd

|Λ| , where |Λ| is the volume of
the parallelepiped built from a basis vector of Λ. The resonant zone of order d
associated to Λ with size δΛ is the set

ZΛ ≡ {ω ∈ Rn : min
ν∈RΛ

‖ω − ν‖ < δ} .

– A resonant region of order d is the union of all resonant zones of order d:

Z∗d ≡ ∪dim(Λ)=dZΛ .

In particular, one finds that Z∗n+1 is the empty set: Z∗n+1 = ∅.
– A resonant block of order d is obtained by removing from a resonant zone of

order d a resonant region of order d + 1:

BΛ ≡ ZΛ\Z∗d+1 .

The block B∅ denotes the completely non–resonant frequency space.

From Rn = Z∅ it follows that the frequency space can be covered by resonant
blocks as

Rn = B∅ ∪ (∪dim(Λ)=1BΛ) ∪ .. ∪ (∪dim(Λ)=nBΛ) .

The following result provides the conditions under which BΛ is α, K–non–resonant
modulo Λ.

Geometric Lemma. Assume that λj+1 ≥ C3λj, for j = 1, . . . , n and for some
positive constant C3. Each block BΛ is αΛ, K–non–resonant modulo Λ with

αΛ ≥ C4δΛ ,

for some positive constant C4; moreover, B∅ is completely α∅, K–non–resonant
modulo Λ with α∅ = λ1.

The transformation from the frequency to the action space is provided by the
following result.

Covering Lemma. Let

DΛ ≡ {y ∈ Y : ω(y) ∈ BΛ} ;

let rΛ, αΛ be positive parameters. Then, there exists a covering of the action space
Y through resonant blocks DΛ, Λ ∈ MK , which are αΛ, K–non–resonant modulo
Λ, though being δΛ–close to exact resonances.

The proof of the theorem can be obtained by combining the three steps outlined
above. In particular, by the covering lemma there exists a covering of Y by suitable
resonant blocks DΛ, Λ ∈ MK . The stability estimates can now be extended to all
blocks simultaneously for an exponentially long stability time.

We remark that there exist several versions of the Nekhoroshev’s theorem, ac-
cording to the specific dynamical context. For example, when dealing with com-
pletely non–resonant domains there is a sharp decrease in the stability radius. On
the other side, in the proximity of a resonance, one could get much bigger stability
times.
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8.3 Nekhoroshev’s estimates around elliptic equilibria

We discuss the formulation of Nekhoroshev’s theorem in a neighborhood of an
elliptic equilibrium position of a Hamiltonian system with n degrees of freedom
(see [64, 151]). Assume that the natural frequencies (ω1, . . . , ωn) are non–resonant
up to the order � ≥ 4, namely there does not exist any vector k ∈ Rn\{0} with
|
∑n

j=1 kj | ≤ �, such that k · ω = 0. Under this condition, there exists a symplectic
coordinate transformation by implementing a Birkhoff normal form such that the
original Hamiltonian takes the form

H(x, y) = ω · I +
1
2
AI · I + B(I) + R(x, y) , (x, y) ∈ R2n , (8.3)

where Ij = 1
2 (x2j + y2j ), the coefficients of the matrices A and the term B are the

so–called Birkhoff’s invariants with B being of order 3 at least in I, while R is of
order �+1 in the variables xj , yj . We refer to the integrable part as the Hamiltonian
h0 = h0(I) which is obtained from (8.3) neglecting the remainder R. Then, in a
small neighborhood of the origin, h0 is convex if and only if the matrix A is positive
definite. Let |I| = |I1|+ · · ·+ |In|.

Theorem. Let δ > 0; if A is positive definite, then for any orbit associated to (8.3)
with initial condition |I0| < δ2 sufficiently small, one obtains

|I(t)− I0| < C5δ
2+ �−3

2n for |t| < 1
|ω|e

C6δ
− �−3

2n ,

for suitable positive constants C5 and C6.

It is readily seen that rescaling the variables as

x = δx̃ , y = δỹ , Ĩj =
1
2

(x̃2j + ỹ2j ) ,

the region |I0| < δ2 is transformed to |Ĩ0| < 1; as a consequence the Hamiltonian
(8.3) becomes

H̃(Ĩ , x̃, ỹ) =
1
δ2

ω · Ĩ +
1
2
AĨ · Ĩ + δ−4B(δ2Ĩ) + δ�−3R̃(x̃, ỹ) . (8.4)

Setting ε ≡ δ�−3 one has the following

Theorem. If A is positive definite and ε is sufficiently small, then for any orbit
associated to (8.4) with initial condition |Ĩ0| < 1, one obtains

|Ĩ(t)− Ĩ0| < C7ε
1
2n for |t| < δ2

|ω|e
C8ε

− 1
2n ,

for suitable positive constants C7 and C8.
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8.4 Effective estimates in the three–body problem

The stability estimates provided by Nekhoroshev’s theorem are particularly rele-
vant in Celestial Mechanics. In fact, they can be used to provide bounds on the
elliptic elements for an exponentially long time, possibly comparable with the age
of the solar system, namely 5 billion years (see [108, 168] for a long–time inte-
gration of the equations of motion). Effective estimates have been developed for
the triangular Lagrangian points ([34, 38, 77, 160], see also [12, 86]), the resonant
D’Alembert problem [15], and the perturbed Euler rigid body [13]. Here we dis-
cuss two applications in the context of the three–body problem. First we consider
the planar, circular, restricted three–body problem; being described by a two–
dimensional Hamiltonian function, diffusion does not take place, but the relevant
result is a bound on the semimajor axis and eccentricity for astronomical times.
The second example concerns the stability of the Lagrangian points in the circular,
restricted, spatial, three–body problem; the procedure developed in [38] has been
successfully extended in [77, 160], providing physically relevant estimates within
the asteroidal belt.

8.4.1 Exponential stability of a three–body problem

Following [34], we consider the planar, circular, restricted three–body problem. Let
P1, P3 be the primaries with masses m1, m3, moving on circular orbits around
the common barycenter. Let P2 be a small body of negligible mass. We assume
that the motion of the three bodies takes place on the same plane. Using Delaunay
action–angle variables (L,G, �, g), the Hamiltonian takes the form:

H0(L,G, �, g) = − 1
2L2

−G + εR0(L,G, �, g) , (8.5)

where (L,G) ∈ R2, (�, g) ∈ T2 and where we assume that the perturbing function
is given by

R0(L,G, �, g) = L4

[
1
4

+
9
64

L4 +
3
8

(
1− G2

L2

)]

+ L4

(
3
4

+
5
16

L4

)
cos(2� + 2g)− L4

√
1− G2

L2

(
1
2

+
9
16

L4

)
cos �

+
3
4
L4

√
1− G2

L2
cos(3� + 2g)− L4

√
1− G2

L2

(
9
4

+
5
4
L4

)
cos(� + 2g)

+ L6

(
3
8

+
15
64

L4

)
cos(� + g) + L6

(
5
8

+
35
128

L4

)
cos(3� + 3g)

+
35
64

L8 cos(4� + 4g) +
63
128

L10 cos(5� + 5g) . (8.6)

In order to obtain optimal Nekhoroshev stability estimates, it is convenient to
apply perturbation theory to reduce the perturbing function in (8.5) to higher
orders in ε. This can be achieved through a canonical transformation (L,G, �, g) →
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(L′, G′, �′, g′) which conjugates (8.5) to a Hamiltonian of the form

Hn(L′, G′, �′, g′) = hn(L′, G′) + εn+1Rn(L′, G′, �′, g′) , (8.7)

where n is the order of the normal form, hn is the new unperturbed Hamiltonian,
while Rn is the new perturbing function. For n = 1, let Φ(1)(L′, G′, �, g) be the
generating function providing the transformation

L = L′ + ε
∂Φ(1)

∂�

G = G′ + ε
∂Φ(1)

∂g

�′ = � + ε
∂Φ(1)

∂L′

g′ = g + ε
∂Φ(1)

∂G′
. (8.8)

Inserting (8.8) in (8.5) and imposing that the terms of the first order in ε do not
depend on the angle variables, one gets that the new unperturbed Hamiltonian is
given by

h1(L′, G′) = h0(L′, G′) + εR0(L′, G′) ,

where h0(L′, G′) ≡ − 1
2L′2−G′, while R0(L′, G′) denotes the average of R0(L′, G′, �, g)

over the angles:

R0(L′, G′) ≡ 1
(2π)2

∫
T2

R0(L′, G′, �, g) d� dg .

Expand R0(L,G, �, g) in Fourier series as

R0(L,G, �, g) =
∑

(m1,m2)∈R
R̂
(0)
(m1,m2)

(L,G) ei(m1�+m2g) ,

where R is the set of Fourier indexes corresponding to (8.6):

R ≡ {(0, 0),±(1, 0),±(1, 1),±(1, 2),±(2, 2),±(3, 2),±(3, 3),±(4, 4),±(5, 5)} .

The generating function Φ(1) is finally given by

Φ(1)(L′, G′, �, g) = −
∑

(m1,m2)∈R\{(0,0)}

R̂
(0)
(m1,m2)

(L′, G′)

i(m1ω1 + m2ω2)
ei(m1�+m2g) ,

where (ω1, ω2) are the frequencies

ω1 = ω1(L,G) ≡ ∂h0(L,G)
∂L

, ω2 = ω2(L,G) ≡ ∂h0(L,G)
∂G

.
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The new perturbing function R1 = R1(L′, G′, �′, g′) is obtained from

R1(l′, G′, �, g) =
1
2
∂2h

∂L2

(
∂Φ(1)

∂�

)2

+
1
2
∂2h

∂G2

(
∂Φ(1)

∂g

)2

+
∂2h

∂L∂G

(
∂Φ(1)

∂�

)(
∂Φ(1)

∂g

)

+
∂R0

∂L

∂Φ(1)

∂�
+

∂R0

∂G

∂Φ(1)

∂g
,

with (�, g) expressed in terms of (�′, g′) through (8.8).
A higher–order normal form provides a new Hamiltonian of the form (8.7),

where the generating function is given by

Φ(n)(L′, G′, �, g) = −
∑

(m1,m2)∈Rn\{(0,0)}

R̂
(n−1)
(m1,m2)

(L′, G′)

i(m1ω1 + m2ω2)
ei(m1�+m2g)

for a suitable index set Rn, being Rn−1 the perturbing function at the order n− 1
and R̂

(n−1)
(m1,m2)

are its Fourier coefficients. The new unperturbed Hamiltonian takes
the form

hn(L′, G′) = hn−1(L′, G′) + εnRn−1(L′, G′) ,

where hn−1 is the unperturbed Hamiltonian at the order n − 1 and Rn−1 is the
average of Rn−1. The new perturbing function is given by

Rn(L′, G′, �, g) =
n+1∑
k=2

1
k!
∂kh0
∂Lk

∗∑ k∏
j=1

∂Φ(pj)

∂�

+
∑

1≤|a1+a2|≤n

1
a1!

1
a2!

∂a1+a2R0

∂a1L∂a2G

∗∗∑ a1∏
j=1

∂Φ(p
(1)
j )

∂�

a2∏
j=1

∂Φ(p
(2)
j )

∂g
,

where ∗ means that the sum is computed over all integers p1, . . . , pn ≥ 1 such
that

∑k
j=1 pj = n + 1 and ∗∗ means that the sum is performed over all integers

p
(1)
1 , . . . , p

(1)
a1 ≥ 1, p(2)1 , . . . , p

(2)
a2 ≥ 1 such that

∑a1
j=1 p

(1)
j +

∑a2
j=1 p

(2)
j = n. Again,

(�, g) must be expressed in terms of (�′, g′) by means of (8.8) with Φ(1) replaced by
Φ(n).

In [34] the stability estimates developed in [150] have been applied in the frame-
work of the Hamiltonian (8.5)–(8.6) in order to investigate the dynamics of the small
body Ceres under the gravitational influence of the Sun and Jupiter. Normalizing
to unity the mass of the Sun and the semimajor axis of Jupiter, the elliptic elements
of Ceres are

a = 0.5319 , e = 0.0766 ,

which correspond to the Delaunay variables

L0 = 0.7293 , G0 = 0.7272 . (8.9)
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Perturbation theory has been implemented up to the order n = 4; the corresponding
generating function contains 440 Fourier coefficients. After the normal form, the
fundamental frequencies are given by

ω′ = (ω′1, ω
′
2) = (−2.5131,−1) ,

which satisfy the α, K–non–resonance condition with

α = 2.6225 · 10−2 , K = 120 .

The value of the parameter K was chosen in order to optimize the results, while α
was computed numerically by means of the non–resonant condition. We report in
Table 8.1 the results obtained as the parameters vary; in particular, the stability
time and the perturbing parameter are given as a function of K, α, r0, s0.

The advantage of performing normal forms before implementing Nekhoroshev’s
theorem is shown in Table 8.2, which provides the results at several orders n of
the normalization procedure. The integer n denotes the order of the normal form
(n = 0 corresponds to the direct application of the stability estimates given in [150]
without performing a preliminary normal form). Table 8.2 reports the variation of
the action variables up to a time |t| ≤ tmax for any ε ≤ ε0.

Table 8.1. Stability times tmax as a function of the parameters K, α, r0, s0 and setting
ε = ε0 (reprinted from [34]).

K α r0 s0 ε0 tmax (years)

12 1.5669 · 10−1 6.1190 · 10−4 0.5 4.6036 · 10−9 1.02 · 104
20 1.0827 · 10−1 2.5369 · 10−4 0.3 2.7285 · 10−9 1.47 · 104
24 1.0827 · 10−1 2.1141 · 10−4 0.3 1.8948 · 10−9 2.16 · 104
30 4.8418 · 10−2 7.5632 · 10−5 0.2 3.8651 · 10−10 3.29 · 104
67 4.8418 · 10−2 3.3865 · 10−5 0.2 7.7491 · 10−11 2.52 · 104
75 1.1436 · 10−2 7.1457 · 10−6 0.08 4.9066 · 10−12 1.39 · 105
100 1.1436 · 10−2 5.3593 · 10−6 0.5 3.5314 · 10−13 1.78 · 109
120 1.1436 · 10−2 4.4661 · 10−6 0.5 2.4524 · 10−13 1.13 · 1010
150 1.1436 · 10−2 3.5729 · 10−6 0.5 1.5695 · 10−13 1.72 · 1011
300 2.6724 · 10−3 4.1744 · 10−7 0.02 1.7911 · 10−14 5.97 · 105

Table 8.2. Variation of the action variables up to |t| ≤ tmax for any ε ≤ ε0 (reprinted
from [34]).

n Action variation Stability time tmax (years) ε0

0 4.47 · 10−6 1.13 · 1010 2.45 · 10−13

1 2.00 · 10−7 1.13 · 1010 5.00 · 10−8

2 2.81 · 10−10 1.16 · 1010 7.00 · 10−7

3 2.49 · 10−14 8.45 · 109 8.50 · 10−7

4 7.29 · 10−18 4.93 · 109 1.00 · 10−6
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Using the normal form at the order n = 4 we can provide the following result
[150]:

Let (L0, G0) be as in (8.9) and fix the analyticity parameters as r0 = 10−6 and
s0 = 0.5. Then, the Hessian matrix Q associated to the normal form at the fourth
order h4(L′, G′) in the new set of variables (L′, G′) is bounded by

sup
(L′

0,G
′
0)∈Vr0Y

‖Q(L′0, G
′
0)‖ ≤M = 1.50 · 1013 .

For ε ≤ ε0 ≡ 10−6, the action variables satisfy

‖L′(t)− L′0‖, ‖G′(t)−G′0‖ < 7.29 · 10−18 for all |t| ≤ T ≡ 4.93 · 109 years .

To pull back the estimates to the original Delaunay variables, we remark that

‖L(t)− L0‖ ≤ ‖L(t)− L′(t)‖+ ‖L′(t)− L′0‖+ ‖L′0 − L0‖ (8.10)

(similarly for G), which takes into account also the displacement generated by the
canonical transformation. The first and third terms of the right–hand side of (8.10)
can be estimated through (8.8) (or the equivalent formulae at order n). We finally
obtain that (see [34])

‖L(t)− L0‖ ≤ 1.61 · 10−7, ‖G(t)−G0‖ ≤ 1.55 · 10−7 ,

which provide a confinement of the action variables for a time comparable to the
age of the solar system. The perturbing parameter ε should be taken less than 10−6,
while the present value of the Jupiter–Sun mass ratio amounts to about 10−3. How-
ever, we stress that, as shown in Table 8.2, a higher–order normal form computation
could provide results in better agreement with the astronomical parameters.

8.5 Effective stability of the Lagrangian points

As an application of the exponential estimates provided by Nekhoroshev’s theorem
to higher–dimensional Hamiltonian systems, we consider the stability of the tri-
angular Lagrangian points in the circular, restricted, spatial, three–body problem.
With reference to chapter 4 we consider the motion of a body of negligible mass
around two primaries with masses μ and 1 − μ (in suitable normalized units, see
chapter 4). Let (ξ, η, ζ) be the coordinates of the small body in a synodic reference
frame with origin in the barycenter of the primaries and rotating with their angu-
lar velocity. Denoting by (pξ, pη, pζ) the corresponding momenta, the Hamiltonian
takes the form

H(pξ, pη, pζ , ξ, η, ζ) =
1
2

(p2ξ + p2η + p2ζ) + ηpξ − ξpη

− 1− μ√
(ξ − μ)2 + η2 + ζ2

− μ√
(ξ + 1− μ)2 + η2 + ζ2
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(notice that the primaries are now located at (μ, 0, 0) and (−1+μ, 0, 0)). Let us now
assume a reference frame (O, x, y, z) centered in L4(μ− 1

2 ,
√
3
2 , 0); the transformed

Hamiltonian is

H(px, py, pz, x, y, z) =
1
2

(p2x + p2y + p2z) + ypx − xpy − x

(
μ− 1

2

)
− y

√
3

2

− 1− μ

r1
− μ

r2
,

where r21 = 1−x+
√

3y+x2 + y2 + z2, r22 = 1 +x+
√

3y+x2 + y2 + z2. Expanding
the Hamiltonian around the equilibrium position, we can write

H(px, py, pz, x, y, z) =
∑
k≥2

Hk(px, py, pz, x, y, z) ,

where, setting a ≡ −3
√
3

4 (1− 2μ), one has

H2(px, py, pz, x, y, z) =
1
2

(p2x + p2y) + ypx − xpy +
x2

8
− 5

8
y2 − axy +

1
2

(p2z + z2) ,

while

Hk(px, py, pz, x, y, z) = (1− μ)rkPk

(
x−

√
3y

2r

)
+ μrkPk

(
−x−

√
3y

2r

)
,

being r2 = x2 + y2 + z2, with Pk denoting the Legendre polynomial of order
k. Next, we diagonalize the quadratic part introducing a new set of variables
(x1, x2, x3, y1, y2, y3) defined as follows. Let the characteristic equation be written
as

(ω2 − 1)
(
ω4 − ω2 +

27
16

− a2
)

= 0 ,

where the solution ω = 1 corresponds to the vertical component (pz, z), while the
remaining roots

ω2
1 =

1
2

+
1
2

√
1− 27

4
+ 4a2 , ω2

2 =
1
2
− 1

2

√
1− 27

4
+ 4a2

are real and distinct provided μ satisfies the inequality 27μ(1− μ) < 1. Define the
vectors

ej =

⎛
⎜⎜⎝

a
−3

4 − ω2
j

3
4 − ω2

j

a

⎞
⎟⎟⎠ , f

j
=

⎛
⎜⎜⎝

2ωj

0
aωj

( 54 − ω2
j )ωj

⎞
⎟⎟⎠ ;

setting d ≡
√
ωj(2ω4

j + 1
2ω

2
j − 3

4 ), let

e′j =
ej
d

, f ′
j

=
f
j

d
.
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Then, the coordinate change is defined as⎛
⎜⎜⎝

x
y
px
py

⎞
⎟⎟⎠ = C

⎛
⎜⎜⎝

x1
x2
y1
y2

⎞
⎟⎟⎠ ,

where C is the matrix whose columns coincide with e′1, e′2, f ′
1
, f ′

2
. Notice that1

CT H̃2C = diag(ω1, ω2, ω1, ω2), being H̃2 the Hessian matrix of H2. We complete
the change of coordinates by setting x3 = z and y3 = pz. Finally, we write the
transformed Hamiltonian as

Hnew(x1, x2, x3, y1, y2, y3) = H2,new(x1, x2, x3, y1, y2, y3)
+ H3,new(x1, x2, x3, y1, y2, y3) + . . . ,

with

H2,new(x1, x2, x3, y1, y2, y3) ≡ 1
2

3∑
k=1

ωk(y2k + x2k) ,

while H3,new denotes higher–order terms. Thus, the quadratic part admits the first
integrals

Ik =
1
2

(y2k + x2k) , k = 1, 2, 3 ;

let us look for first integrals of the perturbed system in the form

Φ(k) ≡ Ik + Φ(k)
3 + Φ(k)

4 + . . . ,

where Φ(k)
j is a homogeneous polynomial of degree j in I1, I2, I3. Let Φ(k,r), r ≥ 3,

be the truncation of the integral, defined as

Φ(k,r) = Ik + Φ(k)
3 + · · ·+ Φ(k)

r ,

where the terms Φ(k)
j , j = 3, . . . , r, can be explicitly constructed or they can be

recursively estimated. For ρ > 0 and R ∈ R3
+, define the domain

ΔρR = {(x, y) ∈ R6 : y2k + x2k ≤ ρ2R2
k , 1 ≤ k ≤ 3} .

Assume that the initial condition at t = 0 lies within the domain Δρ0R for some
ρ0 > 0 and look for the time tmax such that the solution is confined within the
domain ΔρR with ρ > ρ0 up to a maximal time, say t ≤ tmax. By trivial inequalities
and by the definition of the domain, one has

|Ik(t)− Ik(0)| ≤ |Ik(t)− Φ(k,r)(t)|+ |Φ(k,r)(t)− Φ(k,r)(0)|+ |Φ(k,r)(0)− Ik(0)|

≤ 1
2
R2

k(ρ2 − ρ20) .

1 CT is the transposed matrix of C and diag(a1, a2, a3, a4) is the 4 × 4 matrix with
diagonal elements a1, a2, a3, a4, while all other elements are zero.
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We now introduce the following norm: given a complex polynomial f(x, y) =∑
j,k fjkx

jyk with fjk ∈ C, setting R = (R1, . . . , Rn) ∈ Rn, we obtain

‖f‖R ≡
∑
j,k

|fjk|Rj+k ;

for any (x, y) ∈ ΔρR and for any homogeneous function f = f(x, y) of order s, we
define

|f(x, y)| ≤ ‖f‖R ρs .

Then, one has

|Φ(k,r)(0)− Ik(0)| = |Φ(k)
3 (0) + · · ·+ Φ(k)

r (0)| ≤ η(k)r (ρ0) ≡
r∑

j=3

‖Φ(k)
j ‖Rρj0 .

Similarly one gets
|Φ(k,r)(t)− Ik(t)| ≤ η(k)r (ρ) .

Finally, one has:

|Φ(k,r)(t)− Φ(k,r)(0)| ≤ R(k,r)(ρ0, ρ) ≡ 1
2
R2

k(ρ2 − ρ20)− η(k)r (ρ)− η(k)r (ρ0) .

On the other hand, since

|Φ(k,r)(t)− Φ(k,r)(0)| ≤ |Φ̇(k,r)| |t| ≤ F (k,r)(ρ) |t| ,

where F (k,r) is an upper bound on |Φ̇(k,r)|, then the stability time can be computed
as

|t| ≤ min
r

R(k,r)(ρ0, ρ)
F (k,r)(ρ)

.

Based on the above strategy, a number of results provide estimates of the stability
times and of the regions of stability for the Sun–Jupiter–asteroid problem (see
[34,38,76,77,101,160]). Physically relevant stability regions have been found for a
time interval of the order of the age of the solar system. The analytical estimates of
[38] have been improved in [77] and [160], and the resulting stability region includes
a few asteroids.

Exponential stability estimates have also been performed in [114] for the planar,
elliptic, restricted three–body problem. According to [89] the study of this problem
is reduced to the analysis of a suitable four–dimensional symplectic mapping. A
Birkhoff normal form is implemented and first integrals are explicitly constructed.
A Nekhoroshev stability domain is computed around Jupiter’s Lagrangian points
for a time span comparable to the age of the solar system.



9 Determination of periodic orbits

Periodic orbits play a very important role in many problems of Celestial Mechanics;
for example, their study provides interesting information on spin–orbit and orbital
resonances (see [96, 136]). From the dynamical point of view periodic orbits can
be used to approximate quasi–periodic trajectories; more precisely, a truncation
of the continued fraction expansion of an irrational frequency yields a sequence of
rational numbers, which correspond to periodic orbits eventually approximating a
quasi–periodic torus.

We present some results on the existence of periodic orbits through a construc-
tive version of the implicit function theorem, both in a conservative and in a dissipa-
tive setting (Section 9.1). Then we review classical methods for computing periodic
orbits, like the Lindstedt–Poincarè (Section 9.2) and the KBM (Section 9.3) tech-
niques. We conclude with a discussion of Lyapunov’s theorem on the determination
of families of periodic orbits (Section 9.4) and an application to the J2–problem.

9.1 Existence of periodic orbits

The existence of periodic orbits can be proved through the implementation of an
implicit function theorem, which yields a constructive algorithm to find suitable
approximations of the solution [29,149]. We discuss the existence of periodic orbits
in the conservative and in the dissipative setting, with concrete reference to the
specific sample provided by the spin–orbit problem (see Section 5.5.1).

9.1.1 Existence of periodic orbits (conservative setting)

Let us write the spin–orbit equation of motion (5.16) in the form

ẍ− εg(x, t) = 0 , (9.1)

where g(x, t) ≡ −(a
r )3 sin(2x− 2f). Equation (9.1) can also be written as

ẋ = y

ẏ = εg(x, t) . (9.2)

Here ε represents the equatorial ellipticity and it can be assumed that ε < 1.
A spin–orbit resonance of order p : q is a periodic solution of (9.2) with period
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T = 2πq (q ∈ Z+), such that

x(t + 2πq) = x(t) + 2πp
y(t + 2πq) = y(t) . (9.3)

From (9.2) one obtains

x(t) = x(0) + y(0)t + ε

∫ t

0

∫ τ

0

g(x(s), s) ds dτ = x(0) +
∫ t

0

y(s) ds

y(t) = y(0) + ε

∫ t

0

g(x(s), s) ds . (9.4)

Using the periodicity conditions (9.3) one gets∫ 2πq

0

y(s)ds− 2πp = 0
∫ 2πq

0

g(x(s), s)ds = 0 . (9.5)

Let us expand the solution in powers of ε as

x(t) ≡ x + yt + εx1(t) + ε2x2(t) + . . .

y(t) ≡ y + εy1(t) + ε2y2(t) + . . . ,

where x(0) = x and y(0) = y are suitable initial conditions, while xj(t), yj(t),
j ≥ 1, are unknown corrections to higher orders in ε. Let us expand also the initial
conditions in powers of ε as

x = x0 + εx1 + ε2x2 + . . .

y = y0 + εy1 + ε2y2 + . . . , (9.6)

for some unknown terms x0, y0, x1, y1, . . . Equating in (9.2) the same orders in ε
and using (9.6), one obtains

y + εẋ1(t) + . . . = y + εy1(t) + . . .

εẏ1(t) + . . . = εg(x + yt, t) + . . . ,

which yield

ẋ1(t) = y1(t)
ẏ1(t) = g(x0 + y0t, t) ,

namely

x1(t) = x1(t;x, y) =
∫ t

0

y1(s) ds

y1(t) = y1(t;x, y) =
∫ t

0

g(x0 + y0s, s) ds . (9.7)
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Notice that x1(t) and y1(t) can be computed explicitly. Concerning the initial data,
using the second of (9.4) and the periodicity conditions (9.5) one obtains∫ 2πq

0

[
y0 + εy1 + ε

∫ t

0

g(x0 + y0s, s) ds
]
dt = 2πp .

Therefore, y0 and y1 are given by

y0 =
p

q

y1 = − 1
2πq

∫ 2πq

0

∫ t

0

g(x0 + y0s, s) ds dt . (9.8)

In a similar way, x0 and x1 are obtained using∫ 2πq

0

g(x0 + y0s + ε(x1 + y1s + x1(s)), s) ds = 0 ;

expanding in series of ε, the quantity x0 is determined as the solution of∫ 2πq

0

g(x0 + y0s, s) ds = 0 , (9.9)

while x1 is given by

x1 = − 1∫ 2πq
0

g0xdt

[
y1

∫ 2πq

0

g0x t dt +
∫ 2πq

0

g0x x1(t) dt
]
, (9.10)

where g0x = gx(x0 + y0t, t).

9.1.2 Computation of the libration in longitude

Applying the results of Section 9.1.1, we can implement the above formulae to
compute the libration in longitude of the Moon, which measures the displacement
from the synchronous resonance corresponding to p = q = 1. The initial data and
the first–order corrections are computed through (9.7), (9.8), (9.9), (9.10):

x0 = 0
y0 = 1

x1(t) = 0.232086 t− 0.218318 sin(t)− 6.36124 · 10−3 sin(2t)
− 3.21314 · 10−4 sin(3t)− 1.89137 · 10−5 sin(4t)
− 1.18628 · 10−6 sin(5t)

y1(t) = 0.232086− 0.218318 cos(t)− 0.0127225 cos(2t)
− 9.63942 · 10−4 cos(3t)− 7.56548 · 10−5 cos(4t)
− 5.93138 · 10−6 cos(5t)

x1 = 0
y1 = −0.232086 ,
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where for the Moon we used e = 0.0549, ε = 3.45 · 10−4. To the first order, the
solution corresponding to the synchronous periodic orbit is given by

x(t) = x0 + y0t + εx1(t) = (1 + 8.00697 · 10−5)t
− 7.53196 · 10−5 sin(t)− 2.19463 · 10−6 sin(2t)
− 1.10853 · 10−7 sin(3t)− 6.52523 · 10−9 sin(4t)
− 4.09265 · 10−10 sin(5t)

y(t) = y0 + εy1(t) = 1− 7.53196 · 10−5 cos(t)− 4.38926 · 10−6 cos(2t)
− 3.3256 · 10−7 cos(3t)− 2.61009 · 10−8 cos(4t)
− 2.04633 · 10−9 cos(5t) . (9.11)

We remark that having set to unity the angular velocity of rotation, the time t
coincides with the Moon’s longitude. For ε = 0, the equations of motion can be
solved as

x(t) = x0 + y0t = x0 + t

y(t) = y0 = 1 ;

since x0 = 0, the difference between x(t) and t is zero and therefore the direction
on the equatorial plane joining the barycenter of the Moon with the Earth does not
vary with time. When adding the perturbation due to the non–spherical structure
of the Moon, the function x(t) varies by a quantity of order ε, which provides a
measure of the libration in longitude. The computation to the first order as in (9.11)
gives a displacement of the quantity x(t)− t of the order of 8 · 10−5 in agreement
with the astronomical data.

9.1.3 Existence of periodic orbits (dissipative setting)

We consider the dissipative spin–orbit problem described in Section 5.5.3, whose
equation of motion (5.21) can be written in compact form as

ż = G(z, t;μ) ,

where z = (x, y), while G is a periodic two–dimensional vector function, depending
parametrically on the dissipative constant μ. Assume that for μ = 0 (conservative
case) we know a T–periodic solution of the form

z(t) = ϕ(t)

with ϕ(T ) = ϕ(0). For μ sufficiently small, there still exists a periodic solution of
the dissipative problem with period T [149]; this result is based on the implicit
function theorem under quite general hypotheses as we are going to describe. For
the dissipative spin–orbit problem we assume for simplicity that the dissipative con-
stant and the perturbing parameter are related by μ = μ0ε for a suitable quantity
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μ0 < 1. Then equation (5.21) becomes

ẋ = y

ẏ = εg(x, y, t) , (9.12)

with g(x, y, t) = −(a
r )3 sin(2x− 2f)− μ0(y − η). We denote by x̄ and ȳ the initial

conditions and by (x(t; x̄, ȳ), y(t; x̄, ȳ)) the solution at time t with initial conditions
(x̄, ȳ). By (9.12) we obtain

x(t) ≡ x(t; x̄, ȳ) = x̄ + ȳt + ε

∫ t

0

∫ τ

0

g(x(s; x̄, ȳ), y(s; x̄, ȳ), s)dsdτ

y(t) ≡ y(t; x̄, ȳ) = ȳ + ε

∫ t

0

g(x(s; x̄, ȳ), y(s; x̄, ȳ), s)ds . (9.13)

A spin–orbit resonance of order p : q satisfies the periodicity conditions (9.3) which,
together with (9.13), are equivalent to find solutions of the equations

F1(x̄, ȳ) = 0
F2(x̄, ȳ) = 0 , (9.14)

where

F1(x̄, ȳ) ≡ 2π(qȳ − p) + ε

∫ 2πq

0

∫ τ

0

g(x(s; x̄, ȳ), y(s; x̄, ȳ), s)dsdτ

F2(x̄, ȳ) ≡
∫ 2πq

0

g(y(s; x̄, ȳ), x(s; x̄, ȳ), s)ds . (9.15)

Expanding (9.15) to the first order in ε, one obtains

F1(x̄, ȳ) = 2π(qȳ − p) + εΦ1(x̄, ȳ)

F2(x̄, ȳ) =
∫ 2πq

0

g(x̄ + ȳs, ȳ, s)ds + εΦ2(x̄, ȳ) (9.16)

for suitable functions Φ1(x̄, ȳ), Φ2(x̄, ȳ). Let us expand the initial conditions as
x̄ = x̄0 + εx̄1 + ε2x̄2 + . . . , ȳ = ȳ0 + εȳ1 + ε2ȳ2 + . . . Then we find ȳ0 = p

q , while
x̄0 is determined as a non–degenerate critical point of the function

Ψp,q(x) ≡ 1
2

∫ 2πq

0

(
a

r(t)

)3

cos(2x + 2
p

q
t− 2f(t)) dt ,

so that using (9.16) one obtains

F1(x̄0, ȳ0) = εΦ1(x̄0, ȳ0)

F2(x̄0, ȳ0) = −2πqμ0

(
p

q
− η

)
+ εΦ2(x̄0, ȳ0) .

Let us evaluate the Jacobian J of (9.16) at (x̄0, ȳ0) and let us denote the result by
J0 + εJ1; then J0 is non–degenerate, since
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J0 =
(

2πq 0
Φp,q(x̄0, ȳ0;μ0) d2

dx2 Ψp,q(x̄0)

)

for a suitable function Φp,q = Φp,q(x̄0, ȳ0;μ0). Let M be the inverse of the Jacobian
J evaluated at (x̄0, ȳ0); let ρ > 0 and denote by B̄ρ(x̄0, ȳ0) the closed ball of radius
ρ around (x̄0, ȳ0). Let A be a compact subset of R and let 0 < α < 1, R > 0 be real
parameters. The implicit function theorem can be applied provided the following
conditions are satisfied (I2 is the 2× 2 identity matrix):

sup
B̄ρ(x̄0,ȳ0)×A

‖I2 −M J‖ ≤ α

sup
A
|F (x̄0, ȳ0)| · sup

A
‖M‖ ≤ (1− α) R ;

the above inequalities turn out to be smallness conditions on the parameters. Under
these conditions the implicit function theorem guarantees that for ε sufficiently
small there exists a solution (x(ε), y(ε)) ∈ B̄ρ(x̄0, ȳ0) of the system

F1(x(ε), y(ε)) = 0
F2(x(ε), y(ε)) = 0 ,

providing a fixed point of (9.14) with the required periodicity conditions.

9.1.4 Normal form around a periodic orbit

The dynamics in a neighborhood of the periodic orbits determined as in Sec-
tion 9.1.1 can be studied through the development of a suitable normal form, which
turns out to be useful in a number of samples in Celestial Mechanics. We briefly
sketch the procedure referring to equations (9.2), whose associated Hamiltonian
function takes the form

H1(y, x, t) =
y2

2
− εV (x, t) , y ∈ R , (x, t) ∈ T ,

where y = ẋ is the variable conjugated to x and Vx(x, t) = g(x, t). Let (x̃(t), ỹ(t))
be a periodic orbit of order p : q with periodicity conditions (9.3). We assume
to know the periodic orbit for example through its series expansion as explained
in Section 9.1.1. In the proximity of the periodic orbit, let γ be a positive, small
parameter, measuring the distance from the periodic orbit and let (γξ(t), γη(t)) be
a small displacement such that we can write the solution in the form

x(t) = x̃(t) + γξ(t)
y(t) = ỹ(t) + γη(t) . (9.17)

Inserting (9.17) in (9.2), one obtains

ẋ(t) = ˙̃x(t) + γξ̇(t) = ỹ(t) + γη(t)
ẏ(t) = ˙̃y(t) + γη̇(t) = εg(x̃(t) + γξ(t), t) ,
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where we can expand g in Taylor series around γ = 0 as

g(x̃(t) + γξ(t), t) = g(x̃(t), t) + γgx(x̃(t), t)ξ +
1
2
γ2gxx(x̃(t), t)ξ2 + . . .

Since (x̃(t), ỹ(t)) is a solution of the equations of motion, one gets

ξ̇ = η

η̇ = εgx(x̃(t), t)ξ +
ε

2
γgxx(x̃(t), t)ξ2 + . . . , (9.18)

whose associated Hamiltonian is

H2(η, ξ, t) =
η2

2
− ε

2
g(x̃(t), t)ξ2 − ε

6
gx(x̃(t), t)γξ3 + . . .

Defining

u ≡
(
ξ
η

)
, Q(t) ≡

(
0 1

εgx(x̃(t), t) 0

)
, R2(u, t) ≡

(
0

ε
2gxx(x̃(t), t)ξ2 + . . .

)
,

we can write (9.18) in the form

u̇ = Q(t)u + γR2(u, t) . (9.19)

Floquet theory (see Appendix D) can be implemented to eliminate the time–
dependence in the linear part. Through a symplectic, periodic change of variables
one can reduce (9.19) to the form

v̇ = Av + γS2(v(t), t) , (9.20)

where v ≡ (v1, v2) ∈ R2, A is a constant matrix and S2 is a suitable function. We
can assume that A takes the form

A ≡
(

0 ω
−ω 0

)
,

so that the linear part reduces to

v̇1 = ωv2

v̇2 = −ωv1 ,

whose associated Hamiltonian corresponds to that of a harmonic oscillator, namely
H3(v1, v2) = ω

2 (v21 +v22)+ . . . . Using action–angle variables (I, ϕ) for the harmonic
oscillator, we can write the Hamiltonian function corresponding to (9.20) in the
form

H4(I, ϕ, t) = ωI + γF (I, ϕ, t) ,

for a suitable function F = F (I, ϕ, t). A Birkhoff normal form can now be imple-
mented in the style of Section 6.5 to reduce the perturbation and to get a better
approximation in the neighborhood of the periodic orbit.
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9.2 The Lindstedt–Poincaré technique

Convergent series approximations of periodic solutions can be found through the
Lindstedt–Poincaré technique, also known as the continuation method. Consider a
dynamical system described by the second–order differential equation

ẍ + ω2
0x = εf(x, ẋ) , x ∈ R , (9.21)

where ε ≥ 0 is a small real parameter and f : R2 → R is a regular function. For
ε = 0 the system reduces to a harmonic oscillator, which has periodic solutions
with period T0 = 2π

ω0
. The Lindstedt–Poincaré technique allows us to find periodic

solutions for ε different from zero by taking into account that the frequency of the
motion can change due to the non–linear terms. In fact, when ε is different from
zero the period T is equal to T0 only up to terms of order ε. Basically one expands
the solution x(t) and the (unknown) frequency ω of the periodic orbit as a function
of ε:

x(t) = x0(t) + εx1(t) + ε2x2(t) + . . .

ω = ω0 + εω1 + ε2ω2 + . . . , (9.22)

where we impose that xj(T ) = xj(0), being the quantities xj(t), ωj , j ≥ 0, un-
known. Under the change of variables s = ωt, the equation (9.21) becomes

ω2x′′ + ω2
0x = εf(x, ωx′) , (9.23)

where x′ and x′′ denote the first and second derivatives with respect to s. Let us
expand the perturbation in powers of ε as

f(x, ωx′) = f(x0, ω0x′0) + ε

[
x1

∂f(x0, ω0x′0)
∂x

+ x′1
∂f(x0, ω0x′0)

∂x′

+ ω1
∂f(x0, ω0x′0)

∂ω

]
+ O(ε2) .

Inserting the series expansion (9.22) in (9.23) and equating terms of the same order
in ε, one obtains

ω2
0x
′′
0 + ω2

0x0 = 0
ω2
0x
′′
1 + ω2

0x1 = f(x0, ω0x′0)− 2ω0ω1x′′0
. . .

These equations can be solved recursively and the quantities ωj can be found by
imposing the periodicity conditions xj(s + 2π) = xj(s), j = 0, 1, 2, . . .

As a concrete example we consider the Duffing equation [146]

ẍ + ω2
0x = −εω2

0x
3 .

Changing time as s = ωt, one gets

ω2x′′(s) + ω2
0x(s) = −εω2

0x(s)3 .
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Let us expand the solution x(s) and the unknown frequency ω as in (9.22) and
assume that x′j(0) = 0 for any j ≥ 0. To the zeroth order in ε one obtains the
equation

x′′0 + x0 = 0

and, taking into account the initial conditions, one finds x0(s) = A cos s for some
real constant A. To the first order in ε one obtains the equation

x′′1 + x1 = A

(
2
ω1
ω0

− 3
4
A2

)
cos s− 1

4
A3 cos 3s ;

secular terms are avoided provided ω1
ω0

= 3
8A

2, thus yielding the first–order solu-
tion x1(s) = 1

32A
3 cos 3s. The solution at all subsequent orders can be obtained

implementing iteratively the above procedure.

9.3 The KBM method

The Krylov–Bogoliubov–Mitropolsky (KBM) method allows us to find periodic
solutions for systems of the form (9.21); for ε = 0 such systems admit the solution

x(t) = A cos ξ(t) with ξ(t) ≡ ω0t + ϕ ,

for some constants A, ϕ depending on the initial conditions. For ε different from
zero, one can write the solution as

x(t) = A cos ξ + εx1(A, ξ) + ε2x2(A, ξ) + . . . , (9.24)

where xj(A, ξ) are 2π–periodic functions. The quantities A, ξ satisfy the equations

Ȧ = εα1(A) + ε2α2(A) + . . .

ξ̇ = ω0 + εβ1(A) + ε2β2(A) + . . . (9.25)

for some unknown functions αj(A), βj(A). Inserting (9.24) and (9.25) in the left
hand side of (9.21), one obtains

ẍ + ω2
0x = ε

[
− 2ω0α1 sin ξ − 2ω0Aβ1 cos ξ + ω2

0

(
∂2x1
∂ξ2

+ x1

)]
+ O(ε2) .

Concerning the right–hand side of (9.21) one has

εf(x, ẋ) = εf(x0, ẋ0) + O(ε2) ,

where x0 = A cos ξ, ẋ0 = −Aω0 sin ξ, being x0 the lowest–order approximation in
which A and ξ̇ are constant. Equating same powers of ε, the first order is given by

ω2
0

(
∂2x1
∂ξ2

+ x1

)
= f(x0, ẋ0) + 2ω0α1 sin ξ + 2ω0Aβ1 cos ξ (9.26)
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and similarly for higher orders which can be solved recursively. For the first order,
let us expand x1 and f in Fourier series as

f(A, ξ) = f0(A) +
∞∑
j=1

[
f
(c)
j (A) cos jξ + f

(s)
j (A) sin jξ

]

x1(A, ξ) = x
(1)
0 (A) +

∞∑
j=2

[
x
(1c)
j (A) cos jξ + x

(1s)
j (A) sin jξ

]
, (9.27)

for suitable functions f0(A), f (c)j (A), f (s)j (A), x(1)0 (A), x(1c)j (A), x(1s)j (A). To avoid
secular terms we impose that∫ 2π

0

x1(A, ξ) cos ξdξ = 0 ,

∫ 2π

0

x1(A, ξ) sin ξdξ = 0 ,

which yield x
(1c)
1 (A) = x

(1s)
1 (A) = 0. Inserting (9.27) in (9.26) and equating Fourier

coefficients of the same order, one obtains

f
(c)
1 (A) + 2ω0Aβ1(A) = 0 , f

(s)
1 (A) + 2ω0α1(A) = 0 ,

which provide explicit expressions for α1(A) and β1(A). Moreover, one has

x
(1)
0 (A) =

f0(A)
ω2
0

, x
(1c)
j (A) =

f
(c)
j (A)

ω2
0(1− j2)

, x
(1s)
j (A) =

f
(s)
j (A)

ω2
0(1− j2)

, j ≥ 2 ,

which provide the Fourier coefficients appearing in (9.27). Similar computations
can be performed to determine iteratively the solution to higher orders.

9.4 Lyapunov’s theorem

A remarkable result due to Lyapunov allows us to determine a family of periodic
solutions around an equilibrium position. We sketch the proof of the theorem,
referring to [162] for complete details. As an illustrative example, we consider the
J2–problem introduced in Section 5.6.

9.4.1 Families of periodic orbits

We consider an n–dimensional Hamiltonian system described by the Hamiltonian
function H = H(w), w ∈ R2n, which is assumed to be regular in a suitable neigh-
borhood of the origin. We assume that the origin is an equilibrium position; let
±λ1, . . . , ±λn be distinct eigenvalues of the linearized matrix L associated to the
Hamiltonian H around the origin.

Lyapunov’s Theorem. Let λ1 be purely imaginary, not identically zero, and as-
sume that the ratios λ2

λ1
, . . . , λn

λ1
are not integers; then, there exists a family of

periodic solutions around the equilibrium position, depending analytically on a real
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parameter ρ, such that ρ = 0 corresponds to the equilibrium solution and that the
period T (ρ) is analytic in ρ with T (0) = 2π

|λ1| .

Proof. We look for a solution w = w(ξ, η) as a power series of some unknown
functions ξ = ξ(t), η = η(t). Then, Hamilton’s equations ẇ = JHw(w) become

wξ ξ̇ + wη η̇ = JHw(w) . (9.28)

We assume that ξ, η satisfy the relations

ξ̇ = αξ , η̇ = βη (9.29)

with α, β being suitable power series in ξ, η. We next perform a linear canonical
transformation, say w = Cz, for some constant matrix C, such that the linearized
matrix is transformed into CTJLC = Λ, where Λ is the diagonal matrix with
non–zero elements λ1, . . . , λn, −λ1, . . . , −λn. Moreover, the matrix C is chosen
to be symplectic and such that its components are suitably normalized according
to [162]. With this transformation, equation (9.28) takes the form

zξξα + zηηβ − Λz = g(z) , (9.30)

where
g(z) ≡ C−1J(C−1)T Hz(Cz)− Λz .

In order to determine uniquely the power series zk(ξ, η) (k = 1, . . . , 2n), α(ξ, η),
β(ξ, η), by comparison of the coefficients in (9.30), one needs to impose the following
compatibility conditions:

(C1) z1 − ξ, z2 − η, z3, . . . , z2n start with quadratic terms;
(C2) there are no terms of the form ξ(ξη)� in z1−ξ and no terms of the form η(ξη)�

in z2 − η;
(C3) the series for α and β depend only on the quantity ω ≡ ξη.

By induction, one easily proves that equation (9.29) can be effectively solved
and that the coefficients are uniquely determined. The constant terms of α and β
are, respectively, λ1 and −λ1. Moreover, it can be shown (see [162]) that α and β
satisfy the relation

α + β = 0 (9.31)

and that the Hamiltonian H becomes a series of ω = ξη. Referring to [162] for the
proof of the convergence of the series zk(ξ, η) (k = 1, . . . , 2n), α, β for sufficiently
small values of |ξ|, |η|, by (9.31) one finds that

dω

dt
= ξ̇η + ξη̇ = (α + β)ξη = (α + β)ω = 0 ;

therefore ω, α, β do not depend on the time and consequently from (9.29) one
obtains

ξ = ξ0e
αt , η = η0e

βt , (9.32)
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where ξ0, η0 are the initial conditions. The value |ξ0| should be taken sufficiently
small, say |ξ0| ≤ ρ for some positive real parameter ρ, to ensure the convergence.
By (9.32) one obtains a family of periodic orbits with periods T (ρ) = 2π

|α| ; since
to the lowest order α coincides with λ1, the period of the equilibrium position is
T (0) = 2π

|λ1| . �

9.4.2 An example: the J2–problem

As an application of Lyapunov’s theorem, we consider the motion of a homogeneous
rigid body S moving around an oblate planet P. Assuming that the central planet
is axially symmetric, using spherical coordinates the potential function governing
the motion of the satellite is provided in Section 5.6. The J2–problem consists in
retaining only the lowest–order term in the series expansion of the potential as a
series of the Legendre’s polynomials (see equation (5.27)):

U(r, ϕ) =
μ

r
+

μJ2R
2
e

r3

(
1
2
− 3

2
sin2 θ

)
,

where J2 is constant, μ = GM , M being the mass of P, Re is the equatorial radius
of P, while r and θ are, respectively, the radius and the latitude of the satellite
S with respect to the central body P. The Hamiltonian function describing the
J2–problem is derived as follows. In a reference frame with the origin coinciding
with the barycenter O of P, the spherical coordinates of S are:

xS = r cosφ cos θ
yS = r sinφ cos θ
zS = r sin θ ,

where r ≥ 0, 0 ≤ φ ≤ 2π, 0 ≤ θ ≤ π. Assuming that the mass of S is normalized
to one, the Lagrangian function is given by:

L(ṙ, φ̇, θ̇, r, φ, θ, ) =
1
2

(ṙ2 + r2φ̇2cos2θ + r2θ̇2) + U(r, θ) . (9.33)

Due to the cylindrical symmetry of the problem, the variable φ is cyclic; therefore
the vertical component of the angular momentum (coinciding with the momentum
pφ conjugated to φ) is constant, say equal to g, providing

pφ = r2φ̇ cos2θ ≡ g .

Since the Lagrangian (9.33) does not depend explicitly on the time, another con-
stant of the motion is given by the total energy. Using the first integral g, the
energy E becomes:

E =
1
2

(
ṙ2 + r2θ̇2

)
+

g2

2r2
(1 + tan2θ)− μ

r
+

μJ2R
2
e

r3

(
3
2

sin2 θ − 1
2

)
.
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We introduce a new pair of coordinates (ρ, z) defined as

ρ = r cos θ
z = r sin θ .

Adopting the units of measure so that μ = 1 and Re = 1, the Lagrangian becomes

L(ρ̇, ż, ρ, z) =
1
2

(ρ̇2 + ż2)− g2

2ρ2
+ U(ρ, z) (9.34)

with

U(ρ, z) = (ρ2 + z2)−
1
2 − J2

2
(ρ2 + z2)−

5
2 (2z2 − ρ2) .

Let pρ = ρ̇, pz = ż; the Hamiltonian associated to the Lagrangian (9.34) is given
by:

H(pρ, pz, ρ, z) =
1
2

(pρ2 + pz
2) +

g2

2ρ2
− U(ρ, z) .

The corresponding equations of motion are:

ρ̇ = pρ
ż = pz

ṗρ = g2

ρ3 + Uρ(ρ, z)
ṗz = Uz(ρ, z) ,

(9.35)

where Uρ(ρ, z) and Uz(ρ, z) denote the derivatives of U with respect to ρ and z:

Uρ(ρ, z) = −ρ(ρ2 + z2)−
3
2 +

5
2
J2ρ(ρ2 + z2)−

7
2 (2z2 − ρ2) + J2ρ(ρ2 + z2)−

5
2 ,

Uz(ρ, z) = −z(ρ2 + z2)−
3
2 +

5
2
J2z(ρ2 + z2)−

7
2 (2z2 − ρ2)− 2J2z(ρ2 + z2)−

5
2 .

In order to compute the equilibrium points, we set equal to zero the right–hand
side of (9.35). Selecting the solution with z = 0, one easily obtains that ρ must
be a root of the equation 2ρ2 − 2g2ρ + 3J2 = 0. Therefore, two equilibrium points

of (9.35) are given by P0 ≡ (ρ0, z0, pρ0 , pz0) = ( g2+
√

g4−6J2
2 , 0, 0, 0) and P1 =

( g2−
√

g4−6J2
2 , 0, 0, 0) provided g4 > 6J2 so as to have real positive values of ρ. In

the following sections we focus our attention on the equilibrium position P0.

9.4.3 Linearization of the Hamiltonian around the equilibrium point

We proceed to linearize the equations of motion in a neighborhood of the equilib-
rium point P0. First of all, through the transformation z̃ = z, ρ̃ = ρ − ρ0 (which
shifts P0 to the origin of the reference frame), we get the Hamiltonian function
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H̃(pρ̃, pz̃, ρ̃, z̃) =
1
2

(pρ̃2 + pz̃
2) +

g2

2(ρ̃ + ρ0)2
− [(ρ̃ + ρ0)2 + z̃2]−

1
2

+
J2
2

[(ρ̃ + ρ0)2 + z̃2]−
5
2 (2z̃2 − (ρ̃ + ρ0)2) ,

where pρ̃, pz̃ are the momenta conjugated to ρ̃, z̃; the corresponding equations of
motion are:

˙̃ρ = pρ̃
˙̃z = pz̃

ṗρ̃ = g2

(ρ̃+ρ0)3
+ Uρ̃(ρ̃ + ρ0, z̃)

ṗz̃ = Uz̃(ρ̃ + ρ0, z̃) .

Next, we expand the equations of motion by means of a Taylor power series around
the equilibrium point up to the second order. The linearized system becomes⎛

⎜⎜⎝
˙̃ρ
˙̃z
ṗρ̃
ṗz̃

⎞
⎟⎟⎠ = L

⎛
⎜⎜⎝

ρ̃
z̃
pρ̃
pz̃

⎞
⎟⎟⎠ ,

where

L =

⎛
⎜⎜⎝

0 0 1 0
0 0 0 1
γ 0 0 0
0 δ 0 0

⎞
⎟⎟⎠

is the matrix corresponding to the linearization and

γ =
1
ρ03

(
− 3g2

ρ0
+ 2 +

6J2
ρ02

)

δ =
1

2ρ05
(−2ρ02 − 9J2) .

Notice that δ is negative for any initial condition. Up to constant terms, the lin-
earized Hamiltonian in a neighborhood of P̃0 = (0, 0, 0, 0) is given by

HL(pρ̃, pz̃, ρ̃, z̃) =
1
2

(pρ̃2 + pz̃
2 − γρ̃2 − δz̃2) + H3(pρ̃, pz̃, ρ̃, z̃) , (9.36)

where H3(pρ̃, pz̃, ρ̃, z̃) denotes terms of order higher than three.

9.4.4 Application of Lyapunov’s theorem

In this section we apply Lyapunov’s theorem to the existence of families of periodic
orbits starting from the Hamiltonian (9.36). To this end the following conditions
must be satisfied by the linearized system associated to (9.36):

(i) the eigenvalues λ1, λ2,−λ1,−λ2 of the matrix L must be distinct;
(ii) let λ1 be purely imaginary; then the ratio λ2

λ1
must not be an integer.
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The eigenvalues associated to (9.36) are obtained as follows. Let

w ≡

⎛
⎜⎜⎝

ρ̃
z̃
pρ̃
pz̃

⎞
⎟⎟⎠ , J ≡

⎛
⎜⎜⎝

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⎞
⎟⎟⎠ ,

and let wT be the transposed of w. Then, (9.36) can be written as HL(w) =
− 1

2w
T · JLw + H3(w) and the eigenvalues of the linearization L are λ1 =

√
δ,

λ2 =
√
γ, λ3 = −

√
δ, λ4 = −√γ. Excluding degenerate cases (see the remarks

below), conditions (i)–(ii) above are satisfied, so that Lyapunov’s theorem applies.

Remarks.
(1) Since δ < 0 for each initial condition, λ1, λ3 are always purely imaginary.
Moreover if 3J2 < g2ρ0, then λ2, λ4 are also purely imaginary. Therefore, if we
assume that 3J2 < g2ρ0, then the four eigenvalues are equal to λ1,3 = ±i

√
|δ|,

λ2,4 = ±i
√
|γ|; using the relation 2ρ02 = 2g2ρ0 − 3J2, we obtain

γ =
1

2ρ05
(−2g2ρ0 + 6J2) ,

δ =
1

2ρ05
(−2g2ρ0 − 6J2) .

Their ratio is given by

γ

δ
=

−2g2ρ0 + 6J2
−2g2ρ0 − 6J2

.

(2) If J2 �= 0, g �= 0, ρ0 �= 0 and 3J2 < g2ρ0, then λj (j = 1, . . . , 4) are purely
imaginary and γ

δ is not an integer. Therefore, by Lyapunov’s theorem there exist
two families of periodic orbits with periods 2π√

|γ| and 2π√
|δ| .

(3) If g = 0, then γ
δ = −1 and Lyapunov’s theorem cannot be applied.

(4) If J2 = 0, then γ = δ and Lyapunov’s theorem cannot be applied. Notice that
in this case the system is integrable.

(5) The main condition for the applicability of Lyapunov’s theorem is 6J2 < g4,
which guarantees that ρ0 is real. One can easily see that this condition implies the
inequality 3J2 < g2ρ0, which ensures that γ is negative.



10 Regularization theory

The theory of regularization aims to reduce singular differential equations to regu-
lar differential equations. Regularizing transformations are often used in Celestial
Mechanics, when two or more bodies approach a collision [171]. Using Hamilto-
nian formalism we review the most elementary regularizing methods, known as
Levi–Civita, Kustaanheimo–Stiefel and Birkhoff transformations [166,167].

The Levi–Civita regularization (Section 10.1) is first introduced in the frame-
work of the two–body problem and later extended to the circular, planar, restricted
three–body problem. It is based on a suitable change of coordinates (the Levi–
Civita transformation), the introduction of a fictitious time and of the extended
phase space. By means of this technique one obtains a theory which allows us to
regularize a single collision in the plane. The extension to the spatial problem is
the content of the Kustaanheimo–Steifel (KS) regularization, which is proven to be
canonical (Section 10.2).

To deal with a simultaneous regularization at both attracting centers, the
Birkhoff transformation (in the plane and in the space) is introduced. Like in the
Levi–Civita transformation, a fictitious time is considered and a regularizing func-
tion is defined such that a global regularization is accomplished, so that collisions
with both primaries can be investigated (Section 10.3).

10.1 The Levi–Civita transformation

10.1.1 The two–body problem

We consider a two–body problem whose interacting bodies P1, P2 have masses,
respectively, m1, m2. With reference to (3.3), we set r ≡ (q1, q2) and we denote
by p1, p2 the momenta conjugated to q1, q2; adopting the units of measure so that
μ = 1 in (3.3), then the Hamiltonian describing the motion of P1 and P2 can be
written in the form

H(p1, p2, q1, q2) =
1
2

(p21 + p22)− 1
(q21 + q22)

1
2
.

We select a canonical transformation from (p1, p2, q1, q2) to (P1, P2, Q1, Q2) with a
generating function linear in the momenta:

W (p1, p2, Q1, Q2) = p1f(Q1, Q2) + p2g(Q1, Q2) ;
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the functions f and g corresponding to the Levi–Civita transformation are defined
through the relation

f(Q1, Q2) + ig(Q1, Q2) ≡ (Q1 + iQ2)2 = Q2
1 −Q2

2 + i · 2Q1Q2 ,

namely
f(Q1, Q2) ≡ Q2

1 −Q2
2 , g(Q1, Q2) ≡ 2Q1Q2 .

The corresponding characteristic equations are (notice that in (A.7) of Appendix A
an equivalent form with opposite sign for the generating function has been intro-
duced):

q1 =
∂W

∂p1
= f(Q1, Q2) = Q2

1 −Q2
2

q2 =
∂W

∂p2
= g(Q1, Q2) = 2Q1Q2

P1 =
∂W

∂Q1
= p1

∂f

∂Q1
+ p2

∂g

∂Q1
= 2p1Q1 + 2p2Q2

P2 =
∂W

∂Q2
= p1

∂f

∂Q2
+ p2

∂g

∂Q2
= −2p1Q2 + 2p2Q1 . (10.1)

We refer to (q1, q2) as the physical plane, while (Q1, Q2) is the parametric plane;
the relation between the two planes is given by

q1 + iq2 = f + ig = (Q1 + iQ2)2 .

We remark that the Levi–Civita transformation has the effect that the angles at
the origin are doubled, namely if q1 =

√
ρ cosϑ, q2 =

√
ρ sinϑ and Q1 =

√
σ cosϕ,

Q2 =
√
σ sinϕ, then one finds

q1 + iq2 =
√
ρ(cosϑ + i sinϑ) =

√
ρeiϑ = (Q1 + iQ2)2 = (

√
σeiϕ)2 = σe2iϕ .

From the last equation we obtain ϑ = 2ϕ or equivalently ϕ = 1
2ϑ: a point making

a revolution around the center of mass is transformed to a point of the parametric
plane which has made half a revolution.

The last two equations of the transformation (10.1) can be written as

P = 2AT
0 p with A0 =

(
Q1 −Q2

Q2 Q1

)
,

where P = (P1, P2), p = (p1, p2); the determinant of A0 amounts to detA0 =
Q2
1 +Q2

2 > 0 and the inverse is given by A−10 = 1
detA0

AT
0 . Let D ≡ 4(Q2

1 +Q2
2); the

above relations imply that

P 2
1 + P 2

2 = 4(Q2
1 + Q2

2)(p21 + p22) = D(p21 + p22) .

Therefore the transformed Hamiltonian takes the form

H̃(P1, P2, Q1, Q2) =
1

2D
(P 2

1 + P 2
2 )− 1

(f(Q1, Q2)2 + g(Q1, Q2)2)
1
2
.
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The associated Hamilton’s equations are

Q̇1 =
P1

D

Q̇2 =
P2

D

Ṗ1 =
1

2D2
(P 2

1 + P 2
2 )

∂D

∂Q1
− 1

2
1

(f2 + g2)
3
2

∂(f2 + g2)
∂Q1

Ṗ2 =
1

2D2
(P 2

1 + P 2
2 )

∂D

∂Q2
− 1

2
1

(f2 + g2)
3
2

∂(f2 + g2)
∂Q2

.

In the extended phase space we introduce a new pair of variables (T, t) and we write
the extended Hamiltonian as

Hext(P1, P2, T,Q1, Q2, t) =
1

2D
(P 2

1 + P 2
2 ) + T − 1

(f(Q1, Q2)2 + g(Q1, Q2)2)
1
2
,

where ṫ = ∂Hext

∂T = 1 and Ṫ = −∂Hext

∂t = 0. Therefore T is constant and in
particular, along a solution, one obtains T (t) = −H̃ (compare with the following
remark).

Remark. The extended phase space is introduced in order to obtain a transfor-
mation which involves also the time. In general, if H̃ = H̃(P ,Q, t) (P ≡ (P1, P2),
Q ≡ (Q1, Q2)) depends explicitly on the time, the time–independent Hamilto-
nian Hext = Hext(P , T,Q, t) = H̃(P ,Q, t) + T , with T conjugated to t, is identi-
cally zero. To prove this statement, let T (0) = −H̃(P (0), Q(0), 0). Then, one finds

T (t) = −H̃(t) along a solution for any time. In fact, we first observe that dH̃
dt = ∂H̃

∂t ,
since using Hamilton’s equations one has

dH̃
dt

=
∂H̃
∂t

+
2∑

j=1

∂H̃
∂Qj

dQj

dt
+

2∑
j=1

∂H̃
∂Pj

dPj

dt
=

∂H̃
∂t

+
2∑

j=1

∂H̃
∂Qj

∂H̃
∂Pj

−
2∑

j=1

∂H̃
∂Pj

∂H̃
∂Qj

=
∂H̃
∂t

.

Therefore one has
dT

dt
= −∂H̃

∂t
= −dH̃

dt
,

which gives

T (t) = T (0)+
∫ t

0

dT (τ)
dτ

dτ = T (0)−
∫ t

0

dH̃(τ)
dτ

dτ = −H̃(0)−
∫ t

0

dH̃(τ)
dτ

dτ = −H̃(t) ,

as we claimed.

After introducing the Levi–Civita transformation and the extended Hamiltonian,
we define a fictitious or regularized time s through the relation

dt = D(Q1, Q2)ds or, equivalently,
d

dt
=

1
D

d

ds
.



210 10 Regularization theory

From Q̇ = ∂Hext

∂P and

Q̇ =
dQ

dt
=

dQ

ds

ds

dt
=

1
D

dQ

ds
,

it follows that
dQ

ds = ∂H∗
ext

∂P with H∗ext ≡ DHext. As for P , one has Ṗ = −∂Hext

∂Q and

Ṗ =
dP

dt
=

dP

ds

ds

dt
=

1
D

dP

ds
,

so that one obtains
dP

ds
= −∂H∗ext

∂Q
,

since
∂H∗ext
∂Q

=
∂D

∂Q
Hext + D

∂Hext

∂Q
= D

∂Hext

∂Q
,

being Hext = 0 along a solution. The new Hamiltonian H∗ext becomes

H∗ext ≡ DHext = DT +
1
2

(P 2
1 + P 2

2 )− D

(f2 + g2)
1
2

with associated Hamilton’s equations (j = 1, 2):

dQj

ds
= Pj

dPj

ds
= − ∂

∂Qj

[
DT − D

(f2 + g2)
1
2

]
dt

ds
= D

dT

ds
= 0 .

Notice that the singularity of the problem corresponds to the term

D

(f2 + g2)
1
2

=
4(Q2

1 + Q2
2)

(Q4
1 + Q4

2 − 2Q2
1Q

2
2 + 4Q2

1Q
2
2)

1
2

= 4 .

Denoting by a prime the derivative with respect to s, the equations of motion are
given by (j = 1, 2):

Q′j = Pj

P ′j = −T ∂D

∂Qj
,

namely

Q′1 = P1

Q′2 = P2

P ′1 = −T · 8Q1 = 8H̃Q1

P ′2 = −T · 8Q2 = 8H̃Q2 ,
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being T = −H̃. From the above expressions one gets the second–order differential
equations

Q′′j = 8H̃Qj , j = 1, 2 .

If H̃ < 0 (corresponding to an elliptic orbit), one obtains the equation of a harmonic
oscillator. Having found the solution Qj = Qj(s), one can determine the relation
between t and s through dt = 4(Q2

1+Q2
2)ds, from which one computes the quantities

Qj = Qj(t). Finally one obtains the solution through the expressions

q1 = q1(t) = Q1(t)2 −Q2(t)2 , q2 = q2(t) = 2Q1(t)Q2(t) .

10.1.2 The planar, circular, restricted three–body problem

We consider the planar, circular, restricted three–body problem introduced in
Chapter 4, modeling the motion of a body P2 in the gravitational field of two
primaries P1 and P3. The Hamiltonian describing the dynamics can be written, in
a synodic reference frame, as (compare with equations (4.12))

H(p1, p2, q1, q2) =
1
2

(p21 + p22) + q2p1 − q1p2 − V (q1, q2) , (10.2)

where V (q1, q2) = μ1
r1

+ μ3
r3

with μ1 ≡ Gm1, μ3 ≡ Gm3 and

r1 = [(q1 + μ3)2 + q22 ]
1
2 , r3 = [(q1 − μ1)2 + q22 ]

1
2 .

Let us introduce a canonical transformation from (p1, p2, q1, q2) to the new set of
variables (P1, P2, Q1, Q2) by defining a generating function of the form

W (p1, p2, Q1, Q2) = p1f(Q1, Q2) + p2g(Q1, Q2) ,

for some functions f = f(Q1, Q2), g = g(Q1, Q2) to be defined as follows. In order
to regularize collisions with the primary P1 one defines

f(Q1, Q2) = Q2
1 −Q2

2 − μ3 , g(Q1, Q2) = 2Q1Q2 ;

otherwise collisions with P3 are regularized taking f(Q1, Q2) = Q2
1 −Q2

2 + μ1 and
g(Q1, Q2) = 2Q1Q2. The associated characteristic equations are:

q1 =
∂W

∂p1
= f(Q1, Q2)

q2 =
∂W

∂p2
= g(Q1, Q2)

P1 =
∂W

∂Q1
= p1

∂f

∂Q1
+ p2

∂g

∂Q1

P2 =
∂W

∂Q2
= p1

∂f

∂Q2
+ p2

∂g

∂Q2
.

As for the two–body problem, the term p21 + p22 becomes 1
D (P 2

1 + P 2
2 ), while the

term q2p1 − p2q1 is transformed into
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q2p1 − p2q1 =
1

2D

[
P1

∂

∂Q2
(f2 + g2)− P2

∂

∂Q1
(f2 + g2)

]
.

In fact, from D ≡
(

∂f
∂Q1

)2 +
(

∂g
∂Q1

)2 = 4(Q2
1 + Q2

2), it is

1
8(Q2

1 + Q2
2)

[
2P1f

∂f

∂Q2
+ 2P1g

∂g

∂Q2
− 2P2f

∂f

∂Q1
− 2P2g

∂g

∂Q1

]

=
1

4(Q2
1 + Q2

2)

[
f
∂f

∂Q2

∂g

∂Q1
p2 + g

∂g

∂Q2

∂f

∂Q1
p1 − f

∂f

∂Q1

∂g

∂Q2
p2 − g

∂g

∂Q1

∂f

∂Q2
p1

]

=
1

4(Q2
1 + Q2

2)

[
fp2(

∂f

∂Q2

∂g

∂Q1
− ∂f

∂Q1

∂g

∂Q2
) + gp1(

∂f

∂Q1

∂g

∂Q2
− ∂f

∂Q2

∂g

∂Q1
)
]

= −fp2 + gp1 = p1q2 − p2q1 .

The transformed Hamiltonian becomes

H̃(P1, P2, Q1, Q2) =
1

2D

[
P 2
1 +P 2

2 +P1
∂

∂Q2
(f2+g2)−P2

∂

∂Q1
(f2+g2)

]
−Ṽ (Q1, Q2) ,

where Ṽ (Q1, Q2) = V (f(Q1, Q2), g(Q1, Q2)). The equations of motion take the
form

Q̇1 =
1

2D

[
2P1 +

∂

∂Q2
(f2 + g2)

]

Q̇2 =
1

2D

[
2P2 −

∂

∂Q1
(f2 + g2)

]

Ṗ1 = − ∂H̃
∂Q1

Ṗ2 = − ∂H̃
∂Q2

.

In the extended phase space the Hamiltonian is given by

Hext = T +
1

2D

[
P 2
1 + P 2

2 + P1
∂

∂Q2
(f2 + g2)− P2

∂

∂Q1
(f2 + g2)

]
− Ṽ (Q1, Q2) .

Next we introduce the fictitious time s as related to the ordinary time t by

dt = D ds ;

this transformation yields the Hamiltonian

H∗ext = DHext = DT +
1
2

[
P 2
1 + P 2

2 + P1
∂

∂Q2
(f2 + g2)− P2

∂

∂Q1
(f2 + g2)

]
− DṼ (Q1, Q2) .

Define the function Φ(Q1, Q2) ≡ f(Q1, Q2) + ig(Q1, Q2) and let |Φ|2 = f2 + g2;
Hamilton’s equations with respect to the fictitious time are given by
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Q′1 = P1 +
1
2

∂

∂Q2
|Φ|2

Q′2 = P2 −
1
2

∂

∂Q1
|Φ|2

t′ = D

P ′1 = −T ∂D

∂Q1
− 1

2

[
P1

∂2|Φ|2
∂Q1∂Q2

− P2
∂2|Φ|2
∂Q2

1

]
+

∂

∂Q1
(DṼ )

P ′2 = −T ∂D

∂Q2
− 1

2

[
P1

∂2|Φ|2
∂Q2

2

− P2
∂2|Φ|2
∂Q2∂Q1

]
+

∂

∂Q2
(DṼ )

T ′ = 0 .

From the last equation it follows that T is constant with T = −H̃. The singularities
appear in the terms ∂

∂Qj
(DṼ ) (j = 1, 2), that we are going to rewrite as follows.

Let U = 1
2 (q21 + q22) +V = 1

2 (Q2
1 +Q2

2) + Ṽ = 1
2 |Φ|2 + Ṽ . From the definition (4.16)

of the Jacobi integral and the expression of the Hamiltonian (10.2) in terms of the
coordinates and of their derivatives, one finds

H̃ = −T = −CJ

2
or

1
2
|Φ|2 − T + Ṽ = U − CJ

2
.

Finally DṼ = D(U − CJ

2 )− 1
2D|Φ|2 +DT , showing that the critical term is D(U −

CJ

2 ).
Denote by z = q1 + iq2, w = Q1 + iQ2 the complex coordinates in the physical

and parametric plane, respectively. In the physical plane the primaries are located
at z1 = −μ3 and z3 = μ1; the transformation z = −μ3 + w2 regularizes the
singularity at P1, while the transformation z = μ1 +w2 regularizes the singularity
at P3. Indeed, the above transformations are said to be local, since only one of the
two singularities is eliminated.

In order to see if the term D(U − CJ

2 ) still contains singularities, we proceed as
follows. Consider the function

z ≡ f̃(w) = w2 − μ3 ,

which transforms the point P1(−μ3, 0) belonging to the physical plane into the
origin of the w–plane, while P3 takes the coordinates w1,2 = ±1, since w2 =
μ1 + μ3 = 1. In order to transform U − CJ

2 in terms of the new complex variable
w, one needs the expressions of r1 and r3 in terms of w. Since r1 = |z + μ3| and
r3 = |z − μ1|, one has r1 = |w|2, r3 = |w2 − 1|; from

μ1r
2
1 + μ3r

2
3 = μ1(z + μ3)2 + μ3(z − μ1)2 = z2 + μ1μ3 ,

it follows that
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U − CJ

2
=

1
2

(q21 + q22) + V − CJ

2

=
1
2

(μ1r21 + μ3r
2
3)− 1

2
μ1μ3 +

μ1
r1

+
μ3
r3
− CJ

2

=
1
2

[
μ1|w|4 + μ3|w2 − 1|2

]
− 1

2
μ1μ3 +

μ1
|w|2 +

μ3
|w2 − 1| −

CJ

2
.

Taking into account that D = 4(Q2
1 + Q2

2) = 4|w|2, we conclude that the term
D(U − CJ

2 ) does not contain singularities at P1.
We add a remark on the values of the velocities at the location of the primaries.

From the Jacobi integral in the physical space we get |ż|2 = 2(U − CJ

2 ); since
z = w2−μ3, then ż = 2wẇ = 2

Dww′ or |w′|2 = D2

4|w2| |ż|2, so that in the parametric
space we obtain

|w′|2 = 8|w|2
(
U − CJ

2

)
.

Therefore, we find

|w′|2 = 8μ1 + |w|2
[

8μ3
|w2 − 1| + 4μ1|w|4 + 4μ3|w2 − 1|2 − 4CJ − 4μ1μ3

]
.

We remark that in P1 one has r1 = 0, namely w = 0, so that |w′|2 = 8μ1 and the
velocity is finite. In P3 one has r3 = 0, namely w = ±1, so that |w′|2 = ∞ and the
velocity is infinite.

10.2 The Kustaanheimo–Stiefel regularization

10.2.1 The restricted, spatial three–body problem

We consider the three–body gravitational interaction of P1, P2, P3 in the spatial
case, in which P2 is allowed to move in any direction. The masses of P1 and P3

are, respectively, μ1 and μ3, while P2 has infinitesimal mass. We assume that the
primaries move in the xy–plane around their common barycenter; their coordi-
nates in the synodic reference frame are given by P1(−μ3, 0, 0), P3(μ1, 0, 0). The
Hamiltonian function of this model is given by

H(p1, p2, p3, q1, q2, q3) =
1
2

(p21 + p22 + p23) + q2p1 − q1p2 − V (q1, q2, q3) , (10.3)

where V (q1, q2, q3) ≡ μ1
r1

+ μ3
r3

and r21 ≡ (q1+μ3)2+q22 +q23 , r23 ≡ (q1−μ1)2+q22 +q23 .
The equations of motion of P2 are (see (4.12))

q̈1 − 2q̇2 = Uq1

q̈2 + 2q̇1 = Uq2

q̈3 = Uq3 , (10.4)

where U = 1
2 (q21 + q22) + μ1

r1
+ μ3

r3
and Uqi ≡ ∂U

∂qi
for i = 1, 2, 3.
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10.2.2 The KS–transformation

Starting from (10.4), which can be written as

q̈1 − 2q̇2 = q1 −
μ1
r31

(q1 + μ3)− μ3
r33

(q1 − μ1)

q̈2 + 2q̇1 = q2 −
μ1
r31

q2 −
μ3
r33

q2

q̈3 = −μ1
r31

q3 −
μ3
r33

q3 ,

we proceed to perform a time transformation and then a coordinate transformation.
We define the fictitious time s through the relation

dt = D ds ,

namely d
dt = 1

D
d
ds , where D will be defined later. The second derivatives with

respect to t and s are related by

d2

dt2
=

d

dt

(
1
D

d

ds

)
=

1
D

d

ds

(
1
D

d

ds

)
=

1
D2

d2

ds2
− 1

D3

dD

ds

d

ds
.

The equations of motion with respect to the new time s are

1
D2

q′′1 −
1
D3

D′q′1 −
2
D
q′2 = Uq1

1
D2

q′′2 −
1
D3

D′q′2 +
2
D
q′1 = Uq2

1
D2

q′′3 −
1
D3

D′q′3 = Uq3

and multiplying by D3 one obtains

Dq′′1 −D′q′1 − 2D2q′2 = D3Uq1

Dq′′2 −D′q′2 + 2D2q′1 = D3Uq2

Dq′′3 −D′q′3 = D3Uq3 . (10.5)

The singular terms are the right–hand sides of (10.5).
In the planar case we denoted by (q1, q2) the physical plane and by (Q1, Q2) the

parametric plane. The Levi–Civita transformation of the coordinates was written
in the form (compare with (10.1))(

q1
q2

)
= A0(Q)

(
Q1

Q2

)
=
(
Q2
1 −Q2

2

2Q1Q2

)
,

where, setting Q ≡ (Q1, Q2) we have A0(Q) ≡
(
Q1 −Q2

Q2 Q1

)
. The matrix A0(Q)

has the property that every element is linear and that it is orthogonal. In the n–
dimensional case we investigate whether there exists a generalization A(u) with
u ∈ Rn of the regularizing matrix with the following properties:
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(i) the elements of A(u) are linear homogeneous functions of u1, . . . , un;
(ii) the matrix is orthogonal, namely

(a) the scalar product of different rows vanishes,
(b) each row has norm u21 + · · ·+ u2n.

A result by A. Hurwitz [167] states that such a matrix can only be produced
whenever n = 1, 2, 4 or 8, but not in the spatial case n = 3. As a consequence it
is necessary to map the three–dimensional physical space into a four–dimensional
parametric space by defining the transformation matrix

A(u) =

⎛
⎜⎜⎝
u1 −u2 −u3 u4
u2 u1 −u4 −u3
u3 u4 u1 u2
u4 −u3 u2 −u1

⎞
⎟⎟⎠ .

As for the coordinates, we extend the three–dimensional physical space to a four–
dimensional space by imposing that the fourth component is equal to zero, namely
(q1, q2, q3, 0).

The Kustaanheimo–Stiefel (KS) transformation [167] for the case of a collision
with P1 is introduced by defining the following change of coordinates:⎛
⎜⎜⎝
q1
q2
q3
0

⎞
⎟⎟⎠ = A(u)

⎛
⎜⎜⎝
u1
u2
u3
u4

⎞
⎟⎟⎠−

⎛
⎜⎜⎝
μ3
0
0
0

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
u1 −u2 −u3 u4
u2 u1 −u4 −u3
u3 u4 u1 u2
u4 −u3 u2 −u1

⎞
⎟⎟⎠
⎛
⎜⎜⎝
u1
u2
u3
u4

⎞
⎟⎟⎠−

⎛
⎜⎜⎝
μ3
0
0
0

⎞
⎟⎟⎠ , (10.6)

namely

q1 = u21 − u22 − u23 + u24 − μ3

q2 = 2u1u2 − 2u3u4
q3 = 2u1u3 + 2u2u4 .

Notice that the fourth component of the right–hand side of (10.6) is trivially zero.

Remarks.
(1) Setting u3 = u4 = 0 the KS–transformation (10.6) reduces to the Levi–Civita
transformation, which cannot be trivially extended to the spatial case introducing
only three parameters (say u1, u2, u3).
(2) The norms of each row of the matrix A are equal to the square of the norm of
the vector u: u21 + u22 + u23 + u24.
(3) To regularize collisions with P3, one needs to replace the constant vector
(−μ3, 0, 0, 0) with (μ1, 0, 0, 0).
(4) The matrix A is orthogonal: AT (u)A(u) = (u, u) · I4 (where I4 is the 4 × 4–
dimensional identity matrix). Denoting by X ≡ (q1 + μ3, q2, q3, 0) it follows that
under the transformation X = A(u)u, it is

r21 = (X,X) = XTX = uTAT (u)A(u)u = uTu(u, u) = (u, u)2 ,

namely r1 = (u, u) = |u|2 = u21 + u22 + u23 + u24.
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(5) A direct computation shows that A(u)′ = A(u′). From X = A(u)u, it follows
that X ′ = 2A(u)u′. In fact,

q′1 = 2u1u′1 − 2u2u′2 − 2u3u′3 + 2u4u′4
q′2 = 2u2u′1 + 2u1u′2 − 2u4u′3 − 2u3u′4
q′3 = 2u3u′1 + 2u1u′3 + 2u4u′2 + 2u2u′4 , (10.7)

which can be written as⎛
⎜⎜⎝
q′1
q′2
q′3
0

⎞
⎟⎟⎠ = 2A(u)u′ = 2

⎛
⎜⎜⎝
u1u

′
1 − u2u

′
2 − u3u

′
3 + u4u

′
4

u2u
′
1 + u1u

′
2 − u4u

′
3 − u3u

′
4

u3u
′
1 + u4u

′
2 + u1u

′
3 + u2u

′
4

u4u
′
1 − u3u

′
2 + u2u

′
3 − u1u

′
4

⎞
⎟⎟⎠ ,

provided the last row, which is named the bilinear relation, is identically zero:

u4u
′
1 − u3u

′
2 + u2u

′
3 − u1u

′
4 = 0 .

(6) The second derivative is given by

X ′′ = 2A(u)u′′ + 2A(u′)u′ ,

namely

q′′1 = 2(u1u′′1 − u2u
′′
2 − u3u

′′
3 + u4u

′′
4) + 2(u′21 − u′22 − u′33 + u′34 )

q′′2 = 2(u2u′′1 + u1u
′′
2 − u4u

′′
3 − u3u

′′
4) + 4(u′1u

′
2 − u′3u

′
4)

q′′3 = 2(u3u′′1 + u′′2u4 + u1u
′′
3 + u2u

′′
4) + 4(u′1u

′
3 + u′2u

′
4)

0 = 2(u4u′′1 − u3u
′′
2 + u2u

′′
3 − u1u

′′
4) (10.8)

(last equation follows from the bilinear relation).

Let us now conclude by showing that the KS–transformation (10.6) provides the
desired regularization. We select the scale factor D as

D ≡ r1 = (u, u) = u21 + u22 + u23 + u24 ;

one finds that D′ = r′1 = 2(u1u′1 + u2u
′
2 + u3u

′
3 + u4u

′
4). As a consequence the

equations of motion are given by (10.5), where q1, q2, q3, as well as their first
and second derivatives, are expressed in terms of u, u′, u′′ through (10.6), (10.7),
(10.8). The singular parts of equations (10.5) are given by D3Uq1 (or equivalently
by D3Uq2 , D3Uq3). Since Uq1 is proportional to 1

r31
and D is proportional to r1,

it follows that D3Ωq1 does not contain singularities; a similar result holds for the
terms D3Ωq2 , D3Ωq3 , thus yielding the required regularization of the equations of
motion at P1.



218 10 Regularization theory

10.2.3 Canonicity of the KS–transformation

Following [167], we proceed to prove that the KS–transformation is canonical. In
the planar case the KS–transformation reduces to the Levi–Civita transformation
(here we use (u1, u2) instead of (Q1, Q2)):(

q1
q2

)
=
(
u1 −u2
u2 u1

)(
u1
u2

)
=
(
u21 − u22
2u1u2

)
≡ A0(u)u

with A0(u) =
(
u1 −u2
u2 u1

)
, such that if U = (U1, U2) is conjugated to u = (u1, u2),

then (
p1
p2

)
=

1
2

(AT
0 (u))−1U =

1
2(u21 + u22)

A0(u)
(
U1

U2

)
. (10.9)

In the spatial case let us define

Λ(u) ≡

⎛
⎝u1 −u2 −u3 u4
u2 u1 −u4 −u3
u3 u4 u1 u2

⎞
⎠ ,

obtained from A(u) eliminating the last row. Let

⎛
⎝q1q2
q3

⎞
⎠ = Λ(u)

⎛
⎜⎜⎝
u1
u2
u3
u4

⎞
⎟⎟⎠−

⎛
⎝μ30

0

⎞
⎠ . (10.10)

By analogy with (10.9) we define

⎛
⎝p1p2
p3

⎞
⎠ ≡ 1

2(u21 + u22 + u23 + u24)
Λ(u)

⎛
⎜⎜⎝
U1

U2

U3

U4

⎞
⎟⎟⎠ . (10.11)

Setting u0 ≡ t, U0 ≡ T , where T is the variable conjugated to t, we proceed to
verify that (10.10), (10.11) define a canonical transformation. Let

r1 ≡
√

(q1 + μ3)2 + q22 + q23 = u21 + u22 + u23 + u24 = |u|2 ;

introducing the scalar product

σ(U, u) ≡ (U, u∗)

with u∗ ≡ (u4,−u3, u2,−u1) (coinciding with the last row of A(u)), one obtains⎛
⎜⎜⎝
p1
p2
p3
ρ

⎞
⎟⎟⎠ =

1
2r1

A(u)

⎛
⎜⎜⎝
U1

U2

U3

U4

⎞
⎟⎟⎠ ,



10.2 The Kustaanheimo–Stiefel regularization 219

where the auxiliary variable ρ is defined as

ρ ≡ 1
2r1

(U1u4 − U2u3 + U3u2 − U4u1) =
1

2r1
σ(U, u) .

From

(p1, p2, p3, ρ)

⎛
⎜⎜⎝
p1
p2
p3
ρ

⎞
⎟⎟⎠ = (U1, U2, U3, U4)

1
2r1

A(u)T · 1
2r1

A(u)

⎛
⎜⎜⎝
U1

U2

U3

U4

⎞
⎟⎟⎠

=
1

4r21
r1|U |2 =

1
4r1

|U |2 ,

it follows that (p21 + p22 + p23 + ρ2)r1 = 1
4 |U |2, namely

(p21 + p22 + p23)r1 =
1
4
|U |2 − 1

4r1
σ(U, u)2 . (10.12)

Putting into evidence the term 1
r1

corresponding to the interaction with P1, let us
write the Hamiltonian describing the spatial case in a fixed reference frame within
the framework of the extended phase space in the form

H0 =
1
2

(p21 + p22 + p23) + T − 1
r1
− V1(q1, q2, q3)

for a suitable function V1(q1, q2, q3, t). The introduction of the fictitious time defined
through dt = r1ds provides the Hamiltonian

H1 =
1
2

(p21 + p22 + p23)r1 + Tr1 − 1− r1V1(q1, q2, q3) .

Using r1 = |u|2 and (10.12) one gets the Hamiltonian

H2 =
1
8
|U |2 + T |u|2 − 1− |u|2V1(u)− 1

8|u|2σ(U, u)2 . (10.13)

We now show that σ = σ(U, u) is constant along the solutions of the equations of
motion.

Lemma. The bilinear quantity

σ(U, u) = U1u4 − U2u3 + U3u2 − U4u1

is a first integral of the canonical equations

duk

ds
=

∂H2

∂Uk
,

dUk

ds
= −∂H2

∂uk
, k = 0, 1, 2, 3, 4 ,

where u0 ≡ t, U0 ≡ T .
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Proof. One finds

dσ

ds
=

4∑
j=1

∂σ

∂Uj

dUj

ds
+

∂σ

∂uj

duj

ds
=
(
u∗,

dU

ds

)
−
(
U∗,

du

ds

)
.

The new canonical equations are

du

ds
=

∂H2

∂U
=

1
4
U − 1

4|u|2u
∗σ(U, u)

dU

ds
= −∂H2

∂u
= −2U0u +

∂

∂u
(|u|2V1)− 1

4|u|4u σ(U, u)2

− 1
4|u|2U

∗σ(U, u) . (10.14)

Since (u∗, u) = (U∗, U) = 0, one has

dσ

ds
= −2U0(u∗, u) +

(
u∗,

∂

∂u
(|u|2V1)

)
− 1

4|u|4 (u∗, u)σ(U, u)2

− 1
4|u|2 (u∗, U∗)σ(U, u)− 1

4
(U∗, U) +

1
4|u|2 (U∗, u∗)σ(U, u)

=
(
u∗,

∂

∂u
[(u, u)V1]

)
= 2(u∗, u)V1 + |u|2

(
u∗,

∂V1
∂u

)
= |u|2

(
u∗,

∂V1
∂u

)
.

Direct computations show that ∂V1
∂u = 2AT (u)∂V1

∂q (since ∂V1
∂u = ∂V1

∂q

∂q

∂u ). Moreover
one has that (

u∗, 2|u|2AT (u)
∂V1
∂q

)
= 0 . (10.15)

In fact, if y ≡ ∂V1
∂q and v ≡ 2|u|2AT (u)y, then (u∗, v) = (v, u∗) = 0, since (v, u∗) =

σ(v, u) = u4v1 − u3v2 + u2v3 − u1v4, which is zero. In fact, the latter expression
is equal to the fourth component of A(u)v = 2A(u)AT (u)y |u|2 = 2(u, u)y |u|2,
where the fourth component of y ≡ ∂V1

∂q (which represents the derivative with
respect to the time in the physical space) is zero by definition. Finally from (10.14)
and (u∗, ∂V1

∂u ) = 0, we obtain that dσ
ds = 0 along the equations of motion. �

Lemma. Assume that the initial values u(0), U(0) of u(s), U(s) satisfy at s = 0
the bilinear relation

σ(U(0), u(0)) = U1(0)u4(0)− U2(0)u3(0) + U3(0)u2(0)− U4(0)u1(0) = 0 .

Then one has:
(a) the value of the first integral σ is zero: σ(U, u) = U1u4−U2u3+U3u2−U4u1 = 0;
(b) the Hamiltonian (10.13) is equivalent to the reduced Hamiltonian

H3 =
1
8
|U |2 + U0|u|2 − 1− |u|2V1(u, u0) .
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Proof.
(a) It is a consequence of the fact that σ(U, u) is a first integral.
(b) The canonical equations associated to the Hamiltonian H2 and H3 have the
same solutions as a consequence of (a), due to the fact that the term σ2(U, u) can
be factored out in H2−H3 and that taking the derivatives there is always a factor
σ which is zero along the given solutions. �

Next we need to associate to each set of initial conditions in the physical space,
say q1(0), q2(0), q3(0), p1(0), p2(0), p3(0), a new set of initial conditions in the
parametric space, say u(0), u0(0), U(0), U0(0), which are obtained by means of
(10.10), (10.11), so that

(i) u0(0) = 0, U0(0) = −H(q1(0), q2(0), q3(0), p1(0), p2(0), p3(0));
(ii) σ(U(0), u(0)) = U1(0)u4(0)− U2(0)u3(0) + U3(0)u2(0)− U4(0)u1(0) = 0.

We remark that to obtain (ii) one can proceed as in (10.15) by setting v = AT (u)y
with y = q′(0) and defining U(0) ≡ 1

2|u(0)|2A
T (u(0))q′(0).

Theorem. Assume that u(0), u0(0), U(0), U0(0) satisfy (i) and (ii); then, the
solutions of

duk

ds
=

∂H3

∂Uk
,

dUk

ds
= −∂H3

∂uk
, k = 0, 1, 2, 3, 4 ,

give by (10.10) and (10.11) the solution of Hamilton’s equations associated to H
defined in (10.3) with the corresponding initial data, namely if q = (q1, q2, q3),
p = (p1, p2, p3), one has

dq

dt
=

∂H
∂p

,
dp

dt
= −∂H

∂q
.

Remark. The above theorem implies that the transformation from (q, p) to (u, U)
is canonical, since it preserves the Hamiltonian structure.

Proof. The canonicity is proved using the criterion based on Poisson brackets,
namely that

(a) {qk, ql} =
4∑

j=0

(
∂qk
∂Uj

∂ql
∂uj

− ∂qk
∂uj

∂ql
∂Uj

)
= 0

(b) {pk, ql} =
4∑

j=0

(
∂pk
∂Uj

∂ql
∂uj

− ∂pk
∂uj

∂ql
∂Uj

)
= δkl

(c) {pk, pl} =
4∑

j=0

(
∂pk
∂Uj

∂pl
∂uj

− ∂pk
∂uj

∂pl
∂Uj

)
= 0 ,

for k = 0, 1, 2, 3, l = 0, 1, 2, 3. Cases k = 0 or l = 0 are trivial; therefore the
sum can be restricted to j = 1, 2, 3, 4. Since the variables U do not enter in the
KS–transformation (10.10), one has ∂qk

∂Uj
= 0 providing (a). Moreover, (b) becomes
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{pk, ql} =
4∑

j=1

∂pk
∂Uj

∂ql
∂uj

= δkl , k, l = 1, 2, 3 . (10.16)

Using matrix notation one obtains(
∂ql
∂uj

)
= 2Λ(u) ,

(
∂pk
∂Uj

)
=

1
2|u|2Λ(u) ,

(
∂pk
∂uj

)
= − 1

|u|4Λ(u)

⎛
⎜⎜⎝
U1

U2

U3

U4

⎞
⎟⎟⎠ (u1, u2, u3, u4) +

1
2|u|2Λ(U)

for l, k = 1, 2, 3, j = 1, 2, 3, 4. Therefore, due to the orthogonality of Λ, the relation
(10.16) is equivalent to

{pk, ql} =
1
|u|2 [Λ(u)ΛT (u)]kl =

1
|u|2 (u, u) [I4]kl = δkl ,

where [A]kl denotes the element at the crossing of the kth row and of the lth column
of the matrix A and I4 is the 4 × 4–dimensional identity matrix. To prove (c) we
use the bilinear relation, which is valid along the solution due to (a) of the previous
lemma. Let A, B be the matrices defined as

A =
1
2
|u|2Λ(U)ΛT (U)

B = Λ(U)

⎛
⎜⎜⎝
U1

U2

U3

U4

⎞
⎟⎟⎠
⎡
⎢⎢⎣Λ(U)

⎛
⎜⎜⎝
u1
u2
u3
u4

⎞
⎟⎟⎠
⎤
⎥⎥⎦
T

,

so that

A−B =
( 4∑

j=1

∂pk
∂uj

∂pl
∂Uj

)
2|u|6 .

The proof of the symmetry of the matrix A − B is not trivial and we refer the
reader to [167] for complete details. This latter result proves (c). �

10.3 The Birkhoff regularization

The problem of regularizing both singularities simultaneously, namely to find a
transformation to regularize at once both collisions with the primaries, is the con-
tent of the Birkhoff transformation. Such global regularization is obtained as fol-
lows.

In the framework of the restricted, planar, circular, three–body problem, we
consider a synodic reference frame with origin at the barycenter of the primaries.
Let the primaries be P1, P3, while the small body is denoted by P2. We normalize



10.3 The Birkhoff regularization 223

to unity the sum of the masses of the primaries, which we denote as μ1 = 1 − μ
and μ3 = μ. Moreover we set to unity the distance between the primaries as well
as the gravitational constant. Let (x1, x2) be the synodic coordinates of P2 and let
(p1, p2) be the corresponding momenta. The Hamiltonian function is given by

H(p1, p2, q1, q2) =
1
2

(p21 + p22) + q2p1 − q1p2 −
μ1
r1
− μ3

r3
, (10.17)

where
r1 =

√
(q1 + μ3)2 + q22 , r3 =

√
(q1 − μ1)2 + q22 .

Birkhoff regularization transforms the physical plane into the parametric plane with
the aim of removing the singularities in (10.17). To this end we shift the origin of
the reference frame by choosing the midpoint between the primaries through a
transformation (q1, q2) to (qx, qy) such that qx + iqy = q1 + iq2 − 1

2 + μ. As a
consequence P1 is located at (− 1

2 , 0), while P3 is at ( 12 , 0). Denoting by (px, py) the
corresponding momenta, the transformed Hamiltonian takes the form

H1(px, py, qx, qy) =
1
2

(px2 + py
2) + qypx −

(
qx +

1
2
− μ

)
py −

μ1
r1
− μ3

r3
,

where

r1 =

√(
qx +

1
2

)2

+ qy2 , r3 =

√(
qx −

1
2

)2

+ qy2 .

Denoting by q = qx + iqy and by ∇q the gradient with respect to q, we can write
the equations of motion in complex form as

q̈ + 2iq̇ = ∇qU(q) , (10.18)

where U(q) ≡ 1
2 [(qx + 1

2 −μ)2 + q2y] +Uc(q), being Uc(q) = μ1
r1

+ μ3
r3

the critical part
of U . Setting w = w1 + iw2, we define the regularizing transformation through the
complex change of variables q = h(w) = αw + β

w for suitable constants α and β.
We introduce also a time transformation through the expression

dt

dτ
= g(w) ≡ |k(w)|2

for a suitable complex function k = k(w). In order to write the transformed equa-
tions of motion, let us compute the first and second derivatives as

q̇ =
dh

dw

dw

dτ

dτ

dt
= h′w′τ̇

q̈ = h′w′τ̈ + (h′′w′2 + h′w′′)τ̇2 ,

where the prime denotes the derivative with respect to the argument. The gradient
operator is transformed as

h
′∇qU = ∇wU ,

where h is the complex conjugate of h. Finally, the equation of motion (10.18) takes
the form
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w′′ + 2i
w′

τ̇
+ w′

τ̈

τ̇2
+ w′2

h′′

h′
= ∇wU

1
|h′|2τ̇2 . (10.19)

From the relations τ̇ = 1
g = 1

kk
and τ̈ = − ġ

g2 , it follows that τ̈
τ̇2 = −ġ. Taking into

account the expression

−ġ = −
(
k
dk

dw

dw

dτ
+ k

dk

dw

dw

dτ

)
τ̇ = −

(
k′ w′

k
+

k′w′

k

)
,

it follows that (10.19) takes the form

w′′ + 2ikkw′ − |w′|2

k
k
′
+ w′2

(
h′′

h′
− k′

k

)
=
|k|4
|h′|2∇wU . (10.20)

Setting Ũ(q) = U(q)− CJ

2 where CJ denotes the Jacobi integral, by (4.15) one has

|q̇|2 = 2Ũ(q) = |h′|2|w′|2 1
|k|4 ,

namely

|w′|2 = 2
|k|4
|h′|2 Ũ .

Using (10.20) and the relation (h′′
h′ − k′

k ) = d
dw (log h′

k ), one obtains

w′′ + 2ikkw′ =
|k|4
|h′|2

(
2Ũ

d log k
dw

+∇wU

)
− |w′2| d

dw

(
log

h′

k

)
.

Choosing k = h′, one obtains the equation

w′′ + 2i|h′|2w′ = ∇w

(
|h′|2Ũ

)
.

Next we determine α and β by requiring that h regularizes both singularities and
by imposing that the transformation leaves P1, P3 invariant. Due to the expressions

Uc(w) =
μ1
r1

+
μ3
r3

=
μ1

|αw + β
w + 1

2 |
+

μ3

|αw + β
w − 1

2 |

|h′(w)|2 =
|αw2 − β|2

|w|4 ,

it follows that

Uc(w)|h′(w)|2 =
1
|w|3

(
μ1|αw2 − β|2
|αw2 + β + w

2 |
+

μ3|αw2 − β|2
|αw2 + β − w

2 |

)
.

The singularity at q = 1
2 corresponds to the roots of αw2 + β − 1

2w = 0, which
give the positions w1,2 = 1

4α (1± (1− 16αβ)
1
2 ). Since the root of the numerator is

±(β
α )1/2, we require that

1
4α

(1± (1− 16αβ)
1
2 ) = ±

(
β

α

) 1
2

. (10.21)
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Equation (10.21) is satisfied provided that 16αβ = 1, which gives w1,2 = 1
4α . If we

require that P3 is located at ( 12 , 0), then we find α = 1
2 and β = 1

8 . The singularity
at P1 of the first term of Uc(w) can be removed by applying the same procedure,
which provides the same values for α and β. The term 1

|w|3 is singular for w = 0,
which corresponds to the non–realistic solution of q tending to infinity. In summary,
the Birkhoff transformation is given by q = 1

2 (w + 1
4w ), which is equivalent to

q1 =
1
2

(
w1 +

w1

4(w2
1 + w2

2)

)

q2 =
1
2

(
w2 −

w2

4(w2
1 + w2

2)

)
.

10.3.1 The B3 regularization

Consider the restricted, circular, spatial three–body problem, where it is assumed
that the primaries P1, P3 move on circular orbits on the same plane, while the
small body P2 is allowed to move in the space. The B3 regularization allows us
to remove in the spatial case both singularities with the primaries. We introduce
a synodic reference frame rotating with the angular velocity of the primaries. Let
(q1, q2, q3) be the coordinates of P2. The equations of motion are given by

q̈1 − 2q̇2 = Ω̃q1

q̈2 + 2q̇1 = Ω̃q2

q̈3 + q3 = Ω̃q3

with
Ω̃(q1, q2, q3) =

1
2

(q21 + q22 + q23) +
μ1
r1

+
μ3
r3

and r1 =
√

(q1 + μ3)2 + q22 + q23 , r3 =
√

(q1 − μ1)2 + q22 + q23 . In the spatial case,
the Hamiltonian in the synodic reference frame is given by

H(p1, p2, p3, q1, q2, q3) =
1
2

(p21 + p22 + p23) + q2p1 − q1p2 −
μ1
r1
− μ3

r3
.

The Birkhoff regularizing transformation in the spatial case can be obtained as
follows. Let us define the coordinate’s transformation q1 = 1

2 q̃1 + (12 − μ), q2 = q̃2,
q3 = q̃3, so that the primaries are located at (−1, 0, 0) and (1, 0, 0). Then, we
implement a transformation by reciprocal radii with center at (1, 0, 0) and radius
equal to

√
2:

q̂1 = 1 +
2(q̃1 − 1)

(q̃1 − 1)2 + q̃22 + q̃23

q̂2 =
2q̃2

(q̃1 − 1)2 + q̃22 + q̃23

q̂3 =
2q̃3

(q̃1 − 1)2 + q̃22 + q̃23
.
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This transformation places P1 at the origin, while P3 is ejected at infinity. A KS–
transformation is implemented to regularize both singularities, at the origin and
at infinity. To this end, a four–dimensional parametric space is introduced with
coordinates (u1, u2, u3, u4) such that

q̂1 = u21 − u22 − u23 + u24

q̂2 = 2(u1u2 − u3u4)
q̂3 = 2(u1u3 + u2u4) .

A new transformation by reciprocal radii is implemented, which brings P1 at
(−1, 0, 0) and P3 at (1, 0, 0):

u1 = 1 +
2(v1 − 1)

(v1 − 1)2 + v22 + v23 + v24

uk =
2vk

(v1 − 1)2 + v22 + v23 + v24
, k = 2, 3, 4 .

Finally we place P1 and P3 at (− 1
2 , 0, 0) and (12 , 0, 0), respectively. The relation

between the physical plane (q1, q2, q3) and the parametric plane (v1, v2, v3, v4) is
given by

q1 =
1
2
− μ +

1
2

[
v1 +

v1(v24 + 1
4 )

v21 + v22 + v23

]

q2 =
1
2

[
v2 +

v2(v24 − 1
4 )− v3v4

v21 + v22 + v23

]

q3 =
1
2

[
v3 +

v3(v24 − 1
4 ) + v2v4

v21 + v22 + v23

]
.

The fictitious time s is defined through dt = Dds, where

D =
r1r3

v21 + v22 + v23

r1 =
1
2

(v1 + 1
2 )2 + v22 + v23 + v24√
v21 + v22 + v23

, r3 =
1
2

(v1 − 1
2 )2 + v22 + v23 + v24√
v21 + v22 + v23

.

The equations of motion with respect to the fictitious time are given by

Dq1
′′ −D′q′1 − 2D2q′2 = D3Ω̃q1

Dq2
′′ −D′q′2 + 2D2q′1 = D3Ω̃q2

Dq3
′′ −D′q′3 = D3Ω̃q3 . (10.22)

The singularities appearing in (10.22) through the functions Ω̃q1 , Ω̃q2 , Ω̃q3 are due
to the terms 1

r31
and 1

r33
. Since D3 is proportional to r31r

3
3, the contributions of

D3Ω̃q1 , D3Ω̃q2 , D3Ω̃q3 do not contain singularities at the attracting centers. We
conclude by remarking that the origin is still a singular point, but it corresponds
to place P3 at infinity.



A Basics of Hamiltonian dynamics

A.1 The Hamiltonian setting

Consider a mechanical system with n degrees of freedom1; let T = T (q̇) be the
kinetic energy and let V = V (q) be the potential energy, where q̇ ∈ Rn, q ∈ Rn.
The corresponding Lagrangian function is defined as

L(q̇, q) ≡ T (q̇)− V (q) .

Let us introduce themomenta conjugated to the coordinates through the expression

p ≡
∂L(q̇, q)

∂q̇
. (A.1)

From the Lagrange equations

d

dt

∂L(q̇, q)
∂q̇

=
∂L(q̇, q)

∂q
,

one obtains

ṗ =
∂L(q̇, q)

∂q
.

Therefore it follows that

dL =
∂L
∂q̇

dq̇ +
∂L
∂q

dq = pdq̇ + ṗdq = d(p q̇)− q̇dp + ṗdq ,

namely
d(p q̇ − L) = −ṗdq + q̇dp . (A.2)

Let us introduce the Hamiltonian function as

H(p, q) ≡ p q̇ − L(q̇, q) ,

where the variables q̇ are intended to be expressed in terms of p and q, by inverting
the relation (A.1). From (A.2) one obtains:

dH(p, q) = −ṗdq + q̇dp ;

1 The number of degrees of freedom is the minimum number of independent coordinates
which are necessary to describe the mechanical system.
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being

dH(p, q) =
∂H
∂p

dp +
∂H
∂q

dq ,

one finds the equations

q̇ =
∂H(p, q)

∂p

ṗ = −
∂H(p, q)

∂q
. (A.3)

The equations (A.3) are called Hamilton’s equations. While in the Lagrangian case
one needs to solve a differential equation of the second order, in the Hamiltonian
setting one is led to find the solution of two differential equations of the first order.
In terms of the components of the vectors p and q, Hamilton’s equations are written
as

q̇i =
∂H(p, q)

∂pi

ṗi = −
∂H(p, q)

∂qi
, i = 1, . . . , n .

Example. Given the Lagrangian function

L(q̇, q) =
1
2
q̇2 + qq̇ + 3q2 ,

the corresponding Hamiltonian function and the solution of Hamilton’s equations
are found as follows.

The momentum conjugated to q is

p =
∂L
∂q̇

= q̇ + q ,

which yields
q̇ = p− q .

Therefore

H(p, q) = pq̇ − L

=
1
2
p2 − pq − 5

2
q2 .

The corresponding Hamilton’s equations are

ṗ = −∂H
∂q

= p + 5q

q̇ =
∂H
∂p

= p− q .
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Differentiating the second equation with respect to time one has

q̈ = ṗ− q̇ = 6q ,

namely
q̈ − 6q = 0 ,

whose solution is given by

q(t) = A1e
√
6t + A2e

−√6t ,

where A1 and A2 are arbitrary constants depending on the initial data. From
p = q + q̇ one finds the solution for the momentum:

p(t) =
(
A1 +

√
6A1

)
e
√
6t +

(
A2 −

√
6A2

)
e−
√
6t .

A.2 Canonical transformations

Given the Hamiltonian H = H(p, q) with n degrees of freedom (p ∈ Rn, q ∈ Rn),
let us consider the coordinate transformation

P = P (p, q)
Q = Q(p, q) , (A.4)

where P ∈ Rn, Q ∈ Rn. The coordinate change (A.4) is said to be canonical, if
the equations of motion in the variables (P ,Q) keep the Hamiltonian structure,
namely the transformed variables satisfy Hamilton’s equations with respect to a
new Hamiltonian, say H1 = H1(P ,Q).

Let us derive the conditions under which the transformation (A.4) is canonical. We
introduce the notation

x =
(
q
p

)
, z =

(
Q
P

)

and let z = z(x) be the transformation (A.4). Set

J ≡
(

0 In
−In 0

)
,

where In is the n–dimensional identity matrix; Hamilton’s equations (A.3) can be
written as

ẋ = J
∂H(x)
∂x

.

Let M = ∂z
∂x ; then, the transformed equations are

ż =
∂z

∂x
ẋ = Mẋ = MJ

∂H(x)
∂x

= MJ
∂H(x)
∂z

∂z

∂x
= MJMT ∂H(x)

∂z
.
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Therefore, the canonicity condition is equivalent to require that the following rela-
tion is satisfied:

MJMT = J ; (A.5)

equation (A.5) implies that the matrix M is symplectic. In that case Hamilton’s
equations with respect to the new variables z hold, whenever the new Hamiltonian
is defined through the expression H1(z) = H(x(z)).

A canonicity criterion is obtained through the introduction of the so–called
Poisson brackets. Let us consider the functions f = f(p, q), g = g(p, q); the Poisson
bracket between f and g is defined as the quantity

{f, g} =
n∑

k=1

∂f

∂qk

∂g

∂pk
− ∂f

∂pk

∂g

∂qk
.

A direct computation shows that the condition (A.5) is equivalent to the following
condition [5]. The transformation (A.4) is canonical if the following relations hold:

{Qi, Qj} = {Pi, Pj} = 0 , {Qi, Pj} = δij , i, j = 1, . . . , n .

In the one–dimensional case (n = 1) it suffices to verify that

{Q,P} = 1 ,

since {Q,Q} and {P, P} are identically zero.
Let us introduce the generating function of a canonical transformation as fol-

lows. Consider the general case of a time–dependent canonical transformation

Q = Q(q, p, t)
P = P (q, p, t) . (A.6)

The generating function, that we extend to encompass the time–dependent trans-
formation (A.6), is a function of the form

F = F (q,Q, t) ,

such that the following transformation rules hold:

p =
∂F

∂q

P = −∂F

∂Q
.

If H1 = H1(P ,Q, t) is the Hamiltonian in the new set of variables, then

H1(P ,Q, t) = H(p, q, t) +
∂F

∂t
.
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Equivalent forms of the generating functions are the following:
(i) F = F (q, P , t) with transformation rules:

p =
∂F

∂q

Q =
∂F

∂P
;

(ii) F = F (p,Q, t) with transformation rules:

q = −∂F

∂p

P = −∂F

∂Q
; (A.7)

(iii) F = F (p, P , t) with transformation rules:

q = −∂F

∂p

Q =
∂F

∂P
.

Example. Let us compute the values of α and β for which the following transfor-
mation is canonical:

P = αpeβq

Q =
1
α
e−βq ;

for such values we proceed to find the corresponding generating function.

Let us use the Poisson brackets to check the canonicity of the transformation; in
particular, since the change of variables is one–dimensional, it suffices to verify that

{Q,P} ≡ ∂Q

∂q

∂P

∂p
− ∂Q

∂p

∂P

∂q
= 1 .

Therefore one has:
−β

α
e−βq · αeβq = 1 ,

which is satisfied for β = −1 and for any α �= 0. In this case the transformation
becomes:

P = αpe−q

Q =
1
α
eq . (A.8)



232 A Basics of Hamiltonian dynamics

Let us look for a generating function F = F (q, P ), whose transformation rules are
given by

p =
∂F

∂q

Q =
∂F

∂P
.

From (A.8) one has:

p =
P

α
eq

Q =
1
α
eq .

Therefore it should be
∂F

∂q
=

P

α
eq , (A.9)

namely F (q, P ) = P
α e

q + f(P ), where f(P ) is a total function of P ; analogously,
from the relation

∂F

∂P
=

1
α
eq , (A.10)

one finds F (q, P ) = P
α e

q + g(q), where g(q) depends only on the variable q. Com-
paring the solutions of (A.9) and (A.10) one obtains f(P ) = g(q) = 0, thus yielding

F (q, P ) =
P

α
eq .

A.3 Integrable systems

A Hamiltonian system with n degrees of freedom is said to be integrable if there
exist n integrals, say U1, . . . , Un, which satisfy the following assumptions:

(1) the integrals are in involution: {Uj , Uk} = 0 for any j, k = 1, . . . , n;
(2) the integrals are independent, which implies that the matrix⎛

⎜⎝
∂U1
∂p1

. . . ∂U1
∂pn

∂U1
∂q1

. . . ∂U1
∂qn

...
∂Un

∂p1
. . . ∂Un

∂pn
∂Un

∂q1
. . . ∂Un

∂qn

⎞
⎟⎠

has rank n;
(3) in place of (2) one can require the non–singularity condition:

det

⎛
⎜⎝

∂U1
∂p1

. . . ∂U1
∂pn

...
∂Un

∂p1
. . . ∂Un

∂pn

⎞
⎟⎠ �= 0 ;

notice that this condition is stronger than the independence of item (2).
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Having fixed a point (p
0
, q

0
), let α0 = U(p

0
, q

0
), where U ≡ (U1, . . . , Un); for

α ∈ Rn define the manifold Mα as

Mα = {(p, q) ∈ R2n : U1(p, q) = α1, . . . , Un(p, q) = αn} .

The integrability of a Hamiltonian system can be obtained through the following
theorem [5].

Liouville–Arnold theorem. Suppose that the Hamiltonian H(p, q), p, q ∈ Rn,
admits n integrals U1, . . . , Un, satisfying the above conditions of involution and
non–singularity. Assume that the manifold Mα is compact in a suitable neighbor-
hood of α0. Then, there exists a transformation of coordinates from (p, q) to (I, ϕ)
with I ∈ Rn, ϕ ∈ Tn, such that the new Hamiltonian H1 takes the form

H1(I, ϕ) ≡ h(I) ,

for a suitable function h = h(I).

A.4 Action–angle variables

Consider the mechanical system described by the Hamiltonian H(p, q), where p ∈
Rn, q ∈ Rn. When dealing with integrable systems one can introduce a canonical
transformation C : (p, q) ∈ R2n → (I, ϕ) ∈ Rn × Tn, such that the transformed
Hamiltonian depends only on the action variables I:

H ◦ C(I, ϕ) = h(I) ,

for some function h = h(I). The coordinates (I, ϕ) are known as action–angle
variables [5].

The Liouville–Arnold theorem provides an explicit algorithm to construct the
action–angle variables. In particular, let us introduce as transformed momenta the
actions (I1, . . . , In) defined through the relation

Ii =
∮

pi dqi ,

where the integral is computed over a full cycle of motion. If the initial Hamiltonian
is completely integrable, it will depend only on the action variables, say

h = h(I1, . . . , In) . (A.11)

The canonical variables conjugated to Ii are named angle variables; they will be
denoted as (ϕ1, . . . , ϕn). One immediately recognizes that Hamilton’s equations
associated to (A.11) are integrable. Indeed, let us define the frequency or rotation
vector as

ω = ω(I) =
∂h(I)
∂I

;
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then, one has:

İ =
∂h(I)
∂ϕ

= 0

ϕ̇ =
∂h(I)
∂I

= ω(I) .

Therefore the action I is constant along the motion, namely I = I0, while the
second equation provides the variation of the angle ϕ as a function of the time:
ϕ = ω(I0)t + ϕ

0
, where (I0, ϕ0

) denote the initial conditions.

In action–angle variables a system is nearly–integrable if it can be written as

H(I, ϕ) = h(I) + εf(I, ϕ) ,

where h(I) represents the integrable part, εf(I, ϕ) is the perturbing function and ε
is the perturbing parameter measuring a small variation from the integrable case.

In the three–body problem, the integrable part coincides with the Keplerian two–
body interaction, while the perturbing function provides the gravitational attrac-
tion with the third body and the perturbing parameter is the mass ratio of the
primaries.

Example. Let us determine the action–angle variables for the harmonic oscillator
described by the Hamiltonian

H(p, q) =
1

2m
(p2 + ω2q2) .

Setting H(p, q) = E, one has

p2 = 2mE − ω2q2

and the corresponding action variable is:

I =
∮

pdq =
∮ √

2mE − ω2q2 dq .

Let q =
√

2mE
ω2 sinϑ; then, one has:

I =
∫ 2π

0

√
2mE − 2mE sin2 ϑ

√
2mE

ω2
cosϑ dϑ

=
2mE

ω

∫ 2π

0

cos2 ϑdϑ =
2πmE

ω
.

The Hamiltonian in action–angle variables becomes:

E = H(I) =
ω

2πm
I .
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The associated Hamilton’s equations are

İ = 0
ϕ̇ =

ω

2πm
,

whose solution is found to be

I(t) = I(0)

ϕ(t) =
ω

2πm
t + ϕ(0) .



B The sphere of influence

Assume that a small body P2 of negligible mass moves under the influence of two
point–mass bodies P1 and P3 with masses, respectively, m1 and m3. An estimate
of the region where the motion is dominated by the influence of P1 or that of P3,
namely the respective sphere of influence, is obtained as follows.

Let d1 be the distance vector from P2 to P1, d3 that joining P2 and P3, and let
d be the distance vector between P1 and P3. Let d1, d3, d be their norms; if P2 is
close to P3, we can assume that d3

d is small, so that d1 
 d. The motion of P2 is
governed by the equations:

d̈1 = −Gm1

d31
d1 −

Gm3

d33
d3

and the ratio of the gravitational attraction exerted by P3 to that exerted by P1

is given by the term
m3

m1

(
d

d3

)2

.

The motion of P3 is ruled by the equation

d̈ = −Gm1

d3
d .

Therefore, one obtains:

d̈3 = d̈1 − d̈ = −Gm3

d33
d3 −

Gm1

d3
(d1 − d)

= −Gm3

d33
d3 −

Gm1

d3
d3 .

As a consequence, the ratio of the gravitational attraction exerted by P1 to that
exerted by P3 is given by the term

m1

m3

(
d3
d

)3

.

Finally, we can conclude that the influence of P3 is dominant whenever

m1

m3

(
d3
d

)3

<
m3

m1

(
d

d3

)2

,
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which leads to define the sphere of influence around P3 of radius r given by

r ≡
(
m3

m1

) 2
5

d .

As a concrete example, we identify P1 with the Sun and P3 with the Earth. Then,
m1 = 2 ·1030 kg, m3 = 5.97 ·1024 kg, d = 1.5 ·108 km, so that the Earth’s sphere of
influence has a radius approximately equal to r = 9.25 · 105 km, which amounts to
about 2.4 times the Earth–Moon distance. As for Jupiter, taking m3 = 1.9 ·1027 kg
and d = 7.8 · 108 km, one finds that r = 4.82 · 107 km, amounting to more than
125 times the Earth–Moon distance.



C Expansion of the perturbing function

Let P1, P2, P3 be three point–mass bodies with masses, respectively, m1, m2, m3.
In the framework of the three–body problem, we investigate the motion of P2 under
the influence of P1 and P3. Let r2, r3 be the radius vectors associated to P1P2 and
to P1P3, and let r2, r3 be their sizes with r2 < r3. Let ψ be the angle formed
by r2 and r3. Denote by f2, f3 the true anomalies of the osculating orbits of P2,
P3 around P1 and let g2, g3 be their arguments of perihelion. Let ϑ2 = f2 + g2,
ϑ3 = f3 + g3 and define γ = cosψ − cos(ϑ2 − ϑ3). If ε is the m1/m3 mass ratio,
then the perturbing function associated to P2 can be written as

R = −εr1r3
r33

+
ε

|r1 − r3|
= −εr1

r23
cosψ +

ε

a3
R′ ,

where we denote by a2, a3 the semimajor axes of P2, P3 and we expand R′ as (see
[61])

R′ =
∞∑
i=0

(2i)!
(i!)2

(
1
2
r2
a2

r3
a3
γ

)i
ai2a

i+1
3

2

∞∑
j=−∞

[ ∞∑
�=0

1
�!

�∑
k=0

(
�
k

)(
r2
a2
− 1
)k(

r3
a3
− 1
)�−k

Γi,j,k,�−k cos((ϑ2 − ϑ3)j)

]
,

with

Γi,j,m,n ≡ am2 a
n
3

∂m+n

∂am2 ∂a
n
3

(
a−2i−13 b

(j)

i+ 1
2

(
a2
a3

))
,

where the Laplace coefficients b(j)s are defined as

1
2
b(j)s (

a2
a3

) =
1

2π

∫ 2π

0

cos(jϕ)
(1− 2a2

a3
cosϕ + (a2

a3
)2)s

dϕ .

Notice that the Laplace coefficients can be expanded in power series of a2
a3

as

1
2
b(j)s

(
a2
a3

)
=

s(s + 1) . . . (s + j − 1)
1 · 2 · 3 · · · · · j

(
a2
a3

)j

·
[
1 +

s(s + j)
j + 1

(
a2
a3

)2

+
s(s + 1)(s + j)(s + j + 1)

2(j + 1)(j + 2)

(
a2
a3

)4

+ . . .

]
.



D Floquet theory and Lyapunov exponents

Floquet theory provides a tool for investigating the regular or chaotic behavior of a
dynamical system and it allows us to introduce the Lyapunov exponents. Referring
to the specialized literature for an exhaustive treatment of the topic, we briefly
introduce as follows the elementary notions related to Floquet theory.

Consider the dynamical system described by the differential equations

ẋ = A(t)x , x ∈ Rn , (D.1)

where A = A(t) is an n × n periodic matrix with period T . Floquet theory [93]
provides a transformation of coordinates, such that the analysis of (D.1) is reduced
to the study of a differential system with constant real coefficients.

Let Φ(t) be the principal monodromy or fundamental matrix, whose columns
are linear independent solutions of (D.1) and such that Φ(0) is the identity matrix.
After a period T one has

Φ(t + T ) = Φ(t)Φ−1(0)Φ(T ) .

By the Floquet theorem [93], there exists a constant matrix B and a periodic
symplectic matrix C(t) such that at any time t one has

Φ(t) = eBtC(t) .

After the transformation y = C−1(t)x, the system (D.1) is reduced to the following
differential equation with real constant coefficients:

ẏ = By .

The eigenvalues of Φ(T ) are called the characteristic multipliers; they measure
the rate of expansion or contraction of a solution. A characteristic exponent is
a quantity � such that e�T is a characteristic multiplier. The real parts of the
characteristic exponents are the so–called Lyapunov exponents. When all Lyapunov
exponents are negative, the solution is asymptotically stable; when the Lyapunov
exponents are positive, the solution is unstable.



E The planetary problem

Consider three bodies P1, P2, P3 of masses m1, m2, m3 subject to the mutual
gravitational attraction. Assume that the three bodies move on the same plane
and let q

i
∈ R2, i = 1, 2, 3, be their coordinates in an inertial reference frame;

denote by p
i
∈ R2, i = 1, 2, 3, the conjugated momenta. Then, the Hamiltonian

function is given by

H1(p
1
, p

2
, p

3
, q

1
, q

2
, q

3
) =

‖p
1
‖2

2m1
+
‖p

2
‖2

2m2
+
‖p

3
‖2

2m3

− m1m2

‖q
2
− q

1
‖ −

m1m3

‖q
3
− q

1
‖ −

m2m3

‖q
3
− q

2
‖ .

We introduce heliocentric coordinates centered in P1 by means of the change of
variables:

u1 = q
1
, v1 = p

1
+ p

2
+ p

3

u2 = q
2
− q

1
, v2 = p

2

u3 = q
3
− q

1
, v3 = p

3
.

The new Hamiltonian becomes:

H2(v2, v3, u2, u3) =
[
m1 + m2

2m1m2
‖v2‖2 −

m1m2

‖u2‖

]

+
[
m1 + m3

2m1m3
‖v3‖2 −

m1m3

‖u3‖

]
+

v2 · v3
m1

− m2m3

‖u2 − u3‖
.

As in a planetary model, we assume that one mass (say, the star) is much larger
than the two others (say, the planets); as a consequence we rescale the masses as
m1 = μ1, m2 = εμ2, m3 = εμ3, where ε is a small quantity and μi, i = 1, 2, 3, are
of order one. Applying the change of variables

ṽi =
vi
ε

, ũi = ui , i = 2, 3 ,

the new Hamiltonian is given by

H3(ṽ2, ṽ3, ũ2, ũ3) =
[
μ1 + εμ2

2μ1μ2
‖ṽ2‖2 −

μ1μ2
‖ũ2‖

]

+
[
μ1 + εμ3

2μ1μ3
‖ṽ3‖2 −

μ1μ3
‖ũ3‖

]
+ ε

[
ṽ2ṽ3
μ1

− μ2μ3
‖ũ2 − ũ3‖

]
,
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which can be written as

H4(ṽ2, ṽ3, ũ2, ũ3) =
[
‖ṽ2‖2
2μ2

− μ1μ2
‖ũ2‖

]

+
[
‖ṽ3‖2
2μ3

− μ1μ3
‖ũ3‖

]
+ εF (ṽ2, ṽ3, ũ2, ũ3)

for a suitable function F = F (ṽ2, ṽ3, ũ2, ũ3) which acts as a perturbation of order
ε. In fact for ε = 0 the Hamiltonian H4 is equal to the sum of two decoupled
Keplerian motions.



F Yoshida’s symplectic integrator

We give the recipe for Yoshida’s symplectic integrator [175] in the case of a differ-
ential system of the form

ẋ = y

ẏ = V (x, t) ,

where y ∈ R, (x, t) ∈ T2 and V = V (x, t) is a regular periodic function. The initial
conditions are x(t0) = x0, y(t0) = y0. Let h denote the integration step and define
the following quantities

c1 ≡ 1
2− 21/3

c0 ≡ 1− 2c1

τ1 ≡ c1h τ ′1 ≡ c0h

τ2 ≡ 1
2
c1h τ ′2 ≡

1
2

(c0 + c1)h .

Introduce the vector functions

u(τ ;x, y) ≡ (x + yτ, y) , v(τ ;x, y) ≡ (x, y + V (x, t)τ) .

Then, Yoshida’s integration algorithm allows us to find the solution at time t1 =
t0 + h, say (x1, y1), implementing the following sequence of transformations of
coordinates from (x0, y0):

(ξ1, η1) = u(τ2;x0, y0)
(ξ2, η2) = v(τ1; ξ1, η1)
(ξ3, η3) = u(τ ′2; ξ2, η2)
(ξ4, η4) = v(τ ′1; ξ3, η3)
(ξ5, η5) = u(τ ′2; ξ4, η4)
(ξ6, η6) = v(τ1; ξ5, η5)
(x1, y1) = u(τ2; ξ6, η6) .



G Astronomical data

We report some astronomical data of the planets of the solar system.

Notation: a= semimajor axis (AU)1; e = eccentricity; i= inclination (degrees);
Re = equatorial radius (km); M = mass (×1024 kg).

Planet a e i Re M

Mercury 0.39 0.2056 7.00 2 440 0.33

Venus 0.72 0.0068 3.39 6 052 4.87

Earth 1.00 0.0167 0.00 6 378 5.97

Mars 1.52 0.0934 1.85 3 396 0.64

Jupiter 5.20 0.0484 1.30 71 492 1898.13

Saturn 9.54 0.0539 2.49 60 268 568.32

Uranus 19.19 0.0472 0.77 25 559 86.81

Neptune 30.07 0.0086 1.77 24 764 102.41

We report some astronomical data of the dwarf planets.

Notation: a= semimajor axis (AU); e = eccentricity; i= inclination (degrees);
R= mean radius (km); M = mass (kg).

Dwarf planet a e i R M

Ceres 2.77 0.079 10.59 487 9.43 · 1020
Eris 67.67 0.442 44.19 1300 1.67 · 1022

Haumea 43.13 0.195 28.22 1436 4.00 · 1021
Makemake 45.79 0.159 28.96 750 4.00 · 1021
Pluto 39.48 0.249 17.14 1151 1.31 · 1022

1 One astronomical unit (AU) amounts to the average Earth–Sun distance, about equal
to 1.5 · 108 km.
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We report some astronomical data of the satellites.

Notation: d= distance from the planet (km); e = eccentricity; i= inclination (de-
grees); R= mean radius (km); M = mass (kg).

Planet Satellite d e i R M

Earth Moon 384 400 0.0554 5.160 1737.5 7.35 · 1022
Mars Phobos 9 376 0.0151 1.075 11.1 1.07 · 1016

Deimos 23 458 0.0002 1.788 6.2 1.48 · 1015
Jupiter Io 421 800 0.0041 0.036 1821.6 8.93 · 1022

Europa 671 100 0.0094 0.466 1560.8 4.80 · 1022
Ganymede 1 070 400 0.0013 0.177 2631.2 1.48 · 1023
Callisto 1 882 700 0.0074 0.192 2410.3 1.08 · 1023
Amalthea 181 400 0.0032 0.380 83.45 2.07 · 1018
Thebe 221 900 0.0176 1.080 49.3 1.50 · 1018
Adrastea 129 000 0.0018 0.054 8.2 7.49 · 1015
Metis 128 000 0.0012 0.019 21.5 1.20 · 1017
Himalia 11 461 000 0.1623 27.496 85 6.74 · 1018
Elara 11 741 000 0.2174 26.627 43 8.69 · 1017
Pasiphae 23 624 000 0.4090 151.431 30 3.00 · 1017
Sinope 23 939 000 0.2495 158.109 19 7.49 · 1016
Lysithea 11 717 000 0.1124 28.302 18 6.29 · 1016
Carme 23 404 000 0.2533 164.907 23 1.32 · 1017
Ananke 21 276 000 0.2435 148.889 14 3.00 · 1016
Leda 11 165 000 0.1636 27.457 10 1.09 · 1016

Planet Satellite d e i R M

Saturn Mimas 185 540 0.0196 1.572 198.2 3.75 · 1019
Enceladus 238 040 0.0047 0.009 252.1 1.08 · 1020
Tethys 294 670 0.0001 1.091 533.0 6.18 · 1020
Dione 377 420 0.0022 0.028 561.7 1.10 · 1021
Rhea 527 070 0.0010 0.331 764.3 2.31 · 1021
Titan 1 221 870 0.0288 0.280 2575.5 1.35 · 1023
Hyperion 1 500 880 0.0274 0.630 135.0 5.59 · 1018
Iapetus 3 560 840 0.0283 7.489 735.6 1.81 · 1021
Phoebe 12 947 780 0.1635 175.986 106.6 8.29 · 1018
Janus 151 460 0.0068 0.163 89.4 1.90 · 1018
Epimetheus 151 410 0.0098 0.351 56.7 5.26 · 1017
Helene 377 420 0.0071 0.213 16.0 2.55 · 1016
Telesto 294 710 0.0002 1.180 11.8 7.19 · 1015
Calypso 294 710 0.0005 1.499 10.7 3.60 · 1015
Atlas 137 670 0.0012 0.003 15.3 6.59 · 1015
Prometheus 139 380 0.0022 0.008 43.1 1.59 · 1017
Pandora 141 720 0.0042 0.050 40.3 1.37 · 1017
Pan 133 580 0.0000 0.001 14.8 4.95 · 1015
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Planet Satellite d e i R M

Uranus Ariel 190 900 0.0012 0.041 578.9 1.29 · 1021
Umbriel 266 000 0.0039 0.128 584.7 1.22 · 1021
Titania 436 300 0.0011 0.079 788.9 3.42 · 1021
Oberon 583 500 0.0014 0.068 761.4 2.88 · 1021
Miranda 12 9900 0.0013 4.338 235.8 6.59 · 1019
Cordelia 49 800 0.0003 0.085 20.1 4.50 · 1016
Ophelia 53 800 0.0099 0.104 21.4 5.39 · 1016
Bianca 59 200 0.0009 0.193 25.7 9.29 · 1016
Cressida 61 800 0.0004 0.006 39.8 3.43 · 1017
Desdemona 62 700 0.0001 0.113 32.0 1.78 · 1017
Juliet 64 400 0.0007 0.065 46.8 5.57 · 1017
Portia 66 100 0.0001 0.059 67.6 1.68 · 1018
Rosalind 69 900 0.0001 0.279 36.0 2.55 · 1017
Belinda 75 300 0.0001 0.031 40.3 3.57 · 1017
Puck 86 000 0.0001 0.319 81.0 2.89 · 1018

Neptune Tritone 354 759 0.0000 156.865 1352.6 2.14 · 1022
Nereide 5 513 818 0.7507 7.090 170.0 3.09 · 1019
Naiade 48 227 0.0003 4.691 33 1.95 · 1017
Thalassa 50 074 0.0002 0.135 41 3.75 · 1017
Despina 52 526 0.0002 0.068 75 2.10 · 1018
Galatea 61 953 0.0001 0.034 88 3.75 · 1018
Larissa 73 548 0.0014 0.205 97 4.95 · 1018
Proteus 117 646 0.0005 0.075 210 5.04 · 1019
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ences 1, Tome XXVIII, Paris (1860)
[54] A. Delshams, R. de la Llave, KAM theory and a partial justification of Greene’s

criterion for nontwist maps, SIAM J. Math. Anal. 31, no. 6, 1235–1269 (2000)
[55] A. Deprit, Free rotation of a rigid body studied in the phase plane, American J. of

Phys. 35, no. 5, 424–428 (1967)
[56] A. Deprit, The secular accelerations in Gylden’s problem, Cel. Mech. 31, 1–22 (1983)
[57] S. D’Hoedt, A. Lemaitre, The spin–orbit resonant rotation of Mercury: a two degree

of freedom Hamiltonian model, Cel. Mech. Dyn. Astr. 89, no. 3, 267–283 (2004)
[58] R. Dvorak, H. Lichtenegger, On the two–body problem with variable masses, The

motion of planets and natural and artificial satellites (Embu, 1981), 11–17, Math.
Dynam. Astronom. Ser., 2, Univ. São Paulo, São Paulo (1983)

[59] J.P. Eckmann, S. Oliffson Kamphorst, D. Ruelle, S. Ciliberto, Liapunov exponents
from time series, Phys. Rev. A 34, no. 6, 4971–4979 (1986)

[60] J.-P. Eckmann, P. Wittwer, Computer Methods and Borel Summability Applied to
Feigenbaum’s Equation, Springer Lecture Notes in Physics. no. 227 (1985)

[61] K.M. Ellis, C.D. Murray, The disturbing function in solar system dynamics, Icarus
147, 129–144 (2000)

[62] D.F. Escande, Stochasticity in classical Hamiltonian systems: Universal aspects,
Physics Reports 121, 165–261 (1985)

[63] C. Falcolini, R. de la Llave, A rigorous partial justification of Greenes criterion, J.
Stat. Phys. 67, 609–643 (1992)
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