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Preface

During the last decades, geosciences and -engineering were influenced by two
essential scenarios. First, the technological progress has changed completely
the observational and measurement techniques. Modern high speed com-
puters and satellite-based techniques are entering more and more all (geo)
disciplines. Second, there is a growing public concern about the future of
our planet, its climate, its environment, and about an expected shortage
of natural resources. Obviously, both aspects, viz. (i) efficient strategies of
protection against threats of a changing Earth and (ii) the exceptional sit-
uation of getting terrestrial, airborne as well as spaceborne, data of better
and better quality explain the strong need for new mathematical structures,
tools, and methods. In consequence, mathematics concerned with geoscien-
tific problems, i.e., geomathematics, is becoming more and more important.
Nowadays, geomathematics may be regarded as the key technology to build
the bridge between real Earth processes and their scientific understanding.
In fact, it is the intrinsic and indispensable means to handle geoscientifi-
cally relevant data sets of high quality within high accuracy and to improve
significantly modeling capabilities in Earth system research.

From modern satellite-positioning, it is well known that the Earth’s sur-
face deviates from a sphere by less than 0.4% of its radius. This is the
reason why spherical functions and concepts play an essential part in all
geosciences. In particular, spherical polynomials and zonal functions consti-
tute fundamental ingredients of modern (geo-)research — wherever spherical
fields are significant, be they electromagnetic, gravitational, hydrodynam-
ical, solid body, etc. Surprisingly enough, it turned out that essential fea-
tures involving spherical vector and tensor structures were not available in
the geosciences, when W. Freeden, first at the RWTH Aachen and later as
head of the Geomathematics Group of the TU Kaiserslautern, started with
the vector and/or tensor analysis of (Earth’s) gravity field data obtained
by satellite-to-satellite tracking (SST) and/or satellite gravity gradiometry
(SGG). This is the reason why, based on results about Green’s function
with respect to the scalar Beltrami operator, a series of papers was initi-
ated to establish vector and tensor counterparts of the Legendre polynomi-
als, to verify vector and tensor extensions of the addition theorem, and to
introduce vectorial and tensorial generalizations of the famous Funk-Hecke
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formula. Even more, the concept of zonal (kernel) functions (i.e., radial
basis functions in the jargon of approximation theory), the theory of splines
and wavelets etc could be generalized to the spherical vector/tensor case.
All these new concepts were successfully applied in diverse areas such as
climate and weather, deformation analysis, geomagnetics, gravitation, and
ocean circulation.

This book collects all material developed by the Geomathematics Group,
TU Kaiserslautern, during the last years to set up a theory of spherical
functions of mathematical (geo-)physics. The work shows a twofold tran-
sition: First, the natural transition from the scalar to the vectorial and
tensorial theory of spherical harmonics is given in coordinate-free represen-
tation, based on new variants of the addition theorem and the Funk-Hecke
formulas. Second, the canonical transition from spherical harmonics via
zonal (kernel) functions to the Dirac kernel is presented in close orientation
to an uncertainty principle classifying the space/frequency (momentum) be-
havior of the functions for purposes of constructive approximation and data
analysis. In doing so, the whole palette of spherical (trial) functions is pro-
vided for modeling and simulating phenomena and processes of the Earth
system.

The main purpose of the book is to serve as a self-consistent introductory
textbook for (graduate) students of mathematics, (geo-)physics, geodesy,
and (geo-)engineering. In addition, the work should also be a valuable
reference for scientists and practitioners facing spherical problems in their
professional tasks. Essential ingredients of the work are the theses of
W. Freeden (1979a), T. Gervens (1989), M. Schreiner (1994), S. Beth (2000),
and H. Nutz (2002). Preliminary material can be found in the work by
C. Miiller (1952, 1966, 1998) and W. Freeden et al. (1998).

The preparation of the final version was supported by various impor-
tant remarks and suggestions of many colleagues of ESA (European Space
Agency), GFZ (GeoForschungsZentrum Potsdam), AWI (Alfred Wegener
Institut Bremerhaven), IAPG (Institut fiir Astronomische und Physika-
lische Geodésie Miinchen), etc. We are particularly obliged to Stephan
Dahlke, Marburg; Heinz Engl, Linz; Karl-Heinz Glassmeier, Braunschweig;
Erik W. Grafarend, Stuttgart; Erwin Groten, Darmstadt; Peter Maass,
Bremen; Helmut Moritz, Graz; Zuhair Nashed, Orlando; Jiirgen Prestin,
Liibeck; Reiner Rummel, Miinchen; William Rundell, College Station; Tho-
mas Sonar, Braunschweig; Hans Siinkel, Graz; Leif Svensson, Lund, for
friendly collaboration. Our work has been improved by our students and by
readers of several drafts of the manuscript. In particular, we are indebted to
Thorsten Maier, Thomas Fehlinger, Christian Gerhards, and Kerstin Wolf,
who generously devoted time to early versions of the work.
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ematics Group, for her excellent typing job. Finally, it is a pleasure to ac-
knowledge the courtesy and ready cooperation of Springer and all the staff
members there who were involved in the publication of the manuscript.
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1 Introduction

Spherical harmonics are the analogues of trigonometric functions for Fourier
expansion theory on the sphere. They were introduced in the 1780s to study
gravitational theory (cf. P.S. de Laplace (1785), A.M. Legendre (1785)).
Early publications on the theory of spherical harmonics in their original
physically motivated meaning as multipoles are, e.g., due to R.F.A. Clebsch
(1861), T. Sylvester (1876), E. Heine (1878), F. Neumann (1887), and
J.C. Maxwell (1891). Today, the use of spherical harmonics in diverse pro-
cedures is a well-established technique in all geosciences, particularly for
the purpose of representing scalar potentials. A great incentive came from
the fact that global geomagnetic data became available in the first half of
the 19" century (cf. C.F. GauB (1838)). Nowadays, reference models for
the Earth’s gravitational or magnetic field, for example, are widely known
by tables of coefficients of the spherical harmonic Fourier expansion of their
potentials. It is characteristic for the Fourier approach that each spheri-
cal harmonic, as an ‘ansatz-function’ of polynomial nature, corresponds to
exactly one degree, i.e., in the jargon of signal processing to exactly one
frequency. Thus, orthogonal (Fourier) expansion in terms of spherical har-
monics amounts to the superposition of summands showing an oscillating
character determined by the degree (frequency) of the Legendre polyno-
mial (see Table 1.1). The more spherical harmonics of different degrees are
involved in the Fourier (orthogonal) expansion of a signal, the more the
oscillations grow in number, and the less are the amplitudes in size.

Concerning the mathematical representation of spherical vector and ten-
sor fields in applied sciences, one is usually not interested in their separation
into their (scalar) cartesian component functions. Instead, we have to ob-
serve inherent physical constraints. For example, the external gravitational
field is curl-free, the magnetic field is divergence-free, and the equations
for incompressible Navier—Stokes equations in meteorological applications
or the geostrophic formulation of ocean circulation include divergence-free
vector solutions. In many cases, certain quantities are related to each other
in an obvious manner by vector operators like the surface gradient or the
surface curl gradient. In this respect, the gravity field, the magnetic field,
the wind field, the field of oceanic currents, or electromagnetic waves gen-
erated by surface currents should be mentioned as important examples.
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In addition, spherical modeling in terms of spherical harmonics arises nat-
urally in the analysis of the elastic-gravitational free oscillations of a spher-
ically symmetric, non-rotating Earth. Altogether, vector/tensor spherical
harmonics are used throughout mathematics, theoretical physics, geo- and

astrophysics, and engineering — indeed, wherever one deals with physically
based fields.

Table 1.1: Fourier expansion of scalar square-integrable functions on the
unit sphere 2.

Weierstraf§ approximation theorem: | (geo)physical constraint of har-
use of homogeneous polynomials onicity

spherical harmonics Y7, ;
as restrictions of homogeneous harmonic polynomials H,, ;
to the unit sphere Q C R3

h li h 1
orthonormality and qrt ogona \l/a ddition theorem
invariance

one-dimensional Legendre polynomial P, satisfying

2n+1
41 s

Po(€ ) = 2n+1§:ﬁm@ﬁ%ﬂm,&n69

=1

convolution against the Legendre

Funk—Hecke formula
kernel
Legendre transform of F':

2n+1
47

(Po+ F)(E) = /Q Po(€ - m)F(n)dw(n), € € Q

e : orthogonal (Fourier) series expan-
superposition over frequencies | "
ion

Fourier series of F' € L2(1):

Zn—l-l

F() = /i)én n)dw(n), € € Q

n:(]
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1.1 Motivation

In the second half of the last century, a physically motivated approach for
the decomposition of spherical vector and tensor fields was presented based
on a spherical variant of the Helmholtz theorem (see, e.g., P.M. Morse,
H. Feshbach (1953), G.E. Backus (1966); G.E. Backus (1967, 1986)). Fol-
lowing this concept, e.g., the tangential part of a spherical vector field is
split up into a curl-free and a divergence-free field by use of two differential
operators, viz. the already mentioned surface gradient and the surface curl
gradient. Of course, an analogous splitting is valid in tensor theory.

Table 1.2: Twofold transition.

Scalar Vector Tensor
Legendre H Legendre % Legendre
kernels kernels kernels
scalar vector tensor
zonal % zonal % zonal
kernels kernels kernels
scalar vector tensor
Dirac % Dirac H Dirac
kernel kernel kernel

In subsequent publications during the second half of the last century,
however, the vector spherical harmonic theory was usually written in local
coordinate expressions that make mathematical formulations lengthy and
hard to read. Tensor spherical harmonic settings are even more difficult
to understand. In addition, when using local coordinates within a global
spherical concept, differential geometry tells us that there is no representa-
tion of vector and tensor spherical harmonics which is free of singularities.
In consequence, the mathematical arrangement involving vector and tensor
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spherical harmonics has led to an inadequately complex and less consistent
literature, yet. Coordinate free explicit formulas on vector and/or tensor
variants of the Legendre polynomial could not be found in the literature.
As an immediate result, the orthogonal invariance based on specific vector
/tensor extensions of the Legendre polynomials was not worked out suit-
ably in a unifying scalar/vector/tensor framework. Even more, the concept
of zonal (kernel) functions was not generalized adequately to the spherical
vector /tensor case. All these new structures concerning spherical functions
in mathematical (geo-)physics are successfully developed in this work. Basi-
cally two transitions are undertaken in our approach, namely the transition
from spherical harmonics via zonal kernel functions to the Dirac kernels on
the one hand and the transition from scalar to vector and tensor theory on
the other hand (see Table 1.2).

To explain the transition from the theory of scalar spherical harmonics
to its vectorial and tensorial extensions (see Chapters 3, 4, 5, and 6 for
details), our work starts from physically motivated dual pairs of operators
(the reference space being always the space of signals with finite energy,
i.e., the space of square-integrable fields). The pair o, 0% i € {1,2,3}, is
originated in the constituting ingredients of the Helmholtz decomposition
of a vector field (see Chapter 5), while o™*), OG*) i k e {1,2,3}, take
the analogous role for the Helmholtz decomposition of tensor fields (see
Chapter 6). For example, in vector theory, oWF is assumed to be the

normal field £ — oél)F(g) = F(&)¢, € € Q, 0@ F is the surface gradient field
£ oéz)F(f) = ViF(§), £ €Q, and o3 F is the surface curl gradient field
€ — ol VF(€) = LEF(€),€ € Q, with Lf = £ AV applied to a scalar valued
function F, while O() f is the normal component & — Oél)f(f) = f(£)& €€
Q, O f is the negative surface divergence & — OéQ)f(f) =-Vif(€),£€Q,

and O®) f is the negative surface curl £ — Oég)f(g) = —Lg f(§), € € Qtaken
over a vector valued function f. Clearly, the operators o(“%), OUF) are also
definable in orientation to the tensor Helmholtz decomposition theorem (for
reasons of simplicity, however, their explicit description is omitted here). It
should be noted that, in vector as well as tensor theory, the connecting link
from the operators to the Helmholtz decomposition is the Green function
with respect to the (scalar) Beltrami operator and its iterations (for more
details, the reader is referred to Chapter 4 of this work).

The pairs 0,0 and o), 09 of dual operators lead us to an asso-
ciated palette of Legendre kernel functions, all of them generated by the
classical one-dimensional Legendre polynomial P, of degree n. To be more
concrete, three types of Legendre kernels occur in the vectorial as well as
tensorial context (see Table 1.3).
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Table 1.3: Legendre kernel functions.

Scalar Legendre polynomial

0MOMPpED  Olik) Olik)pik)
Fn= @ @)
Hn Hn

apphcatlon \LT application
of ol of O

vector Legendre kernel

S0 _ o®p,  0WpliY

(uD)1/2 B (uD)1/2
apphcatlon \LT application
of ol of O

tensor Legendre kernel (order 2)

i) 0@pD 500
Py =

WP D
vectorial
context

application \LT apphcatlon
of o(i-k) of O-k)

tensor Legendre kernel (order 2)

otk p, O(i,k)Pg,k)

()12 (e

Pn

application \I/T application
of o(tk) of Oi-k)
tensor Legendre kernel (order 4)

ol k)p(z k) oK) k) p

P(i,k,’i,k) _ _
S -
(,ugf k))1/2 M%%k)
tensorial
context

The Legendre kernels o P,, oMo P, are of concern for the vector ap-
proach to spherical harmonics, whereas 0o(t9) P, o) o) P i = 1,2, 3, form
the analogues in tensorial theory. Corresponding to each Legendre kernel,
we are led to two variants for representing square-integrable fields by or-
thogonal (Fourier) expansion, where the reconstruction — as in the scalar
case — is undertaken by superposition over all frequencies.

The Tables 1.3, 1.4, and 1.5 bring together — into a single unified notation
— the formalisms for the vector/tensor spherical harmonic theory based on
the following principles:

e The vector/tensor spherical harmonics involving the oD, ol _opera-
tors, respectively, are obtainable as restrictions of three-dimensional
homogeneous harmonic vector/tensor polynomials, respectively, that
are computable exactly exclusively by integer operations.

e The vector/tensor Legendre kernels are obtainable as the outcome of
sums extended over a maximal orthonormal system of vector/tensor
spherical harmonics of degree (frequency) n, respectively.
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e The vector/tensor Legendre kernels are zonal kernel functions, i.e.,
they are orthogonally invariant (in vector/tensor sense, respectively)
with respect to orthogonal transformations (leaving one point of the
unit sphere (2 fixed).

e Spherical harmonics of degree (frequency) n form an irreducible sub-
space of the reference space of (square-integrable) fields on Q.

e Each Legendre kernel implies an associated Funk—Hecke formula that
determines the constituting features of the convolution of a square-
integrable field against the Legendre kernel.

e The orthogonal Fourier expansion of a square-integrable field is the
sum of the convolutions of the field against the Legendre kernels being
extended over all frequences.

Unfortunately, the vector spherical harmonics generated by the operators
o(i),O(i)7 1 = 1,2,3, do not constitute eigenfunctions with respect to the
Beltrami operator. But it should be mentioned that certain operators 6(%),
i = 1,2,3, can be introduced in terms of the operators o, i = 1,2,3,
which define alternative classes of vector spherical harmonics that represent
eigensolutions to the Beltrami operator. The price to be paid is that the
separation of spherical vector fields into normal and tangential parts is lost.
More precisely, the operators 6(%),4 € {1,2}, generate so-called spheroidal
fields, while 6( generates poloidal fields. In fact, all statements involving
orthogonal (Fourier) expansion of spherical fields remain valid for this new
class of operators. Moreover, analogous classes of tensor spherical harmonics
can be introduced by operators 6k Olk) | =1,2,3, in close analogy to
the vector case. In addition, it should be noted that the spherical harmonics
based on the 6, 0® g1k Ok _gperators play a particular role whenever
the Laplace operator comes into play, i.e., in gravitation for representing
any kind of harmonic fields (see Chapter 10).

To summarize, the theory of spherical harmonics as presented in this book
(see Chapters 3, 4, 5, and 6) is a unifying attempt of consolidating, reviewing
and supplementing the different approaches in real scalar, vector, and tensor
theory. The essential tools are the Legendre kernels which are shown to be
explicitly available and tremendously significant in rotational invariance and
in orthogonal Fourier expansions. The work is self-contained: the reader is
told how to derive all equations occuring in due course. Most importantly,
our coordinate-free setup yields a number of formulas and theorems that
previously were derived only in coordinate representation (such as polar
coordinates). In doing so, any kind of singularities is avoided at the poles.
Finally, our philosophy opens new promising perspectives of constructing
important, i.e., zonal classes of spherical trial functions by summing up
Legendre kernel expressions, thereby providing (geo-)physical relevance and
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Table 1.4: Fourier expansion of (square-integrable) vector fields f.

Vector spherical harmonics

@) _

yn 7]
addition \L vectorial
theorem variant

vpld (€, m)

2n+1

Z 2.6 @y (n)

Funk—Hecke \L tensorial

formula variant

Legendre transform

2n+1
47

9 /Q vpGEi) (€, ) £ () dao ()

superposition over

frequencies
=1 n=0;

Upl (€, ) f(n)dw(n)

X
:3\

rank—2 tensorial
approach

increasing local applicability.

= ( g))fl/%(i)yn’j

addition \L tensorial

theorem variant
P (&)
2n+1 )
> 6 (©)Ya ()
j=1

Funk—Hecke \L vectorial
formula variant
Legendre transform

2nt 1l )y-1/2
i ()

y /Q O (&, n)OD f () deo(n)

superposition over

frequencies

3

=3 Btli-
47

=1 n=0;

PO (&,7)O8 f(n)duw ()

X

b\

vectorial
approach

To understand the transition from the theory of spherical harmonics to
zonal kernel function up to the Dirac kernel (for details see Chapters 7, 8,
and 9), we have to realize the relative advantages of the classical Fourier ex-
pansion method by means of spherical harmonics not only in the frequency
domain, but also in the space domain. Obviously, it is characteristic for
Fourier techniques that the spherical harmonics as polynomial trial func-
tions admit no localization in space domain, while in the frequency domain
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Table 1.5: Fourier expansion of a square-integrable tensor fields f

Tensor spherical harmonics

yn,]
addition rank—4.
tensorial
theorem .
variant
| A ()
2n+1 B i
= 2O 0
Funk—Hecke rank—4.
tensorial
formula .
variant

Legendre transform

2n +1
47

. / PO () (n)duw(n)
Q

superposition over
frequencies

20X a1
=3 > =

ik=1n=0;

x / PRk (€ m)E (1) duw ()
Q

rank-4 tensorial
approach

(i,k) ( g,k))—l/QO(i,k)Ynj

L. rank-2
addition .
tensorial
theorem .
variant

pik)(€,m)

2n+1

Z O (€)Yni(n)

Funk—Hecke rank—2'
tensorial
formula

variant
Legendre transform

2nt 1 Gk)\-1/2
T (2™)
x /Q R (€, ) ORI (7)o (o)

superposition over
frequencies

rank-2 tensorial
approach

(more precisely, momentum domain), they always correspond to exactly
one degree, i.e., frequency, and therefore, are said to show ideal frequency
localization. Because of the ideal frequency localization and the simultane-
ous absence of space localization, in fact, local changes of fields (signals) in
the space domain affect the whole table of orthogonal (Fourier) coefficients.
This, in turn, causes global changes of the corresponding (truncated) Fourier
series in the space domain. Nevertheless, the ideal frequency localization
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usually proves to be helpful for meaningful physical interpretations (e.g.,
within Meissl schemes in physical geodesy (see, e.g., P.A. Meissl (1971),
E.W. Grafarend (2001), H. Nutz (2002) and the references therein) relat-
ing — for a frequency being fixed — the different observables of the Earth’s
gravitational potential to each other.

Taking these aspects on spherical harmonic modeling by Fourier series
into account, trial functions which simultaneously show ideal frequency lo-
calization as well as ideal space localization would be a desirable choice. In
fact, such an ideal system of trial functions would admit models of high-
est spatial resolution which were expressible in terms of single frequencies.
However, the uncertainty principle (see, e.g., F.J. Narcowich, J.D. Ward
(1996), W. Freeden (1998), N. Lain Ferndndez (2003)) — connecting space
and frequency localization — tells us that both characteristics are mutu-
ally exclusive. Extreme trial functions in the sense of such an uncertainty
principle are, on the one hand, the Legendre kernels (no space localiza-
tion, ideal frequency localization) and, on the other hand, the Dirac kernel
(ideal space localization, no frequency localization). In conclusion, Fourier
expansion methods are well suited to resolve low and medium frequency
phenomena, i.e., the ‘trend’ of a signal, while their application to obtain
high resolution in global or local models is critical. This difficulty is also
well known to theoretical physics, e.g., when describing monochromatic elec-
tromagnetic waves or considering the quantum-mechanical treatment of free
particles. In this case, plane waves with fixed frequencies (ideal frequency
localization, no space localization) are the solutions of the corresponding
differential equations, but do certainly not reflect the physical reality. As
a remedy, plane waves of different frequencies are superposed to so-called
wave-packages which gain a certain amount of space localization, while los-
ing their ideal spectral localization. In a similar way, a suitable superposi-
tion of polynomial Legendre kernel functions leads to so-called zonal kernel
functions, in particular to kernel functions with a reduced frequency, but
increased space localization.

Additive clustering of weighted Legendre kernels — the weights are usu-
ally said to define the Legendre symbol — generates zonal kernel functions.
The uncertainty principle (see Chapter 7) describes a trade-off between two
‘spreads’ of the zonal kernels, one for the space and the other for the fre-
quency. The main statement is that sharp localization of zonal kernels in
space and in frequency is mutually exclusive. The reason for the validity of
the uncertainty relation is that the aforementioned operators o) and o3
do not commute. Thus, o) and 0® cannot be sharply defined simulta-
neously. As already mentioned, extremal members in the space/frequency
(momentum) relation are the Legendre kernels and the Dirac kernels (see
Table 1.6). More explicitly, the uncertainty principle allows us to give a
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Table 1.6: From Legendre kernels via zonal kernels to the Dirac kernel.

Legendre zonal kernels Dirac
kernels kernel

general case

bandlimited spacelimited

quantitative classification in the form of a canonically defined hierarchy of
the space/frequency localization properties of zonal kernel functions, be they
of scalar, vectorial, or tensorial nature. For simplicity, restricting ourselves
to scalar zonal kernels of the form

Km =3 2 kv wpe-n. enee ()
k=0

(with K”(n),n = 0,1,..., being the symbol of the kernel K), we are led
to the following conclusion: In view of the amount of space/frequency (mo-
mentum) localization, it is remarkable to distinguish bandlimited kernels
(i.e., K*(n) = 0 for all n > N) and non-bandlimited ones, for which in-
finitely many numbers K”*(n) do not vanish. Non-bandlimited kernels show
a much stronger space localization than their bandlimited counterparts.
Empirically, if K(n) ~ K"(n + 1) =~ 1 for many successive large integers
n, then the support of the series (1.1) in the space domain is small, i.e., the
kernel is spacelimited (i.e., in the jargon of approximation theory, locally
supported). Assuming the condition lim,,—~, K" (n) = 0, we are confronted
with the situation that the slower the sequence {K”(n)}n=o,1,.. converges
to zero, the lower is the frequency localization, and the higher is the space
localization.

Our considerations lead us to the following characterization of trial
functions in constructive approximation: Fourier expansion methods with
polynomial ansatz functions offer the canonical ‘trend-approximation’ of
low-frequent phenomena (for global modeling), while bandlimited kernels
can be used for the transition from long-wavelength to short-wavelength
phenomena (global to local modeling). Because of their excellent localiza-
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tion properties in the space domain, the non-bandlimited kernels can be used
for the modeling of short-wavelength phenomena (local modeling). Using
kernels of different scales reflecting the different stages of space/frequency
localization (see, e.g., W. Freeden (1998), W. Freeden, V. Michel (1999)
and the references therein), the modeling process can be adapted to the
localization properties of the physical phenomena (see Table 1.7).

Table 1.7: Multiscale expansion of scalar (square-integrable) spherical func-
tions F'.

Sequence of scale-dependent zonal

. . : luti inst ®;
kernels (i.e., scaling functions) ®; \l/convo HIONS against Ty

low-pass filtered versions of F'

(B, % F)(€) = /Q 8,(6 -m)F(n) do(n), £

continuous ‘summation’ over

positions 1 € 0 \l/‘zooming in’ (¢; — & as j — 00)

multiscale expansion of F' involving a Dirac family of zonal scalar kernels

F(§) = lim [ ®;(§-n)F(n) dw(n),§ €

J—=0JO

In case of so-called scaling functions, the width of the corresponding fre-
quency bands and, consequently, the amount of space localization is con-
trolled (in continuous and/or discrete way) using a so-called scale-parameter,
such that the Dirac kernel acts as limit kernel as the scale-parameter takes
its limit. Typically, the generating kernels of scaling functions have the char-
acteristics of low-pass filters, i.e., the zonal kernels involved in the convolu-
tion of the field against the Legendre kernels are significantly based on low
frequencies, while the higher frequencies are attenuated or even completely
left out in the summation. Conventionally, the difference between successive
members in a scaling function is called a wavelet function. Clearly, it is again
a zonal kernel. In consequence, wavelet functions have the typical proper-
ties of band-pass filters, i.e., the weighted Legendre kernels of low and high
frequency within the wavelet kernel are attenuated or even completely left
out. According to their particular construction, wavelet-techniques provide
a decomposition of the reference space into a sequence of approximating
subspaces — the scale spaces — corresponding to the scale parameter. In
each scale space, a filtered version of a spherical field under consideration
is calculated as a convolution of the field against the respective member of
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the scaling function and, thus, leading to an approximation of the field at
certain resolutions. For increasing scales, the approximation improves and
the information obtained on coarse levels is usually contained in foregoing
levels. The difference between two successive bandpass filtered version of
the signal is called the detail information and is collected in the so-called
detail space. The wavelets constitute the basis functions of the detail spaces
and, summarizing our excursion to multiscale modeling, every element of
the reference space can be represented as a structured linear combination of
scaling functions and wavelets corresponding to different scales and at dif-
ferent positions. That is, using scaling functions und wavelets at different
scales, the corresponding multiscale technique can be constructed as to be
suitable for the specific local field structure. Consequently, although most
fields show a correlation in space as well as in frequency, the zonal kernel
functions with their simultaneous space and frequency localization allow for
the efficient detection and approximation of essential features by only using
fractions of the original information (decorrelation).

The Tables 1.7, 1.8, and 1.9 bring together, into a unified nomenclature,
the formalisms for zonal kernel function theory based on the following prin-
ciples:

o Weighted Legendre kernels are the constituting summands of zonal
kernel functions.

e The only zonal kernel that is both band- and spacelimited is the trivial
kernel; the Legendre kernel is ideal in frequency localization, the Dirac
kernel is ideal in space localization.

e The convolution of a field (signal) against a zonal kernel function
provides a filtered version of the original.

e Scaling kernels, i.e., certain sequences of (parameter-dependent) zonal
kernels tending to the Dirac kernel, provide better and better approx-
imating low-pass filtered versions of the field (signal) under consider-
ation.

To summarize, the theory of zonal kernels as presented in this book (see
Chapters 7, 8, and 9) is a unifying attempt of reviewing, clarifying and
supplementing the different additive clusters of weighted Legendre kernels.
The kernels exist as bandlimited and non-bandlimited, spacelimited, and
non-spacelimited variants. The uncertainty principle determines the fre-
quency/ space window for approximation. A fixed space window is used for
the windowed Fourier transform of fields (signals), where the approxima-
tion is still taken over the frequencies. The power of the scaling function
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Table 1.8: Interrelations between space and frequency localization, kernel
type, correlation, integral transform and resolution.

Space localization

no space localization ideal space localization

frequency localization

< >
< >

ideal frequency localization no frequency localization

kernel type

Legendre kernel bandlimited locally supported Dirac kernel

correlation

< >
<

ideal correlation no correlation

integral transform

<
<

Y

Fourier windowed Fourier wavelet

resolution

>
>

A

low high

lies in the fact that zonal kernels with a variable (space localizing) support
come into use. The multiscale transform using scaling (kernel) functions
is a space-reflected replacement of the Fourier transform, however, giving
the dynamical space-varying frequency distribution of a field. Due to the
possibility that variable kernel functions (i.e., scaling functions as sequential
space localizing reductions) are being applied, a substantial better modeling
of the high-frequency ‘short wavelength’ part of a field (signal) is possible.
This finally amounts to the transition from global to (scale-dependent) local
approximation (including multiresolution by spherical wavelets).
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1.2 Layout

Chapter 2 gives an introduction into spherical nomenclature and settings.
Fundamental results of spherical vector analysis are recapitulated. Orthogo-
nal invariance is explained within the scalar, vectorial, and tensorial concept
(see Table 1.9).

Table 1.9: The fundamentals of the book.

addition
theorem

tensorial

vectorial

scalar
orthogonal Funk—Hecke

invariance formula

In Chapter 3, the scalar surface theory of spherical harmonics is formu-
lated based on the work of C. Miiller (1952, 1966) and W. Freeden (1979a);
W. Freeden (1980b). Important ingredients are the addition theorem of
spherical harmonics and the formula of Funk and Hecke. The closure and
completeness of scalar spherical harmonics in the space of square-integrable
functions is shown by Bernstein or Abel-Poisson summability. Exact genera-
tion of linearly independent systems of homogeneous harmonic polynomials
only by integer operations is investigated briefly. Fourier (orthogonal) ex-
pansions are discussed, (the energy of) a square-integrable function (signal)
is split into degree variances in terms of spherical harmonics. The scalar
spherical harmonics are recognized to be eigenfunctions of the scalar Bel-
trami operator on the (unit) sphere. The Legendre polynomial is identified
as the only scalar spherical harmonic invariant under orthogonal transfor-
mations. Zonal, tesseral, and sectorial spherical harmonics, i.e., associated
Legendre harmonics, are introduced by use of associated Legendre func-
tions. Scalar angular derivatives are seen to produce anisotropic operators
within the scalar framework.
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Chapter 4 presents the theory of Green functions with respect to the scalar
Beltrami operator (as proposed by W. Freeden (1979a); W. Freeden (1980b,
1981a)). Its definition is given by formulating four constituting properties,
i.e., the Beltrami differential equation relating the Green function to the
Dirac function(al), the characteristic logarithmic singularity, the rotational
symmetry, and a certain normalization condition to assure uniqueness. In-
tegral formulas are formulated that enable us to estimate the error between
a (sufficiently smooth) function and its truncated orthogonal expansion in
terms of scalar spherical harmonics. Integral expressions are deduced which
act as solutions of the equations involving surface gradient, surface curl gra-
dient, and (iterated) Beltrami differential operators. The results on Green
functions are meant to be the preparatory material for decomposition the-
orems of spherical vector and tensor fields, respectively, in accordance with
the Helmholtz approach. Iterated Beltrami equations are solved by integral
expressions involving Green functions.

In Chapter 5, the vector theory of spherical harmonics is developed in con-
sistency with its scalar counterpart (based on the work T. Gervens (1989),
W. Freeden, T. Gervens (1989, 1991), W. Freeden et al. (1998)). A particu-
lar role is played by the Helmholtz decomposition theorem which separates
a spherical vector field into three field components, namely a radial part,
a tangential divergence-free, and a tangential curl-free part. As already
pointed out, an essential tool for representing a spherical vector field is the
Green function with respect to the Beltrami operator. The physical back-
ground for the Helmholtz decomposition is based on well-known facts of
surface vector analysis, viz. the existence of surface potentials and stream
functions, and the characterization of tangential vector fields such as sur-
face (curl) gradient fields. To be more concrete, the surface gradient field
on the sphere is seen to be generated by a potential function, while the sur-
face curl gradient field is canonically related to a stream function. Vectorial
analogues of the Legendre polynomials are introduced, their properties are
analyzed in detail. Outstanding keystones in the vectorial framework of vec-
tor spherical harmonics are the addition theorem and the formulas of Funk
and Hecke. The closure and completeness of vector spherical harmonics for
the space of square-integrable vector fields is shown via Bernstein summabil-
ity. Two different ways of expanding square-integrable fields in terms of (an
orthonormal system of) vector spherical harmonics are described alterna-
tively based on a (one-step) tensor-vector multiplication or on a consecutive
(two-step) vector-scalar and scalar-vector multiplication.

Chapter 6 deals with the theory of tensor spherical harmonics (in close
orientation to M. Schreiner (1994), W. Freeden et al. (1994, 1998)). All
essential results known from the scalar and vectorial approach are extended
to the tensor case. Orthonormal tensor spherical harmonics are introduced
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in the space of square-integrable tensor fields on the unit sphere. In partic-
ular, the addition theorem for tensor spherical harmonics is formulated and
the decomposition theorem for spherical tensor fields is verified by use of
the Green function with respect to iterations of the Beltrami operator. The
tensor spherical harmonics are characterized as eigenfunctions of a tensorial
analogue of the Beltrami operator. Alternative approaches to tensor spher-
ical harmonics are studied. Tensorial versions of the Funk—Hecke formula
are described in more detail.

Chapter 7 presents the mathematical classification of zonal kernel func-
tions. The verification and interpretation of an uncertainty principle for
fields (with second distributional derivatives) on the the unit sphere is the
essential tool for the classification. Frequency as well as space localization
are formulated by means of the expectation value and the variance of the
surface curl gradient and the radial projection operator, respectively. The
results obtained by certain tools of spherical vector analysis are used for
a large class of band/spacelimited and non-band/spacelimited zonal kernel
functions. The particular role of the Legendre kernel and the Dirac kernel is
pointed out. The series expansions of vector/tensor zonal kernel functions
in terms of (zonal) Legendre kernels are indicated by the specification of
their symbols. All representations are coordinate-free.

Chapter 8 considers two different ways of generating vectorial and ten-
sorial zonal kernel functions (cf. H. Nutz (2002)). In particular, scale-
dependent bandlimited and non-bandlimited zonal kernel functions are listed
such that the scale parameter acts as regulation for the amount of space/fre-
quency localization. The Funk-Hecke formulas enable us to establish filtered
versions of spherical fields by forming convolutions. The sequences of zonal
kernel functions tending to the Dirac kernel, i.e., the so-called scaling func-
tions, provide a ‘zooming in’ approximation of square-integrable fields from
global to local features under (geophysically) constraints.

Chapter 9 presents the concept of tensorial zonal kernel functions. Their
description is given in parallel to the vectorial case. Particular emphasis is
laid on tensor scaling functions.

Finally, Chapter 10 is an application of our spherically oriented approach
to geoscientifically relevant gravitation. The essential goal is to present the
mathematical concepts, structures, and tools for the understanding of mass
balance and mass transport seen in the closely interrelated Earth’s grav-
ity field. The key observables in gravitational field determination such as
gravity anomalies, gravity disturbances, geoidal undulations, deflections of
the vertical, dynamic ocean topography etc are mathematically character-
ized, both in terms of spherical harmonics and zonal kernel functions. The
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problems of determining the (geostrophic) ocean circulation, the elastic field
from ground displacements, and the density distribution inside the Earth
are studied in more detail. Finally, vector and tensor outer harmonic zonal
kernels are shown to be the adequate means for ‘downward continuation’ of
vectorial and tensorial gravitational data from satellite orbits to the Earth’s
surface.

A Dbrief view over the contents of the chapters of this book is given in
Table 1.10.
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Table 1.10: Contents (in brief).

Scalar Vector Tensor

framework framework framework

Basic settings
(differential
operators, Chapter 2 Chapter 2
orthogonal
invariance)

Chapter 2

Green’s
functions,
integral
theorems

Chapter 4

Spherical
harmonics
(definition,
Legendre
functions, Chapter 3 Chapter 5
addition
theorems,
Funk—Hecke
formulas)

Chapter 6

Zonal kernel
Functions
(definition,
classification, Chapter 7 Chapter 8
scaling
functions,
Dirac kernel)

Chapter 9

Applications
(mass
distribution Chapter 10 Chapter 10 Chapter 10
interrelated to
gravity field
quantities)



2 Basic Settings and Spherical
Nomenclature

In this chapter, we start with some notation in the three-dimensional Eu-
clidean space R3. The most important differential operators in R? are listed.
We give the representation of the gradient and the Laplace operator and split
them into their radial and angular parts.

Certain differential operators on the unit sphere € in R? are introduced,
including the surface gradient, the surface curl gradient, the surface diver-
gence, the surface curl, and the Beltrami operator. Although we rely on
coordinate-free representations throughout this book (to avoid coordinate-
implied singularities on the (global) sphere ), these operators will be dis-
cussed, for the convenience of the reader, in the particular system of spher-
ical coordinates. Function spaces of scalar- and vector-valued functions on
the unit sphere are characterized. Basic theorems on vector analysis are
recapitulated in spherical language. Finally, we are concerned with basic
results on spherical symmetry and orthogonal invariance in the scalar, vec-
tor, and tensor context, respectively.

2.1 Scalars, Vectors, and Tensors

The letters N, Np, Z, R, and C denote the set of positive, non-negative inte-
gers, integers, real numbers, and complex numbers, respectively. Let us use
x,7, ... to represent the elements of the Euclidean space R3. For all 2 € R3,
r = (21,72, 23)7, different from the origin, we have

x =7€, r:|fc|:\/w%+x%+x§, (2.1)

where ¢ = (&1, &2,£3)7 is the uniquely determined directional unit vector of
x € R3. The unit sphere in R3 is denoted by €:

Q= {¢c®g - 1)

19
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If the vectors !, £2, &3 form the canonical orthonormal basis in R?

1 0 0
=10, =11, &=10], (2.2)
0 0 1

we may represent the points z € R? in cartesian coordinates z; = x - £,

i=1,2,3, by
3 3

x = Z(xe’)el = inei . (2.3)

i=1 i=1
The inner (scalar), vector, and dyadic (tensor) product of two elements
z,y € R3, are defined by

oy = aly= Z i, (2.4)

TNy = (Tays — T3ye, T3y1 — T1Y3, T1Y2 — T2y1) (2.5)
T1Yyr T1Yy2 T1Y3

@y = zyl = | oy w22 w23 |, (2.6)

T3yt T3Y2 T3Y3

respectively. Clearly, 22 = |z|> = 2 -2 = 272, € R3. Moreover, for
z,y € R3, we have the Cauchy-Schwarz inequality

7yl < |2 - |yl (2.7)
and the triangle inequality

2| = lyll < |o £ y| < ||+ |y (2.8)

With the alternator (Levi-Civita alternating symbol)

+1 if (4,4,k) is an even permutation of (1,2,3)
g% = ¢ —1 if (i,4,k)is an odd permutation of (1,2,3) (2.9)
0 if (¢,7,k) is not a permutation of (1,2, 3)
we obtain
3 3
(xAy)-e = (zNy); ZZEijxjyk . (2.10)
Jj=1k=1

Moreover, we have

3
Zgijkgipq = 3;pOkq — 0jqOkps (2.11)
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where §;; is the Kronecker delta

0 QA
5”_{1 it i=j . (2.12)

As usual, a tensor x € R3®@R? of second rank (of rank 2 or second order)
is understood to be a linear mapping that assigns to each z € R? a vector
y € R3: y = xx. The (cartesian) components x;; of x are defined by

x;; = ¢t (xe¥) = ()T (xe?), (2.13)
so that y = xx is equivalent to

3

3
yi=y-e =Y xijlw-e) = xiju; . (2.14)
i=1

Jj=1

The inner product x - y of two rank-2 tensors x,y € R3 ® R? (also known
as double dot product x : y) is defined by

3 3
x-y =tr(x’y) = Z Z XijYij, (2.15)
i=1 j=1
while
x| = (x - x)'/? (2.16)

is called the norm of x € R3 @ R3.
Given any tensor x and any pair z, y € R3, we have
z-(xy)=x-(zQ@y) . (2.17)
In connection with (2.17) it is easy to see that
(e @el) (F @) =6 o, (2.18)
so that the nine tensors e’ ® 7 are orthonormal. Moreover, it follows that

2

3
=1 j=

3 3
(xije' @) =" xj(x-)e’ = xa. (2.19)
1 i=1 j=1

Thus, x € R3 ® R? can be written in the form

3 3
x=> > xyc@c . (2.20)
i=1 j=1
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The identity tensor i is given by
3 . .
=Y e . (2.21)
i=1

Moreover, we write tr(x) for the trace of x and det(x) for the determinant
of x. It is not hard to see that

trz®@y) =x-y, x,y€R> (2.22)
Furthermore,
x-(yz) = (yTx) -7 = (XZT) -y, x,y,zc REoR? . (2.23)

We write xT for the transpose of x; it is the unique tensor satisfying

(xy) - z=y- (x"2), (2.24)
for all z,y € R®. We call x symmetric if x = x, and skew if x = —xT.
Every tensor x admits the unique decomposition

X = sym X + skw x, (2.25)
into the symmetric part sym x and the skew part skw x. More explicitly,

1 T 1 T
symx:g(x+x), skwx:§(x—x) : (2.26)

It should be noted that there is a one-to-one correspondence between
vectors and skew tensors: Given any skew tensor w, there exists a unique
vector w such that wz = w A z for every z € R?; indeed,

3 3
,Z; sk (2.27)

We call w the axial vector corresponding to w. Conversely, given a vector
w, there exists a unique skew tensor w such that the above relation holds;
in fact,

l\D)—‘

3
Wi = — Z&‘ijkwk . (2.28)

The dyadic (tensor) product z ® y of two elements x,y € R? (see (2.6)) is
the tensor that assigns to each u € R? the vector (y - u)x. More explicitly,

(r@y)u=(y- u)z (2.29)
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for every u € R3.

By use of the canonical orthonormal basis {e!,£2, &3} of R3, a tensor F
of rank k is written in the form

3
F= Fy, e"®...@¢c*% F, . €R, 2.30
152k 1y--05lk

U1t =1

and the set {1 ®...@c% Fit,.ine{1,2,3} is an orthonormal basis of the linear
space of all tensors of rank k.

The scalar product F - G of two tensors of rank k is defined by

3
F ’ G - Z F‘ilwwikGil,...,ika (231)

i1, ip=1
and the Fuclidean norm is
F| = (F -F)/2 (2.32)

IfF = thm,ik:l Fi. i ®...@c% and G = Zi” 1 ®...®cl are
tensors of rank k and [, respectively, then F ® G is the tensor of rank k +
defined by

FeG= Y Y Fi 4Gj ;9. e 0. . .0 (2.33)

1500 =1 g5 1=1
A tensor of rank two,
3
f= Fie' o, (2.34)
ik=1
can be viewed as a linear operator on vectors (tensors of rank one) g =
S22 Gie' in the sense of

3

fg= > FixGie" (2.35)
ik=1

Interpreting a tensor of rank four as a linear operator on tensors of rank
two, we define

3
Fg = Z Fi)j’kyle,ﬁi ® 8j, (236)
i,4,kl=1
where
3 . .
F = Z Fiiret@ed @ef@é (2.37)

1,5,k =1
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is a tensor of rank four (also called rank-4 tensor) and

3
g = Z Gricb ® ¢ (2.38)
k=1

is a tensor of rank two (i.e., rank-2 tensor).

As usual, we define the product of two tensors of rank two, f = Z?,k::l

Fipet@el and g = Zl%,j:l G;msk ® el by
3

fg = Z FMG;@J‘E" ® &’ (2.39)
i.j,k=1

Furthermore, the product of two rank-4 tensors

3
F= Y Fjueede" " (2.40)
i,7,m,n=1
and
3
G = Z Grnkie" ®e" ® F@el (2.41)
m,n,k,l=1
is analogously defined by
3
FG= Y FijmnGmnre @& @@ (2.42)
4,7,k,l,mn=1

2.2 Differential Operators

If ' is a set of points in R3, OT will denote its boundary. The set T' = TUOT
will be called the closure of . A set I' C R? is called a region if and only if
it is open and connected.

By a scalar, vector, or tensor function (field) on a region I' C R3, we
mean a function that assigns to each point of I', a scalar, vectorial, or
tensorial function value, respectively. Unless otherwise specified, all fields
are assumed to be real valued throughout this book. It will be of advantage
to use the following general scheme of notations:

capital letters F', G : scalar functions,

lower-case letters f, g : vector fields,

boldface lower-case letters f, g : tensor fields of second rank,
boldface capital letters F, G : tensor fields of fourth rank.
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The restriction of a scalar-valued function F', a vector-valued function f,
or a tensor-valued function f to a subset M of its domain is denoted by
F\M, f|M, or £f|M, respectively. For a set S of functions, we set S|M =
{F|M |F € S}.

Let I' € R? be a region. Suppose that F : I' — R is differentiable.
VF : 2 — (VF)(x), x € T, denotes the gradient of F on I'. The partial
derivatives of I at © € T, briefly written Fi, i€ {1, 2,3}, are given by

_OF

= @ = (VD)@ = (VA @), . (243)

Fi(z)

LF :z — LF(z) = 2 A (VF)(x), z € T, is called the curl gradient of F
on I We say that the scalar function F' : I' — R, the vector function
f:T — R3, and the tensor function f : I' — R3®@R3, respectively, is of class
CWon T, ¢ on I, and ¢ on T, if F, f,f, respectively, is differentiable
at every point of I' and VF, V f, Vf, respectively, is continuous on I'. The
gradient of VF, V£, V£ is denoted by VA F, V@ f V@£, Continuing in
this manner, we say that F, f,f, respectively, is of class C) ¢ ¢ opn
T,n > 1 (briefly, F € C™(T), f € <™(T), f € c™(I)) if it is of class
C(n=1) ¢(n=1) (=1 and its (n — 1)st gradient \AON A VAU N R VAUl
respectively, is continuously differentiable (note that we usually write C, ¢, ¢
instead of C(©),¢(® ¢ respectively).

Obviously, the gradient of a differentiable scalar field is a vector field,
while the gradient of a differentiable vector field is a tensor field, etc. We
say that F is of class C™ on T, T = T U Al (briefly, F € C"(T)), if F
is of class C™ on T and, for each k € {0,...,n}, V*) F has a continuous
extension to I (in this case, we also write V(" F for the extended function).
Analogous definitions can be given for the vectorial and tensorial cases.

Let u : T' — R3 be a vector field, and suppose that u is differentiable at a
point x € I'. The partial derivatives of u at « € I" are given by

ujj(x) = gz; (z) = &' (Vu)(x)e? . (2.44)

Then, the divergence of u at x € T' is the scalar value
Vg - u(z) = diveyu(z) = tr (Vu)(z) . (2.45)

Thus we have the identity

3
Vo - u(z) = diveu(e) =Y wy(z) (2.46)
=1
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The curl of u at x € I', denoted by
L; - u(z) = curlyu(x),
is the unique vector with the property
((Vu) (z) — (Vu) (2)7) a = (curlyu(z)) Aa = (Ly - u(z)) Aa (2.47)
for every a € R3. In components, we have
3 3
(Lo - u(z)) - &' = curlyu(z) - ' = Y eWFuy(x) (2.48)
j=1k=1

We write (ﬁxu)(x) for the symmetric gradient of u given by

~

() (z) = sym (Vu)(z) = % (Vu)(@) + (Vu)(@)T) . (2.49)

Let f: ' — R3 ®R3 be a tensor field of second order, and suppose that f
is differentiable at « € I'. The partial derivatives of f at x € I are given by

of;;
oxy,

fiji(@) = 52 (@) = & - ((VE) (2)e ) o, (2:50)

Then the tensor field f7 : x — (f(x))T, 2 € T, is also differentiable at
x € I'. The divergence of f at x, written by V. - f(z) = div,f(z), is the
unique vector with the property

(Vi -f(z))-a = divef(z)- a (2.51)
= div, (fT(x)a) =V;- (fT(x)a)

for every (fixed) vector a € R3. In the same manner, we define the curl of
f at z, written by L, - f(z) = curl,f(z), to be the unique tensor with the

property
(Ly - f(x)) a = curl, f(x)a = curl, (fT(x)a) =1L, - (fT(a:)a) (2.52)
for every (fixed) vector a € R3. Clearly,

3

(Ve £(x)); = divaf(z) & = > (), (2.53)
j=1
3 3
e (Ly - f(x)el) = &' - curl,f(z Z Ze POt () (2.54)

p=1g=1
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Let F: T' — R be a differentiable scalar field, and suppose that VF' is
differentiable at « € T". Then we introduce the Laplace operator (Laplacian)
of Fat z €I by

A F(2) = dive (VF)(2)) = Ve - (VF) (7)) (2.55)

Analogously, we define the Laplacian of a vector field f : T' — R? (with V f
being differentiable at = € T") by

Apf(x) = dive (V) (2)) = Vo - (V) (2)) (2.56)

Clearly, for sufficiently often differentiable F, f,

3

A F(x) = > Flw), (2.57)
=1
3

Apf(x)-&" = Zfz’|j\j($)~ (2.58)
=

Finally, the Laplacian A,f(x) of a sufficiently smooth tensor field f is the
unique tensor (of second order) with the property

(Af) (x)a = A, (f(z)a) (2.59)

for every fixed a € R3. In components,

3
e (AF) (2)e =) £ijjgq(@) - (2.60)
q=1

Of future interest are the following identities

L-VF=cwl VF = 0, (2.61)
V-(L-u)=diveurlu = 0, (2.62)
L-L-w)y=curlcurlu = Vdivu—Au=V(V-u)—Au, (2.63)

L-(Vu)=curl Vu = 0, (2.64)

L (Vu") =cul (Vu') = Vewlu=V(L-u), (2.65)
Vu=-Vul = VVu=0, (2.66)
V-(L-f)=divewlf = culdivf’ =L-(V-fT), (2.67)
L-(L-£)" = (curl curl £)7 = curl curl £7 = L- (L-£7), (2.68)
V-(fTu):div(fTu) = wu-divf+f-Vu=u-(V-f)+1fVu,

(2.69)



28 2 Basic Settings and Spherical Nomenclature

provided that F' is a scalar field, u is a vector field, and f is a tensor field,
sufficiently often differentiable on I'.

If T is a bounded region in three-dimensional Euclidean space with (smooth)
boundary OI" and unit outward normal v, then the Gauss theorem tells us
that

/ V.F(z) dV(z) — / Pla)v(z) dw(z), (2.70)
I or
[Vet@ave@) = [ @) o) dota), (2.71)
I or
/Vgc < f(x) dV(z) = ( (z) - v(z) dw(z), (2.72)
I or
/Lm f(x) dV(z) = / v(z) A f(x) dw(z), (2.73)
I or
/ V. f(z) dV(z) — / £(2)0(z) do(a), (2.74)
I or

whenever the integrand on the left is continuously differentiable on I' =
T'uar (dV is the volume element, dw is the surface element).

By letting f = VF, F € C)(T), we obtain from (2.72)

/AxF(x) dV (z) :/ 8—F(a:) dw(z). (2.75)
r 0.

Fal/

Consequently, for all functions F € C1(T) U C3)|(T) satisfying the Laplace
equation AF =0 in I', we have

— () dw(x) = 0. (2.76)

Furthermore, for all f = FVG , F € C)(T), G € C?(T), we get
Theorem 2.1. (First Green Theorem) For F € C(T),G € C(T)

/ (F(2)A,G(x) + V. F(z) - V,G(x))dV(z) = / F(x)—(x) dw(x).
r ar ov

Taking f = FVG — GVF, F,G € C®(T), we obtain
Theorem 2.2. (Second Green Theorem) For F,G € C®)(T)

/F (F(2)A,G(x) — G(x) A F(x)) dV(z)

- [ (rofw - @i @) ),
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For all z € R*\{y},x = (21,29, 23)", y = (y1,v2,%3)T, an easy calculation
shows us that
1 1

= 2.
] 3 12! 270
(S -mr)
k=1
0 1 Tk — Yk
— =— , k=1,2,3, 2.78
Owgle—yl o —y? (278)
and
Ozpdzj | —y| |z -yl
4,k =1,2,3. In other words, for all z € R?, x # y, we have
1
— =0, 2.80

ie., x — |z —y|™!, = # y, is a radial-symmetric solution of the Laplace
equation in R3\{y}. In potential theory, it is called the fundamental solution
of A.

Suppose that y is an element of I'. Then, for all sufficiently small € > 0,
the Second Green Theorem (Theorem 2.2) gives us

1 1
Flx)Ay—— —— A, F(z dV (x 2.81
e (PO @ | ) e
z—y|>e — 7
=0
0 1 1 OF

= [ (F“”)awm - xy|au("”’> ()

0 1 1 OF
¥ / (Fog e~ ) )

provided that F is of class C(?) (T'). Now, because of the continuity of %—f,
we find

1 OF 1 oF
el < = — .
/ PR (z) dw(z)] < g / ey (z)| dw(z) (2.82)
g g o
< €47T€2 =9 0.
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Moreover, we have

o 1
/ . Fla) ot deo) (2.83)

-y
= - /wiy‘:s F(x) v(x) - [ dw(x)

zel
1
-2 /x_y‘fg F(z) dw(x).
zel’

The Mean Value Theorem allows us to write

[ Pl dote) = 4mF )2 (.8)

zel

where T, is a point on the sphere in R3 with center 5 and radius e. Observing

the continuity of F', we are able to deduce that F(Z.) =9 F(y) as T, i Y.
Thus we see that

. o 1
lim / o PO ) = 45y €T (2.85)
T€

Remark 2.3. Similar arguments apply to the cases y € 9T and y ¢ T.

Summarizing our results we finally obtain the following theorem.

Theorem 2.4. (Third Green Theorem) Let F be of class C?)(T'). Then

/r|x1—y|AxF(x> dv (z)
/E)F( Lo ) - ) 1) do(z)  (2.86)

1 oF -2
lx —y| ov vy |z — |
—ArF(y) , yeT,
— —2rF(y) , year,

0 , y¢r.

2.3 Spherical Notation

As already mentioned, the unit sphere in R3 is denoted by Q:

Q={¢ecR|¢=1}. (2.87)
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We set Q' for the ‘inner space’ of 2, while Q% denotes the ‘outer space’
of Q2. More explicitly,

o {z eR?| |2| <1}, (2.88)
Q" = {zecR?|z| >1}. (2.89)

The sphere in R with radius R around the origin will be denoted by Qg:

Qr = {z € R*||z| = R}. (2.90)

We set QB¢ for the ‘inner space’ of 2, while Q% denotes the ‘outer space’
of Qp:

Qp' = {zeR| |z] <R}, (2.91)
0%t = {zcR? |z| >R} (2.92)

It is well known that the total surface || Qg|| of Qg is equal to 47 R%:
1Qk| = / dw(€) = 4mR®. (2.93)
QR

We may represent the points 2 € R?, z = €, € € Q in polar coordinates as
follows (see Fig. 2.1):

x = r€ r=|z,
¢ = te® + V1 —12(cos pe! + sin pe?), (2.94)
—1<t<1,0<p<2m, t=cos?,

(9 € [0,7]: (co-)latitude, @: longitude, ¢: polar distance), i.e.,

€ = (sin? cosy, sin® singp, cos?)? . (2.95)
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£3

2

Fig. 2.1: Polar coordinates in three-dimensional Euclidean space R3.

More explicitly,
& = (sin ¢ cos pg, sin ¥ sin gg, cos 19§)T . (2.96)
The scalar product between two unit vectors £ and 7 reads as follows:

n-§ = sind, cos g, sin e cos g¢ (2.97)
-+ sin 4y, sin ¢, sin ¥¢ sin ¢
+ cos ¥, cos Vg
= (cos y cos ¢ + sin g, sin ) sin ¥y, sin ¥¢ + cos 1, cos V¢
= cos(py — @¢)sindy, sin ¢ + cos ¥, cos V¢

= cos(py — pe)\ /1 —12 /1 — 12 + tyte.

2.4 Function Spaces

The set of scalar functions F' : Q@ — R which are measurable and for which

1 Fllre = ( JEGT dw@))” <o, l<p<oo,  (2.98)
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is known as LP(Q2). Clearly, LP(Q) C L%(Q) for 1 < ¢ < p. A function
F : Q — R possessing k continuous derivatives on the unit sphere 2 is said
to be of class C)(Q), (0 < k < 00). C(Q) (= CO(Q)) is the class of
continuous scalar-valued functions on Q. C(2) is a complete normed space
endowed with

[ F'l|c(qy = sup [F(§)]. (2.99)
eQ

By u(F’;6), we denote the modulus of continuity of the function F' € C(Q)

1(F; ) IF(e) — F(O)], 0<4<2. (2.100)

= max
£,(e1-€-(<6

A function F' : Q — R is said to be Lipschitz-continuous if there exists a
(Lipschitz) constant Cp > 0 such that the inequality

|F(&) = F(n)] < Crlé —nl = V20ry/1 - &1 (2.101)

holds for all £, € 2. The class of all Lipschitz-continuous functions on €2
is denoted by Lip(Q2). Clearly, C()(Q) c Lip(Q).

L2(Q) is a Hilbert space with respect to the inner product (-, Jr2(q) de-
fined by

(F,G)12(0) = /Q F(&)G(E) dw(€), F,Gel?(Q). (2.102)

In connection with (-,-)r2(q), C(2) is a pre-Hilbert space. For each F' €
C(Q2) we have the norm estimate

1 FllL2(0) < VAT [|Flcg)- (2.103)

L%(Q) is the completion of C(Q2) with respect to the norm || - [|2(q), i-e.,

L) = c() 2o, (2.104)

Any function of the form
Ge: Q= Rn— Ge(n) =G(E-n), neq, (2.105)

is called a &-zonal function on Q (or &-axial radial basis function). Zonal
functions are constant on the sets

Q&R ={neQle-n="h}, he|-1,1]. (2.106)
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The set of all é-zonal functions is isomorphic to the set of functions G :
[—1,1] — R. This allows us to interpret C[—1,1] and LP[—1, 1] (with norms
defined correspondingly) as subspaces of C(Q2) and LP(Q2). Obviously,

1Gllcr-1,1 = 1G>l (2.107)
and we define

1Glltri-1y = IIGE*) e
G HP d v

- (27r /_ 11|G(t)p dt)l/p.

Analogously, we define the inner product in L?[—1, 1] by

1
(F, G)ypap_yy) = 27 /_ P0G dr (2.109)

F,G € L2[-1,1].
Next, we give some preliminaries for the study of vector fields defined on

the unit sphere €. Using the canonical orthonormal basis {e!, 2,3} of R3,
we may write any vector field f : Q — R3 in the form

3
[ =) _Fi(&e, ¢eQ, (2.110)
=1

where the component functions Fj are given by F;(¢) = f(£) - €', & € Q.

12(Q2) denotes the space consisting of all square-integrable vector fields on
Q. In connection with the inner product

(. Dy = /Q £(6) - 9(6) dw(€), f.g € B(Q), (2.111)

12(Q) is a Hilbert space. The space ¢P)(Q), 0 < p < 0o, consists of all p-
times continuously differentiable vector fields on €. For brevity, we usually
write ¢(Q) = ¢(?)(Q). The space ¢() is complete with respect to the norm

I flle) = zlelglf(ﬁ)L f€c(Q). (2.112)

Furthermore,

@ e — 2. (2.113)
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In analogy to (2.103), we have for all f € ¢(Q2) the norm estimate

[ flh2) < VAT ([ flleq)- (2.114)

The generalization of the preceding settings to tensor fields of rank two
is straightforward. A tensor field is said to be of class ¢*) (), 0 < k < oo,
if its component functions with respect to the basis {Ei ® sk}i7k:172,3 are in
C®)(Q). The space ¢(Q)(= c¢(?(Q)) equipped with the norm ||-||o(q) defined
by

[£]le() = sup [£(€)], £ € (), (2.115)
e

is a Banach space. By 12(2), we denote the Hilbert space of square-integrable
tensor fields f : Q@ — R? ® R? with inner product

(£, @) = /Q £6) g(€)do(), fgel?(®),  (2116)

and associated norm || - ||j2(q). The space 1>(Q) is the completion of c(€2)
with respect to the norm || - [|;2(q.

2.5 Differential Calculus

In order to introduce a system of triads on spheres, we define the vector
function

®: [0,00) x [0,27) x [-1,1] — R? (2.117)
by
rv1—t2cosp
O(r,pt) = | rvVI—1t2sing | . (2.118)
rt

Setting r = 1 we already know that a local coordinate system is obtainable
on the unit sphere. In other words, instead of denoting any element of €2
by its vectorial representation &, we may also use its coordinates (p,t) in
accordance with (2.94). Calculating the derivatives of ® and setting r = 1,
the corresponding set of orthonormal unit vectors in the directions 7, ¢, and
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t is easily determined to be

V1 —t2cosp
e"(p,t) = V1—tsing |, (2.119)
t
—sing
e?(p,t) = CoS ) (2.120)
0
—tcos
el(p,t) = —tsing | . (2.121)
V1—1t?

Obviously,
el(p,t) =" (o, t) Ne(p,t) . (2.122)

The vectors ¥ and ' mark the tangential directions. Since we associate
& with its representations using the local coordinates ¢ and t, we identify
e"(§) with (¢, t), etc (cf. Fig. 2.2).

Fig. 2.2: The local triad ", £¥, ' with respect to two different points & and
7 on the unit sphere.

From (2.119) to (2.121), we immediately obtain a representation of the
cartesian unit vectors in terms of the spherical ones:

el = V1 —t2cospe"(p,t) — sinpe?(p,t) — tcos pet(p,t), (2.123)
€2 = V1 —1t2singe"(p,t) + cos pe?(p,t) — tsinpet(p,t), (2.124)
3 = te"(p,t) + V1 — 2 (p, 1) . (2.125)

The system {e?, &'} enables us to formulate a vector differential calculus.
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Gradient fields VF' can be decomposed into a radial and a tangential
component. More explicitly, the surface gradient V* contains the tangential
derivatives of the gradient V as follows:

a *
V=eo 4o v (2.126)
Letting x = ¢, r = ‘$|, & € Q, we find with n € Q
Va(z-n)=n=e"({-n)+ Vi€ n), (2.127)
such that
Ve(€-m) =n— (& n). (2.128)

The surface curl gradient L* is defined by
LF(E) = EAVIF(E), £, (2.129)

F € C(Q). According to its definition (2.129), L*F is a tangential vector
field perpendicular to V*F | i.e.,

ViF(€)-LiF(§) =0, ¢eq. (2.130)

V*. = div* and L*- = curl®, respectively, denote the surface divergence
and the surface curl given by

3
§) =) ViF(¢)-¢ (2.131)
=1
and 5
Li1(6) = S LIF(E) < (2132)
i=1

Note that the surface curl as defined by (2.132), i.e
£ Le-f(§) = cwrlg f(§) = dive (f()AE) = Ve-(F(OAE), €€, (2133)

represents a scalar-valued function on the unit sphere Q in R3.

The aforementioned relations can be understood from the well-known role
of the Beltrami operator A* in the representation of the Laplace operator

A: )
0 20 1
Ay = =— —A¢ . 2.134

v (8r> Ty ror + < ( )
In spherical coordinates, the operators A*, L*, V*, respectively, read as fol-
lows:

., 0 N, 1 d\?
Af = a(l—t)at+1_t2(&p>, (2.135)
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L £+5t 1—t29, (2.136)

VI_20p ot

VE =¥

1 0

0
Li=—e?V1—-12— 4 ¢ — . 2.137
i 9 a1 +e T a(p ( )
An easy calculation using (2.119)—(2.121) shows that
Vi = _ (—sinpe! + cos pe?) 9 (2.138)
¢ Vi—12 dp '
0
+v/1 —t2 (ftcos el —tsingpe? + V1 — t253) o
0
Ly = V112 (sin e’ — cos pe?) 5 (2.139)

1 0
iy — (—t cos el — tsinpe? + /1 — t253> —.
V1t v v dp

For the convenience of the reader, a list of the spherical operators is
included (see Table 2.1).

Table 2.1: Spherical differential operators.

Symbol ‘Diﬁ'erential Operator

Vz surface gradient at &
Lz =&N Vz surface curl gradient at &
Vg surface divergence at &
LZ- surface curl at &
Af = Vg - V| Beltrami operator at £
Af =L - Lg | Beltrami operator at §

It should be mentioned that the operators V*, L*, A* will always be used
here in coordinate-free representation, thereby avoiding any singularity at
the poles.

Since the operators V*, L* and V*., L*. are of particular interest through-
out this work, we list some of their properties: If & € 2, then
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Vi ViF(€) = AIF(), (2.140)
L LiF(E) = AIF(6), (2.141)

Vi LEF(€) = 0, (2.142)

i ViF(€) = 0, (2.143)
ViF(€)-LIF(E) = 0, (2.144)
Ve (FOF©) = (ViF©)- )+ FE(V:- £(©), (2145)
Vi€ = 2 (2.146)

& € Q. Moreover, we have
VeNFE©) (&) =VeFEANFE)+FEVeAF(E), £€Q. (2.147)

For a given function F € CM(Q), the triple F(£)¢, VEF(£),LEF(E), £ € O,
supplies us with a system of three orthogonal vectors at each point & €
provided that F'(§) # 0 and Vi F(£) # 0.

Let n € Q be fixed, then it is not difficult to see (cf. (2.127)) that, for
£eq,

Vel€-m) = n—(&-nk, (2.148)
Li€-m) = EAVEE-m) =&, (2.149)

and
AL(E-m) = =2(¢ ). (2.150)

More generally, if F is of class C)[—1,1] and F’ € C[-1,1] is its (one-
dimensional) derivative, then

ViF(E-m) = F(&n)n— (& o), (2.151)
LeF(Em) = F'(&-n)EAn), (2.152)

whereas, for F' € C(Q)[—l, 1],
ALF(E-m) = =2(&-mF'(&-n)+ (1= (€ n))F"(€ - n). (2.153)

2.6 Integral Calculus

Having formulated the development of a vector differential calculus, we now
come to the integral calculus: Let T' be a subset of ) with (sufficiently
smooth) boundary curve JI" (see Fig. 2.3). Moreover, denote by v and 7 unit



40 2 Basic Settings and Spherical Nomenclature

surface vectors normal (outward of I') and tangential to 9T, respectively.
Let o denote the arc length along OI" .

Fig. 2.3: T as subset of the unit sphere 2.

Then the surface theorem of Gauf reads

[ Ve s©aue) = [ ve 1€ doto), (2.154)
I or

while the surface theorem of Stokes takes the form

/ Lt - £(€) dwl(€) = / 7e - £(€) do(€) (2.155)
T or

provided that f is a continuously differentiable field on T' = I' U " such
that f(§)-£€=0,£eT .

Applying the Gaufl formula to f = F V*G with suitable F, G we obtain
the First Green Surface Theorem

/ VIG(E) - VIF(€) duw(€) + / F(E)ALG(E) dw(€)
T T

0
-/ F(6)5,0(€) do(6) (2.156)
In a similar way, applying the Stokes formula to f = FL*G we get
/F LIG(E) - LEF(€) dwl€) + /F F(E)AIG() dw(€) (2.157)

~ [ FO5-G©o(¢
ar 7¢
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(observe that 9/dve = vg - Vi and /07 = 7¢ - L). Interchanging F, G in
(2.157) and subtracting (2.156) yields the Second Green Surface Theorem
JAF©AGE) - GloAFE©} do(©

- [ {rogco-cogro}ao e
- [ {rezeo-cozzro} o

There are immediate consequences of the above formulas due to the fact that
the integral identities also hold true on Q\I' (under suitable assumptions on
the integrands). For the whole sphere ), this leads to

/f(é)-VEF(ﬁ)dW(f) = —/F(ﬁ)v?f(f)dw(é), (2.159)
Q Q
/Qf(i)'LEF(é)dW(ﬁ) = —/F(é)LZ-f(S)dw(é“L (2.160)

/QVZF(Q'VEG(S)dw(S) = — | FOAGE)dw(§)  (2.161)

S— 53

= [ COaFE© duo(e).
Furthermore,
| Vi s aute) o (2.162)
[ 1RO LiG@ dute) = - [ POAGO WO, (163)
[ Ve (&) nyaue) <o (2.164)

provided that F : Q — R (resp. f:Q — R3) are sufficiently often continu-
ously differentiable.

Let us consider a spherical vector field f of class ¢(2). Of course, f can

be decomposed by using the three basis vectors e!, €2, €3:

3

3
FO= (f& ) =) F(9, ¢eq, (2.165)

i=1 i=1

where F; : Q — R are differentiable functions with F;(£) = f(&) - €, € € Q,
i = 1,2,3. The representation (2.165) can be used to reduce vectorial
differential or integral equations, but it has the drawback that essential
properties (for example, surface divergence, surface curl, spherical symme-
try, etc) of vector fields are ignored. This problem can be overcome by the
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Fig. 2.4: A curve C on ) connecting two points & and &;.

Helmholtz decomposition formula (for more details the reader is referred to
Section 5.2). To be more specific, the decomposition (2.165) of vector fields
using the unit vectors €', i € {1,2,3}, is no longer adequate for a large
class of problems, since none of them reflects either the tangential or the
normal direction on the sphere. A first hint for a system of unit vectors
that is more suitable to a physically motivated situation can be given by
the representation:

f(f) = fnor(f) + ftan(g)v (2.166)
where

foor (§) = (F(£) - €)¢ (2.167)

The vector & € 2 points into the normal direction. Thus, we have to con-
struct for fian(€) in each point & € Q two unit vectors perpendicular to £
(that have to be of physical relevance).

Clearly, for a continuous vector field f : Q — R3, we call

£ foor(§) = (f(§) -€)E, €€, (2.168)
the normal field of f, while
£ fran(§) = f(§) — (F(§) - §)§, €€, (2.169)

is called the tangential field of f. Obviously, the identity (2.166) is valid
and the normal field of f is orthogonal to the tangential field of f, i.e., for
all £ € Q

(F(O) - - (F&) = (F(&)-€) ) = (f(&)-O*—(f(&)-€)>
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Furthermore, for f,g € ¢(2) and £ € Q,

f(g) : g(f) = fnor(g) 'gnor(g) + ftan(g) 'gtan(£)~ (2'171)

Lemma 2.5. The tangential field of f vanishes i.e., fian(§) =0, £ € Q, if
and only if f(&)-7(£) = 0 for every unit vector 7(§) that is perpendicular
to &, i.e., for which & -7(§) =0, £ € Q.

Proof. First, assume fioy, = 0. For all £ € Q) we have

f&)-7(&) = (f(&)-9 (£ -7(5)

+ (f(§) = (f(§) - §)¢) -7(E) (2.172)

Conversely, assume that the tangential field is non-vanishing, i.e.,

fran(§) = f(&) = (F(§) - )& # 0. (2.173)

Then it follows that fian ()| fian(€)] ™! is a unit vector field perpendicular to
&. Hence, by our hypothesis,

. ftan(g) o
fran(§) G 0. (2.174)
This implies
| fran(§)[ = 0, (2.175)

which is a contradiction. Thus it follows that fian(£) = 0, as required. [

Lemma 2.6. Suppose that f is continuous on 2. Moreover, let

[ 7+ s1€) date) =0 (2.176)
for every curve C lying on Q. Then

fran(§) =0 (2.177)

for all £ € Q, i.e., the tangential field of f vanishes for all £ € Q.

Proof. Choose any point §y € 2. Let 7¢, be any unit vector satisfying
T¢o - &0 = 0. Then, there is a curve C on () passing through &, whose unit
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tangent vector at & is just 7¢,. Let Cfgb be any subset of C containing &.
Then, in accordance with our assumption,

L 7 10 dot) = (2.178)

sub

Hence, letting the length of Cfﬁb tend to zero we find 7¢, - f(§) = 0. Lemma

2.5 then yields fian(&0) = f(&0) —(f(&0)-&0)&0 = 0. Since & can be any point
on the sphere , we have fian(§) = f(§) — (f(§)-§)E=0forallE € Q. O

The surface gradient acts like an ordinary gradient in R? when we inte-
grate it along lines on €. In more detail, suppose F' is continuously differ-
entiable in an open set in R? containing €, and C is any curve lying on €,
starting at & and ending at & (see Fig. 2.4). Suppose that 7¢ is the unit
tangent vector at & on C pointing from &y to &;. Then

F(&r) — F(&) = /C re - VEF(E) do(€) (2.179)

(observe that 7¢ - Ve F'(§) = 7¢- VEF(E), € € Q, (cf. C. Miiller (1969))). This
result enables us to show the following lemma.

Lemma 2.7. Let F be of class CV(Q). Assume that ViF(§) =0 for all
&€ Q, then F is constant, and conversely.

Proof. 1f Vi F(£) = 0, then we obtain, in connection with (2.179), F'(&) =
F (&) for any &y, &1 on Q.

Conversely, if F' is constant, the identity (2.179) shows that f = V*F
fulfills

[ 116 ase) —o (2.130)
for every curve C lying on Q. Consequently, following Lemma 2.6,
frn(€) = 0 (2181)
for all £ € Q. This shows that
Fan€) = F© — (J(€) € €= J(O) =VIF(©) =0 (2182)
for all £ € Q. 0

From Lemma 2.7 we are immediately able to deduce the following state-
ment.
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Lemma 2.8. Let F be of class C)(Q). Assume that LiF(§) = 0 for all
& € Q, then F is constant, and conversely.

Proof. It L{F(§) = 0, ie, § AVEF(§) = 0 for all £ € Q. Then £ AEA
VIF(€) = (£ VEF(€)E— VIF(€)(£-€) = —VEF(€) = 0 for all ¢ € . Thus,

by virtue of Lemma 2.7, we find F' = const.

Conversely, if F' is constant, then LZF({) =EANVE(E) =EN0=0 for
all ¢ € Q. This proves Lemma 2.8. O

Next, we prove the following well-known result of spherical vector analysis
(see, e.g., G.E. Backus et al. (1996)).

Lemma 2.9. Let f € ¢(2) be a tangent vector field, i.e., f(§) = fian(§) =
f&) = (f(&)-&)¢,& € Q. Furthermore, suppose that

[ 7 5t€) dote =0 (2183)
for every closed curve on ).

Then, there is a scalar field P on § such that

F(&) = ViP(©), ¢eq. (2.184)

The field P is continuously differentiable and is unique up to a constant.

Proof. Take an arbitrary, but fixed & € 2. We let
3
Pe) = /5 e F() do(Q), (2.185)
0

the integral being along any curve C that starts at £y € €2 and ends at £ € Q.
Then, for any two points &y, £ on €2 and any curve C lying on €2 and starting
at & and ending at &1,

3
Pl Pl = [ - 1(0) do0) (2.186)
Observing (2.179) we find

&
P(&1) — P(€) = /5 re - VEP(C) do(0). (2.187)
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Combining (2.186) and (2.187), we obtain
&1
/5 - (f(¢) = VEP(Q)) do(¢) =0 (2.188)

for any curve C on 2. Lemma 2.6, therefore, tells us that
f(§) = VeP(§) =0, e (2.189)

The proof that P is continuously differentiable on € is omitted. The easiest
way to construct such a proof is to take P constant on each straight line
passing through € in the normal direction (see, e.g., G.E. Backus et al.
(1996)).

In order to verify that P is unique up to a constant, we observe that
ViPI(§) = ViP(€),€ € Q, implies VE(Pr — P)(§) = 0, £ € Q, ie., by
virtue of Lemma 2.7, P, — P, = const. O

Now we are able to formulate the following important theorem:

Theorem 2.10. Let f € ¢(V(Q) be a tangential field, i.e., f(€) = fian(€) =
f(&) = (f(§) - €& for all § € Q.

Then L - f(&) =0, £ €Q, if and only if there is a scalar field P such that

f(&) =VeP(), £€9, (2.190)

and P is unique up to an additive constant (P is called potential function

for f).

Similarly, Vi - f(§) =0, § € Q, if and only if there is a scalar field S such
that

f(&) =LgS(6), €€, (2.191)

and S is unique up to an additive constant (S is called stream function for

f)-
Proof. The condition f = V*P implies L* - f = 0, and f = L*S implies
v*. f=0.

Conversely, assume that Lz - f(§) =0, £ € Q. Then the surface theorem
of Stokes implies

[ 16 ase) =0 (2.192)
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for every closed curve C on 2. From Lemma 2.9, it follows that there exists
a scalar field P such that f = V*P. Furthermore, P is unique up to an
additive constant.

Finally, suppose V*- f = 0. Then Lg- (§A f(§)) = 0, § € Q. Hence, by the
same arguments as above, there is a scalar field .S, unique up to a constant,
such that

—ENf(§) =VeS(€), e (2.193)
This is equivalent to
—ENENF(E) = (ENVES(E), L€, (2.194)
or
f=L*S (2.195)
on ). This proves Theorem 2.10. O

For tangential fields, the validity of homogeneous “pre-Mazwell equations”
implies that the field under consideration vanishes identically. This is the
content of the next theorem.

Theorem 2.11. Let f be a continuously differentiable tangential vector field
on Q (i.e., f(§) = fran(§) = f(§) = (F(§) - §)&, € € Q) such that

vzf(g) = 07 5697
i f(€) = 0, £eq

Then f =0 on Q.

Proof. From Lg - f (§) = 0 we get from Theorem 2.10 that there exists a
scalar field P such that

f(€) =VEP(E), €. (2.196)

From Vi - f(§) = 0 we can therefore deduce that Vi-ViP(£) = AP(€) = 0.
Together with (2.161), this leads to
/Q (VEP(€))? du(€) = 0. (2.197)

Consequently, it follows that f(§) = VZP(E) = 0. This is the required
result. O
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2.7 Orthogonal Invariance

Systems of equations which maintain their form when the coordinate axes
are subjected to an arbitrary rotation are said to be rotationally, or orthog-
onally, invariant. The orthogonal invariance is, of course, closely related
to the group O(3) of all orthogonal transformations, i.e., the group of all
t € R3 ® R such that tt7 = tTt = i,i= ((51']‘)1'7]':172’3. The set of all ro-
tations, i.e., SO(3) = {t € O(3) |dett = 1} is a subgroup called the special
orthogonal group .

We briefly recapitulate some properties of these groups (see, e.g., C.
Miiller (1998), N.J. Vilenkin (1968) and many others):

1. Let &, 1 be members of ). Then, there exists an orthogonal trans-
formation t € O(3) with n = t{ and an orthogonal transformation
s € SO(3) with n = s¢.

2. For every t € O(3)

3. Suppose that £ € Q. The set O¢(3) = {t € O(3) | t{ = £} is a subgroup
of O(3). Analogously, the set SO¢(3) = {t € SO(3)[t{ =&} is a
subgroup of SO(3).

4. For every t € O(3), we have dett = £1. If dett = 1, t is called a
rotation, while for dett = —1, t is called a reflection .

5. Let t,t' € O(3) with dett =1, dett’ = —1. Then
€Aty = HEAD), EneQ (2.199)
t'Ent'n = —t'(Enn), &neq. (2.200)
6. Let t € O(3). Then, for the dyadic product, we get

tEont’ =tE@ty, &ne. (2.201)

The following definitions will prove useful for our later considerations.

Definition 2.12. Let F € L%(Q), f € 12(Q), f € 12(Q2) and suppose that
t € O(3). For scalar, vector, and tensor fields the operator Ry is defined by

Ry LQ(Q) - L2(Q), RtF(&) ( )’
Rt : 12( ) - 12( )7 Rtf(g) ( )7
Ry = 12(Q) = 12(Q), Rf(&) = tT(to)t,

respectively. R¢F', R¢f, and R;f are called the t-transformed fields .
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For examples illustrating how the operators Ry act on functions and vector
fields, see Figs. 2.5 and 2.6, respectively.

Fig. 2.5: The operator Ry acting on a function.

Definition 2.13. Let F be a subspace of L2(Q2) (12(Q2) or 12(Q2)). F is
called invariant with respect to orthogonal transformations or, equivalently,
orthogonally invariant if, for all F € F and for all orthogonal transforma-
tions t € O(3), the function R, F is of class F.

An orthogonally invariant F is called reducible if there exists a proper sub-
space F' C F which itself is invariant with respect to orthogonal transfor-
mations.

Note that the expressions invariant with respect to rotations and tnvariant
with respect to reflections are understood in analogy to the aforementioned
definition.

A linear, orthogonally invariant space which is not reducible is called
irreducible. (It should be noted that each orthogonally invariant space of
dimension 1 is irreducible).

f0) e

67 F(t ) q

1(e) PE
ay

Fig. 2.6: The definition of the operator Ry for vector fields (note that it is
necessary not only to substitute £ by t£, but also to transform the directions
of the vectors).
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Lemma 2.14. Let (F,(-,-)) be an orthogonally invariant Hilbert subspace
of L2(Q). Let Fi be an orthogonally invariant subspace of F. Then, the
orthogonal complement Fi- of Fy is orthogonally invariant, as well.

Proof. For all F € F,, F*+ € j’-'f- and for all orthogonal transformations
t € O(3), we have

(F,RFY) = / FORF () duo(€) (2.202)
Q
— (dett) /t FORFHE) ol

— (dett)? /Q Rer F(€)F(€) dw(€)
= 0,

since RyrF' € F;. This implies that R,FL € ff- and, therefore, ff- is
invariant with respect to orthogonal transformations. O

Analogous results can be formulated for Hilbert spaces of square-integrable
vector and tensor fields. Lemma 2.14 shows that each orthogonally invariant
Hilbert-space can be completely decomposed into invariant parts.

In view of the last result, we are particularly interested in irreducible
spaces, i.e., spaces that definitely provide us with elements that are in-
variant with respect to certain orthogonal transformations. The following
results (see, e.g., T. Gervens (1989)) help us to analyze the structure of such
rotationally invariant functions.

Lemma 2.15. Let F be a function of class C(Q2) with RyF (&) = F(&) for
allt € SO(3) and all £ € Q. Then

F = F(%) = C = const.

Proof. For every ¢ € Q, there exists a rotation t € SO(3) with t& = 3.
Consequently, for every & € Q, we have F(§) = RyF(§) = F(t&) = F(e3) =
C = const. O

Lemma 2.16. Let n € Q be fized. Furthermore, let F € C(Q) with
RyF(§) = F(§) for all t € SO,(3) and for all £ € Q. Then, F can be
represented in the form

® being a function @ : [-1,1] — R.
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Proof. Without loss of generality , let n = &3 (if this were not true, we could
use the function G(&) = Ry F(€), where t' € O(3) with t'e3 = n). With
¢ = te3 + V1 — 21 we have, by assumption, that

F(te® +V1—t2) = F(te* + V1 — t21)"), (2.203)

for all points n,n" of the unit circle. Hence, F' depends only on t = ¢ - &3
and is, therefore, a function of ¢ alone, as desired. O

Lemma 2.17. Letn € Q be fized. Let F' € C(Q) with R F(€) = (det t) F(¢)
for allt € O,(3) and all £ € Q. Then

F=0.

with t§ = &, but then — by assumption — we have F(§) = R¢F(€)

Proof. Suppose that  is an element of €2. There exists a reflection t € O,,(3)
—F(&), hence, F(§) = 0. O

Note that in Lemma 2.15 and Lemma 2.16, the rotations can as well
be replaced by reflections, i.e., in the scalar case, we need not distinguish
between rotations and reflections. In the vectorial case, however, this is not
true anymore.

In what follows, f is supposed to be a spherical vector field, i.e., f: Q —
R3. Let 1 be an element of €. In every point & # 47, we are able to
introduce the so-called moving triad at the point &

g = & (2.204)
5 _ L (¢, 2.205
€¢ 1_@wpm (&-né), ( )
& = ——i——wAg (2.206)

Vi-(€n?
such that there exist functions F, Fy, F3 : Q — R with
f = Fief + Faef + Fsel. (2.207)
For further investigations, the following lemma is helpful.

Lemma 2.18. Let n € § be fized, and let the moving triad Eé, i=1,2,3,
be defined as in (2.204)-(2.206). Then, for allt € O(3),

Reep = e, i=1,2
Rtez’ (det t) sg.
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Proof. For t € Oy(3),
Reeg =tTele =t"t E=¢=¢f (2.208)

For the tangential fields, we only show the case i = 2 (the case i = 3 follows
similarly). We have

1

et = iy o G
= W(tTU(ﬁ'tTﬁ)tTtO
= ]L_l(gmz(n—(én)i)

2
= Ef'

O

We now extend our results for rotationally invariant functions to the
vector case .

Lemma 2.19. Let f € ¢(Q) with Ref(§) = f(&) (or equivalently, f(t&) =
tf(£)) for all t € SO(3) and & € Q. Then, there exists a constant C € R
such that

fe)=c¢, ceq

Proof. Consider the orthogonal matrix

-1 0 0
t= 0 -1 0 |. (2.210)
0 0 1

Then te? = €% and, by assumption, f(¢3) = tf(e®). Hence, in connection
with (2.210), we have f(e3) = Ce3, C € R. For ¢ € Q, there exists a rotation
t’ with t'e® = ¢. Consequently, we have

f(&) = f(t'e®) =t'f(e%) = Ct'e® = Ce. (2.211)
O

Lemma 2.20. Let n € Q. Let f € ¢(Q) with Ref(§) = f(&) for all t €
S50,(3). Then, for £ # £n, f has the representation:

F(&) = @1(& - m)eg + @a(€ - m)ef + @3(€ - m)eg,

where ®;, i = 1,2, 3, are functions ®; : [-1,1] — R.
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Proof. From Lemma 2.18, it follows that the functions F; in (2.207) fulfill
ReFi(§) = Fi(§), €€, (2.212)

provided that tn = 1. Therefore, via Lemma 2.16, we know that, for the
functions F;, we have

Fi(€) = ©4(& - m). (2.213)
O

Lemma 2.21. Suppose that n € Q. Let f be of class c(Q) with Ryf(§) =
f(&) for allt € O,(3). Then, for & # +n, f has the representation,

F&) = ®1(E-n)eg + Pa(E - n)eg,

®,, i = 1,2, being functions ®; : [-1,1] — R.

Proof. Starting from Lemma 2.20, we now have to consider reflections, as
well. By our assumption and Lemma 2.18, we get ®3( -n) = —P®3(¢ - n)
and, therefore, ®3(£ -n) = 0. O

Lemma 2.22. Suppose that n € Q. Let f be of class c(QQ) with Ry f(§) =
(dett) f(§) for allt € Oy(3). Then, for & # £n, the field f can be repre-
sented as follows

f(&) = @3(6 - m)e, (2.214)
with @3 being a function &3 : [-1,1] — R.

Proof. Using the same reasoning as in the proof of Lemma 2.21, but now
considering the change in sign under reflections, we end up with

Di(&-n) = —P1(E-n), P2E 1) = —DP2(E - ), (2.215)
hence, ®1(£ - 1) = Po(£-n) = 0. O

In order to extend our considerations to tensor fields of second rank , we
assume f(£) to be a matrix constituting a linear vector function for each
& € Q. Furthermore, let 7 be an element of 2. Then, to the moving triad
(2.204)—(2.206), there exist scalar spherical functions F; j : € — R such that
f can be represented via dyadic products of the unit vectors, i.e.,

3 3
£ =N F,ciwd, e+ (2.216)
i—1 j—1

It should be remarked that, for F;; = d;;, (2.216) forms a partition of the
unit matrix i.
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We now examine matrices with certain, rotationally invariant character-
istics.

Lemma 2.23. For every £ € Q and every t € O(3), let £ be of class ¢(Q)
with

Ref(§) = £(&) (ie., £(t8) =tf(EL), (2.217)
& € Q. Then, there exist constants Cq,Co € R with
f&) =Cii+Cé®E, £e€Q, (2.218)

i being the unit matriz .

Proof. We start with the determination of the matrix £(e%) = (Fj;)i =123
Using the transformation

-1

00
tp=| 0 10 (2.219)
0 01

(2.217) leads to Fijg = Fi3 = Fy; = F3; = 0. Analogously, the application
of the transformation

1 0 0
to=| 0 -1 0 (2.220)
0 0 1
yields Fp3 = F33 = 0. Finally,
010
ts=| 1 0 0 (2.221)
0 01

leads to F11 = Fy. Consequently, there exist constants C1,Cy € R such
that

f(e3) = Cli+ Cr® @ 3. (2.222)
If £ € Q, then there exits an orthogonal transformation t with te? = &,
Thus, it follows that, for £ € €,
£(6) = f(te?) = tf()tT (2.223)
= t(Cri+ Cre® @ eitT
= Ci+ ¢
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Lemma 2.24. Let f be of class c() with Ryf(€) = tT f(t&)t = (dett) £(€)
for all € € Q and all t € O(3). Then there exists a constant C' € R with

f(§) =C1°(¢), £,

where
0 —& &
i*(f) = 53 0 _51 ) 5 = (517527 f3)T'
& & 0

Proof. In analogy to the proof of Lemma 2.23, we first determine f(¢3) with
the same transformations ti,to and t3 as before. Now, our assumptions
lead to F11 = F22 = F23 = F32 = F33 = F13 = F31 = 07 and F12 = 7F21.
Therefore, we can find a C' € R such that

f(?) =02 e —ct®e?). (2.224)

For every vector a € R3, we obviously have f(e%)a = C'e3 Aa. If £ € Q and
if t € O(3) with te3 = ¢, then

£(&)a = f(te¥)a = (det t) tf(e®)tTa = (det t) Ct(e3 A (tTa)) =€ Aa.

(2.225)
The vector product & A a can easily be expressed by the antisymmetric
matrix i*(€), i.e., EAa =1i*(§)a. O]

Lemma 2.25. Suppose that nn € Q. For every & € Q and every t € SO,(3),
let f be of class c(Q) with Ref(€) = tTF(t&)t = £(£), € € Q. Then, for
& # +n, we have

3 3
B ZZ (€ met®el, (2.226)

with ®; ; being functions ®; ; : [—-1,1] — R.
J J

Proof. We start from (2.216) and let Fj;(&) = 52 (f(f)s%) By assumption,
we have Fj;(t§) = Fj;(§), for every t € SO,(3). Due to Lemma 2.16, we
have Fj; = ®; (¢ - 77) This is the wanted result O

Lemma 2.26. Suppose that 1 is a point of Q. For all £ € Q and for all
t € 0,(3), let f be a of class c(Q) with R¢f (&) = £(&). Then, for & # £n,
f(£) can be written as follows

£(€) = @1a(E-n)et@el+Pia(€ et @l +0a1(6-n)el e}
+@22(£ - n) 5? ® 6? + ®33(¢-1m) 62 ® 5?,
with ®; ; being functions ®; ; : [—1,1] — R.
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Proof. In contrast to Lemma 2.25, we also have to consider the use of re-
flections, i.e., we have to take into account that the transformation of cross-
products by reflections leads to a change in sign. Consequently, ®;3(£-n) =
Do3(€-m) = D31(€-n) = P32(£ - 1) = 0. This proves Lemma 2.26. O

Lemma 2.27. Let n € Q. For all § € Q and for all t € O,(3) let f be of
class c(Q) with Ryf(§) = (dett) £(€). Then, for & # £n, £(€) can be written
in the form
f(§) = ®13(£-1) 5% ® 5? + ®31(£-m) 5? ® Eé
+@o3(¢ ) ef ®ed + P3a(E - n) el @&,

with ®; ; being functions ®; ; : [-1,1] — R.

Proof. Considering that the transformation of f(§) using reflections leads
to a minus sign, we get that in (2.226) the terms with ®; 1, @12, ®21, P22
and ®3 3 vanish. O

Remark 2.28. For £ # +n, another basis system is given by

ey =, (2.227)
& = W(&—(i-n)n), (2.228)
& = \/1—1(Tn)2mg' (2.229)

This shows us that analogous results to Lemma 2.27 can be based on (2.227),
(2.228), (2.229). For example, under the assumptions of Lemma 2.26, we
find

&) = ®1a(€-nef@ey+ P16 n)ef @e; (2.230)
+®o1 (€ n)E? e + Doa(E - m)e; @ el + Pa3(€ - n)ed @ed,

Ee .
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In this chapter, we deal with the theory of scalar spherical harmonics. As al-
ready mentioned, our scalar approach is essentially based on the work due to
C. Miiller (1952, 1966, 1998) and W. Freeden (1979a); W. Freeden (1981b).
In fact, it is led by the observation (see H. Weyl (1934, 1946, 1965)) that
spherical harmonics must be more than a fortunate guess in Fourier (orthog-
onal) expansions for providing tables of potential coefficients for geophysical
quantities. This opinion arose from the occupation with theoretical physics
(in particular, gravitational theory, electromagnetism, quantum mechanics,
and general relativity) and was supported by many physicists during the
last century. Today, even problems in medicine, e.g., the electroencephalo-
graphic description of scalp potential fields, can be tackled appropriately in
terms of spherical harmonics.

The layout of this chapter is as follows: The scalar spherical harmonics
are introduced as the restrictions of the homogeneous harmonic polynomi-
als to the unit sphere. In consequence, the addition theorem of homoge-
neous harmonic polynomials canonically goes over to the theory of scalar
spherical harmonics. Maxwell’s representation formula shows that the (one-
dimensional) Legendre polynomials may be obtained by repeated differen-
tiation of the fundamental solutions of the Laplace operator. The closure
and completeness of orthonormal systems in the space L%(2) is fundamen-
tal for approximating square-integrable functions on the sphere by Fourier
(spherical harmonic) expansions. The closure in L2(£2) can be derived from
Bernstein or Abel-Poisson summability. The Funk-Hecke formula estab-
lishes the close connection between the orthogonal invariance of the sphere
and the addition theorem. It turns out that any spherical harmonic is an
eigenfunction of the Beltrami operator. The angular derivatives, i.e., the
operators of the longitude and latitude, are shown to act as anisotropic
operators within the framework of scalar spherical harmonics. Finally, the
usually (in geosciences) used L?(Q)-orthonormal system of scalar spherical
harmonics involving associated Legendre functions is introduced; its repre-
sentation in terms of trigonometric functions is discussed in more detail.
Associated Legendre harmonics are generated exactly entirely by integer
operations.

57
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3.1 Homogeneous Harmonic Polynomials

Let Hom,, (more accurately: Hom,(R?)) consist of all polynomials H, in
three variables which are homogeneous of degree n (i.e., H,(Ax) = A\"H,,(z)
for all A € R and all z € R3). Thus, if H, € Hom,, then there exist real
numbers Cy, = Cy,aqas Such that

z)= Y Cqa" (3.1)
[a]=n

In cartesian coordinates,

Hy(z1, 39, 73) = Z Corasay 11252253, (3.2)

altagstaz=n

It is obvious that the set of monomials z — x%, [a@] = n, is a basis for
the space Hom,,. The number of such monomials is precisely the number of
ways a triple can be chosen so that we have [a] = n, i.e., the number of

ways of selecting 2 elements out of a collection of n + 2. This means that
the dimension d(Hom,,) of Hom,, is equal to

d(Hom,) = W - (”;2> (3.3)

Let H, (V) be the differential operator associated to H,(x) (i.e., replace
x® formally by (V)% in the expression of H,,(z)):

Hn(va:) = Z Omozzagm Z C a . (3.4)

altast+az=n

If such an operator is applied to a homogeneous polynomial U,, of the same

degree
> DgaP, (3.5)

we obtain as result a real number:

(Hn(Vz)) Un()

1 8 Q2 a a3
_ I} B I&;
= Z Z Ca Dg < > ! (8x2> 5’ <8a:3> x5’

I
m
QQ
-
L
w
=
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where the factorial of a multi-index is defined as a! = ajlaslag!. Clearly,

we find
(Hn(Vz)) Un(2) (Un(Vz)) Hn(z),

(o (Vo)) Hoz) > 0. (3.7)

This enables us to introduce an inner product (-, -)fom, on the space Hom,,
by letting
(Hn7 Un)Homn = (Hn(vx)) Un(x) (38)

The space Hom,, equipped with the inner product (-,-)gom, is a finite-
dimensional Hilbert space. The set of monomials

{z = (a)7%¢* | [a] = n}

forms an orthonormal system in the space Hom,. For each H,, € Hom,,
we have in connection with (3.4)

How) = Y = (Hu(Vy)) y* 2°

= (HAT) = 3B ey (3.9)

In other words,

7Hn)Homn- (310)

Theorem 3.1. Hom,, equipped with the inner product (-, )Hom, S a finite-
(n+1)(n+2)

dimensional Hilbert space of dimension ~——5—— with the reproducing ker-
nel
z-y)"
KHomn(x7y> = ( n') y T,y € Rgv (311>
i.e.,

(i) for every fized y, the function Kiom, (-,y) belongs to Hom,,,

(ii) for any H, € Hom,, and any point x the reproducing property
H’ﬂ(x) = (KHomn (‘%’a ')7 Hn)Homn

1s valid.
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Let {H), ; }j:17_4_7d(Homn), {Umj}jzl,_“,d(Homn) be two orthonormal systems
in the space Hom,,:

(Hn,j7Hn,k)Homn = 6jk7

(U’nJa Un,k)HOmn = 6jk:7 (312)

where 0 is the usual Kronecker symbol. Then, for j = 1,...,d(Hom,,), we
have

d(Homy,)
anj = Z (Hn,j> Un,k)Hoann,k;
k=1
d(Hom,,) (3.13)
Un,j = (Un,ju Hn,k)Homan,k~
k=1
Therefore, it follows that
d(Homp,) d(Homy,,)
> Huj(@) Huj(y) = > Unj(@)Un;(). (3.14)
J=1 j=1

Hence, in particular, for the orthonormal system of monomials, we obtain
the following result.

Theorem 3.2. Let {H; j}j—1,. d(Hom,) be an orthonormal system in Hom,,.
Then

n d(Homy,)

Ko, (29) = 0 =S @), ryeR. (@15

j=1

Ktom, () 1s the only reproducing kernel in Hom,,.

Suppose that there are given d(Hom,) points 1, ..., Z4(Hom,) € R3 and
d(Homy,)-values di, ..., dj(tom,) € R. We are able to solve the Hom,,- inter-
polation problem

d(Homy,)
> bjHuj(wk) =dp, k=1,...,d(Hom,), (3.16)
j=1
if and only if the matrix

matr{xlw,xd(Homn)}(Hn,l, ceey Hn,d(Homn)) (317)

Hn’l(.’Lj) PN Hn,l(xd(Homn))

Hn,d(Homn)(xl) s Hn,d(Homn)(xd(Homn))
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is non-singular. A system of d(Hom,) points 1, ..., Zqom,) is called a
fundamental system relative to Hom,, if the matrix (3.17) is non-singular.

In what follows, we guarantee the existence of a fundamental system
relative to Hom,, (cf. C. Miiller (1966)).

Lemma 3.3. There exists a system {xl,...,xd(Homn)} C R? such that
(8.17) is non-singular.

Proof. As orthonormal system, the functions Hy 1, ..., Hp d(tom,) are lin-
early independent. Hence, there exists a point 1 for which

Hml(xl) 75 0. (318)
Now, there must also be a point xo such that

Hn,l('rl) Hn71($2)
Hooey) Hoalws) |7 (3.19)

for else, we would have a contradiction to the linear independence of H, 1,
H, 2. In the same way, the existence of a point x3 can be deduced by the
requirement

Hyi(z1) Hpa(z2) Hpa(zs)

Hn’g(xl) Hnyg(xQ) Hn72($3) 75 0. (320)

H,3(x1) Hpz(z2) Hpgz(zs)

Finally, by induction, we obtain a system of points 1, ..., Z4(Hom,) such that

Hn,l(ajl) cee Hn,l(xd(Homn))
: - : # 0, (3.21)
Hn,d(Homn) (xl) s Hn,d(Homn) (xd(Homn))
ie., {T1,..., T4(Hom,)} constitutes a fundamental system relative to Hom,,.
OJ

To every H, € Hom,, there exist real numbers by, ..., bg(tom,,) such that

d(Homy,)
Hy, = Y by Hyp (3.22)
k=1

Under the assumption that {1, ..., Zg(Hom,)} i a fundamental system rela-
tive to Hom,,, the linear equations

d(Homy,)

> aj Hyp(zj) = b, k=1,..,d(Homy,), (3.23)
j=1
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are uniquely solvable in the unknowns ay, ..., @gHom,). Thus, we obtain

d(Hom,,) d(Homy,)

Hy = Y > aj Hoplx)) Huge (3.24)
j=1

k=1

Theorem 3.4. Let {Hy j}j—1,.. d(Hom,) be an orthonormal system in Hom,,.
Assume that {$k}k:1,.,.,d(Homn) is a fundamental system relative to Hom,,.
Then, each H, € Hom,, is uniquely representable in the form

d(Homy,) d(Homy,) (.I‘j . x)n
Hy(x)= Y aj Kiom,(2j,7) = Y a5 = (3.25)
j=1 j=1 ’

Let Harm,, (more accurately: Harm,, (R3)) be the class of all polynomials
in Hom,, that are harmonic:

Harm, = {H, € Hom, | A H,(z) = 0, z € R3}. (3.26)
For n < 2, of course, all homogeneous polynomials are harmonic.

Any homogeneous harmonic polynomial of degree n can be represented
in the form

H,(z) = Hy(x1,29,23) = ZxéAn_j(acl, x2), (3.27)
j=0

where A;,,_; is a homogeneous polynomial of degree n — j in the variables
x1, 2. Application of the Laplace operator gives

0=A.H,(z) = . <<£1>2 + (;@)2 + ((923>Q> Ty A (1, z2)

_ N ) ((5;)2 + <£2>2> Ap—j(z1,22)

J=0

3

[l

IS <

n—2

+ Zf’f%u +2)(j + 1)An_j_2(x1,22), (3.28)
7=0

where we have used the facts that

d\? d\?
(31“1> +<8x2> Ag(xy,22) = 0,

() () ) =0
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Thus, the functions A,_; : R? — R satisfy the recursion relation

2 2
A (3.30)

for j = 0,1,...,n — 2. Therefore, all polynomials A,,_; are determined if we
know A, and A,_1.

Theorem 3.5. Let A,, and A,_1 be homogeneous polynomials of degree n
and n — 1 in R?, respectively. For j =0,...,n — 2 we set recursively

An—jo(21,79) = _(J'+1)1(j+2) (((&)2 - ((922>Q> An_j(z1,22).

(3.31)
Then H, : R® = R given by

Hn(:vl,:vg,xg) = ZxéAn_j(xl,xg) (332)
7=0

is a homogeneous harmonic polynomial of degree n in R3, i.e., H, € Harm,,.
The number of linearly independent homogeneous harmonic polynomials is
equal to the number of coefficients of A, and A,_1, i.e.,

d(Harm,) =n+n+1=2n+1.

Assume that n is an integer with n > 2. Let H,,_o be a homogeneous
polynomial of degree n — 2, i.e., H,_3 € Hom,,_5. Then, for each homoge-
neous harmonic polynomial K,,, we have

(| : |21—[n—27I(n)Hom7L = (Hn—Q(vx))A;pKn(af) =0. (3.33)

This means | - |2H,_2 is orthogonal to K,, in the sense of the inner prod-
uct (-, *)Hom, - Conversely, suppose that K, € Hom,, is orthogonal to all
elements L,, of the form

Lo(z) = |z|*H,_2(z), H,_» € Hom, . (3.34)
Then it follows that

0= (| : ‘QanZ)Kn)HOmn = (HW*Q(vw))AxKn(x) - (anQaAKn)Homn_g
(3.35)
for all H, o € Hom,, 5. This is true only if AK,, =0, i.e., K, is a homoge-
neous harmonic polynomial.
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Theorem 3.6. (Decomposition Theorem of Hom,, ) Hom,, n > 2, is the
orthogonal direct sum of Harm,, and Harmfl‘, where Harmf{ = |2H0mn,2
is the space of all L, with L,(z) = |v|*H,_2(x), H,_ 2 € Hom,_ 5. Con-
sequently, each homogeneous polynomial H, of degree n can be uniquely

decomposed in the form
Hy(z) = Ky(z)+ |z Hp_o(2) , (3.36)

where K, is a homogeneous harmonic polynomial of degree n and H,_o is
a homogeneous polynomial of degree n — 2.

Denote by Projyam, and Projy,.... the projection operators in Hom,,

onto Harm,, and Halrmﬁ7 respectively. Then

Hyn = Projyarm, Hn + Projyy,, Hn - (3.37)

In other words,
Kn(z) = Projyam, Hn(z), (3.38)
|?Hp—2(2) = Projya,: Ha() - (3.39)

For all H,,,U,, € Hom,,
(Projtarm, Hns Un)tom, = (Hn,Projiarm, Un)tom, - (3.40)
Moreover, we have Projy,,.m, Hn = Projyam,, Kn = K. Observe that

Hom,,) — d(Harm;")

n—+ 2 n
= — = 2 1.
2 ) (2> "t

If we apply Theorem 3.6 recursively to H,_2, Hy_4,..., we obtain the
following result.

d(Harm,,)

(3.41)

Theorem 3.7. Fach homogeneous polynomial of degree n can be uniquely
decomposed in the form

Hy(x) = |m|2iKn,Qi(x), K,_9; € Harm,,_o;, x € R3, (3.42)

where |n/2] is the largest integer which is less than or equal to n/2.
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In other words, Hom,, admits the direct sum decomposition

15)
Hom,,(R?) = |- |*Harm,,_;(R?). (3.43)
i=0

I3

This result gives rise to the following corollary.
Corollary 3.8. Forn=0,1,...

12
Hom,, (R?)|Q = Hom,, () = @) Harm,, 5 (R?)[Q.
=0

Since the space Polo7.__7n(R3) of polynomials in three variables of de-
gree < n can be written as direct sum decomposition of Hom, (R?) and
Hom,,_1(R3), when restricted to Q, i.e.,

Poly,.. »(R*)|Q = (Hom,(R*)|Q) @ (Hom,,_1(R?)|Q) (3.44)
we finally obtain the following corollary.
Corollary 3.9. Forn=0,1,...

Poly,. »(R*)|Q = @ Harm, (R?)|Q.
i=0

In other words, the restriction to the unit sphere Q of any polynomial
of three variables is a sum of restrictions to 2 of homogeneous harmonic
polynomials.

3.2 Addition Theorem

We are now interested in giving the explicit representation of the orthogonal
projection Projy,,y,, Hn of a given homogeneous polynomial H,,. For that

purpose, we need some preliminaries. By induction, we are able to prove
that for ¢ = 1,2,3 and |z| # 0 (cf. E.W. Hobson (1955))

o\" 1
((%) o (3.45)
L(2n) 1 s
= (=1 (n!2ZL|x2”+1 (=1) (2n)!(n — s)!s!
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In other words, we find

1

Ei (3.46)

(e V)"

2] . o
_ (_1)n (27’1)' 1 Z(_1)3M|x|25As (El .’L’)

nl2n |p|2ntl ~ (2n)!(n — s)!s!
(i = 1,2,3). Since the differential operator A is invariant with respect to
orthogonal transformations, it is easy to see that
n 1
(y- Vo) Tl (3.47)

5]

= 0 e | X0 G W

is valid for every y € R3. Now, as we have seen in Theorem 3.4, each
H,, € Hom,, may be represented in the form

d(Homy,)

H,(x) = Z cj(zj o), x€R?, (3.48)
j=1

where ¢;, j =1,...,d(Hom,), are suitable coefficients and z1, ..., 4(tom,,) i
a fundamental system relative to Hom,,.
Consequently, we have the following result:

Theorem 3.10. Let H,, be a homogeneous polynomial of degree n. Then,
for each x € R3, |x| # 0,

(V)
5]
o) 1 s nl(2n —2s)! 28 A 5

s=0

Using the decomposition (3.36) as in Theorem 3.6, it follows that

1 1 1
(Hn(Vz))m = (Kn(vz))m+(Hn72(v$))AIm? x| #0.  (3.49)
Thus, in connection with
1
oy = O A0 (3.50)

|
) = 0, z€R3,
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we obtain for |z| # 0

1 1 (2n)! 1

(Hn(vx))m = (Kn(v:r))m = (_1)nW|m|2n+1Kn($)‘

(3.51)

By solving (3.51) for K, (z), we get from Theorem 3.10 the following lemma.

Lemma 3.11. Let H,, be a homogeneous polynomial of degree n. Then

. s nl(2n —2s)! s ns
=0 ! 1s!
such that
PrOjHarmﬁ;Hn(m) = Hn(x) - PrOjHarman(x) (353)
3] |
_1 nl(2n —2s)!

— ~1)8 1 n ( ZSAan )

2D it =)t (@)

The differential operator Projy, .+ given by (3.53) is called the Clebsch
projection (see E.W. Hobson (1955)). It forms a mapping from H,, € Hom,,
to K, € Harm,, such that

1 nl(2n —2s)!

PN
n — n _— —_ - — n . . 4
Ko(o) = Hole) = ) G A @), (350
Remark 3.12. Note that
) n!(2n — 2s)!
ol Hy o) = Y (~1)* @[ AH,(2),  (3.55)

(2n)!(n — s)!s!

s=1

hence, the Clebsch projection can be regarded as a mechanism for the divi-
sion by |z|%.

Observing
Ap(z-y)" =nln—1)|y(z-y)" % yeR’, (3.56)

we obtain,
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Projtarm, <(x : y)n) (3.57)

(2n — 2s)!(n!)?

1 S
ol s:o(_l) (n —28)!(n — s)!s!(2n)!

|y (- )" 7.

Thus, we find by using =z = |z|§, y = |y|n, &, n € Q, the equation

Projiarm, <($ : y)n> (3.58)

n!
(2n + 1)27 - ! 2

= “Zgﬁjpijr"Gx||yDnS:O(*1f

[NIE]

(2n — 2s)!
27 (n — 2s)!(n — s)!s!

(&)

Suppose that {Hp ;j};—1,.. d(Harm,) 15 an orthonormal system in Harm,
with respect to (-, *)Hom, - Let {Unj}j—1,.. d(Homy)—d(Harm,) b€ an orthonor-
mal system in Harm#. Then, the union of both systems

{Hn,j}jzl,..‘,d(Harmn) U {Un,j }j:l7...,d(Homn)—d(Harmn) (359)

forms an orthonormal system in Hom,,. Therefore, it follows that

(z-y)"
g (3.60)
d(Harm,,) d(Hom, )—d(Harmy)
= Hy (%) Hyj(y) + Z Un,j(2) Un,;(y)
Jj=1 j=1

for any pair z,4 € R3. On the one hand, in view of the definition of the
projection operator Projy,., , we get

d(Harmy,) d(Homy,)—d(Harmy,)
PrOjHarmn Z Hn,j (x)Hn,j (y) + Z Un,j (I)Un,j (y)
j=1 j=1
d(Harmy,)
= Y Huj(x)Hn ). (3.61)
j=1

On the other hand, as we have shown above,

Projiarm, <(x : W) (3.62)

n!
(2n + 1)2"n! e/ (2n — 25)!

= @ T 0 g S €
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By comparison of (3.61) and (3.62), we obtain the addition theorem of ho-
mogeneous harmonic polynomials in R3.

Theorem 3.13. Let {Hy j}j—1, . dHarm,), d(Harm,) = 2n + 1, be an or-
thonormal system in Harm,, with respect to (-, )Hom, . Then, for x,y € R3,
x = |z|€, y = |yln, we have

2n+1 oyl
Jj=1 ’

where we have used the abbreviation

3]

2n(n (—27;3)!(2;)—! s)!s!tni?s’ tel-11]. (3.63)

Remark 3.14. P, is known as the Legendre polynomial of degree n (see
Section 3.5 for a detailed description).

Next, we discuss the important question of how, for any pair of elements
H, € Harm,, K,, € Harm,, the inner product (-, -)gom, defined by (3.8) is
related to the (usually used) inner product (-, -)r2(q)-

Theorem 3.15. For H,, € Harm,,, K,, € Harm,,
577,777,
(Hm7Kn>L2(Q) = T(Hm(vm))Kn<x)v (3.64)
where [y, 15 given by

C@n+1)! 1-3-...-(2n+1)
Hn = 4worn) 4

. (3.65)

Proof. By virtue of the Third Green Theorem of potential theory (see, The-
orem 2.4), we find

Kile) = = [ { L9 g - Kl L2 }dw<y> (3.66)

for all z € R3 with |z| < 1, where 9/0v denotes the derivative in the
direction of the outer normal to Q. Therefore, we find

(T8 (0) = 3 [ {0 Kt

R0) e (i (7)) ) (3.67)
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For x # y, we get from (3.51)

1 (2m)' Hm(x — y)
Because H,,, is homogeneous, this is equivalent to
1 (2m)! Hp(y — o)
(Hm(Vyz)) iz — g = aom o — gt (3.69)

Inserting (3.69) into (3.67) gives

(Ho (Vo) Ko@) = 2t 1 / {H”(y‘x) 9 k)

o a. n
(m!)2m 4x |z — y|?>m+1 Ou,

Kn<y>£y W} doly).  (3.70)

It is easy to see that for m # n
(Hm(Va))Kn(z) la=0 = 0, (3.71)
while for m =n
(Hm (V) EKn(2) [o=0 = (Hm(Ve))En(2) = (Hm, Kn)dom,.  (3.72)

Therefore, we obtain

1 Hpn(y) 0 0 Hm(y)
1 Ko (y) — Knly) == d 3.73
i g ) - K )
0 for m#n
- (%;ﬂg’)l:) (Hpm, Kp)tom, for m=n"
Since the normal derivatives of K,, and H,, are equal to
DR (r8) ot = nEal®) . o H(r€) oy = mH(), (374
or n\T r=1 = TNhQnp 5 or m\T r=1 = Milm ; .
respectively, it follows that
= [ eE ) — Kl g | oty

= %/ {nHn(&)Kn(&) + (m+ 1) Hp(§)Kp(§)} dw(§)
Q
n+m+1
= P [ @) o). (3.75)

Thus, by combination of (3.73) and (3.75), we finally obtain the desired
result. O
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In other words, to any orthonormal system {H, j}j=1.. 2n+1 in Harm,
with respect to (-, -)Hom, there corresponds the L?(Q)-orthonormal system

{V/InHp j}j=1,.. 2n+1, and vice versa.

Finally, we are led to the following reformulation of the addition theorem.

Theorem 3.16. {H,, ;}j—1.. 2n+1 is an orthonormal system in Harm,, with
respect to (-, )Hom, if and only if {\/ftnHp j}j=1,. 2n+1 is an orthonormal
system in Harm,, with respect to (-, ')L?(Q). For x,y € R3, we have

2n+1 B om+1

> VEnHn (@) VinHnj(y) = 2 1 Y Pa(€ )
j=1

where
. (2n +1)! B 1-3-...-(2n+1)

T 4ponpl 47

We summarize the relationship between the two topologies in Harm,, in
Table 3.1.

Table 3.1: Comparison of inner products.
Topologies in Harm,,

(Hn’Kn)Homn = HH(VI)KTL(I) | (HnaKn)LQ(Q) = /QHn(g)Kn(g) dw(f)
i(anKn)Homn = (HnaKn)LZ(Q)

Hn

3.3 Exact Computation of Homogeneous Harmonic
Polynomials

Our purpose is to explain how a maximal linearly independent system of
homogeneous harmonic polynomials of degree n can be generated exactly
(see W. Freeden, R. Reuter (1984)). The concept is based on the observa-
tion that any linearly independent system {H,, ;};j=1,.. 2n+1 of homogeneous
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harmonic polynomials of degree n

Hpa(x) = ZCixa
[a]=n
¥ (3.76)
Hn72n+1(aj) = Zcin-i-lxa
[a]=n

can be calculated by exact computation of the coefficients Cg;, Jj=1..,
2n + 1, i.e., entirely by integer operations (note that we briefly write C?,
instead of C4” when confusion is not likely to arise). In other words, we
want to show that the coefficients C%, j = 1,...,2n + 1, in (3.76) can be
expressed as integers.

Let H, be a homogeneous polynomial of the form H, = X4—,Cox,
r € R3, n > 2. Assuming that H,, is harmonic, i.e., Ay H,(z) =0, = € R3,
we obtain

AcHy(z) = Ay Y Coz® =Y Caldy(a®) =0. (3.77)
[a]=n [a]=n
Thus, it follows that
Z Co(a1(ar — Do 2252253 + as(ag — )52 2z 25®
altazt+az=n

+ ag(as — 1)33?3_21“?1132) =0. (3.78)

We discuss the terms

72 ‘
ar(ar — D 25%25%, o + oo+ a3z =n,

as(ag — 1).%(111%(212721'?3, o1+ oo+ o3 =n, (3.79)
az(az — Dt a3225* 2 ag +ag +az=n

in more detail. Every term in (3.79) with index o = (a1, v, 3)” satisfying

[a] = a1 +as+as = n is a homogeneous polynomial of degree n —2. Hence,
the left hand side of (3.78) is a homogeneous polynomial of degree n — 2.
Therefore, AH,, can be represented in the form

A Hy(x) = Y DgaP. (3.80)
[8]=n—2

The coefficients Dg are given by

Dg= > Camgpa, (3.81)

[a]=n
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where mg, is given by

041(041 - ]-)7 ﬂ —a = (_27 07 O)T
o 042(062 - 1)7 ﬂ —a = (07 _27 O)T
e = Oég(a3 - 1)7 ﬂ —a = (0707 _2)T (382)
0 otherwise.

H,, is assumed to be harmonic, i.e., A, H,(x) = 0 for all z € R3. But this
means that all numbers Dg are equal to 0. Therefore, it follows that

> Campa =0 (3.83)
[a]=n

for all 8 with [8] = n — 2. Now, (3.83) is a linear system of (g) equations
in the ("3?) unknowns Cy, [a] = n.

2
The matrix m = (mg,) has (g) rows and (ngg) columns; m can be
partitioned as follows:
m=(_1 r ) (3.84)

() (37)-()=2n1
where 1 = (Igs) is a (3) by (}) matrix and r = (rg5) is a (3) by ("4?) — (%)

matrix.

For the set of multi indices of degree n, we introduce a binary relation
(lexicographical order) between elements

o = (all,a;,a;)T, o = (all/,o/z/,ag) (3.85)
designated by ‘>’ and defined as follows:
o >a" (3.86)

if and only if one of the following relations is satisfied

1"

’

oy > oy (3.87)

or

’ " ’ "

a1 == al, a2 > O[2 (3-88)

or

’ " !/ " ’ "

061 - Ckl, 062 - 062, C(S > 063. (389)

The binary relation ‘>’ implies an ordering for the multi-indices «, [a] =
n, according to the mapping

(n,0,0) —1 1
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(n—1,1,0) —2 )
(n—1,0,1) —3

(n—2,2,0) —4

(n—2,0,2) —6

(0,n,0) — (";2) -n
D n+1.
(0,0,n) = ("3?)

In the same way, the set of multi-indices 3, [#] = n — 2, may be ordered
by increasing integers 7,1 <17 < (g) Hence, in canonical manner, each pair
(8, ) with [8] = n — 2, [a] = n, corresponds uniquely to a pair (i,7),1 <
1 < (g), 1<j5< (n-25-2) In this notation, the matrix

m = (mga), [B] = n—=2,[a] =n (3.90)
can be rewritten in the ordered form

m:(m,—j), 1 S’L

<j< <n+2>. (3.91)

IN
VRS
o3
N———
—

|
<
|

Analogously
l=1g,, [Bl=n—-2, [y]=n—-2 (3.92)

becomes
. n , n
1= (ly), 1<i< (2> 1<j< (2> (3.93)
From (3.82), it can be deduced that

lij=0 for i>jai:27""(g)’

lij#0 for i=j, i=1,.., (g) (3.94)

But this shows that 1 is non-singular, hence, the matrix m is of maximal
rank: (g) Therefore we are able to find ("42'2) — (g)7 i.e., 2n+1 linearly inde-
pendent solution vectors (AL) , ..., (42"*1), [a] = n, of the homogeneous
linear system (3.83). According to standard arguments of Linear Algebra,

the ("'2"2) by 2n + 1 matrix a consisting of the vectors (AL), ..., (A2"+1)

a=((AL),...(42+) 1 (1% (3.95)
2n+1
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may be partitioned in the following form

a= ( _‘; > (3.96)

——
2n+1

where i is the (2n+1) by (2n+1) unit matrix, and u is a (";2) —(2n+1) by
(2n+ 1) matrix. Then the linear system m a = 0 can be written as follows:
lu =r. Since lis a (2n+1) by (2n+1) upper triangular matrix, the unknown
matrix u can be computed by (2n 4 1)-times backward substitution.

The elements of the matrix m = (mg,) are all integers. Therefore, any so-
lution of the linear system (3.83) is a column vector of rational components.
Hence, there exists a matrix

c= ((03)7 L) (C§n+1>)r [a] =n, (3.97)

the elements of which are all integers (observe that if (Cy), [a] = n, is a
solution of (3.83), then k (Cy,), [a@] =n, k integer, is a solution, t00).

In other words, the solution process can be performed strictly in the mod-
ulus of integers. Fract computation (without rounding errors) is possible in
integer mode by use of integer operations (addition, subtraction, multiplica-
tion of integers). When the matrix ¢ has been calculated, the homogeneous
harmonic polynomials H,, ; given by (3.76) form a (maximal) linearly inde-
pendent system, i.e., a basis in Harm,,.

Finally, it should be emphasized that exact computation, i.e., addition,
subtraction, multiplication in integer mode must be performed strictly in
the available range of the integer constants. Helpful is an arithmetic for
arbitrarily long integers whose implementation on a computer system op-
erates with lists so that there is no restriction on the size of the integers
worked with (this is a standard feature of computer algebra packages). Let
us demonstrate the technique of calculating the matrix ¢ with an example:

Example 3.17. We choose the degree n = 3. Then an elementary calcula-

tion yields
n+ 2 n
= ]_ = .
( 9 > 0, <2> 3, (3.98)

(” ;r 2) - <;‘> =7. (3.99)

hence,
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Every polynomial H3 € Homs may be represented in the form:

Hj(x) = Cso0 3 + Coo 23 + Coo1 a1 a3
+ Cio x13 + Cin wizews + Cioe 1 23
+  Coso x5 + Coa 33 + Coiz xox3  (3.100)
4+ Coos Ig

(z = (x1,22,23)7).
Hj has to fulfill the differential equation A, Hs(x) =0, 2 € R, i.e.,
6 C300r1 + 2 Carpwa + 2 Cop123 (3.101)

+2 Cr0r1 + 6 Cozoz2 + 2 Co173
+2 Cigor1 + 2 Cpiaxo + 6 Chpzxs = 0.

Since A, Hs(z) = 0 identically for all z € R?, we get () = 3 equations for
the coeflicients

6C300 + 2Ci20 + 2Ci02 =0, (3.102)
20910 + 6Co30 + 2Co12 = 0, (3.103)
20501+ 2Cp21 + 6Cpoz = 0. (3.104)

Using the introduced order for the coefficients C,, [a] = 3, the equation
m c = ( reads in matrix notation

C300
Ca10
Cao1

6 00:2020000 Cioo 0
020:0006020 Cii | =1 0 |, (3.105)

. C 0
002:0000206 Cm
030

Co21
Co12
Coos

where we have marked the partitioning of the matrix m and the vector (Cy)
by dashed lines. If we choose

Ci20=-1,C111=...=Cpo3 = 0 (3.106)

the linear system is uniquely solved by the vector

1 .
(3.0.0% — 1,0,0,0,0,0,0)7. (3.107)

Multiplying this vector by 3, all components become integers

(Cy =(1,0,0: —3,0,0,0,0,0,0)T. (3.108)
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In the same way, we generate a set of 7 linearly independent solutions of
the above system the components of which are all integers, viz.

(C2) = (0,0,0:0,-1,0,0,0,0,0)T, (3.109)
(C3) = (1,0,0:0,0,-3,0,0,0,0)7, (3.110)
(i) = (0,3,0:0,0,0,—1,0,0,0)", (3.111)
(€3) = (0,0,1:0,0,0,0,—1,0,0)", (3.112)
(C% = (0,1,0:0,0,0,0,0,—1,0)T, (3.113)
(CTy = (0,0,3:0,0,0,0,0,0,—1)T. (3.114)

Thus a linearly independent system {Hs;};j—1,. 7 of homogeneous har-
monic polynomials of degree 3 is found by the following functions:

Hj () 1-23 —3- 2123, (3.115)
H3o(x) = —1-xi2003, (3.116)
H3s(z) = 1-2% 31123, (3.117)
H3s4(z) =  3-afwg—1-23, (3.118)
Hss(z) =  1-afas—1-23 3, (3.119)
Hsg(x) 1- x%xz —1- 33'21)%, (3.120)
H3z(z) =  3-afxs—1-a3. (3.121)

Let us summarize the solution process once the linear system is given:

(i) Choosing the lower part of the vector identically 0 besides one com-
ponent.

(ii) Solving the system by backward substitution.

(iii) Multiplying every resulting vector by an appropriate integer.

It is worth mentioning that, corresponding to the linearly independent
system {H,, ; }j:L“_QnJrl of homogeneous harmonic polynomials of degree n,
an orthogonal system, in {H;,j }j=1,....2n+1 With respect to both the topology
of Hom,, and L?(£2) can be constructed only by integer operations (according
to the well-known Gram-Schmidt process). To this end, the functions Hy

are computed recursively. We start from
Hyy=Hpy . (3.122)

Then we set
Hyo=a31Hy 4+ Hpp (3.123)
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The coefficient a3 ; has to be chosen such that Hy , is orthogonal to Hy, ; :
( ;,27HZ,1)Homn =0. (3124)

It turns out that (Hoo, HY 1)
n,2 ,1/Homp,
B =" HZ . (3.125)

n,1’ n,l)Homn

It should be noted that numerator and denominator may be determined
exactly. Now, let

Hys=a3 Hy o +a5oHy o+ Hyj (3.126)
The requirements
(H;:,Sa H:;J)Homn = 0, (3127)
(H;:,Sa H:;Q)Homn =0 (3.128)
lead to
(Hn 3 Hn 1)Homn
agyp = : , (3.129)
> (H;; 1 Hyy Do,
a® — (an?” H:L,Q)Homn (3 130)
2 (H:;,Qv H;,Q)Homn

Again, the coefficients can be deduced by integer operations. Analogously
we get, in general,
Hy = Hp, (3.131)

n
H’;:JC = a”erLJH:L,l + ...+ azykilH;7k71 + H’I’L,k}? k= 2, ceny 2n + 1, (3132)
where the coeflicients

Hy iy Hy, §)Hom,,
ap = — ( - jjs) o (3.133)
' (Hn,s, Hn,s)Homn
are computable exactly by integer operations, i.e., af . is known exactly as
a fraction of integers.

According to this well-known orthogonalization scheme, each function
H:LJ is a linear combination of the functions Hy, 1, ..., Hy 2n+1 . The coeffi-
cients of this linear combination can be obtained exactly as rational num-
bers, too. Thus, there exists a vector (B2) such that

Hy ()= Bla®, j=1,...2n+1. (3.134)

[a]=n

The vectors (BZ,), j=1,...,2n+1, form a matrix b whose elements consist of
fractions of integers (provided that all numbers in the course of computation
have been calculated in such a way that numerator and denominator are
known as integers).
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Lemma 3.18. There exists a sequence of homogeneous harmonic polyno-
mials {H;’j}j:17___72n+1 of degree n with

(H;]7H:7Z)Homn = 07 ] 7& l )

VIZ.
;:,1 = Hn,l
* * *
nk = a”,;lHn’l +...+a27k71Hn7k71 +H7’L,k‘7 k = 2,...,271"‘1,

where all coefficients aj} , are computable by integer operations.

Remark 3.19. Provided that the expression \/(H;j,H*j)Homn has been
stored as the radicant of an integer, a Hom,-orthonormal system of homo-
geneous harmonic polynomials of degree n can be calculated exactly, i.e.,

by integer operations.

Lemma 3.20. The system

* * * —1 *
\/(Hn 1 H )Homan,l’ T \/(Hn,2n+17 Hn,2n+1)Homan,2n+1

s an orthonormal system of homogeneous harmonic polynomials of degree
n with respect to (-, *)Hom,,, while

* \— * * * —1 *
\/Mn Hn 1 Hn l)Homn n,ly \/:LLTL(Hn,Qn—i-l’ Hn,2n+1)HomnH7l,2n+1

is an orthonormal system of homogeneous harmonic polynomials of degree
n with respect to (+,")r2(q). The values (Hy, ;, Hy )rom, can be determined
entirely by integer operations.

Example 3.21. We only deal with the degree n = 3 (for a table of higher
degrees, see W. Freeden, R. Reuter (1984)). According to our orthonormal-
ization process due to Gram-Schmidt, we are able to deduce from the max-
imal system of linearly independent homogeneous harmonic polynomials
{H3 ;}j=1,.7 an orthogonal system {Hg"j}j:h‘;. The resulting functions
are listed below:

Hi (z) = 2} —3w123,

H§,2(95) = X122%3,

H§3(x) = I1 + 331332 4x1x3,
Hi4(z) = 3ziwy—a)—aj,

Hj 5(2) atrs — whas,

Hig(z) = xfwy+af — dwoas,
H3:(z) = 322x3 + 3wdry — 213
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That means, all components B& # 0 are decomposed into an integer times
a product of the prime numbers 2, 3. An easy calculation gives

(Hi 1, Hi )ioms = 24 1-23.31,
(Hj o Hio)Homs = 1 = 1-20-3°
(Hék,?,aH;,B)Homa = 40 = 5‘23'3(),
(Hj 4 H )ioms = 24 = 1-2%.34 (3.135)
(H§,57H§,5)H0m3 = 4 = 1'22'307
(Hj g, Hj 6)Homs = 40 = 5-2%.30,
(Hj 7, Hi 7)Homs = 60 5.22.31

Thus, the integers are decomposed into a (positive) integer times a product
of prime numbers < 3.

Consequently, the orthonormal system

VU 5 HE b HE (3.136)

(with respect to (-, )Homs ). corresponding to {H,; ;};=1, .7 may be listed as
follows:

\/(H§,1aH§,1)ﬁém3 H§,1(1’)
= (12939 23292 — 1-20. 31 . ladal)/V1- 23 31,

Vo 3 )ik, Hio(a)
= (1-2°-3. piadad)/V1-20.30,

Vg H )b, Hi ()
= (1-2°-3% 232529 +1-2°-3%. wlaal

—1-2%2.3% 2{ad23)/V5-23 .30,

\/(H§,4aH§,4)ﬁc1>m3 H; 4(x)
= (1-29-3% . 232220 — 12930 202320)/v1 .23 . 31,

* x* \—1 *
\/(H3,5’H3,5)H0m3 H3,5($)
= (1-2°-3% 23292t — 12030 202220)/V1 - 22 30,
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\/(Hs 6 H3 6)H(1)m3 ng(x)
=(1-2°-3% 22202 + 12930 2023295 23 . 30 . o92da2)/V1 - 22 . 30,

\/(H377H37)Hom3H37( )
=(1-2°-3' - 22202 +1-2°. 31 afadsl
1-21.39. 20943y /v/5 . 22 . 3L,

Finally, the orthonormal system of homogeneous harmonic polynomials of
degree n (with respect to (-, -)12(q)) is given as follows

Vs )k, iy G=1 .7 (3.137)

with
105 1-3-5-7

3.138
A 47 ( )

Hn3 =

Our considerations have shown how a basis of Harm,, can be computed
entirely by integer operations from 2n + 1 systems of linear equations. The
basis functions obtained can be orthonormalized exactly by means of the
well-known Gram-Schmidt orthonormalization process. As a result, there
are 2n + 1 homogeneous harmonic polynomials available (orthonormalized
in the sense of (-, )fom, ) - But the disadvantage in that approach is that
the linear systems of equations result in basis functions which are all in-
volved in the computational work of the orthonormalization. Later on (in
Section 3.14), when Legendre harmonics come into play, an algorithm will
be presented which reduces the amount of computational work by a factor
less than 4, but which is close to 4 if the degree n becomes large enough.

3.4 Definition of Scalar Spherical Harmonics

We begin by introducing scalar spherical harmonics. Essential tool is the
theory of homogeneous harmonic polynomials.

Definition 3.22. Let H,, be a homogeneous harmonic polynomial of degree
n in R3, i.e., H, € Harm,(R?). The restriction

Y, = H,|Q (3.139)

is called a spherical harmonic of degree n. The space of all spherical harmon-
ics of degree n, i.e., the set of all restrictions Y;, = H,|Q, H,, € Harm, (R3),
is denoted by Harm,, (€2). More explicitly,

Harm,, (Q) = Harm,, (R?)|2. (3.140)
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Remark 3.23. In what follows, we simply write Harm,, instead of Harm,, (R?)
(or Harm,,(€2)) if no confusion is likely to arise.

We know already that the linear space Harm,, is of dimension 2n + 1,
that is d(Harm,) = 2n + 1. From Theorem 3.15, it follows that spherical
harmonics of different orders are orthogonal in the sense of the L2-inner
product

(Yo, Vi) 120 = /Q Yo (€)Yin(€) dw(€) =0, n % m. (3.141)

Using the standard method of separation, we have H,(z) = r"Y,(§),z =
ré,r = |x|,& € Q. Observing the identity

1d 2 d n __ n—2
oy (r dr> ™ =n(n+1)r (3.142)
we obtain
0= AgHp(x) = r"*n(n+ 1)V, (§) + r" *A{Y,(€). (3.143)

Thus, we are able to formulate the following lemma.

Lemma 3.24. Any spherical harmonic Y,,n =0,1,..., is a twice differen-
tiable eigenfunction of the Beltrami operator corresponding to the eigenvalue
—n(n+1). More explicitly,

(A7 = (A" (n)Yn(§) =0, £€Q, Y, € Harmy,,

where the ‘spherical symbol” {(A*)™(n)}n=0.1,.. of the Beltrami operator A*
is given by
(A (n) = —n(n+1), n=0,1,....

Remark 3.25. Throughout the book, for convenience, the capital letter Y
followed by double indices, for example, Y;, ;, denotes a member of degree n
and order j within an orthonormal system {Y}, 1,...,Y} 241} with respect
to (-,-)r2(q)- A special realization of an L2(Q)-orthonormal system is pre-
sented in Section 3.12 (where we introduce a system involving associated
Legendre functions).

In terms of spherical harmonics, the addition theorem allows the following
reformulation.

Theorem 3.26. Let {Y), ;}j=1,.2n+1 be an L2(Q)-orthonormal system in
Harm,,. Then, for any pair (§,m) € Q x Q,

ntl _ 2n + 1

> Yui(E)Yni(n) = = —Pa(& ).
j=1
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Proof. Theorem 3.26 follows immediately from Theorem 3.16. O

Remark 3.27. The addition theorem can be seen in analogy to its two-
dimensional counterpart involving the “circular harmonics” H,, ;(2;-) : R? —
R,j =1,2, given by

1
Hn71(2; $(2)) = Hn,1(2; X1, ZL'Q) = 7R€(ZL‘2 + il‘l)n (3144)

T

1, ., T

= ﬁlwl COS”(g“P)
—1 n+1

= EY e sin(n).

NG

1 .
Hp2(25200)) = Hn2(2571,72) = —=Im (22 +dz1)" (3.145)

N
= lasinn(} - )
(71)n+1

= Tlxl” cos(ng),

T2 € R x(o) = (z1,32)", 21 = rcosp, xp = rsing, r = |z@g)| =
V@i + 23, 0 < p < 27. Obviously, we have

/| g 25 Hi(2:2) o) = Sasd (3.146)

Z(2)1=

Moreover, for (), y@) € R2, z; = |z(2)| cosp, w2 = |w(g)|sing,y1 =
‘y(2)| COS¢7 Y2 = |y(2)| Sinwv 0< 907¢ < 2777 we have
2
> Hy (2522 Ha j (25 y(2)) (3.147)

j=1
[z 2y ["ye2) "

Vs
|$ 2 |n|y 2 |n
= OO cos(n(p - ).

™

(cosn (5 = @) cosn(y =) + sin(n( — ) sin(n( 1)) )

The two-dimensional counterpart of the Legendre polynomial is the Cheby-
shev function

Ln(2522)) = Re(wz +iz)" (3.148)
|z(2)|" cos n(arccos(sin ¢))

|z (2) [T (sin ),
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that is symmetric with respect to the (0, 1)-axis and that takes on the value
1 for (x1,22) = (0,1). Clearly,

Ln(2§ $(2))

|z(2)|" cosm (arccos(cos(g - @))) (3.149)
n m
= |zl Tn(COS(§ - )

|z(2)|" cos <n (g - go)) .

Thus, we finally obtain as two-dimensional analogue of the addition theorem

2
|33 2 |n|y 2 \n
S Ho(2i20) Huy(2y00) = — 2 OU T (€ - n)  (3.150)

- T
Jj=1

with £y = (cos ¢, sin o), N(2) = (cos 1, sin )T, Clearly, we have

§(2) * M(2) = cos(p — ¥), (3.151)

which explains the close similarity to the result known from our (three—
dimensional) spherical harmonic theory (for higher dimensional generaliza-
tions, see C. Miiller (1966, 1998)).

Suppose that t is an orthogonal transformation. Then & — Y, ;(t§),
& € , is a spherical harmonic of degree n. Thus, we are able to write this
function as linear combination

2n+1

nﬁ@—zlymwmmwwmm@ (3.152)
r=1

— T
=c!
7,7

Moreover, the addition theorem tells us that, for £, € €,

2n+1

D Yo (86) Yo i(tn) (3.153)
j=1
2n+12n+1 2n+1

= Z Z C?J"Y“W(g) Z C?,sYn,S(n)
s=1

j=1 r=1

Pn(t€ : tn)

2n+12n+1 2n+1

= Z Z Yn,r(&)Yn,S(n) Z C;'LJ’CZS
j=1

r=1 s=1
2n+1

= Y Yo (©Yar(n)
r=1
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such that

2n+1

o= Y /Q Yo (67) o (7) do() /Q Yo (60) Yo () deo()
- /Q Yo (67) Yt (61) do(). (3.154)

Lemma 3.28. If t € O(3), then the matriz

([ ¥ostentaston deta)) (3.155)

7,r=1,...2n+1

is orthogonal.

Because of P,(1) = 1, we find

2n+1 B om+ 1

D (¥ €)== — ¢eq. (3.156)

j=1
If we remember that every Y,, € Harm,, can be written in the form

2n+1
Y, = Z (Yo, Yn,j)LQ(Q)Yn,j, (3.157)
j=1

we immediately get the following lemma.

Lemma 3.29. (Reproducing Kernel in Harm,, ) For every Y, € Harm,,

o + 1
" [Pt m dat) = Vale), €€
that is
2 + 1
(&, n) — Knarm, (§;1) = n4: Fal&-m), (&m) € 4 2,

represents the (uniquely determined) reproducing kernel in Harm,. More-
over,

(A;k] - (A*)A(n))KHarmn (5777) =0, ne Q,
holds for all € € 2.

From Lemma 3.29, we easily obtain the following result.
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Lemma 3.30. Let

Harmg ., = @Harmn. (3.158)
n=0
Then
T on+1
(5777) = KHarmo 44444 m (5, 77) = Z V% P"(f : 77) (3159)

n=0
is the (uniquely) determined reproducing kernel in Harmg ., i.e.,
KHarmo . (§57), § €8, is a member of Harmg .. with

/Q Y () Kitaem(6,1) d(n) = Y (€), €€ (3.160)

for allY € Harmyg .

Observing that

2n+1

| ) do() = 3 (Yol (3.161)

j=1
we find in connection with (3.156) and (3.157)

2n+1 2n+1

Z (Yn’Yn,j)i%Q) Z (Y5.5(9)? (3.162)

J=1 J=1

2n+1
2n+1 9
= T > (Y Yaia
j=1

(Ya(€))?

IN

This yields the following lemma.

Lemma 3.31. For every Y, € Harm,,

1
2n+1\2
Wallcw = supl7:(o) ( s ) Walliz

- () ([ oner a0) . wam

In particular,

1
o +1\2
nt ), (3.164)

Vol = sup ¥es(©) < (257

j=1,....2n+1.
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3.5 Legendre Polynomials

The function P, :
[3]

~1,1] =R, n=0,1,...,

(2n — 2s)!

defined by (3.63)

71728’ te

Z(il)s 2"(71

Po(t)

erties:

(1)

11/P

(iii) P,(1) = 1.

In particular, we have for n =0

:]_’

5. 3
7ti
2

Po(t)

Ps(1)

5 )

—2s)l(n — s)!s!

) P, is a polynomial of degree n on the interval [—1,1]

t)dt =0 for n # m,

4

[7171]

This is easily seen from the usual process of orthogonalization

87

(3.165)

s=0
is called the Legendre polynomial. P, is uniquely determined by the prop-

L (3.166)

=1, Py(t) ==t 5’
35, 15, 3
- 24 3 (3.167)

Py(t) = 8

A graphical impression of some Legendre polynomials can be found in

Fig. 3.1.

i
o
o
G
;o
)
1
=
S
s 1
’l
S
N-—Pl |
P
o Py
‘ ‘ i ekt 1
-1 -0.5 0 0.5 1
Fig. 3.1: Legendre polynomials ¢ — P, (t) 1,1, n=1,...,4.
2 (3.168)
2n+1 " '

Furthermore,

/ PPt dt
~1
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Definition 3.32. For ¢ € Q, the function P,(¢-) : n+— P,(£-1n), n € Q, is
called the scalar &£-Legendre kernel of degree n.

Applying the Cauchy—Schwarz inequality to the addition theorem (The-
orem 3.26), we obtain for the scalar {-Legendre kernel

2n+1

22 ne )| = | X Vsl (3.169)
j=1

4r

2n+1 2n+1
ST (@) D (Yay(m)?
j=1 j=1

2n +1

= 2R

= Pa(1). (3.170)

IA

Therefore, it follows that
|P,(®)| < P,(1)=1, te[-1,1]. (3.171)

Moreover, the Legendre polynomial P, satisfies the estimate (see, for exam-
ple, C. Miiller (1952))

IEE @) < PP, (3.172)
where Pék)(l) = O(n?F). In particular, we have
1
Pl(1) = % (3.173)
Furthermore, for k =2,3,...,n,

k
Pi(1) = <;> ol 1) (a4 1) = 1-2) . (n(n+ 1) — (k ~ 1))).

From Lemma 3.24 in combination with Theorem 3.26, it follows that

<(1 — 1) <i>2 — 2t% +n(n+ 1)) P.(t) = 0, te[-1,1], (3.174)

L, = ((1 —1?) (i)Q - Qt(jt> (3.175)

is the Legendre operator, i.e., the part of the Beltrami operator that depends
only on the polar distance t.

where

We therefore obtain the following lemma.
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Lemma 3.33. The Legendre polynomial P, is the only twice differentiable
eigenfunction of the ‘Legendre operator’ (3.175) on [—1,1], corresponding
to the eigenvalues —n(n + 1), n = 0,1,..., and bounded on [—1,1] with
Pa(1) = 1.

The differential equation (3.174) shows that P, and P cannot vanish
simultaneously such that P, has no multiple zeros. The orthogonality re-
lation for Legendre polynomials implies that P, has, at most, k different
7€ros, 21, ... 2k, k < n, in the interval (—1,1). Letting

Lu(t) = (t = 21) -+ (t = ) (3.176)

we get Ix(1) > 0 and P, = J,_xI. The polynomial J,_j is positive in
[-1,1], and we have

+1 +1
/ P (t)I1,(t) dt = Jn k()T (t) dt > 0. (3.177)

-1 -1
As P, is orthogonal to all polynomials of degree < n, this is possible only
for the case k = n. Thus, we can conclude that P, has n different zeros in
the interval (—1,1).

The zeros of the Legendre polynomial for n = 1, 2, 3, 4 are listed in
Table 3.2.

Table 3.2: Zeros of the Legendre polynomial.

n=1 2z=0

n=2 2z9=—z = 0.5773502692...

n=3 2z3=—2z = 0.7745966692...
Z9 = 0

n=4 z4=—z = 0.8611363116...
z3 = —z9 = 0.3399810436...

Lemma 3.34. The Legendre polynomial P, has n different zeros in the
interval (—1,1).

From the binomial theorem, it follows that

n n! n—ss
2 —1)" = Z(—l)sth B on=0,1,.... (3.178)
s Is!
For all s < [n/2] we find

d\" o s (2n —2s)! ,_,
“ n—2s _ n—2s 1
<dt> ! (n —2s)! = (3.179)
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while for [n/2] < s < n we get

(i)n =2 = . (3.180)
Therefore, we see that
d\" 5 n 2 s nl (2n —2s)! o
(dt> -1 = S (-1) CESrRCEE (3.181)

s=0

By comparison with the definition of the Legendre polynomial (3.63), we
obtain the Rodriguez formula.

Lemma 3.35. Forn=20,1,...,

Pu(t) = 237“ (i)n(ﬂ —-n" tel-1,1). (3.182)

Integrating by parts, we obtain the Rodriguez rule

/1 PUO)P(1)dt = — /1 FO($)(1 — £2)" dt (3.183)

—1 27! -1
for every F € C(™[—1,1].

As an application of this formula, we discuss the integrals

/ 11Pk<t><P;<t>— @it =— [ (B0 - PP @ 18y

-1

P — P/ _, is a polynomial of degree n — 1 on [—1,1]. Consequently, the
integral (3.184) vanishes for k& > n. On the other hand, P}, is a polynomial
of degree k — 1. This means that the integral vanishes also for £ < n —1 so
that (3.184) differs from zero only for k = n — 1. Thus

PLt) = Py o(t) = cnPur(t), te[-1,1] (3.185)
In connection with (3.173), we find
P (1)— P _5(1) = 2n—1. (3.186)
Therefore, it follows that
P'(t) =P, 5(t) = 2n—1)P,_1(t), te[-1,1]. (3.187)

Equivalently, we have

1
(2n—1) / Por(t)dt = Pos(s)— Pa(s), n>2, (3.188)
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for all s € [—1,1]. By similar arguments, we are able to show that

1 () =t (1) = (n+1)Pu(t), (3.189)
(t* = 1)P.(t) = ntP,(t) — nP,_1(t), (3.190)
(n+ 1)Poy1(t) + nPo_1(t) — (2n+ 1)tP,(t) = 0. (3.191)

The formulas (3.189)—(3.191) are known as recurrence formulas for the Leg-
endre polynomials. Moreover, we have the following result.

Lemma 3.36. Forn=1,2,..., ¢t € [-1,1],

n(n+1)

(- P = S

(Pusi(t) — Pui(t)). (3.192)

Proof. Inserting (3.191) into (3.190) we find

(t2 = 1)P.(t) = n(tPu(t) — Po_1(t)) (3.193)
- (;ipnﬂ(t) b Pt - Pnl(t)>
= n <2711++11 1 (t) %mpn 1(t)>
712(271;) (Prs1(t) = Pa-1(t)) -
This is the desired result. O

In addition, we mention the following results involving derivatives of the
Legendre polynomial.

Lemma 3.37. The following identities are valid:

(i) Forn=0,1,...

Pl (t) = kio(zlk; + 1) Py (1). (3.194)
(i) Forn=1,2,...

Py, (t) = §(4k +3) Pog (2) (3.195)
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(iii) Forn=1,2,...
n—1

(L+1)P(t) =Y (2k + 1)Pi(t) + nPu(t). (3.196)
k=0

Proof. We prove statement (iii) only. It is clear that there exist coefficients
Gn,0, - - - 0an,n such that

(1+ t)Pé(t) = i an,kPk(t). (3.197)
k=0

Now, by virtue of (3.168),

2

— 3.198
20+1 ( )

1
| P+ R d=an,
-1
for [ =0,...,n. Integration by parts yields

1 2 1
/p;(t)(ut)a(t)dt:z—a /Pn(t)(l—i—t)Pl'(t)dt. (3.199)
1

_ "o+t ),

For [ =0,...,n — 1 the last integral on the right-hand side vanishes, since

(1 +t)P/(t) is of degree < n — 1. Thus, it follows that a,; = 2l + 1 for

[=0,...,n—1. An easy calculation shows that

/lpn(t)P;(t)(Ht) at = SPAO0 0| - 2/1})3@) dt
— —1 —

ot (3.200)
N 2n+1’ '

hence, ay, = n. This gives the required result. O

Remark 3.38. The Legendre polynomials satisfy the recurrence relation

2k -1 k—1

Pi(t) A Pr1(t) +

P_s(t) = 0. (3.201)

k> 2 te[-1,1] (remember Py(t) = 1,Pi(t) = ¢, t € [-1,1]). For every
t € [—1,1] fixed, the sum

N
Qn(t) =D Pult) (3.202)

k=0
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can be calculated by the (stable) algorithm

Ryi+1(t) = Ry42(t) =0 (3.203)
2k +1 k+2
Ri(t) = 1 Ry (t) — mRk+2(t) +ag, k=N,...,1
(3.204)
1
QN(T,) = ag— iRQ(t) + Ry (t)t. (3205)

The proof follows easily by writing out the above recurrence relation for
the Legendre polynomial in matrix form (see P. Deuflhard, A. Hohmann

(1991)).

The power series
¢(h) =>_ Pu(t)h", te[-1,1], (3.206)
n=0

is absolutely and uniformly convergent for all h with |h| < hg, hg € [0,1).
By differentiation with respect to h and comparing coefficients according to
(3.206), we find

(1+h%=2ht)¢'(h) = (t —h)p(h). (3.207)

This differential equation is uniquely solvable under the initial condition
¢»(0) = 1. Since it is not hard to show that

h— (1+h%=2ht)"Y2 he(-1,1), (3.208)

solves this initial value problem, we have the following generating series
expansion of the Legendre polynomials.

Lemma 3.39. Fort e [-1,1] and all h € (—1,1)

— 1
DI 0o A ——
= V14 h? —2ht

Among other areas of application, the subject of potential theory is con-
cerned with forces of attraction due to the presence of a gravitational field.
Central to the discussion of gravitational attraction is Newton’s law of grav-
itation for the force field generated by a single particle (cf. Chapter 10): the
gravitational force f in free space (i.e., free of point masses) is related to
the potential function F' according to

f(x) ==V F(x), x #vy, (3.209)
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when the potential between a mass point y and a point of free space = has
the form

Flz)=kle—y|™", v #y (3.210)

(k is the gravitational constant). Because of spherical symmetry of the
gravitational field, the potential function of a single particle depends only
upon the radial distance, i.e., the inner product of the direction vectors of x
and y. In order to obtain this result, let us suppose for the sake of definition
x=lz|§, y=|y|n, &n € Q, |z| < |y|. Then we find

1 1 2[\* =] o
€T €T
= = 1+(> — 21y : 3.211
[z =yl 1yl ( [yl vl (3:201)

Returning now to Lemma 3.39 with ¢t = £ - n and h = |z|/|y|, we find that
the potential function has the series expansion

Z <|x|> W (€-1)). (3.212)

|yl

Iaf —yl |y|

Moreover, our considerations have shown that

o

L D s 1
lz—y| nz:% nl 2| (€ - Vy) m7 (3.213)
where 1) , Pt -n)
€V = @‘Tﬁ n=0,1,... (3.214)

Identity (3.214) is known as Mazwell’s representation formula. It shows that
the Legendre polynomials may be obtained by repeated differentiations of
the ‘fundamental solution’ y — |y|=',y # 0, of the Laplace equation in the
direction of the unit vector £&. Thus, the potential on the right-hand side
of Maxwell’s representation formula may be regarded as the potential of a
pole of order n with the axis £ at the origin.

The power series in Lemma 3.39 can be differentiated for all h € (—1,1).
Thus, it follows that

h—
P, (t)h" L. 3.215
C(1+h2— 2ht 3/2 Zn ( )

Now, it is easy to see that

1 2h? — 2ht 1—h?
- = : (3.216)
V1+h2—=2ht (14 h?—2ht)3/? (14 h% — 2ht)3/2

This gives us the following result.
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Lemma 3.40. For allt € [-1,1] and h € (—1,1)

1—h? = n
(TR > (@n+ 1A Py(t).

n=0

Lemma 3.39 can be used to prove an integral representation for the Leg-
endre polynomial. To this end, we start from the well known elementary
integral

s

d

|5 = 2 (<D (3.217)
o L+vycose 1—192

We set
hvit? —1

- Vv 3.218
v . ( )

On the one hand, it follows that
™ 1 ™
/ —dyp (1—ht)/ [1—h(t+ V12— 1cosp)] ' dyp
o L+~ycosy 0
(1-— ht)/ Z(t + V12— 1cosp)"h" dp. (3.219)
0 n=0

On the other hand, we obtain

\/17: 2 IR iT1)/(1 “ht)? \/17T4(r1h2 ht)2ht' (8.220)
In connection with Lemma 3.39, this yields
- 00
T = (1-— ht)w;Pn(t)h". (3.221)

By comparison, we therefore obtain
o] T oo
Z/ (t+ V2 —lcosp)"dp h"™ = 7w Pa(t)h". (3.222)
n=0"0 n=0

This gives us the Laplace representation of Legendre polynomials .

Lemma 3.41. Fort € [-1,1] andn=0,1,...

P.(t) = 1/0 (t+Vt2 —1cosp)" dp.

™
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By the representation (i = v/—1)
1 2w n
P,(t) = o / (t +iv/1—t%cos gp) dy (3.223)
T Jo

we obtain an estimate valid for arbitrary ¢t € [—1,1] (cf. C. Miiller (1969)):

1 2m

|P(t)] o /) [t + iV 1 —t2cosp|” do (3.224)

(It + [v1-2])"
(It + V1 +[t[)"

2" (1 + [¢[2)"/2.

ININ A

Moreover, it follows by the substitution s = cos ¢ that (3.223) is equivalent
to

P,(t) = 1 /1 (t+is\/1—12)"(1 — s2)~V/2 ds, (3.225)

T J-1

so that we get from |t +isv/1 — t2] = (1 — (1 — s2)(1 — £2))'/2 the estimate

1
1P ()] < 1/ e loa(l=(1-")(1=s%) (] _ $2)=1/2 gg. (3.226)
T J-1
Since
log(1 — (1 —s*)(1 — %)) < —(1 — s*)(1 —t?) (3.227)
we obtain )
1P ()] < 3/ e~z (=) 1=1) (1 _ ¢2)=1/2 g, (3.228)
™ Jo

By the substitution s = 1 — u, we find in connection with u < 1 — s? < 2u

1
PO < 2 / e~ 3U1-2) 112 gy

™

0
oo
2/ —Z2u(1-t?),,—1/2
— [ e 2 u du
0

<
T
_ 2 VT
7w (n(l—1t2))1/2
1 4 1/2
= —|—7 . 22
7 am) (3229
Lemma 3.42. (Estimate of the Legendre polynomial) Forn =1,2,... and

te(-1,1),
1 4 1/2
|Pa(t)] < NG <n(1 — tQ)) : (3.230)
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Next, we discuss the circular average of a function on the unit sphere €.
The problem is equivalent to the investigation of the spherical counterpart
T}, of the so-called translation operator

Th(F)(€) = )do(n), Fel*(Q), he(-11),

2mvV1 — /5 il e

(3.231)
where do is the line element in R3. T}, is a bounded positive linear operator
mapping L2(Q) into L?(Q) with the following properties:

| Th(F)l2 @) < 1F[l2(e)s (3.232)
| BNV do©) = Puth) [ POV dute),  (323)
forn=0,1,...,h € (~=1,1), F € L2(Q). In particular,
Th(Ya)(€) = Pa(h)Yal(€), €€Q,Y, € Harmy,. (3.234)
Finally,
i [~ T4(F) 0 = 0. (3.235)

In other words, Y,, € Harm,, implies Ty (Y,) € Harm,,, and h — Ty(Y,,) is
a polynomial of degree < n. Furthermore, it is not hard to see that for all
G € L[~1,1] and all F € L(Q)

/G{ n)EF(n)dw(n —277/ G)T,(F)(&)dt (3.236)
almost everywhere.

Clearly, if P : [-1,1] — R is a polynomial of degree < m and F € L?(Q),
then

| P& mpm) au (3.237)
is a member of the class of all spherical harmonics of degree < m, i.e.,
Harmg __,, = @ Harm,,. (3.238)
n=0

3.6 Orthogonal (Fourier) Expansions

Let {Y,,;},n=0,1,...,5=1,...,2n+ 1, be an L?(2)-orthonormal system
of spherical harmonics. Let F' be an arbitrary element of class L?(2) (or

C(€2)). The series
oo 2n+1

SN (B Y Ya, (3.239)

n=0 j=1
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is the Fourier series (or orthogonal expansion) of F' in terms of spherical
harmonics. The constants

FNn,j) = (F, Yo )20 = /Q F (€)Y, 5(£) duwl€) (3.240)

are known as the Fourier coefficients of F' (or orthogonal coefficients of F
with respect to Y, ;). One frequently writes

oo 2n-+1

F 3> FNn,j)Ya, (3.241)

n=0 j=1

to indicate that the right-hand sum is associated in a formal way with the
left-hand side. In view of the fact that

2n+1
Projsrarm, (F) = Y FNn,j)Ya, (3.242)
j=1

/ 2n4+ 1Pn('n)F (n) dw(n)
0 T

we may write

o0
F ~ > Projygem, (F), (3.243)
n=0
hence, the Fourier series (orthogonal expansion in terms of spherical har-
monics) of an element F is merely the sum of the projections of the element
on the orthonormal system of spherical harmonics. The relation between
an element and its Fourier series has been the object of many investiga-
tions. Of particular importance for practical purposes are results in the
framework of the pre-Hilbert space (C(R), (+,")12(n)) or the Hilbert space
(L2(Q), (-, ‘)r2()) which will be established below.

We take the opportunity to base our considerations about Fourier expan-
sion theory in terms of spherical harmonics on two summability methods,
namely Bernstein and Abel-Poisson summability.

The point of departure for Bernstein summability is the so-called Bern-
stein kernel of degree n

n
ti Bo(t) = ”4“;1 <1;t> . te[-1,1]. (3.244)
Remark 3.43. The name Bernstein is motivated by the fact that the ker-
nel (see Fig. 3.2) is proportional to the Bernstein polynomial BX(t) =
(Mt“(1 — )" scaled to the interval [—1,1] with v = n (¢ is the polar
distance between ¢ and 7, i.e., t =& - 7).
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Fig. 3.2: Tllustration of the kernel B, (cos®),0 € [—m, x| for the degrees

n =10, n = 20, n = 40.

First, we mention some important properties of the Bernstein kernel.

Lemma 3.44.

(i) Forallt € [-1,1] and n=0,1,... we have
+1

B (0) =27 By(t) dt = 1.
—1

(ii) For allt € [—1,1]

B,(t) > 0.
(iii) For allt € [-1,1]
nh_)ngo B,(t) =0.
(iv) Fork=0,...,n
1 A _ n! (n+1)!
27r/_1 B, (t)Py(t) dt = B (k) = =B (ntk+ 1)
0
(nJrll:Jrl) :

(v) Fork €N fized
By (k) < By (k).

(vi) For k € Ny fized, B} (k) — 1 as n — oo, i.e.,

lim B)(k) = 1.

n—oo

(3.245)

(3.246)

(3.247)

(3.248)

(3.249)

(3.250)
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Now, suppose that F' is continuous on 2. We use the property (i) to
guarantee

/ﬂ Bu(€ - n)F(n) du(n) (3.251)
— FO)+ /Q Bo(€ ) (F(n) — F(8)) dw(n),

€ € Q. We split Q into two parts, depending on a parameter v € (0,1):

/:/ +/ (3.252)
Q —1<En<1—y 1—y<&n<1

On the one hand, we find with (ii)

IN

1=y
‘ / Bu(&-m)F(n) dw(n)‘ sl [ Balt) di
—1<gn<1—v -1

2Py (1- 1)

IN

On the other hand, F' is uniformly continuous on 2. Thus, there exists a
positive function p : y +— p(y) with

£i£1(1) u(y) =0 (3.253)
such that
|F'(§) — F(n)| < p(v) (3.254)

for all n € Q with 1 —~ <& -1 < 1. Thus, it follows that

/ Bu(&-n)(F(n) - F(€)) dw<n>\ < ) [ Buteom) o
1—y<En<l Q
— (3.255)
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Summarizing our results, we obtain the following estimate

/Q Bu(€ ) (F(n) — P(€)) du(n)

sup
£eQ

[ Bt ) awto) - £ = sup

£en

< sup / Ba(€ - m)F(n) dw(n) - F(©) / B (€ ) dw(n)

£eq
1-v<&n<1
[n]=1
< swp / Bo(€ - n)F(n) dew(n)
£eq <1—~

IN

vy n+1
2F e (1-3) +n).

This shows us that

lim sup
n—oo EEQ

[ Bute - Fdst) - F(&)] < ul(r) (3.256)

for every v € (0,1). Since u(y) — 0 as v — 0, we get the following result.
Theorem 3.45. For F' € C(Q)

lim sup
n—00 ¢cQ)

[ Bate ) doto) - F(&)] o,

Now, it can be readily seen that

2k 1y
ZBA + Pu(t) (3.257)
for all ¢ € [—1,1]. This shows us that
/ B, (€ - n)F(n) du(n)
2k +1
= B” P,
S Bw® [ e ()

= > BJ(k) Projiaem, (F)(©). (3.258)
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Thus, we finally have the ‘Bernstein summability’ of a Fourier series ex-
pansion in terms of spherical harmonics.

Theorem 3.46. For F' € C(Q),

n 2k+1
lim sup > Bp(k) Y F"(k, )Yi;(€) = F(§)| = 0. (3.259)
TR i, j=1

Theorem 3.46 enables us to prove the closure of the system of spherical
harmonics in the space C(2).

Corollary 3.47. The system {Y, j}n=01,.., j=1,...2n+1 15 closed in C(2),
that is for any given € > 0 and each F € C(Q), there exists a linear combi-

nation
N 2k+1

DD gV

k=0 j=1

such that
N 2k+1

F— Z Z di.; Vi j <e.

k=0 j=1 c@)

Proof. Given F' € C(Q2). Then, for any given € > 0, there exists an integer
N = N(e) such that

N 2k+1
sup | D B (K)F"\(k, ) Yiej(€) — F(§)| <, (3.260)
e S S
- »J
which proves Corollary 3.47. O

The point of departure for the Abel-Poisson summability is Lemma 3.40
from which we obtain

o0

! 1—h? 1
dt =Y "@2n+1)h" [ P,(t)dt 3.261
/1 (1 + h2 — 2ht)3/2 >_(2n+1) /1 n(t) (3.261)

n=0

for all h € (—1,1). Since fil P,(t)Py(t)dt = 0 for n > 1, we finally have

1/t 1—h?
= ——dt = 1. 3.262
2 /1 (14 h2 — 2ht)3/2 ( )
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Theorem 3.48. (Abel-Poisson Integral Formula) If F' is continuous on (2,
then

i/ (1= h*)F(n)
4 Jo (1 +h2 —2h(€ -7

S el — F(©)| = .

lim sup
h—1,h<1¢cq

Proof. Observing the identity (3.262) we get
1 (1= h*)F(n)
— d - F
i Jo T w2 = 2hie - myypr2 ) —F©)

L (L~ W2)(F(n) ~ F(©))
ir Jo (1 12 = 2h(€ )2

dw(n). (3.263)

For h € [%, 1) we split the integral into two parts:

L= [ e

—1<€n<1-YI-h 1- Y1-h<gn<1

On the one hand, we find

14+h%—2nt=(1-h)2+2h(1—t)>2rV1—h (3.265)
and

1— h? - 1— h?
(1+h2—2nt)32 — (21— h)3/2
1+h 1—h

(2h)3/2\/1—h
< 2/1-h

provided that t € [~1,1 — v/1 — h]. This leads us to

(3.266)

/ (1= h*)(F(§) - F(n)) dw(n) (3.267)

(1+h2 = 2h(¢-n))3/2
—1<¢n<1—Y1—h

1-Y1-h

1—h?
< An[|F| ¢

(1 T h2 — 2ht)3/2 dt S 167THF||C(Q) V 1—h.

-1

On the other hand, F' is uniformly continuous on 2. Thus, there exists a
positive function u : h +— p(h) with
lim p(h) =0 (3.268)

h—1
h<1
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such that
[F'(§) = F(n)| < pu(h) (3.269)

for all € Q satisfying 1 — /1 — h < £ -9 < 1. Consequently, in connection
with (3.262), we are able to deduce that

/ (1= R*)(F(&) — F(n)) deo(n)| < u(h). (3.270)

(152 = 2h(& - m))*)?
1- ¥1=h<gn<1

Letting h tend towards 1, we obtain the desired result. O

As an illustration (see Fig. 3.3), we consider a continuous function F
defined on {2 and its Abel-Poisson means
1 (1—h?)F(n)
41 Jo (14 h2 —2h(& - n))3/2

dw(n)

for the values h = 0.9,0.7,0.4, respectively. In Fig. 3.3, we show a cut along
the equator of the unit sphere.

0.6

0.4¢

0.2r

_0'2—1t 7 0 T ae T
Fig. 3.3: A continuous function F' on the sphere and its Abel-Poisson means

(h =10.9, h = 0.7, h = 0.4). The figure shows the profile of the function
along the equator of the unit sphere.

Combining Theorem 3.48 and Lemma 3.40, we get the ‘Abel-Poisson
summability’ of a Fourier series expansion.

Theorem 3.49. Let F' be of class C(2). Then the series

00 2n+1

DK"Y FNn,j)Ya(€)
n=0 j=1
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converges uniformly with respect to all & € Q for fized h € (0, hg), ho < 1,

and
00 2n+1

lim h” Z FNn, j)Yn (&) = F(€).

h—1, h<1

Again the summability (Theorem 3.49) enables us to prove the closure of
the system of spherical harmonics in the space C(§2) with respect to ||-[|c(q)-

Corollary 3.50. The system {Y, j}n=01,.., j=1,.2n+1 s closed in C(£2),
that is for any given € > 0 and each F € C(Q), there exists a linear combi-
nation

N 2n+1
SO dngYay
n=0 j=1
such that
N 2n+1
SS9 R
n=03=1 c@)

Proof. Given F € C(Q)). Then, on the one hand, for any given € > 0, there
exists a real number h = h(e) < 1 such that

[e'9) 2n+1
. 3
up | F(6) - Doh Y PN j)Ya (6)] < 5 (3.271)
c -
— j=1
On the other hand, there exists an index N = N(e) such that
00 2n+1 2n+1 c
zuEZh”ZFAnJ Zh”ZFAnj ng§)§§.
€2 n=0 j=1
(3.272)
But this means that
N 2n+1
sup [F(€) = > Y h"FN(n, j)Yn;(6)] <, (3.273)
£eQ n=0 j=1
which proves Corollary 3.50. O

Next, we are interested in closure and completeness in the Hilbert space
L), [ - L2 (e))-

Theorem 3.51. The system {Y;, j}n=01,.., j=1,.2n+1 s closed in the space
C(Q2) with respect to || - |li2(q), that is for any given € > 0 and any given
F € C(Q), there exists a linear combination
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N 2n+1

2D bgYay

n=0 j=1

such that
N 2n+1

=D buyVay <e.

n=0 j=1 12(Q)

Proof. Corollary 3.51 follows immediately from Corollary 3.50 by using the
norm estimate (2.103). O

Theorem 3.52. The system {Y;, j}n=01,.., j=1,.2n+1 S closed in the space
L2(Q) with respect to || - L2 @)

Proof. C(Q) is dense in L2(12), that is for every F € L?(Q2) there exists
a function G € C(Q2) with ||[F' — G| 2(q) < /2. The function G € C(2)
admits an arbitrarily close approximation by finite linear combinations of
spherical harmonics. Therefore, the proof of the closure is clear. O

Truncated spherical harmonic expansions admit the following minimum
property which should be mentioned for the convenience of the reader.

Lemma 3.53. Assume that F € L2(Q). Then

m 2n+1
Z z; :YGH;FIEO m||F_Y||L2(Q) :

L2(Q) .....

e., the problem of finding the linear combination in Harmg . ., which is
minimal in the L?(Q)-norm is solved by the orthogonal projection
Projiarm, m(F) of F onto Harmg__p,

-----

Proof. An easy calculation shows that

m 2n+1 2
> > LngYay = (F,F)L2q) (3.274)
n=0 j=1 L2(Q)
m 2n+1
=2 D I Fmg) P
n=0 j=1
m 2n+1

D> [ Lnj = F(n.g) 2

n=0 j=1
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for arbitrarily given coefficients L, ; € R. Therefore, the minimum of the
right-hand side of the Eq. (3.274) is achieved if and only if L, ; = F"*(n, j)
forn=0,...,m, 5=1,...,2n+ 1. Moreover,

m 2n+1 2 m 2n+1
F=>">" F\nj)Yn; (F, F)ia) = Y > [F (0, 4)]
n=0 j=1 12(Q) n=0 j=1
(3.275)
O

We summarize our results in the fundamental theorem of orthogonal (spher-
ical harmonic) expansions.

Theorem 3.54. The closure of the system {Y;,;} in L*(Q) is equivalent to
each of the following statements:

(i) The orthogonal expansion of any element H € L2(Q) converges in
norm to H, i.e

m 2n+1

Jim \H =% (H, Yo )0 Y, =0
n=0 j=1 L2(Q)

(ii) Parseval’s identity holds. That is, for any H € L2(9),

co 2n+1

1H 320 = (H, H)rzy = D Y | (H Yaz)ia) I” -
n=0 j=1

(i4i) The extended Parseval identity holds. That is for any H, K € L?(),

oo 2n+1

(H, K2y = > > (H, Yo )2y (K, Yo )12
n=0 j=1

(iv) There is no strictly larger orthonormal system containing the or-
thonormal system {Yy, j}n=0,1,.., j=1,.. 2n+1-

(v) The system {Yy j}n=01,.; j=1,..2n+1 has the completeness property.
That is, H € L2(Q) and (H, Yoz = 0 for alln =0,1,..., j =
1,...,2n+ 1, implies H = 0.

(vi) An element H of L2(Q) is determined uniquely by its orthogonal co-
efficients. That is, if (H,Yn j)12(0) = (K, Yn)12(), n=0,1,..
1,...,2n+1, then H = K.

5 J
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The proof of Theorem 3.54 is omitted (see, for example, P.J. Davis (1963)).
The property (i) is of great importance for practical purposes. In particu-
lar, it tells us that any continuous function may be approximated (in the
L2(Q)-sense) by finite truncations of its Fourier (orthogonal) expansion in
terms of any L*(Q)-orthonormal system of spherical harmonics {Y;, ;}.

Finally, we are interested in pointwise approximation (see, e.g., C. Miiller
(1998)).

Theorem 3.55. Let F' be continuous in the point & € ). Moreover, as-
sume that F is bounded on €. Furthermore, suppose that the sequence

{Sn(F)}n:O,l,‘.,

n 2k+1
Sn(F)(€) =D > FNk.j)Y(€)
k=0 j=1
converges in & € ). Then
oo 2k+1
F(€) = lim Sy( =3 PNk, §)Yi, () (3.276)
n—oo =0 =1
Proof. Observing that
"2k + 1

/Q Py(€ - m)F(n) duw(n) (3.277)

k=0

we obtain from the Abel-Poisson summability

h—1
h<1 k=0

—hmzhk%“/m ) () de(n). (3.279)

The series can be rewritten as follows

SRR (SK(F) () = St (F)(E) + So(F)(©) (3.279)

—h) Y BESK(F)(€)
k=0

It is known from Theorem 3.49 that

lim (1 — thsk F(€). (3.280)

h—ol
h<1
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According to our assumption, the sequence {Si(F")(§)}x=o,1,... is convergent:

lim 53, (F)(§) = S(F)(&)- (3.281)

k—o0

Consequently, to every ¢ > 0, there exists an integer kg = k(&) such that
S(EF)E) —e < Sp(F)(€) < S(F)(E) +e (3.282)
holds for all k > ky(¢). Hence, we are able to show that

[e'e] ko
(SF)E) —2) < D0 WESU(F)(E) < 1= (S(F)(E) +o).  (3.283)

k=ko

ko
1-h

The limit h — 1 gives, in connection with (3.280), the estimate
S(F)(§) —e < F(§) < S(F)(§) +e.

This proves the assertion of the theorem. 0

Finally, we are concerned with the spherical Fourier transform and its
inverse.

Definition 3.56. The spherical Fourier transform FT : F — (FT)(F),F €
L1(€), is defined by

(FT)(F))(n,j) = FNn, ) = /Q F(n) Yo () deo().

As we have shown above, the restriction of the spherical Fourier transform
to L2(2) forms a mapping from L?(Q) into the space

oo 2n+1

D> [Hnj) P<ooy, (3.284)

n=0 j=1

Lir(J) = {H(n,j)}

where we have used the abbreviation
J={(n,j)|n=0,1,....5=1,...,2n+ 1}. (3.285)

From the considerations given above, it is clear that any function F € L2(Q)
is characterized by its sequence {F"\(n, j)} € L3.,(J).

Lemma 3.57. (Inverse Transform) For {H(n,j)} € L%.,(J) define the

mapping
(FT)™": Ly (J) — L)
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by
oo 2n+1
(FT) '"({H(n,§)}) =>_ > H(n,j)Yn;
n=0 j=1
Then

(FT)"M(FT) = Iiao).
(FT)(FT)™

IL%T(J)'

Moreover it should be noted that, for F, G € L?(f2), the relation

N 2n+1
li G — F" Yo, =0 3.286
Jm =325 (3.250)

L?(Q)

implies F' = G almost everywhere on Q. If F' is assumed to be Lipschitz
continuous, i.e., F € Lip(Q?), T. Gronwall (1914) has shown that F' can be
recovered by its Fourier expansion in uniform sense:

N 2n+1

. _ Ny YV —

1\}5%0 F g g F*n,j)Yn,; 0. (3.287)
n=0 j=1 Q)

3.7 Legendre (Spherical) Harmonics

Next, we are interested in deriving another characterization of the Legendre
polynomial, that will be of importance in the representation of spherical
harmonics in terms of cartesian coordinates: Consider the function L, :

R? — R,n=0,1,... defined by (i = v/—1)

1

L,(x) = o

27
/ (z3+iz) cos atizgsina)da, = (z1,20,23)7. (3.288)
0

Clearly, L, is a homogeneous polynomial of degree n which is symmetric
with respect to the zs-axis. An easy calculation shows that AyL,(z) =0
for all z € R?, i.e., L, is harmonic in R®. Moreover, L, has the value 1
at €%: L,(e3) = 1. Furthermore, by use of the coordinates (2.94) and the
Laplace representation Lemma 3.41, we see that

n 21

L,(z) = 72;7r ; (t+iv1—t2cos(a— )" da (3.289)
n 27
= ;— (t+iv1—1t2cosa)da
T Jo

= P, (1).
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This implies that
L, <|z|> = P,(t), ==z (t53 + V1 — 2(cos pe! + sin @52)> , (3.290)

for all z € R3\{0}. This, together with Lemma 2.16 and the addition
theorem (Theorem 3.26) hints at the following result.

Theorem 3.58. Let H,, be a homogeneous, harmonic polynomial of degree
n with the following properties:

(i) Hp(tx) = Hp(z) for all orthogonal transformations t € SO.3(3),
(i) Hp(e3) =1.

Then H,, is uniquely determined, and H, coincides with the Legendre har-
monic L, of degree n, i.e.,

H,(z) = Ly(x) = 7" Py(t), = 7r(te® + /1 — t2(cos e + sin pe?)),

where .
Po(t) =Y Cun(1—12)"5 ¢* (3.291)
k=0 :
with
0 , n—kodd
Onf = n— n! 3292
nok (_%) 3 W‘)I)Qk' , n —k even. ( )
Equivalently,
13) S
1.,(1—¢2)m
=n! S U Sl A S
P,(t)=n!) ( 4) OECEEE (3.293)

Proof. We already know that H,, as homogeneous harmonic polynomial of
degree n can be written in the form

n

H,(z) = ZAn_k(xl,mg)x’?f, (3.294)
k=0

where

((821)2 + ((922>2> Ap—k(z1,22) + (K +2)(k + 1) Ayg—2(71,22) =0

(3.295)
for Kk = 0,...,n — 2. Therefore, H, is uniquely determined by the homo-
geneous polynomials A, : (z1,22) — Ap(z1,22) and A,_q @ (21,29) —
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Ap—1(x1,22). The condition (i) implies that these polynomials depend only
on 27 + x3. We thus find with a constant Cn_x
2

0 , n—kodd
n—k

Coi(z?+23) 2 | n—keven. (3.296)
2

Ap_p(r1,22) = {

For z = &3 in (3.296), we get % + 23 = 0 and z3 = 1 such that Cp = 1. In
order to determine C'n_x for even integers n — k, we see that
2

)+ ()

In connection with (3.295), we therefore find the recursion relation

n— —k
(a1 +23)"7 = 4(—

(22 +22)" . (3.297)

- k n—k— n—k—
AC e (o)A@} +23) " = = (k4 2)(k + 1)Cacsa (2} + 23) "5
such that
(n —k)2Cuos + (k+2)(k +1)Cp2 = 0, (3.298)
2 2
k=20,2,...,n—2. In other words,
Cni =1 (3.299)
2
for k = n, and we have
Cos = (— 1yt k 3.300
nT—k = (_1) W’ n — Kk even, ( . )

for k =0,...,n — 1. This shows us that H,, is uniquely determined by the
conditions (i) and (ii), and we have

1. n— | e
Hy(w) = 33(—1)"7 ————(a} +23)"7 o, (3.301)

where >2 means that the sum is extended over all k with n — k even.

By definition, we let C'nr = 0 for n — k odd. Consequently we are able
2

to write

Ani(@1,32) = Cuci (a3 + 22)" (3.302)
with
o 0 , n—kodd ( )
n—k = sk o 3.303
2 (=) 2 S n — k even
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Using polar coordinates, we know that H, depends only on ¢, as we have
x4 22 =r2(1 - 12). (3.304)

Therefore, our considerations have shown that there exists one and only one
homogeneous harmonic polynomial H,, (dependent only on ¢) satisfying the
conditions (i) and (ii). More explicitly, H,, = Ly, and it follows that

Pt)= 2 (—i)"?"((n_:)!!WQ — %)k, (3.305)

k=0 2

n—k even

By letting n —k=21,1=0,...,|n/2], we finally find

15)
Lo(z) =Y Cj(2? + 23)lay™2. (3.306)
1=0

[NB

From (3.298), we are able to deduce that the coefficients C; satisfy the
recursion relation

4PCI 4+ (n—20+2)(n — 21+ 1)C)_1 = 0, (3.307)
l=1,...]5] with Cy = 1. Consequently, in (3.306), we have

1 n!

(o
Gi=(=3) (IN2(n —20)!" (3.308)
This leads us to the expression
L5) 2\0,.n—2l
1 (2] + a3)'ay
=n! R U e S P> SN
Ly(z) =n! Z:O( 4) (102(n —21)1 (3.309)
such that
Ly(z) =1L, (&) =" P,(t), (3.310)

where P, is given by (3.293). This is the assertion of Theorem 3.58. O

Summarizing our results, we see that the only function Y,, € Harm,,
satisfying (i) Y,(t§) = Y, (&), & € Q, for all orthogonal transformations
t € SO,(3) (i) Ya(n) = 1, is given by € s Yu(€) = Pul€ - m),€ € Q.
Furthermore, for n € Ny, the Legendre polynomial P, of degree n is uniquely
represented in the form

(3.311)

)

k=0
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where, the coefficients C'»_+ are recursively determined by
2

B (n — k)2
Cusz = fmcngk, (3.312)

k=0,...,n—2, with Cg,CLl given by
2

1\2  n!
c, = @ o neven (3.313)
2 0 , nodd
and
o 0 , neven 3314
n—1 — n=1 n! . 1
-l (1) 2 ((%1')!)2 , modd. ( )

Example 3.59. Theorem 3.58 can be used to generate Legendre harmonics
recursively. As an example, we discuss the case n = 3:

3

L(z) = Z Csi (x5 + x%)%xlg, z = (x1,2,23)7. (3.315)
k=0
Equivalently,
Ls(z) = Co(a? 4+ 23)%23 + C1(2? + 22) . (3.316)

According to our approach, we get

3
C’% =0, C% =C] = —5 (3.317)
and by recursion
C% =0, Cy=1. (3.318)
Thus we obtain
_ .3 3.9 2
Ls(z) = x3 2( T+ z3)T3. (3.319)

This gives us the well-known result

Ly(x) = L3(ré) = r3P3(t), € = te® + /1 — t2(e! cos o + €2 sin ),
where the Legendre polynomial P; of degree 3 is given by

3 5, 3
Py(t) =3 — (1= )t = 5153 -5t (3.320)
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3.8 Funk—Hecke Formula

An outstanding result in the theory of spherical harmonics is the Funk-
Hecke formula (cf. H. Funk (1916), E. Hecke (1918), C. Miiller (1966, 1998)).

Theorem 3.60. Suppose that G is absolutely integrable on the interval
[-1,1], i.e., G € LY[—1,1]. Then, for all (£,7) € A x Q andn=0,1,...,

/Q G(E - Q)Puln - ) dw(C) = CMNm)Pal€ ),

where

1
GMNn) = (G, Po)12-11) = 27r/1G(t)Pn(t) dt. (3.321)

Proof. For brevity, we set

Vi(en) = / G(& - OPuln - €) duw(c). (3.322)
Q
Then, with any orthogonal matrix t,
V(b6 t) = /Q G(t€ - ) Palty - €) duo() (3.323)
— (det t) / G(t€ - £¢) Py (b - 60) duo(£C).
Q

But this shows us that, on the one hand,

Va(t€,t) = (det £)°Vo(&,m) = V(&) (3.324)

On the other hand, according to (3.322) with ¢ fixed, V,,(§,-) is a spherical
harmonic of degree n which, by virtue of (3.324), is invariant under orthog-
onal transformations. Therefore, by Theorem 3.58, there exists a constant
G\ (n) such that V,,(§,n) = G"(n)P,(£-n). In order to determine G”(n),
we set £ = 7 and find

") = [ G QR Qo0
_ /ﬂ G - O)Pa(e® - €) duw(C). (3.325)

It follows that G”(n) admits the required representation. O

From Lemma 3.29 and Theorem 3.60, we get the following corollary.
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Corollary 3.61. Assume that G € L'[—1,1]. Then, for every Y, € Harm,,

/Q G - n)Ya(n)dw(n) = G W)YV,(E), €€,

where G™(n) is given above, i.e.,

GN(n) = (G, Pu)pep1q) = 2 /_ GP.(1) .

The Funk—Hecke formula establishes the close connection between the or-
thogonal invariance of the sphere and the addition theorem. The principle
of the Funk—Hecke formula is that of the integral operator mapping F' to the
‘convolution of G and F’. The kernel G depends only on the inner product
&-m, or equivalently on the distance between £ and 7. The spherical harmon-
ics Y,, are the eigenfunctions of the integral operator corresponding to the
eigenvalues G”(n). Therefore, the Funk-Hecke formula greatly simplifies
most manipulations with spherical harmonics.

Definition 3.62. The Legendre transform G — (LT)(G),G € L'[-1,1], is
defined by
(LT)(G))(n) = G"(n) = (G, Pa)r2(-1)-

The series -
2 1
S G )P,
47
n=0

is called Legendre expansion of G (with Legendre coefficients G™(n),n =
0,1,...).

The restriction of the Legendre transform to L2[—1, 1] is a mapping from
L2[—1,1] into the space L2 (Np) of square-summable sequences {4, }:

Lir(No) = {{An} > 271: 1|An|2 < oo}. (3.326)
n=0

According to Parseval’s identity, we have

o

2n+1
(G )21y = Y = —G"(n)H"(n) (3.327)
n=0
for all G, H € L2[~1,1]. Moreover

N

. 2n+1 5 .

Jim |G- > PG (Ol =0 (3.328)

n=0 L2[-1,1]

for all G € L2[—1,1].
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Lemma 3.63. (Inverse transform) For {A,} € L2,.(Ny) define the mapping

(LT)™' - L3 1 (Ng) — L?[-1,1]

by
o +1
—1 o
(LT) ({An})_; i ApPy,.
Then

(LT)"NLT) = Iz2i_1q),
(LT)(LT)™ = Lz (No).

Observe that, for G € L%[~1,1],G"(n) = O(n=2*¢),e > 0, holds for
n — oo. Furthermore, it is not difficult to show that, for G € C(2)[—17 1],
(L:G)(n) = —n(n 4+ 1)G(n) so that G"(n) = O(n2k+t+e) ¢ > 0, is
valid for G € C@¥[—1,1], k € No.

Lemma 3.64. If G € C(®)[—1,1], then

> @ <o

holds for all a > 0.

3.9 Eigenfunctions of the Beltrami Operator

Next, we discuss the role played by spherical harmonics as eigenfunctions
of the Beltrami operator. From Lemma 3.24, we know that any spherical
harmonic of order n is an infinitely often differentiable eigenfunction of the
Beltrami operator corresponding to the eigenvalues (A*)"(n) = —n(n+ 1),
n = 0,1,.... Furthermore, the completeness of the system of spherical
harmonics enables us to show that every eigenfunction £ — Y, (£), £ € Q,
of the Beltrami operator corresponding to the eigenvalue —n(n + 1) defines
a homogeneous harmonic polynomial (i.e., inner (solid spherical) harmonic)

x— Hy(x) =1r"Y,(€), x =71, r=|z|, {€Q, (3.329)
of degree n.

We start our considerations with the following lemma.
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Lemma 3.65. Assume that A # —n(n+1), n=0,1,.... Let K € C(®)(Q)
satisfy the differential equation

(Af = NK(€) =0, ¢e€q.

Then K = 0.

Proof. Let {Yy, ;} be an L?(Q)-orthonormal system of spherical harmonics.
According to the Second Green Surface Theorem, we get

[ (Fus©AEK(©) ~ K(©A,,9) duo(€) =0, (3.330)
Thus, it follows that
(/\ +n(n+ 1))/Q K(&)Yy (&) dw(é) =0 (3.331)

forn =0,1,...; 7 =1,...,2n + 1. Since A is assumed to be different from
—n(n+1), n=0,1,..., this implies

KM, j) = /Q K (€)Y (€) du(€) = 0 (3.332)

forn =0,1,..., 7 =1,...,2n + 1. The completeness property of spherical
harmonics, therefore, shows that K = 0, as required. O

Lemma 3.66. Let K € C(®)(Q) satisfy the differential equation

(Af+nn+1)K(E) = (A= (A (n)K(E)
=0, ¢ceq.

Then K € Harm,,.

Proof. By the same arguments as given above, it follows that
(nn+ 1) =k +1) [ KOV, @ dw©) =0 (3339

for k = 0,1,...,5 = 1,...,2k + 1. For all values of k£ different from n,
we thus have K"(k,j) = (K, Yy )12 = 0. But this means that K is a
member of the span of Yy, 1,...,Y}, 2,41, as required. O

Summarizing our results, we therefore obtain the following theorem.



3.10 Irreducibility of Scalar Harmonics 119

Theorem 3.67. The spherical harmonics Y, : & — Y,(&) of degree
n =0,1,... are everywhere on the unit sphere ) infinitely often differentiable
eigenfunctions of the Beltrami operator A* corresponding to the eigenvalues
(A*)Mn) = —n(n+1), n=0,1,... . The ‘inner (solid spherical) harmonics’
x— Hy(z), € R, with H,(z) = r"Y,(£), = &, = |z| are polynomials
in cartesian coordinates which satisfy the Laplace equation and are homo-
geneous of degree n. Conversely, every homogeneous harmonic polynomial
of degree n (i.e., inner harmonic of degree n) restricted to the unit sphere
Q is a spherical harmonic of degree n.

3.10 Irreducibility of Scalar Harmonics

For any function F' € L2(Q), the transformation & — t&, ¢ € Q produces a
change in the functional values of F. Let F,G € L2(Q),t € O(3). Observing
the change of coordinates ( = t&, we find

| Pe6(© du(©) = (et | FOGETO a0 (3.334)
(observe that dw(t&) = (det t) dw(&)). Thus, it follows that
(ReF, G120y = (F, Rer G120 (3.335)

As mentioned before, (see Section 2.7), an invariant subspace may itself
contain one or more invariant subspaces. If this is the case, V is said to
be reducible. If there are no invariant subspaces of V (other than V itself),
then V is said to be irreducible.

Next, we prove the following theorem.

Theorem 3.68. The space Harm,, of spherical harmonics of order n is
irreducible.

Proof. Assume that there exists an invariant subspace ) of dimension d()) <
d(Harm,) = 2n + 1. Then, we would be able to show that the orthogonal
complement Y+ of ) in Harm,, (with respect to (-, Jr2()) is an invariant
subspace (see Lemma 2.14), for

(F, F-(6) () = /Q F(&)F (6)du(€) (3.336)

— (et t)? / FETE) P () duw(€)
Q
-0

holds for all F € Y, F+ € Y+ (observe that F(t-) is an element in ).
But this means that Fi(t~) is an element of Y+, i.e., V' is an invariant
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subspace. Now, because of the invariance of ) and Y+, G and G being
represented in terms of the L?(2)-orthonormal system {Y;, ;}, respectively,

d(y)

G = ZYJ VW, €, (3.337)
d(Harmn)

Gt = ) VY, et (3.338)
j=d(¥)+1

satisfy G(t-) = G, G1(t-) = G+ for all t € SO.s(3). Moreover, G, G+ do
not vanish identically (note that there exist elements in Y, Y+ different from
zero at €3). Thus, not all values of Y;, j(e%),5 = 1,...,d(Y) or j = d(Y) +

1,...,d(Harm,) are zero. From Theorem 3.58, therefore, there exists a
constant a € R\{0} such that G = aG, in contradiction to our assumption.
This proves Theorem 3.68. O

The irreducibility of Harm,, leads us to simple representations of spherical
harmonics (cf., e.g., W. Freeden et al. (1998)).

Lemma 3.69. Let Z, be a member of Harm,,. Then there exist 2n + 1
orthogonal transformations ty, ..., ton41 such that any Y, € Harm, can be
represented with real numbers ay, ..., asn+1 tn the form

Proof. Consider the set
V={Z,(t)|teO(3)}. (3.339)
Clearly, there exist t1,...,ta,+1 € O(3) such that
V = span{Z,(t1-),..., Zn(tont1-)}- (3.340)

Therefore, Z, € V implies Z,,(t-) € V. From the irreducibility of Harm,, (cf.
Theorem 3.68), it follows that V is an invariant non-void space of dimension
d(V) = d(Harm,,), and the 2n + 1 linearly independent spherical harmonics

Zn(t1+), ..., Zn(topy1) form a basis. O
Lemma 3.70. There exist 2n + 1 points 11, ...,Non+1 of the unit sphere €}
such that any Yy, € Harm,, can be represented with real numbers ai, ..., asn+1
in the form

2n+1

Za] (nj-§), &€
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Proof. From Lemma 3.69 we know that there exist 2n+ 1 orthogonal trans-

formations tq,...,to, 1 such that any Y,, € Harm,, admits the form
2n+1
Ya(§) = > a;Pu(e® t56), e (3.341)
j=1

But this means that Lemma 3.70 follows with n; = th<€3, j=1,....2n+1.
O

In connection with Maxwell’s representation formula (3.214), it is possible
to write the following lemma.

Lemma 3.71. For every Y, € Harm,,

Yn 1" 2n+1
mii - n!) > aj(nj-Vx)"lxﬂ, z=lzl¢, w#0.  (3.342)

J=1

In other words, every function
H 1z H o q(z) = 2|y, ), = eR*\{0}, (3.343)

(i.e., ‘outer (solid spherical) harmonic’ of degree n) may be regarded as the
potential of a linear combination of multipoles with real axes (note that
H_,1|Q = H,|Q = Y,). From (3.343), it follows that any outer (solid
spherical) harmonic H_,_; can be generated by an ‘inner (solid spherical)
harmonic’ H,, as follows:

H_, 1(z) = |2V H, (), = € R®\{0}. (3.344)

In Lemma 3.71, the system of points 71, ..., 7M2p+1 corresponds to a system
of multipoles in Maxwell’s interpretation of spherical harmonics.

Finally, we come to the definition of fundamental systems relative to
Harm,,.

Definition 3.72. A system Xo,41 of 2n+1 points 1y, ..., Non+1 of the unit
sphere € is called a fundamental system relative to Harm,, if the matrix

Yoi(m) oo Yoi(n2ens1)
matry,, (Yo 1,...,Yn2n41) = : :

Yn,2n+1(7]1) cee Yn,2n+1(772n+1)
(3.345)

is of maximal rank 2n + 1.
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From Lemma 3.70, we obtain the following.

Lemma 3.73. There exists a system Xopt1 = {n1,...,Mon+1} C Q satisfy-
mng
det(matry,, ., (Yo 1,..., Y5 2041)) # 0.

Proof. From Lemma 3.70, it follows that there exist 2n+1 points 01, . .., M2n+1
such that the functions P,(n;-),..., Py(n2nt1-) are linearly independent.
Therefore the Gram matrix

((2"4: 1)2 [ Pty Pato ) d“’(”)>j,k_1,m,2n+l

2n+1
- (2 ) (3.340
i Gk=1,....2n+1

is of maximal rank, and its determinant is positive. By virtue of the addition
theorem, we obtain

T
(matrX2n+1 (Yn,la ceey Yn,2n+1)) matrX2n+1 (le, - 7Yn,2n+1)
2n+1
- ( 4 P nk))j,k:L...,QnJrl
2n +1
= A matrX2n+1 (Pn(nl')a R Pn(772n+1'))' (3.347)
Hence,
2
det (matI'X271+1 (Yo, Ymgnﬂ))
2n+1
= det(=—Pu(j M) ;1. 204 (3.348)

> 0.

This shows that det(matrX,‘,nH(Yn,l, e Yn72n+1)) # 0, as required. O

3.11 Degree and Order Variances

(Geo-)sciences are much concerned with the space L2((2) of square-integrable
functions on the sphere 2. The quantity || F ”iQ(Q) is called the energy of the

‘signal’ F € L2(Q). ‘Signals’ F € L%(Q) possess Fourier transforms F”(n, k)
as defined before. From Parseval’s identity, we have

oo 2n+1

IFI2 0y = (F, Flray = 3 Y (F (n,k))" . (3.349)
n=0 k=1
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As mentioned already, geoengineers often work more with the ‘amplitude
spectrum’

{FNn,k)} o, (3.350)
k=1,...,.2n+1
than with the ‘original signal’ F' € L2(9). The ‘inverse Fourier transform’
oo 2n+1
F=> > F\nkYu (3.351)
n=0 k=1

allows the engineer to consider the potential F' as a sum of ‘wave func-
tions’ Y;,  of different frequencies. Engineers think of their measurements
as operating on an ‘input signal’ F' to produce an output signal G,

AF =G, (3.352)

where A is an operator acting on L?(£). Fortunately, it is the case that
large portions of interest can be well approximated by operators that are
linear and rotation-invariant. If A is such an operator on L?(£2), this means
that

AV, =A(n)Yp, n=0,1,... k=1, 2n+1, (3.353)

where the so-called symbol {A"(n)}nen, is a sequence of real values (in-
dependent of k). Thus, we have the fundamental fact that the spherical
harmonics are the eigenfunctions of the operator A. Different linear op-
erators A are characterized by their eigenvalues A"(n). The ‘amplitude
spectrum’ {G”(n, k)} of the response of A is described in terms of the am-
plitude spectrum of functions (signals) by a simple multiplication by the
‘transfer’ A”(n).

Physical devices do not transmit spherical harmonics of arbitrarily high
frequency without severe attenuation. The ‘transfer’ A”(n) usually tends to
zero with increasing n. It follows from (3.353) that the amplitude spectra
of the responses (observations) to functions (signals) of finite energy also
are negligibly small beyond some finite frequency. Thus, both because of
the frequency limiting nature of the used devices and because of the nature
of the ‘transmitted signals’, the geoscientist is soon led to consider ban-
dlimited functions. These are the functions F' € L?(Q) whose ‘amplitude
spectra’ F(n, k) vanish for all n > N (N € N fixed). In other words, each
bandlimited function F' € L?(£2) can be written as a finite Fourier transform

N 2n+1

F=Y > F\nk)Yn (3.354)

n=0 k=1

A function F' of the form (3.354) is said to be bandlimited with the band
N. In analogous manner, F' € L2(Q) is said to be locally supported (space—
limited) with spacewidth p around an axis i € €Q, if for some p the function
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F vanishes on the set of all £ € Q with —1 < -9 < p. From (3.354), it
readily follows that bandlimited functions are infinitely often differentiable
everywhere. Moreover, it is clear that F' is an analytic function. From the
analyticity, it follows immediately that a non-trivial bandlimited function
cannot vanish on any (non-degenerate) subset of Q. The only function
that is both bandlimited and space-limited is the trivial function. Now, in
addition to bandlimited but non-space-limited functions, numerical analysis
would like to deal with space-limited functions. But as we have seen, such
a function (signal) of finite (space) support cannot be bandlimited, it must
contain spherical harmonics of arbitrarily large frequencies. Thus, there
is a dilemma of seeking functions that are somehow concentrated in both
space and frequency (i.e., (angular) momentum) domain. There is a way
of mathematically expressing the impossibility of simultaneous confinement
of a function to space and (angular) momentum, namely the wuncertainty
principle. Tts mathematical formulation is the content of Section 7.3.

Thus far, only a (deterministic) function model has been discussed. If

a comparison of the ‘output function’ with the actual value were done,

discrepancies would be observed. A mathematical description of these dis-

crepancies has to follow the laws of probability theory in a stochastic model.

Usually, the observations are looked upon as a function G on the sphere €
(‘~’ for stochastic), i.e.,

G=G+é, (3.355)

where € is the observation noise. Moreover, in our approach, e.g., motivated
by information in satellite technology (see, e.g., R. Rummel (1997) and the
references therein), we suppose the covariance to be known, i.e.,

Cov [G(),Gn)| = BE©.m) = K&m),  (&meaxe,

where the ‘covariance kernel’ K : Q x  — R is of the form

co 2n+1

K& =Y K'n,k)Yor(©)Yar(n) (3.356)

n=0 k=1

such that its ‘symbol’ { K"\ (n, k)} satisfies the conditions

(i) KMn,k) >0, n=0,1,....,k=1,...,2n+1,

oo
(ii) bl sup  (KM\(n, kz))2 < 0.
n=0 k=1,....2n+1

It is noteworthy that this approach assumes that the first two statistical
moments suffice for a complete description, that the error spectrum can be
considered invariant over the measurement’s period and that one realization
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in space (or mission time) is enough to deduce the stochastic characteristics.
We do not discuss the details of this subject.

Using the fact that any ‘output function’ (more clearly the output signal,
i.e., the observable) can be expanded into an orthogonal series in terms of
spherical harmonics

oo 2n+1
G=AF = > 3 A(nk)F"(n k)Y
n=0 k=1
oo 2n+1 ~
= > ) G k)Y (3.357)
n=0 k=1
in the sense of || - [|r2(q), We get a spectral representation of the form
GMNn, k) = (AF)N(n, k) = A(n, k) F"\(n, k). (3.358)

Since this representation clearly distinguishes between the different degrees
and orders, one is led to observe the root-mean-square power per spheri-
cal harmonic degree and order, respectively per degree, to characterize the
signal.

Definition 3.74. Let G be of class L2(€). Suppose that, for n = 0,1,.. .,
k=1,...,2n + 1, G"(n,k) are the corresponding orthogonal coefficients.
Then, the signal degree and order variances of G are defined by

Var,i(G) = [ [ GOGMYLOYun(n) dule) dotm) (3359
(G"\(n, k:))

Correspondingly, for n = 0,1,..., the signal degree variances of G are de-
fined by

Var, (@) = 2H / / GG Pa(€ - ) dw(€) dw(n) (3.360)

2n+1

- Z (G’/\ (n, k))2
k=1
2n+1

Z Vary, i, (G)
k=1

From Parseval’s identity, we get

oo 2n+1

IGF2i) =D Var, (G) =Y > Vary, (G), (3.361)
n=0

n=0 k=1
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connecting the signal degree and order variances as well as the signal degree
variances with the ‘L?(Q)-energy’ of the corresponding function.

In order to determine the variances in the case of the ‘output function’
G = AF, we can use the representation (3.358) and end up with

van%k(Aﬁj - <(AﬁjA(n,k)>2 (3.362)

and

Var, (AF) = 3 ((AF)A (n, k))2 . (3.363)

The spectral approach to signal-to-noise thresholding is, in addition to the
previously defined degree variances, based on analogous measures calculated
from the a priori known covariance kernel of the noise.

Definition 3.75. Let {K”(n, k)} be the symbol of a covariance kernel K :
Q x Q — R (as defined above). Then the degree and order error covariance
of K is defined by

Cornak) = [ [ K€n)Yarl@Vantn) dof) dott) (3300
= K"n,k), n=0,1,....k=1,....,2n+1.
For n =0,1,..., the spectral degree error covariance of K is defined by

2n+1

ComK) = 3 | [ K€n¥asle) st de(e) dut) (3365
2n+1

= Z K™(n, k)

k=1
2n+1

= Z COVn,k(K
k=1

This definition shows that the degree and order error covariance is just
given by the orthogonal coefficient of the corresponding covariance kernel
K.

In order to make the preceding considerations more concrete, we present
two examples of spectral error covariances:
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Bandlimited white noise: Suppose that for some nx € Ny

0'2 < —
KN k) = K™Nn) = § Taeri? n<ng,k=1,...,2n+1 (3.366)
0 , n>n,k=1,...,2n+1,

where ¢ is assumed to be N(0,0?)-distributed. The associated covariance
kernel is isotropic and reads as follows:

2n+1,
K(&n) = nK+1 QZ nt £-m) . (3.367)

Apart from a multiplicative constant, this kernel can be understood as a
truncated Dirac §-function(al).

Non-bandlimited colored noise: Assume that K : ) x 2 — R is given in
such a way that

(i) K"(n,k) = K"(n) > 0 for an infinite number of pairs (n, k),

(ii) For € > 0 and for some ¢ € (1 —¢,1) the integral ffl K (t)dt is suffi-
ciently small,

(iii) K(&,€) coincides with o for all £ € Q.

A concrete realization is given by the kernel

2

K(&,n) = @ exp(—c(& - 1)), (3.368)

where ¢ is to be understood as the inverse spherical correlation length (first
degree Gaufi—Markov model).

With our definitions at hand, we are now in a position to compare the
signal spectrum with that of the noise and thus can decide whether signal
or noise is dominant. The next Table 3.3 clarifies the situation (cf. W.
Freeden, T. Maier (2002)).

Table 3.3: Spectral signal to noise (hard) thresholding.

Signal and noise spectrum intersect at a degree and order resolution set
characterized by the following relations:

(i) Signal dominates noise
Varnyk(AF) > Covpi(K), n=0,....,m, k=1,...,2n+1,
(ii) Noise dominates signal

Varn7k(AF)<Covn7k(K), n=m+1m+2,....,k=1,....2n+1 .
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In order to obtain an estimated denoised version AF of the signal AF,
the signal must somehow be filtered. Filtering is achieved by convolving a
square-summable product kernel L : Q x Q — R with symbol {L"(n,k)}
against AF, i.e.,

Aﬁa/uwmﬂmmmy (3.369)
Q
In spectral language, this reads
AF(n, k) = L"(n,k) AF(n, k), (3.370)
n = 0,....m, k=1,....2n+ 1.

Two important types of filters are well known:

(i) Spectral thresholding. This filtering technique is best represented by
the filter equation

R oo 2n+1 WA
M:ZEFMMMﬁwMQQOMmM (3.371)
n=0 k=1
where I,,, denotes the indicator function of the set {0,...,m}.

This approach represents a ‘keep or kill’ filtering, where the signal
dominated coefficients are filtered by a square-summable product ker-
nel, while the noise dominated coefficients are set to zero. This thresh-
olding can be thought of as a non-linear operator on the set of
coefficients, resulting in a set of estimated coefficients. As a spe-
cial realization of this filter, we mention the ideal low-pass (Shannon)
filter, the kernel of which can best be characterized by its spectral
properties:

A A 1, n=0,....mk=1,...,2n+1,
L(m@:L(m:{o Cn=m+lm+2,...k=1,....2n+1
(3.372)
In that case, all contributions corresponding to pairs with n < m are
allowed to pass, whereas all other portions of the signal are completely
eliminated.

(ii) Wiener-Kolmogorov filtering. In the spectral domain, this filter is
given by
Var, (AF)
Var, (AF) 4+ Cov,(K)’

L"(n) = n=0,1,... . (3.373)
Assuming complete independence of signal and noise, this filter pro-
duces an optimal weighting between signal and noise. Note that the
Wiener-Kolmogorov filter bears a close resemblance to the Tikhonov
kernel used for the regularization of ill-posed inverse problems.
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3.12 Associated Legendre Polynomials

By a straightforward calculation, we obtain from the Laplace representation
of the Legendre polynomials (see Lemma 3.41)

(1) <d> P, (t) (3.374)
dt
Lm o f
= (ntm) ;:,m). % /(t + iV 1 —t2cosg)" cos(my) do,
0
n=01...m=0,...,n.
Definition 3.76. For n =0,1,...,m =0,...,n, Py, : [-1,1] — R given
by
| ;m
Ppm(t) = (n—;i'm)zi / (t+1iV1—1t2cosp)” cos(mep) de (3.375)
: ™ Jo

is called the associated Legendre function of degree n and order m.

Thus, it is trivial to see that

Pom(t) = (1 — t2)m/2(%)mpn(t), te[-1,1]. (3.376)

Observe that, in the sense of (3.376), P, ,(t) = 0 for m > n.

By use of the associated Legendre functions, we are immediately able to
determine the expansion coefficients of the Fourier series of (t+v/t2 — 1 cos ¢)",
tel-1,1],

(t+ V2 —1cosp)" = a—; + Z am, cos(mep), (3.377)

m=1
where

2 ™
= — / (t+ V12 — 1cos )" cos(mep) dyp. (3.378)
0

™

In other words, from Definition 3.76, we obtain

@) .,
Ay, = mz Ppm(). (3.379)
Lemma 3.77. Forn=0,1,..., m=0,...,
(t+Vit2—1cosp)" = P,o(t)
+ (2n)! ———Pum(t ,
@0 32 g Pt costons)

te[-1,1],¢ €[0,27).
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Using the Rodriguez formula (see (3.182)), we are led to the identity

Pom(t) = 2n1n! (1 ¢2ym/2 (i)wm -1, te[-1,1.  (3.380)

Moreover,
Poo(t) = P,(t), te[-1,1]. (3.381)

Furthermore, we have

,_
[NJB
il

1 " (2n — 2k)! d\™
Pom(t) (1—2)m/? (—1)kk! ( ) 2k,

T on ] (n—k)l(n — 2k)! \dt
(3.382)
Note that the m-th derivative of the power t"~2* reads
d\™ n—2k (TL — 2k)' n—m—2k
— t = — . .
(dt) (n —m — 2k)! (3-383)

This leads us to the following explicit formula for any Legendre function.

Lemma 3.78. Forn=20,1,..., m=0,...,n and t € [—1,1]

[%5™]
2n — 2k)!
P.nt) =(1 —t2 m/2 1 k ( n—m—2k
m(®) = ) — (=1) 27kl (n — k)l(n — m — 2k)!
(3.384)
We give some explicit representations of P, ., (t), t € [-1,1]:

Pro(t) = t, (3.385)

Plyl(t) = V1-12, (3386)

3 1

Pyo(t) = t*— 3.387

2,0( ) 2 2a ( )

Pyi(t) = 3tv1—1t2, (3.388)

Pyo(t) = 3(1—t%), (3.389)

5 3
Pyo(t) = —t3—"t 3.390
3,0( ) 2 2 ) ( )
15, 3

Paa(t) = Vi (-2, (3.391)

Pyo(t) = 15t(1 —1?), (3.392)

P33(t) = 15(1—t2)3/2, (3.393)

Some graphical impressions of Legendre functions can be found in Figs. 3.4
and 3.5.
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Fig. 3.4: Legendre functions t — P3,,(t), t € [-1,1], m = 0,1, 2.
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Fig. 3.5: Legendre functions ¢t — P3,,(t), t € [-1,1], m =0,...,3.

Furthermore, from Theorem 3.288, it follows that

[,

m L3 oNm—21
Pom(t) = (1 — 2y (C‘;t) n! l_o(—i)lw. (3.394)

By virtue of the product rule for differentiation, elementary calculations
yield the following lemma.

Lemma 3.79. Forn=0,1,...,m=0,...,n, and t € [—1,1]

Ln—'rn

1\™ 2 1 l (1_t2)%+ltnfm72l
P”vm(t):(2> (n+m)! ; (‘4) Hn—m o) m) 3%

From Lemma 3.79, we are able to deduce the following recursion relation.

Lemma 3.80. Forn=20,1,...,m=0,...,n, and t € [-1,1]

m =™
_ 1 (TL + m)' 1 2\ B +lyn—m—21
Puntt) = (3) o 2 G-
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where the coefficients Cy, 1 = 0,..., ["5™] — 1, are recursively given by

204+2)(2l+2m +2)Cj41 +

(n—=—m-=20)(n—m—1-20)C; =0,
Co = 1

Proof. With Cy =1 and Cyyy = — "0t 20 6y we get

. em)n-m-1)
G o= oy (3.396)

~_ (n=m)(n—m—-1)(n—m—2)(n—m—3)
G = 2-4-(2m+2)(2m + 4) - (3397)

By continuing this process, we find

— -m—-1)-...-(n—m-—2[+1
¢ = (- mmnzmo D om 2 A4 L) g0
2-4-...2)-2m+2)2m+4)-...- (2m +2])
_ (1) (n—m)! 1 1
B (n—m—=20)12012m +1)(m+2)-...- (m+1)’
Consequently, it follows that
1 (n —m)! m!
Cr=(—-) : 3.399
r=(=7) N(n—m — 20! (m+1)! (3:399)
This is the desired result. O
Lemma 3.80 permits the following reformulation.
Lemma 3.81. Forn=0,1,...,m=0,...,n, and t € [-1,1]
]. (n+m ﬂn g 2 n—m—~k k
Pon(t) = fmi C’n (11—t t%, (3.400
lt) = ()" (1 1) (1 2) (3.400)
k=0
where
_LyrEpEt_(mom) —m—
Cons =4 U1 7 gy o Romokeven g0
2 0 , n—m—k odd.
Furthermore, the coefficients Cn—m-x are recursively determined by
2
(n—m-—Fk)(n+m—k)
n—-m—k—2 = — n—m— .4 2
C k2 k2)(k+1) C ok (3.402)
k=0,...,n—m— 2, with C%,Cnfgnfl given by
_yEm 1 —
Com =4 1) 7 mymy . nomeven (3.403)
0 , m—m odd
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and

0 , M —m even
Cnfmfl = (_i)% 1 (3.404)

2 n—m—1\| ntm—1Yy| 9 n—m Odd‘
(== (=)

In connection with P, ,, = 0 for m > n, the preceding lemma (Lemma
3.81) leads us to the following statement.

Lemma 3.82. Forn=0,1,...,m=0,1,..., and t € [-1,1]

Pn,m( 1 - t2 Z Cn m k 1 - t2) nfglfk tk, (3405)

where the generating coefficients C'",,_, of the associated Legendre polyno-

mial of degree n and order m are gwen by

n—m—k —
2

m (%)m%cnﬂ;% , n—m—Fkeven, 0 <k<n-—m
0 , otherwise.
(3.406)

The Legendre polynomials P,,n = 0,1,..., are known to satisfy the dif-
ferential equation

(2(1 — tQ)jt +n(n+ 1)) P,(t) = 0. (3.407)

We differentiate this equation m-times with respect to t. In connection with
the recursion formulas of the Legendre polynomial, we find

() (—%jtp 0+ (5) R )) wann) (§) a0 =0
(3.408)

An elementary calculation starting from (3.408) guarantees the validity
of the following differential equation.

Lemma 3.83. The associated Legendre functions Py, n=0,1,..., m =
1,...,n, satisfy the differential equation

2
=) (5) Pnlt) = 25 Pun) + (1) - 255
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Next, we use the differential equation (Lemma 3.83) to verify the orthog-
onality of P, ., and P, ,, for degrees n,r with r # n. We notice that the
equation

Prm(®) <jt(1 - t?)%Pn,m(t) + <n(n 1) — ﬁ;) Pn,m(t)>

= Panlt) (0= 80P+ (rr+ 1) = {25 ) Pt

dt 1—12
= 0 (3.409)
is equivalent to

d d d d
Pt —(1 = t)—Pyn(t) = Pym(t)— (1 — t2)— Py (t
m(t) 2 (1= )2 Pan(t) = Pan(t) (1 = 12) = Pron(8

+  Pum()Prm(t) (n(n+1) —r(r+1)) = 0. (3.410)

Hence, we find
d d d
(@ =) Pon()—=Prm(t) — Pom(t)—Prm
i (=2 (P G Pan) = P05 Pn0)) )
+ Pam(t)Prm(t) (n(n +1) —r(r+1)) = 0. (3.411)
Integration with respect to ¢ over the interval [—1, 1] yields

1
(n—r)(n+r+1) /_ Pun®)Prn(tt = 0. (3.412)

Asn+r+1 > 0 and n # r, this leads to the following orthogonality relation.

Lemma 3.84. For all n,r with n #r

1
/ Pryn () Prm (t) dt = 0.
—1

It is not difficult to see that

m—+1
P = (=25 () R0 (3.413)
= (1-)" d (1= £2)"% Pum(t))

= (1- tg)l/Q%Pn,m(t) +mt(1—1%) 2Py ().

Thus we arrive at the following recurrence formula

P (t) = (1 - t2)1/2%Pn7m(t) +mt(1 —t)V2P, (1), (3.414)
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There is a large palette of three-term recursion relations, including

(n—m~+1)Poy1m(t) — (2n+ 1)tPy m(t) + (n+m)Pp_1m(t) =0, (3.415)

(1 - t2>1/2Pn,m+1(t) - 2mtpn,m(t>
+ (n+m)n—m+1)(1—t)V2P, 1 (1) =0,  (3.416)

Poiim(t) = tPoym(t) — (n4+m)(1 — t2)Y2P, 1 (t) = 0, (3.417)

tPom(t) = Poim(t) = (n—=m+1)(1 = %) /2Py 1 =0, (3418)
(n=m+1) Py 1. (£)+(1—=t2) 2Py 1 (£) — (n+mA+1)tP, 0 () = 0, (3.419)
(n — M)tPpn(t) — (04 m) Py_1m(t) + (1 — 2)Y2P, i1 (t) = 0. (3.420)

The derivative of P, ,,(t) is given by any of the equivalent formulas

3.418

APy, m(t)

(1—1t2) yr

(1= t)Y2 Py i1 () — mt Py (t) (3.421)

= MtPom(t) — (n+m)(n—m+1)(1 = t)Y2P, 1 (t)
= (n+DtPym(t) — (n—m+1)Pyy1m(t)
= (n4+m)Py_1m(t) — ntP, m(t).

The effect of a change in the sign of the order or the argument is

Prml®) = ()" P 1), (3.422)

Pom(—t) = (=1)"""Pym(t). (3.423)

The identity (3.414) and the differential equation of the associated Leg-
endre function can be used to verify the following result.

Lemma 3.85. Forn=0,1,....m=1,...,n

! n m)!
[ Pt e = 5 2 (3.421)

Proof. By virtue of the recurrence relation (3.414), we obtain

/1 (P (t)? dt = /1 (1—1?) (;lltpmn(t))2 dt (3.425)

-1 -1

1
1
2,2 2
ant
+ /_1mt 1_752( m(t)) dt

1
+ 2m/ tPpm (1) (dan(t)> dt.
IR ™"
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Integration by parts yields

1 1
[ @@t = [ P {a-ezoba s

APy |1
+ Pn,m(t)(l - t2)T£(t)

-1

dan
+m/ Pt () dt

+m (P m( —m/ (dt (tPpm( ))) Ppom(t) dt
1 m2t2
[P0 d

1
The boundary terms vanish, because (1 — tQ)‘ L= 0 and P, ,,(£1) = 0.

Hence, we find
1 ) 1 d 9 d
/ (Pom41(t))” dt = —/ Py () <(1 —t )dtan(t)) dt (3.427)
-1
1,242
m“t
- nm dt 5 an t 2 dt.
m + [ G Pan(®)
Consequently we get, in connection with Lemma 3.83,

/ 1 (Pom1(t))? dt (3.428)

-1

1 2 242
_ 9 m mat

1
_ /l(pn,m(t))2 (n(n + 1) — m(m + 1)) dt.

This shows us that
1

1
/_ (Pamst(£)? dt = (n—m)(n+m+1) / (Pom(®)2 dt.  (3.429)

1 -1

Once again, note that P, can be written as P, o, extending the definition of
the associated Legendre functions to the case n =0,1,..., m=0,1,...,n

Repeated application of (3.429), therefore, yields

) ol m) [ B 2 (n+m)!
/1<Pn,m(t))2 dt = o /1<P"<t>)2 T D —m)
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Next, we come to the following statement.

Theorem 3.86. For every fited m =1,2,..., the system

2n+1(n—m)! 1/2P
2 (n+m)! i
n=m,m-+1,...

is a complete orthonormal system in L2[—1,1].

Proof. The orthonormality immediately follows from the aforementioned
results. To see that the system is complete, let G € L?[—1, 1] satisfy

1
/ Pom(t)G(t)dt =0, n=m,m+1,.... (3.431)
1
Thus it follows
1
0 = / P (H)G(#) dt (3.432)
-1
1 qm
= / (1 —t2)m/2 (Pn(t)> G(t) dt
1 dtm

for all n = m,m + 1,.... Since the system {%Pn}n:m el is dense
in L2[—1,1], it follows (1 — t3)™2G(t) = 0, t € [~1,1], so that G = 0 in
L2[—1,1]-sense. O

Finally, we mention that, forn,l =0,1,...and m=0,...,n, k=0,...,1,
we have

2 pm
/ / Py m(cos 9) Py i (cos ) cos(m) cos(kp) sind dd de  (3.433)
o Jo

2T i
= / cos(m) cos(ky) d(p/ Py m(cos V)P i (cos ) sind di
0 0

S s 2t (n+m)!
P o 1 (n—m)!”

where, for m, k € IN | we have observed the identity

27
/ cos(mep) cos(ky) dp = Tk, (3.434)
0
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In the same way, we obtain
2m s
/ / Py m(cos ) Py i, (cos ¥) sin(mep) sin(lyp) sin ¥ di de
o Jo

27 T
= / sin(mep) sin(kep) d(p/ Py, m(cos ) P i (cos 1) sin ¥dd
0 0
27 (n+m)!

5km51nmm- (3.435)
3.13 Associated Legendre (Spherical) Harmonics
The functions G, H defined by
G : t— G(t) =P, (1), te(-1,1), (3.436)
H : ¢ H(p) = { ;ﬁf((jjz)) . o €0,2m), (3.437)

respectively, satisfy the differential equations

1—12
H" (o) +72H(p) = 0. (3.439)

(1 —t3)G"(t) — 2tG'(t) + <n(n+ 1) — 7 )G(t) = 0, (3.438)

Therefore, the functions Ly, 1,..., Ly ont1 € C(Oo)(Q) given by
_ Pﬂ,‘]l(t) COS(jQD) ’ j =—-Nn,..., 0
L@ ={ B4 00 2 @A

satisfy the differential equation
(AZ + n(n + 1))Ln,(n+1)+j(€) =0, €€, (3441)

j = —n,...,n (note that, as always, £ = v/1 — t2(cos pe! + sin @e?) + te3).
In addition, the functions Ly, (,41)4; € C(®)/(R?3),j = —n,...,n, given by

Ln,(n+1)+j(x) = |x|nLn7(n+1)+j(€)a T = |x|€a§ €Q, (3442)

form homogeneous harmonic polynomials of degree n in R3, i.e., they are
members of Harm,, (R?).

Definition 3.87. Let L, (,41)+j;J = —7N,...,n, be defined by (3.440).
Then Ly, (41y+; is called associated Legendre (spherical) harmonic of de-
gree n and order j. Correspondingly, the system {L* (n+1)+j}j:—n7~~m given
by

L:L,(n+1)+j = Cn7jLn,(n+1)+]’7 j = —N,..., N, (3.443)
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with

Cnj= \/(2 —djo) 2n4;: ! EZI_ :i:;: (3.444)

is called (fully) L2(Q)-orthonormal system of associated Legendre (spherical)
harmonics in Harmy, (£2).

In terms of associated Legendre harmonics, the addition theorem (cf.
Theorem 3.26) allows us the following reformulation (that is standard in all
geosciences).

Remark 3.88. (Addition theorem for the system {L;, , } of associated Leg-
endre (spherical) harmonics) Suppose that & n € Q are given by

,/1—t§cosg@§ €1+1/1—t§sin905 €2+t§ €3

—1<t<1,0< g < 2m, (3.445)

/1= t3cosypy, €1+1/1—t,2,sincpn €2+ tyed,

—1<t,<1,0<y, <2m. (3.446)

respectively, so that

ety + m, /1 — t%(cos ¢ COS yy + sin g sin @y))
Q%+¢f3@u—%mq%—¢ﬁ (3.447)

§m

Then
2n+1
4414471) (tety 4—\/Iijgg\/Iij;%COS(wg-—<pnﬁ
= = Pa(te)Palty)
1

2n+ -
+ mZ:l n+m' nm<t5)an(tn) cos(m(pe — ¢p))

= Z LZ,(n+1)+j(§)LZ,(n+1)+g’(77)

j=—n
2n+1

> L (9L (). (3.448)
r=1
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Equivalently, we have

2n+1
o Po(tety + /1 — 12 /1 — t2 cos(pe — ¢y)) (3.449)

n+1
Z Cn,(n—i—l)—rPn,(n—i-l)—r(tﬁ)Pn,(n—i-l)—r(tﬁ)
1

X (cos(((n +1) = 7)epe))(cos(((n + 1) = )py))

2n+1

+ Z Cn,(n+1)—rPn,r—(n+1) (tf)Pn,T—(n—&-l) (tn)
r=n+2

X (sin((r — (n+1))pe)sin((r — (n+1))py))-

In other words, summing up all spherical harmonics involving associated
Legendre functions via the addition theorem leads (apart from a multiplica-
tive factor) to the orthogonal invariant Legendre (kernel) functions.

Fig. 3.6: Zonal (j = 0) spherical harmonics L* . (n of different degrees

+1)+j
1,...,6 (from left to right). The black and white color indicate the zones

of different signs of the function, respectively.

The geometrical interpretation of the spherical harmonics defined via as-
sociated Legendre functions is particularly useful. The harmonics with j = 0
- that is, the Legendre polynomials - are polynomials of degree n. They have
n zeros. These n zeros are all real, different, and situated in the interval
(=1,1). In consequence, the spherical harmonics with j = 0 change their
sign n times in this interval; furthermore, they do not depend on the vari-
able . Since they divide the sphere into zones, they are also called zonal
harmonics (see Fig. 3.6).

L4H4CESLY

Fig. 3.7: Tesseral (j # £n) spherical harmonics L (1) of degree n = 4,
Le., L}, L473, Ly, Ly, LZ?, L (from left to right). The black and white
colors indicate the zones of different signs of the function, respectively.
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The associated Legendre functions ¥ — P, |;(cos?), ¥ € [0, 7], change
their sign n — |j| times in the interval [0, 7). The trigonometric functions
¢ — cos(jy),j = —n,...,0, have 2|j| zeros in the interval [0,27), the
functions ¢ — sin(jy),j = 1,...,n, have 25 zeros in the interval [0, 27).
Consequently, the geometrical representation of the harmonics for the case
|7] # n is similar to that of Fig. 3.7. They divide the sphere into compart-
ments in which they are alternately positive and negative, and are called
tesseral harmonics. ‘Tesseral’ means a square or rectangle. In particular,
for |j| = n, they degenerate into functions that divide the sphere into posi-
tive and negative sectors, in which case they are called sectorial harmonics,
see Fig. 3.8.

Fig. 3.8: Sectorial ( ) spherical harmonics L* (

(1) 4 of different
degrees: L7 3, L3 5, L377, L4,97 L5,117 Lg 15 (from left to right). The black and
white colors indicate the zones of different signs of the function, respectively.

Next, we are interested in describing angular derivatives of associated Leg-
endre (spherical) harmonics. For that purpose, we start with the following

characterization of the operators V*, L* in terms of the polar coordinates
(2.94).

1—(£-e3)2Vi = (—singe + cospe?) (3.450)

dp
9
+ (1-1?) (—t cos pel — tsine® + /1 — t253) g

and

1—(&-e3)? LZ = (1- tQ) (Sin el — cos 9952) %

0
+ (—t cos et — tsinge? + /1 — t253) £

We want to derive explicit representationb of both derivatives

VI= (€82 VEL: 11 ,5(6) and /T — (€2 LEL: 1y 0(6), € € 9,

(see, e.g., D. Michel (2007)).

(3.451)

For that purpose, we have to calculate the angular derivatives % L

(derivative of the latitude) and (1 — tQ)%L;(nH)ﬂ, (

*
n,(n+1)+j
derivative of the lon-
gitude), respectively.
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Lemma 3.89. Forn=1,2,...,j=—-n,...,n

9 * R
%Ln,(nﬂ)ﬂ(% t) = JLm(n_}_l)_j (o,1). (3.452)

Proof. The application of the ‘operator of the latitude’ % yields

0 . 0 _ cos(jo), j=-n,...,0

g Lntnr4i (2 = 5o Cng Po (1) { sin(e), j= L..om
_ —jsin(je), j=-n,...,0
= CnJ TL,‘]|( ) { ]COS(]@)’ ] = 1, ,TL

jL:L,(n-&-l)—j((pat)a (3453)

where C,, ; is given by (3.444)

2n+1(n—|j|)!
Cnj=1](2—=060)—— 75 3.454
\/( 0 o D) 2454
(such that C,, j = Cy,—;). This proves Lemma 3.89 O

Lemma 3.89 tells us that % applied to spherical harmonics admits a
simple structure. But it also informs us that the scalar (Legendre) spherical
harmonics are not eigenfunctions of this operator.

Next, we turn to the ‘operator of the longitude’ (1 — tQ)%.
Lemma 3.90. Forn=1,2,...,j=—n,...,n,
0
2 *
(1 —t )aLn,('nA»l)#»j((p) t)
= _nD"JrLjL;—Q—L(n—I—l)—«—j(SO’t) +(n+ 1)Dn7jLZ—1,(n+1)+g’(% t),

where

_ [ =1iD(n +15])
Dnj = \/(2n ~1)@2n+1) (3.455)
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Proof. The application of the operator (1 — tQ)% yields

9 ..
(1- t2)&l’n,(n+l)+j(<p> t)

d cos(jp) j=-n,...,0
_ (1 — 22 ) ) R
- Cn:](l t )dtanlj‘(t) { Sin(js@)’ ] = 1,...,”
n(n+1) —|jl (n+jiD(n+1)
= Cn,j <_2n+1pn+1,|j(t) + Qn—_‘_lpn—lylj\(t)

% COS(j(p),j = —n,...,O
sin(jg),j=1,...,n
o+ 1) =i Cnj ..

- o2n +1 Cn+1,j Ln+1,(n+1)+j (Spat) (3456)

(n+1ihn+1) Cuj .
o+ 1 Cn_len—l,(n+1)+j((p7t)'

+

Therefore, we obtain

9 ..
(1 - tQ)QLn,(n+1)+j(@vt) (3457)
nn+1-j) [2n+ln+14+]j ,

- 2n+1 \/Qn +3n4+1-— m Ln+1,(n+1)+j(90a t)

(n+1i)n+1) [2n+1n—]j .
+ 2n+1 2n —1n+ |j|L"_1v(”+1)+j((p’t)

RS CES TS}
) _"\/ G Da+g) e

. 1>\/ CEHTCEI e

*

= _nDn+1,jL27(n+1)+j(307 t)+(n+ 1)Dn,jLn71’(n+1)+j(% t).

This shows Lemma 3.90. ]

Our considerations presented in Lemma 3.90 show us (see (2.138), (2.139)
for the explicit expressions of V* and L*) that

Vi-t2 VL ng1)15 (95 1) (3.458)
= (—sin (psl + cos @52)jLZ,(n+l)_j(g0, t)
+ (—tcospe! — tsinpe? + /1 — 126%) (=nDni1i Ly, (ng1)15 (05 1)
+(n+1)Dn Ly, (11y45(0:1))
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eS¢
8D

;kL,(n-i-l)—O-j
5and j =0,1,2 (first row) and j = 3,4, 5 (second row) in three-dimensional

view, i.e., functional values are represented by their deviation from the unit
sphere.

Fig. 3.9: Associated Legendre spherical harmonics L of degree n =

and

= (singpe' — cos ¢52)(_”Dn+17jLz,(n+1)—j (p,1)
+(n+ 1)Dn,jL271,(n+1)+j(<P7 t)

+ (—tcospe! —tsinpe? + /1 — t283)jL;7(n+1)_]-((p, t).

In other words, the scalar (associated Legendre) harmonics {L} ;}i1=1,... 2n+1
are not eigenfunctions to the angular derivatives. On the one hand, the
surface gradient as well as the surface curl gradient of spherical harmonics
can be expressed using the system {L? ;};=1 . 2541 in elementary form. On
the other hand, the representations are lengthy and (at least in the case of
the operator of the longitude) rather complicated to handle. Even more,
singularities at the poles cannot be avoided for both surface gradient and
the surface curl gradient, i.e., V* and L*, when polar coordinates come into
play on the (global) unit sphere €.

*

n,(n+1)+j}j:*na---v"l
(see Fig.3.9) is that one used for the representations of the Earth’s dis-
turbing potential (see Fig. 3.10)(for example, of the model EGM96 (cf.
F.G. Lemoine et al. (1998)), the Earth’s magnetic potential IGRF10 (cf.
S. Macmillan et al. (2003)), and many others.

Remark 3.91. The complete orthonormal system {L
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-500.0 0.0 500.0 -100.0 0.0 100.0
100 Gal m] 100 Gal m]
(degree 3 to 15) (degree 16 to 31)

-500.0 0.0 500.0 -100.0 0.0 100.0
[100 Gal m] [100 Gal m]
(degree 3 to 31) (degree 32 to 63)

-500.0 0.0 500.0 -100.0 0.0
[100 Gal m] [100 Gal m]
(degree 3 to 63) (degree 64 to 127)

Fig. 3.10: EGMO96 spherical harmonic expansion in terms of associated Leg-
endre (spherical) harmonics (from W. Freeden (1999)).

Spherical harmonics involving associated Legendre polynomials, i.e., as-
sociated Legendre (spherical) harmonics, share important properties with
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the ’circle functions’, i.e., the trigonometric functions. We already know
from Lemma 3.81 that, for j =0,...,n,

n—j

1 J
Py j(cosd) = <2> MSIIljﬁzC" ;g sin I k(ﬁ) cosk(ﬁ),

(3.460)
where the coefficients Cn—;_k, are recursively determined by (3.402). Fur-

2
thermore, it is well-known that

L3 :
cos(jp) = Z(—l)i (2]2> cos’ % () sin? (), (3.461)
=0
11
sin(jp) = Z 1)t <2z - 1> cos’ 2 () sin® (), (3.462)

=1

where, as usual, [§] =min{k € Z |k > §} and [§] =max{k € Z | k < §}.

In terms of spherical coordinates x = r¢, r = |z|,§ € £, such that
x; =r&, 1 =1,2,3, and & = sindsing, & = sincos p, &3 = cosV, ¢ €
[0,27), 9 € [0, 7], this gives us after a simple calculation

7 (sin )’ cos(j)
L%J

= (1)i<g‘>g{2i 3 (3.463)

and

= rj(sinﬁ)jl (—1)i+1( .j >cosj_2i+1(<p)sin2i_1(<p)

i J 2i+1 026
= 2.1 1(21__1)5{ it (3.464)

Collecting our results, we therefore obtain the following representation in
terms of cartesian coordinates.
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Lemma 3.92. For every n € Ny, {Ly (n41)+4j}j=—n,...n With

cos(jp) , J=-—n,..
L (ny1y4j(x) = 1" Py 5 (cos V) { sin((jgo)) j= 1,...,n

n—ljl

N\ () n=lil=k
= (= —_ Cojin (@ +22) 2 2f
(5) GO 2 ey et +ad) el

,i
l\)‘:
[

21 .
)(|2]z‘) ‘ljl ' %Z ;v J=-n,...,0

A

X
B
k|
— o

—

©

i~

(=)

ot

S—

o _— .
(=1) 1(21‘3—1)951 " w7, j= 1,...n

<.
Il
—

forms a mazimal (-, -)Hom, -orthogonal system and, consequently, a maximal
L2(Q)-orthogonal system in Harm,, (R3).

From Lemma 3.92, we are able to deduce the following theorem immedi-
ately.

Theorem 3.93. Let AZL—k sz, x9) — Azl,k(fb“hl?% kE=0,...,n, (z1,22)" €
R?, be defined by

AZL_k(l'l, 1'2)
n—ljl—k

j 2 2\ —=—
= C‘vgl—\j\fk(ml—"_ld) 2

ﬁ
=
i

—21 .
(—1)i ()2l g2 L j=-n,...,0
0 (3.466)

(— l)i_l(Qij;l)le'*QiJrlxgi*l , 7= 1,....n

T .
ks,
=

Il
MR

I3

(with C’lj‘f‘j‘% given by (3.406)). Then, forn = 0,1,...,5 = —n,...,n,

2
the associated Legendre (spherical) harmonic Ly (ny1)45 R3 — R is repre-
sentable in the form

Ly (ns1)+5( ZA (z1,20)2}, == (x1,22,23)7 € R?, (3.467)
where

)+ ()

Al (w1, 22) + (B +1)(k+2)A_, (21,22) =0

(3.468)
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and, fork=0,...,n

O‘vzlfmfk (3.469)
2
. . . n—ljl-k _
x ((n =i = &)* +2|jl(n — |j| = k)?) (27 + 23) !
4] .
(1) ()" a3 o
X =0
kel i—1( J j—2i+1_2i—1 .
1(_1)17 (Zij—l)ljl 5’ , J=1,...,n.
1=
The system {L (1) +J} n=0d.. with Ly ., ; defined by
€= Ly (n41)45(8) = CnjLnman+(§), €D, (3.470)

(and C,, ; given by (3.444)) forms a maximal L?(2)-orthonormal basis sys-
tem in L?((2).

Introducing the abbreviation (x1, z2) — Bax nelglok (22 + 23), 71,79 € R by

n—|jl—k

B,L_|é|_k (x3 4+ 23) = C’l,f‘_lj‘_k (34 23) 2 (3.471)
2

we are therefore able to formulate the following theorem.

Theorem 3.94. For n = 0, 1, ey = - ,n, the associated Legendre
(spherical) harmonic Ly, (n41)+ ‘R3 — R is gwen by

n,(n+1)+ (T ZA (z1,22)7 (3.472)
with
Al _(xr,0) = an\g\fk(ﬂﬁ+$§) (3.473)
14 .
i(lJ —2i_9; .
(R S S
X i=
kel ; i\ G—2i+1 2i-1 .
(=D ol y)7 ', j= 1...,n

.
Il
—
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where Bn nolji=k (a:l + xg) x1, T2 € R, satisfies the recursion relation

Bu-pyi-s-2 (27 + a3) (3.474)
2
1 . 2 . .
= —m ((n— 7] = k)" +2[4|(n — [4] = k))
1
X 73717 o 2 2
22 + 22 #(3?1 + x3),
k=0,...,n—|j| — 2, starting from
Bu-yy (x3 + 23) (3.475)
1[5] _(n+l5])! (2 a2yl Iy
_ (2)] \j|1(n,|j‘)!cn—2lﬂ (ml +$2) 2 , n—|j| even
0 , n—|j| odd
and
By (2% + 23) (3.476)
0 , n—|j| even
_ (el —1)! n—ljl-1 .
(DY GGy ot (2 +23) 2, 0~ |j] odd.

In other words, for n — [j| even, L, (,41)4; can be calculated recursively
by (3.474) and (3.475) only by knowing B, nil (22 + 23), while, for n — |j|

odd, Ly(ny1)+; can be determined recurswely by (3.474) and (3.476) only
by knowing B, gl (22 + 23), 71,29 € R.

Expressed in terms of the (usual) polar coordinates (2.94), we obtain the
following corollary.

Corollary 3.95. Forn=0,1,...,7 =—n,...,n,
Ly, (nr1)+(8) (3.477)

= (1=2Y2Y By (-1 ¢ {(398(390) L g=n0
2 - DTy

k=0
where
Ba-jji-k-2 (1 = 7) (3.478)
2
1 : : :

~ Doy (=R 2l = 1] - )

1
X Broiiio (1-1%),

kE=0,...,n—|j| —2, with Ba m(l —12), and B,_jj-1(1 — %) given by
2
(3,4’75) and (3.476), respectwely
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Applying the binomial theorem, we are able to write the homogeneous
polynomials Afl_ A R? — R totally separated in terms of the coordinates
x1, 2. More explicitly, for k =0,...,n,

A‘Zz—k(mh 1‘2)

I3 gy noljl=k lil—k
o\ 2ZlIIZk 2\1
= O ? (z1) 2 (x3) (3.479)
2 1=0
5]
(—l)z(lgi‘):clljl "r3 , j=-n,...,0
i;O
M4
i—1( j i—2i+1 2i— .
1(—1)’ Yol e 7t =1,
1=
=k e\ L2
o i (15]\ n—k—20—2 21+2
> () S v et
1=0 i=0
_ |1 j=-n,...,0
— Cn—|%'|7k n7|;'|7k L [%‘l ’ ’
== i— j —k—21—2i+1, 214+2i—1
> ( i ) G PR EH Ty
=0 i=1
] - 17' 7n
From (3.468) and (3.469) it follows that
A : 1 1l
n—k 2(11’1'2) __(k_t,_l)(k_i,_Q)C""”*"
n—ljl—k 1l
-k LT 2 2
n—l4 o ) )
S () S v () () e
=0 i=0
X j=-n,...,0,
=y neg=k k1 1yi-1( J 0 \? 0 \2| n—k—20-2i+1_21+2i-1
l;@ ( 1 )i:1(7) (221) (871) +(372) Ty T )
j=1....,n.
This yields
. 1 )
Al - - ok i — B2 90l — 1] —
bal1.32) = ~ G gy Oty (0= 7] = R 20 = 1] = )
TET ey L8 k—2(1+1)—2
n—\Jl— . . e + —9q l
> (T ) X (e g,
=0 i=0
« j=-n,...,0,
i 4] , , , .
S () S0 e,
=0 i=0
j=1...,n

In other words, applying the two-dimensional Laplacian changes the multi-
indices, but does not change the even/odd pattern. Therefore, any Legendre
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(spherical) harmonic Ly, (5,41)1; is uniquely determined by the homogeneous
polynomials A7, A7 | : R? — R. This is the reason why their explicit rep-
resentations are of particular significance. For j = —n,...,0 we obtain

J'

]
2 IJ\ s . .
—21-2i_21
Cmm Z < >(_1)Z(|2?i|)$7f A

-j =
An (21, 72) n — |j] even
0o , otherwise
(3.480)
and
s s [
2—2i—1 2l 2
j iy 5w () cor@a g
An—l(xh ;132) = 2 =0 =0
n —|j| odd
0 , otherwise
(3.481)

while, for j =1,...,n, we find

C‘jl_ (%) (Z1)i1(, ) A-2it 20201
W (21,3) = nsd e e\ (21 1) 1
nATe n — j even
0 , otherwise
(3.482)
and
n—|j]=1 rlil
I3 2~ (2] g 1[G ) gn—2-2i 20421
. Cn—j—l Z Z ( % )(_1) (21 l)xl Ty
Al (z1,29) = 2 =0 i=1
n — 7 odd.
0 , otherwise
(3.483)

Our considerations demonstrate that, for all integers n > 2, the basis

%(n) = {Ln,(n+1)+j}j:—n,...,n (3484)

of the space Harm,, (R3) divides itself into certain subsets. In a first step,
we have two subsets

%(0)(71) = {DA (21, x0)x } ,

J==1,...,0

%(1)(71) = {EA xl,xg } y

Jj=1...n
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where, Afhk : R? — Ris given by (3.479) and, as usual, 32 means that every

second summand is omitted in the sum. Clearly, the subspaces Harm,(?) (R3)
and Harm' )(R3) generated by B (n) and B (n), respectively, are of
dimensions n 4+ 1 and n.

In the second step, the subsets B (n), B (n) are divided in canonical
way into two subsets generating an orthogonal splitting of %(n) into four
subsystems, namely

B0 (p) = {ZzA (z1,22)x } ., (3.485)

7<0,n—|j| even

B(=1.0) () . (3.486)

j<0,n—|j| odd

%(n,l)(n) = {" Aik(xl,:cg)xéf} . (3.487)

j>0,n—|j| even

, (3.488)
7>0,n—|j] odd

B(n) = B0 (n) UBTL0 (n) UBTY (n) UBCPLY (n) (3.489)
and
BEP (n) LB (n), (k,p) # (1,q), k.1 € {n—1,n},p,q € {0,1}. (3.490)

The dimensions of the four subspaces Harm!"”(R3), Harm{" ¥ (R3),
Harmgln’l)(]Ri;) and Harm&nfl’l)(R?’) of the space Harm,(R?) spanned by
the systems B0 (n), BO=10)(n), B()(n), and B"~1V (n), respectively,
read as follows:

dim (Harm n0)(R?) ) = { PL]| o Z i\gzn (3.491)
2 ) )
n
dim (Harm(" LO/(R3) ) = { {%} ’ Zz‘(]izn (3.492)
2 ) )
dim (Harm n1)(R3) ) = { P«A ’ Z z\éiln (3.493)
2 ) )
: (n—1,1) (3 _ Kl , neven
dim (Harmn (R )) = { 511 . nodd, (3.494)

Note that as superscripts for the first two subsets, we use binary numbers ‘0’
and ‘1’. The binary digits reflect the sign of j. The second superscripts ‘n’
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and ‘n—1’ reflect the implication of the degree of the two-dimensional homo-
geneous polynomial to the choice of n — |j| to be even/odd. More explicitly,
from the expression (3.479), it becomes obvious that the superscripts equiv-
alently reflect the even/odd pattern of the two-dimensional multiindices
involved in the representations of A? |, A}, if we understand ‘even’ for ‘0’
and ‘odd’ for 1. In fact, in order to characterize the ingredients in the rep-
resentations (3.480), (3.481), (3.482), and (3.483), respectively, we are lead
to the following observation: ‘(n,0)’ is associated to two-dimensional mono-
mials xfl x§2 with 1, 32 € Ny, f1+ B2 = n, B2 even, ‘(n—1,0)’ is associated
to monomials x11x§2 with 01,02 € Ng, 61 + B2 = n — 1, B2 even, whereas
‘(n,1)’ is associated to monomials xflxgz with 01, 82 € No, 1 + B2 = n, B2
odd, and ‘(n — 1,1)’ is associated to monomials xflxgz with 1,02 € Ny,

B1+ﬁ2:n—1, ﬁz odd.

Summarizing our results on the splitting of Harm,, (R3) into ‘Legendre
subspaces’, we finally obtain

Harm,(R®) = Harm("(R?) U Harm"~ 19 (R?) (3.495)
U Harm(D(R?) U Harm™ 1D (R3)

such that
Harm*?)(R?) | Harm®) (R?) (3.496)

provided that

(k,p) # (L,q),k, 1 € {n—1,n},p,q € {0,1}. (3.497)

Once more, the reason for the validity of (3.495) (3.496) is that the two-
dimensional multi-indices generating the basis functions in one subsystem
BEP) (n) k € {n—1,n},p € {0,1}, only show one specific even/odd pattern,
and the pattern is different from all the patterns in the other subsystems.

3.14 Exact Computation of Legendre Basis Systems

Earlier, in Section 3.3, it has been shown that a basis system in Harmn(R3)
can be computed entirely by integer operations from 2n+1 systems of linear
equations. The basis functions obtained can be orthonormalized exactly by
means of the well-known Gram-Schmidt orthonormalization process. As a
result, there are 2n + 1 homogeneous harmonic polynomials available (or-
thonormalized in the sense of (-, -)Hom, and, subsequently, in (-, -)r2(q))-
But, the disadvantage in that approach is that the linear systems result
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in basis functions which are all involved in the computational work of the
orthonormalization process.

Our investigations about Legendre harmonics (in Section 3.13) have demon-
strated that, for every degree n > 2, the space Harm, (R?) can be split
canonically into four subspaces that are mutually orthogonal and the inter-
section between any pair of subspaces is empty.

Combining these observations, we are now interested in the exact compu-
tation of a basis in Harm,,(R?) which, in (-, -)gom,, -orthogonal sense, divides
itself in a natural way into the four subsystems known from the theory of
associated Legendre (spherical) harmonics. The subsystems, indeed, are
bases of the spaces Harm P (R3), k € {n —1,n},p € {0,1}, respectively.
In addition, they are computed exclusively by integer operations. In do-
ing so, the calculation of coefficients involving factorials such as C‘,f !

—ljl=n
are avoided within the computational process. However, it turns out t2hat
the basis established by exact computation is only partially orthogonal in
Harm,, (R3), i.e., it is not totally orthogonal in (-, -)gom, -sense (as in the case
of associated Legendre (spherical) harmonics). Actually, it is a compromise
between the two methods presented in the preceding sections. Neverthe-
less, in comparison to the exact computation explained in Section 3.3, the
amount of the computational work for (exact) orthonormalization by the
Gram-Schmidt procedure is reduced drastically, because the orthonormal-
ization process can be performed separately for the four individual subsets
(whose numbers of elements on average is (2n + 1)/4).

Our concept of exact generation of (-, -)Hom,-orthonormalized homoge-
neous harmonic polynomials in R3 (cf. W. Freeden, R. Reuter (1990)) is
based on the observation that the two-dimensional multi-indices occurring
in the sets

M(n) ={(B1,52)" € No®|B1 + B2 = n} (3.498)

and
MO () = {(Br,B2)" € M(n)|z even }, (3.499)
MWD (n) = {(B1,62)" € M(n)|B2 odd } (3.500)

can be recognized in the framework of associated Legendre (spherical) har-
monics. In fact,

) n+2-—>b
1q(n) = gM®D) () = nt3-(b+1)

2 bl

, n+beven

3.501
n + b odd, ( )

where b denotes the number of digits of bin(g) which are 1, and bin(q)
denotes the representation of the integer ¢ in its binary form. Consequently,
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we have

n+1-—b

. , n—1+beven
o(n — 1) = $M® (q”(n—”_{ nil 1)

(3.502)
5 , n—1+bodd.

By comparison with the results obtained in Section 3.13, this implies the
specification of the dimensions of the subspaces as follows:

po(n) = dim(Harm(0(R3)), (3.503)
po(n —1) = dim(Harm{" 10 (R3)), (3.504)
pi(n) = dim(Harm{Y(R?)), (3.505)
ur(n —1) dim(Harm ("~ D(R3)). (3.506)

Once again, the point of departure for the exact construction of an al-
ternative (Legendre) basis system is the observation that any homogeneous
polynomial PV H, € Harm{"”(R3),b € {n — 1,n},p € {0,1}, in three
variables can be represented in the form (3.27)

OPVH, (21, 22, 23) 22 *P) A (1, x0) 2k, (3.507)

where P4, :R? - R and ®P A, | :R? >R, be {n—1,n},pec{0,1}
are homogeneous polynomials of degree n and degree n — 1, respectively.
Furthermore, for k =0,...,n—2, ®P A, _, o is defined recursively accord-
ing to (3.31) by the relations

DA, 4 o1, 39) (3.508)

- EFIETT ((aa) + (aa)> 0 (a1, 22).

The functions ®D Al :R? =R, be {n—1,n},pe{0,1},1=1,.. - pp(n),

p € {0, 1}, generating the basis in Harm"? (R3) via the recursion relation

(3.508), therefore, can be chosen as follows:

ML (o1, m) = 2] DY,
l= 1,...,;},0(71), (3509)
(niLO)AL,l(fEl,fﬂg) _ m?*l*?(l*l)xg(lfl),
DAL (g1, 29) = m?—l—Q(l—l)xg(lq)H’
l= 1,...,[},1(71), (3511)
(DAL (g 2 = m7117272(171)‘,)33(171)“7

I=1,...,pa(n—1). (3.512)



156 3 Scalar Spherical Harmonics

As requested by the recursion (3.508), the Laplacian (8%1)2 + (8%2)2 has to
be applied repeatedly to these functions generating the whole system as in-
dicated by (3.507), respectively. Altogether, we get a basis of 2n+1 elements
in Harm,, (R3), as required. From the formulas involved in the computational
process, it is obvious that the partial orthogonal basis subsystems can be
computed in an exact arithmetic. The functions of each subsystems can be
orthonormalized, as usual, by the Gram-Schmidt orthonormalizing process
which can be performed exactly besides a final division of each polynomials
by its norm (square root).

Example 3.96. We discuss the case n = 5 and start with the set of two—
dimensional multi-indices

M(4) = {(470)7(371)7(272)7(173)7(074)}7
M(5) = {(570)v(4a1)’(3’2)7(373)7(274)7(075)}'

They are split according to our approach into the sets

MO (5) {(5,0),(3,2), (1,4)}, (3.513)

MO) = {(4,0),(2,2),(0,4)}, (3.514)

MDGB) = {(4,1),(2,3),(0,5)}, (3.515)

MWD) = {(3,1),(1,3)}. (3.516)

Note that, for n = 5, we particularly have

po(n) = 3, (3.517)

wo(n—1) = 3, (3.518)

pi(n) = 3, (3.519)

pui(n—1) 2. (3.520)

From each of these sets, the corresponding homogeneous harmonic polyno-
mials are derived. They are written down in a schematic manner. The first
polynomial reads as follows:

1
1-afadzl — 2 222923 + 5 x93, (3.521)

Additionally, the orthonormalized set of polynomials can be listed in similar
fashion. The first of these reads:

1 384
<1 crjadzl — 2 22adad + 5 x?x%:}:g) / - (3.522)

We obtain:
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MO(5) 1232z — 10232923 + Satadas,

0 1,.0,.4
lz3z3ad — 3xladad — 1232923 + 1x}alad,

1,4,.0 1,.2,.2 1,.0,.4

lzjzses — 62720525 + lejxyes,
1
MO (4) datadal — 2222523 + L2292,

22,1 1,.0,..2.3 1,2.0,.3 1,.0,.0,5
lejxsxy — 3072505 — 3X7TLTY + (5T LT3,
123zl — 2292223 + %x?xgxg,

MWD (5) Aatadad — 6xfadad + 1a92iad,
lo?adad — 1292322 — 3022d23 + 1292123,
MWD (4) Aadadal — 1xtadad,

1,3,.1 1,13
lzjrsrs — loyrsxs .

On this linearly independent set of homogeneous harmonic polynomials
of degree 5 in R? that is partially orthogonal, we apply the Gram-Schmidt
orthonormalization process with respect to the (-, -)goms-topology thereby
observing the normalization factors (as indicated in Section 3.3):

MO (5) :/1920(123 2929 — 10232922 + 5x12923),
Vi54(lzdadad — 3xiadad + Ladada?
+yafades + §ojades — 1/8za9a8),
VB (1atabat)  datadad + Lot
FaTe + Lt 8/2uiatal).

M(O)(4):\/ 4 (1otafal — 203afa3 + 3”1378953)

V6(lafziay — gafalad — fyafadad + gradadal
—gaiagz}),

\/(%(19013:23:% %x? 23:3 + %x?x%xé + %x%x%xé
+yatadal — fajaday),
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MD(5) : V192(1xfxlad — 623 xiad + 120xds),
V36(1a223z — 1292323 + 2202323),

15
V945 (1x1x2$3 — bafxdzd + 3 2zl

415 mlm%mg + 151;11;22:3 - 5x1x2mg)

MWD (4) /12(1 - efxdal — 1xiadad),

1,31 11,13 1,311
VO(latadad — Laladad — 1adalad).
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For more theoretical details on scalar spherical harmonics, the reader may
want to consult some of the following references: A. Wangerin (1921), R.
Courant, D. Hilbert (1924) O.D. Kellogg (1929), E.T. Whittaker, G.N. Wat-
son (1996), C. Miiller (1952, 1966, 1998), P.M. Morse, H. Feshbach (1953),
J. Lense (1954), E.W. Hobson (1955), F. John (1955), I.N. Sneddon (1956),
A.R. Edmonds (1957), R.T. Seeley (1966), T. McRobert (1967), E.M. Stein,
G. Weiss (1971), H. Hochstadt (1971), N.N. Lebedev (1973), N.J. Vilenkin
(1968),W. Freeden (1979a), W. Freeden et al. (1998), and many others.



4 Green’s Functions and Integral
Formulas on the Sphere

An essential tool of our approach to vector and tensor spherical harmon-
ics is Green’s function on the unit sphere 2 with respect to the Beltrami
operator A*. It offers the perspective of solving the surface gradient equa-
tion, the surface curl gradient equation, and (iterated) Beltrami differential
equations. The Beltrami equation is needed to assure the explicit structure
of the (Helmholtz) decomposition theorems for vectorial and tensorial fields
on the unit sphere €2, later on.

4.1 Green’s Function with Respect to the Beltrami
Operator A*

Our point of departure for discussing the Green function is the definition of
its constituting properties.

Definition 4.1. G(A*;-,-) : (§,n) — G(A%;&,n),—1 < &-n < 1, is called
Green’s function on 2 with respect to the operator A*, if it satisfies the
following properties:

(i) (Differential equation) for every point & € Q, n — G(A*;£,n) is twice
continuously differentiable on the set {n € Q] —1 < ¢-n < 1}, such
that

1
* *, - = _1<¢.
AT]G(A ;€M) = 1<¢&-n<1,

(ii) (Characteristic singularity) for every £ € Q, the function

n— G(A™ &, n) — %ln(l—i-n)

is continuously differentiable on Q (note that

1 1 1
1n|§—7)|:5111(2—25-77):5111(1—547)—0—51112,

159
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(iii) (Rotational symmetry) for all orthogonal transformations t

G(AT;tE, tn) = G(ATE,m),
(iv) (Normalization) for every £ € Q,

1
& | @i ot =o,

We first prove the uniqueness of Green’s function with respect to the Bel-
trami operator A*.

Lemma 4.2. G(A*;-,-) is uniquely determined by its defining properties

(i)~ (iv).

Proof. Denote by D(A*;-,-) the difference between two Green functions
satisfying (i)—(iv). Then, we have the following properties:

(i) D(A*;¢,-) is twice continuously differentiable for all n € Q satisfying
—1<¢-n <1, and we have

(A")nD(A": €, n) =0, (4.1)
(ii) D(A*;¢&,-) is continuously differentiable on €2,
(iii) For all orthogonal transformations t,
D(A™; %€, tn) = D(A™;€,m), (4.2)
(iv) For all £ € Q,
| paiem ot ~o. (13)
The properties (i)—(iii) show that D(A*;¢,-) is an everywhere on the unit
sphere €2 twice continuously differentiable function satisfying the differential

equation (i). Therefore, D(A*; &, ) must be a spherical harmonic of degree
0. D(A*;¢,7n) depends only on the scalar product of £ and 7, i.e.,

D(A*;&,m) = aoPo(§ - 1) = . (4.4)
From (iv) we obtain
/Q D(A™;€,1m) dw(n) = dmap = 0. (4.5)

Hence, ap = 0. But this means that the Green function G(A*;-,-) is
uniquely determined by the defining properties (i)—(iv). O
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An easy calculation shows that

1 11
(€)= = =Em)+ - ——2, —1<&n<] (4.6)

satisfies all the defining properties (i)—(iv) of the Green function with respect
to A*. Therefore, we have the following result.

Lemma 4.3. For&,ne Q with -1 <¢-n<1

. 1 11
G(A §§7n)zaln(1—€'n)+a—ﬂln2.

Remark 4.4. Throughout this chapter, we usually write G(A*; £-n) instead
of G(A*;¢,1m), (&,m) € Q x Q. This indicates that G(A*; ¢ -n) depends only
on the scalar product of £ and 7, i.e., G(A*;-) is a zonal function, hence, it
may be understood as a function defined on the (one-dimensional) interval
[—1,1).

Observing the logarithmic singularity of the Green function, we see by
applying the Second Green Surface Theorem that the spherical harmonics
of degree n, i.e., the eigenfunctions of the Beltrami operator A*, are eigen-
functions of Green’s (kernel) function G(A*;-) in the sense of the integral
equation

k(k 4 1) /Q G(A™:€ - n)Yi(n) dw(n) = (1 — 6 Vi(6).  (47)

In terms of a (maximal) L?(Q)-orthonormal system {Y,,,,} of spherical
harmonics of degree n and order m, we thus obtain as spectral representation
the bilinear expansion (see W. Freeden (1979a))

oo 2n+1

GAEm=> Y ——— o n+1 Yoo () Yo m (),

n=1 m=1

—1 < &-7n < 1. Observing the addition theorem of the spherical harmonics,
we find the following series representation in terms of Legendre polynomials

GIATEn) = 3 T PiE ). (48)

n=1
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4.2 Space Regularized Green Function with Respect
to the Beltrami Operator

In what follows we are interested in an appropriate ‘space regularization’ of
the Green function. Our considerations are based on Taylor’s formula

PR
ln(l_t):ln(l_tO)_?lto(t_tO)_ (1—to+219(t—t0))2 ‘ 2t0) » (49)

to € (—1,1), ¥ € (0,1). In other words, by letting 1 —tg = p, p > 0, we find

1-—t¢ 1
—— + —(lnp—In2 4.1
47rp+4w(np n2) (4.10)
as linearization for ) )
—In(l—-t)+ —(1—-1In2) (4.11)
47 47

in the (right) neighborhood of tg =1 — p, p > 0 (see Fig. 4.1).
0.1 " , ; . : ! .

0,
0.1}
0.2t
1
\
-0.3 i
|
04 05 0 p=05 1

Fig. 4.1: The regularization of G by G* (p = 0.5)

Keeping the linearization of (4.11) in mind, we next discuss the (space)
p-reqularized Green function with respect to the Beltrami operator A*:

%ln(l—ﬁ-n)-i—ﬁ(l—an), En<l—p

GP(A%E-n) = ¢ .
Tpn-l-ﬂ(lnp—ln%, E-n>1—0p.

(4.12)

Obviously, the kernel function (£,7) — GP(A*;¢ - n) only depends on the

inner product of ¢ and 7, hence GP(A*;{ - n) is a zonal function. According

to its construction, G?(A*;-n) is a continuously differentiable function on
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for every (fixed) n € Q, GP(A*;¢-) is a continuously differentiable function
on  for every (fixed) £ € €2, and we have

iln(l—t)—i—i(l—ln2), t<l-—p
47 4T
t— GP(A*;t) = (4.13)

1-1¢ 1
+ —(lnp—1n2), t>1—p

dwp  Am

is a (one-dimensional) continuously differentiable function on the interval
[717 1} .

The surface gradient of the p-regularized Green kernel is given by

1 1
—Em(n—(é-n)ﬁ), £-n<l-—p
VeGP (A™€m) = ) (4.14)
~ 1,1 (&), §n=1-p,

while the surface curl gradient of the p-regularized Green kernel reads as
follows:

1 1
—Em(fAﬁ)a £-n<l-p
R (1.15)
—m(éAn), £n=1-p.

For graphical illustration see Figs. 4.2 and 4.3. In addition, we mention the
Beltrami derivative

1
—in §-n<l—p
ALGP(A* €)= an’ 4.16
eGN(A%E ) {2,17,,(5-77), En=1-p. (4.16)
0.1
ol \‘\ '/¢¢‘
\ V4
-0.11 -‘\} ';;/
-0.2/ b ;
03 —p=3
A =——p = 0.3
‘ ‘ ‘ ' ‘ -p=0.02
_O"ln —1t/2 0 /2 T

Fig. 4.2: p-regularized Green function ¢ — GP(A*;cos o) for various values
p.
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For F' € C(Q2), we consider the potential P?(F') given by

PP(F)(E) Z/QG’)(A*;@n)F(n) dw(n) (4.17)
0.8 : :
T —_p =2
P hZ03
-p=0.02
0.6 1
0.4¢
0.2/ /{' \
-_,/”’ \‘ E '/I \\\\
gn ‘ —ﬁ/2 ‘ 0 ‘ n/é ‘ T

Fig. 4.3: Absolute value of the surface gradient or surface curl gradient of
the p-regularized Green function ¢ — GP(A*;cos ¢) for various values p.

as regularized counterpart to the potential P(F) given by

P(F)(€) = /Q G(A™:€ - ) F(n) dw(n).€ € Q. (4.18)

We want to prove the following theorem.

Theorem 4.5. For (sufficiently small) values p > 0 and F € C(Q), the
potential PP(F) is of class C(Q), and we have

i sup | [ G(A'E mF(n) dutn) — | GPA"SE-m)F () ()| =0
r—=0¢cq |/ Q
(4.19)
and
timsup | [ GGATEF () doto) - V; [ GA%E () dut)| =0
(4.20)
Furthermore,

sup Q/ VIG(A™ € )F(n) du(n) -V /Q G(A*5€ - n)F(n) dw(n)| = 0.

(4.21)
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Proof. First we are concerned with the existence of the occuring integrals.
Since F' is of class C(2), we easily see that

/an(l —&-n)F(n) dw(n)‘ <27 Fll ¢ /ln(l —t)dt <oo  (4.22)
1

and
V1—(€-n)2
[ vema—enro dw(n)‘ <Pl [ 5—EE o) < oo
Q o 1—=&n
(4.23)
For F' € C(Q), PP(F) is of class C) (). Thus it is clear that
VPPN = Vi [ GATE W) det) (420

— /Qngf’(A*;ﬁ ) F(n) dw(n)

with GP(A*;¢ - n) and G(A*;¢ - n) differing only on the cap with center
&, more precisely, on the set {n € Q1 — & -n < p}. Thus, we obtain (for
sufficiently small values p > 0)
|PP(F)(&) — P(F)(&)] (4.25)
1

1—¢-
< Elflew [ (ma-gnlemps s 250 o
& &nzl—p p

1 1
< 3Pl [ (1= 0] +2-+ 1)) de.
1-p

(4.26)
Consequently,
sup [PP(F)(§) = P(F) ()] = O(plnp). (4.27)
In other words, for all £ € Q and F' € C(Q2),
[PP(F) (&) — P(F)()| = O(pTnp), p—0. (4.28)

This proves the first assertion (4.19) of our theorem. In addition, we are
able to verify that

[VEPP(F)() = VEP(F)()| (4.29)
< 2l [ [ o),
§n>l—p

= 2| Fllc@

[ ET

§n=>l—p
neQ
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i.e.,

|VEiPP(F)(€) — VEP(F)(€)| = 0(p*?), p— 0. (4.30)
Altogether, this yields the desired results stated in Theorem 4.5. O

Analogous to Theorem 4.5, we are able to formulate the following state-
ment.

Theorem 4.6. For (sufficiently small) values p > 0 and F € C(Q), the
potential PP(F) is of class CM(Q), and we have

s | [ GA% € mF() doto) ~ [ G275 n)F ) dut)] =0
P=0¢ecQ |JQ Q
(4.31)
and
tisup | [ LGS €M) dotn) ~ 1 [ G 0)Flo) data)| =0
(4.32)
Furthermore,
sup [ LEGA% € )P doto) ~ 12 [ A€ 0)Fo) dat)| =
(4.33)

Next, we determine the Legendre (Fourier) coefficients of the regularized
Green function with respect to the Beltrami operator A* (see S. Gramsch
(2006)). The bilinear expansion of G(A*; & - n) reads as follows:

oo

arate =3 " @y mpe . enea s
n=0
where .
(GP)\(n) = 2r / GP(A*: 1) Py(t) dt. (4.35)
1

In accordance with the definition of the regularized Green function with
respect to A* we split the integral into two parts:

1-p

G ) = 27 /

-1

1 1
—In(1 — ———12 P,
<4 n( t)+47T e > (t) dt
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For n = 0,1 we immediately find

(GPYN0) = i p (4.36)
and 11 1
(G)(1) = =5 + 70— 577" (4.37)

For n > 2 we make some auxiliary considerations. From (3.188), we know
for all s € (—1,1) that

* Poi1(s) — Pr1(s)
= > 1. .
/1 P,(t) dt 1 , n>1 (4.38)

For the first derivative of the Legendre polynomials, we get the identity

/S PL(t) dt = Py(s) — (-1)", n>1, (4.39)
-1

since we know that P,(—1) = (—1)". Furthermore, it follows that for s €

(_171)

e _ n Pr1(s) = Paya(s)
/_1tPn(t) dt = sP,(s) + (—1)" + 2n+1+ . n>1.  (4.40)

Moreover, we have

/_sl(t +1)PL(t) dt = (1 + s)P,(s) + P”’l(zzl:f:”“(s), n>1. (4.41)

Observing these identities, the first integral can be calculated in connection
with (3.192) for values s € (—1,1) as follows:

/ T = OP.(t) dt (4.42)
-1

= [ w0t () P = P ae

1 2n+1

S

- ! 1[ln(1 — )(Pasa(t) = Poi(t))]

-1

/ 1 —t2n+ 1 (Pria(t) — Poa(t)) dt
1

T In(1 —s) (Ppyi(s) = Po—1(s)) —

n(nl+1) /Sl(t + 1)P.(t) dt.
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Inserting (4.41), we finally obtain for s € (—1,1) and n > 1

/ (1 — B P (1) dt (4.43)

-1
1 )PnH(s)—Pm(s) (L+5)Puls)

(n+1) 2n + 1 a1

= (In(1-
(1= +
For the second integral with s € (—1,1), we are led to

/s 1 <ln p—1+ 1;t> Pu(t) dt (4.44)
= (np— 1)/81 Po(t) dt + ; /81(1 — ) Po(t) dt.

Moreover,
/1 tPL(t) dt =1 — sP,(s) — PH(;L;];"“(S), n>1, (4.45)
and
1
/ 1P (1) dt (4.46)
1
_ 2n1+ ; / ¢ <jt) (Posa(t) — Por(t)) dt
_ SPnfl(s) — Paia(s) _ Pp(s) = Paya(s) | Paa(s) — Pa(s)
2n+1 2n+1)(2n+3) (2n+1)(2n-1)’
which shows us that
/1(1 — ) Py(t) dt (4.47)
= (1—5) Pnfl(s) — Pry1(s) P(s) = Paya(s) . Pn72(5) - Pn(s)
N 2n+1 2n+1)2n+3) (2n+1)(2n—1)

Summarizing our results, we obtain the Legendre coefficients of the regu-
larized Green function with respect to A* as follows:

Lemma 4.7. For p € (0,2), we have

= on+1
47

GP(A™E-n) =
k=0

(G Mn)Pal€ ), —1<&-n<1,



4.3 Frequency Regularized Green Function 169

with
@0 = 1,
E) = —5+ 1052
oy Pnpil—p)—Pia(l—p)  (2-p)
(@) ) = +2n(n+1)(2n+1) “ oA
ipn(l_p)_PnJr?(l_p)_ipan(l_p)_Pn(l_p)
2p (2n+1)(2n+3) 2p (2n+1)(2n-1)

n=23....

It should be noted that the Legendre coefficients of the regularized Green
function with respect to A* tend to the Legendre coefficients of the Green
function with respect to A* as p — 0. In detail,

lim (G")™(0) = 0, (4.48)
p—
and )
lim (GP)" (1) = —=. (4.49)
p—0 2
Observing the identity
pay="mED o, (4.50)

2

we find, for n > 2

Pra(1—p) = Pooi(1—p)

li =0 4.51
o0 2n(n+1)(2n+ 1) ’ (4.51)
. —p 1
lim —P,(1l—p)= ——— 4.52
o0 2n(n +1) n(l=p) n(n+1)’ (4:52)
1 P,(1—p)— Phio(l —
p—0 2p 2n+1)(2n+3)
and
1 Py_o(l—p) — Po(1 —
i L L2 =p) = Pl=p) (4.54)
p—0 2p (2n+1)(2n —1)
which gives us the limit relation
lim (G#) (n) = —— (4.55)
p—0 ?”L(TL + 1)

for all integers n > 1.

9’
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4.3 Frequency Regularized Green Function with
Respect to the Beltrami Operator

From (3.192), we obtain that for ¢t € [—1,1]

(= 1) s PO = Pea(t) = P 0 (4.56)

Hence, for t # 1, a truncated series of the Green function, i.e., a frequency
regularization of G(A*;t), can be expressed as follows:

N
2% + 1 ,
Py (t)
; dr k—l—l) K
1 1

- o+t Z (Peya(t) — Pr_i(2))

Al —¢2

47r 1—¢2 (Z P (t) + Pn(t) + PN+1(t)> (4.57)

1 1
_47'('1—752< +P1 Zpkl )

_ *ﬁfltz (Po(t) + Pi(t) — Py(t) — Pyir(t))

N-1 N-1
e (S no- X an)
k=2

Since Py(t) = 1 and Pi(t) =t we get

N

=1

1 1
11 1 Py(t)+Prna(d)

drl—t 47 1—1¢2

Integrating with respect to t, we find, for —1 < tg <t < 1, tq fixed,

N N
2k +1 1 2k +1 1
P(t) — P(t 4.
3:1 e +1) ) (1) 1;1 P N %k (to) (4.59)
_ 1 1 ¢ PN(S) + PN_H(S)
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We choose
Y ok+1 1 1
Cpn(ty) = P.(tg) — — In(1 — ¢ 4.60
w(to) ; A —k(kE+1) k(to) 4 n( 0) ( )
such that
N
2k +1
lim Cn(0) = P.(0
Ngnoo N() N—>ookZ::1 47 k‘+1) ()
L5 41+ 1 1 (=)t /21
Nﬂnool; dr 2020+ 1) 4 (z>
1
= —(1-1In2
1 (1—1n2)

(note that P, 11(0) = 0 and P, (0) = (li)n ™).

n

Summarizing our results, we obtain the following lemma.

Lemma 4.8. For all &,n € Q with —1 < &-n < 1, the N-th frequency
reqularized Green function with respect to A*

Y2k 41
G ) = =Y B RlE ) (46D
k=1

satisfies the equation

G(A%En) — GN(AYE )

_ L [TTPN(s) + Pria(s)
 drw 1—s2
) 15

+—(1-1In2)+
47 ;

g1 1 (=02
dr 2204+1) 4 \1 )

1

Figures 4.4 and 4.5 give graphical impressions of the frequency regularized
Green function.
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0.2
0.1¢

-0.1r
-0.2r

-0.3¢

-0.4f

_ ‘ ‘ LW lm= N
0'5—n —7/2 0 /2 T

Fig. 4.4: Frequency regularized Green function ¥ — GW)(A*;cos ©9) for
various values N.

15 —N=35
---N =10
=N =20
1t
0.5+
:7,
l“""; 7‘ s
P Ciany e, ‘
G e - L L L L
- -m/2 0 n/2 T

Fig. 4.5: Absolute value of the surface gradient or surface curl gradient of
the frequency regularized Green function 9 — G®)(A*;cos 1) for various
values N.

From Lemma 3.42, we know that for all s € [0,t), t < 1, |Pn(s)| =
O(N~Y2), hence, it follows that

&n p P
lim N (s) + Pni1(s)

ds = 0. 4.62
N—oo Jg 1—s2 iy ( )

In particular, we are led to the following identities

ViEMATE ) = e = (€ )9) (163
+ LPN(f’n)+PN+1<£'7]>(n7(é.n)€>

dm 1—(&-n)?
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and
LEM@A%E ) =~ €A (164
L Pn(§-n)+ Pnya(§-n)
T d-@r e

4.4 Green’s Functions with Respect to the Beltrami
Operators 0, = A* +n(n+1)

A fundamental question when approximating a function on the sphere by
its truncated Fourier expansion (orthogonal expansion) in terms of spherical
harmonics is the existence of a manageable error term. An adequate answer
is the construction of integral formulas that will be presented later on. It
will be shown that the error term between a function and its truncated
Fourier series expansion is explicitly available in integral form provided that
sufficient smoothness is imposed on the function under consideration. An
essential tool for the integral formulas is the theory of Green’s function on
the unit sphere ) with respect to the ‘shifted’ operators

B = A* — (A N(n), (AN Mn) = —-n(n+1), n=0,1,2,...  (4.65)

and their iterations (which later on turn out to play a fundamental role in
the (Helmholtz) decomposition of both spherical vector and tensor fields).

We start our considerations with the introduction of Green functions with
respect to the operators 9, n =0,1,... (cf. W. Freeden (1979a)).

Definition 4.9. G(9y,;-,-): (&,n) — G(On;&,m), =1 < €-n < 1, is called
Green’s function with respect to the operator 9, = A* — (A*)"(n) if it
satisfies the following properties:

(i) (Differential equation) for every point £ € Q,n +— G(0,;&,n) is twice
continuously differentiable on {n € Q| =1 < ¢ -n < 1}, and we have

2n +1

(3n)nG(3mfﬂ7) = Tpn(gn)a -1 §§77< 17

where (0y,), means that the operator 9, is applied to the variable 7.

(ii) (Characteristic singularity) for every £ € 1, the function

1 GO &) — 1= Pal€ - m)In(1 — € 1)

is continuously differentiable on €.
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(iii) (Rotational symmetry) for all orthogonal transformations t,
G (On; 86, tn) = G(9n;€,1).-

(iv) (Normalization) for every £ € Q,

/Q GO €,0)Pa(€ - ) do(n) = 0.

We prove the uniqueness of Green’s function with respect to the operator
On. The concept closely parallels the proof of Lemma 4.2.

Lemma 4.10. G(0,;,") is uniquely determined by its defining properties

(\)~(iv).

Proof. Denote by D(0y;-, ) the difference between two Green functions sat-
isftying (i)—(iv). Then, we have the following properties:

(i) D(0n;&, ) is twice continuously differentiable for all points n € Q with
—1<¢-n <1, and we have

(On)nD(0n; &, m) = (A5 +n(n+1))D(0n; €,m) = 0, (4.66)
(ii) D(0y;&, ) is continuously differentiable for all n € €,
(iii) For all orthogonal transformations t,
D(0p; €, tn) = D(0n; &, m), (4.67)
(iv) For all £ € Q
[ D@se Pl m ot =0, (4.68)
The properties (i)—(iii) show that D(0,;&, ) is an everywhere on the unit
sphere 2 infinitely often differentiable function satisfying the differential

equation (i). Therefore D(0,;&, ) must be a spherical harmonic of order n.
D(0p;&,m) depends only on the scalar product of £ and 7, i.e.,

D(0n;€,m) = anPa(€ - ). (4.69)
From (iv) we obtain

/ D@ £,m)Pa(€ - 1) do(n) = an / Pu(€ - m)Pa(€ - ) duo(n) = 0. (4.70)
Q Q

Hence, o, = 0. But this means that the Green function G(9,; -, -) is uniquely
determined by the defining properties (i)—(iv). O
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Remark 4.11. Because of (iii), G(9,;) is a zonal function.

Graphical impressions of the Green functions G(9,;-, ) can be found in
Fig. 4.6.

w2 0 a2 o«
Fig. 4.6: The Green functions ¥ — G(9,;cos?) for various values n.

Observing the characteristic singularity of the Green function, we see by
applying the Second Green Surface Theorem that the spherical harmonics
of degree n, i.e., the eigenfunctions Y;, of the Beltrami operator A* with re-
spect to the eigenvalues (A*)"(n), n = 0,1, ..., are eigenfunctions of Green’s
(kernel) function G(0p;-,-) in the sense of the integral equation

(1) = k(l+ 1)) | GOni € )¥alo) dln) = (1= 8,0)¥4(). (47D

Furthermore, if £, € Q with —1 < £-n < 1, G(9y;&,n) allows the bilinear
expansion

2k+1
1 +

GOns&m) =Y. Wz;n,j(&m,j(n), (4.72)

(On)" (k)70
where (9,,)" (k) is given by
(On) (k) = (ANME) — (A (n) = —k(k+ 1) + n(n + 1). (4.73)

The symbol Z(aﬂ)/\(k)7é0 means that the sum is to be extended over all non-

negative integers k for which the denominator (9, )" (k) is different from zero,
ie., (ANEk) # (A*)"(n), such that k # n. Using the addition theorem,
we are able to rewrite the bilinear expansion of G(9,;¢,n) in the form

Cone = Y EIL(@) @) R @
(On)" (k)70
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This leads us to the formulation of the following result.

Lemma 4.12. Forn=1,2,... and {,n € Q with -1 <¢-n< 1

G(On;&-m) = ﬁPn(é-n) In(1-¢-7)

n—1

1 2k +1
“or 2 G HE

1 (2n+1
47

/1 P2(t)In (1 1) dt)Pn(§ 7).
-1

Proof. We have to show that G(0,;) satisfies the defining properties (i)—
(iv). An easy calculation yields

2
((1 —1?) <i> 2% +n(n + 1)) P.(t)In (1 —1) (4.75)

= —=2(1+t)P(t) — Pu(t).

In connection with Lemma 3.37, we therefore obtain

2
((1—t2) @) —2tjt+n(n+1)>( (£ In(1— 1)) (4.76)
d d i, 2% + 1
<(1 t2)(dt) Qtdt+nn+1>< kZ:O”"“ (Ml)Pk(t))
n—1
=2(1+ )Py (t) + Pu(t) — 2 _(2k+ 1) Pi(t)
k=0

= (2n+1)P,(t).

This shows that condition (i) is valid. Because of P,(1) = 1,n = 1,2,...,
condition (ii) is certainly satisfied. Finally, it is not difficult to see that

/Q GO € - ) Palé - ) deo() = 0. (4.77)
]

4.5 Integral Formulas Involving Green’s Function with
Respect to the Beltrami Operator A*

Next, we come to integral formulas on the unit sphere under explicit formu-
lation of the remainder term between function value and integral (involving
Green’s function with respect to the Beltrami operator A*).
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Let € be a fixed point of the unit sphere 2. Assume that F is continuously
differentiable on Q. Then, for each sufficiently small p > 0, the First Green
Surface Theorem gives

(é o ll1{FUDA;GOAﬂ§-m—%V;F@ﬁ.V;Gcﬁﬂg.nn(mxm

- Fin)-Lc(ane - n)doln), (4.78)
En=1-p,n|=1

Oovy,
where v is the unit normal to the circle consisting of all points n € Q with
&-n=1-— p, tangential to §2, and directed exterior to the set of all points
n € Q with £ - n <1 — p. Explicitly, written out, we have

vy =—(1— (€)% I A (N AE). (4.79)

In the identity (4.78), we first observe the differential equation of Green’s
function

* * 1
/ Fn)A;G(A%€ - n) dwln) =~ Fln) di().
gn<l-p,nl=1 T Jen<i—p,n|=1
(4.80)
By virtue of the logarithmic singularity of the Green function G(A*;-), we
get in analogy to well known results of potential theory (cf. O.D. Kellogg
(1929))

/5 — aaan(Nﬁ n)do(n) (481)
n=1=pn
= E-O=pm (1 )
- /5'77=1p,77=1 Flo) 1—(1-p)? ( 47Tp(§ (1 P)U)) do(n)
1 1—(1-p)?
T F(n)—————da(n).
47 Jem—1—pinl—1 () ; (n)

From the Mean Value Theorem, we are able to deduce that

41 viZ(=pp (n) do(n) (4.82)
™ En=1—p,|n|= 1
1 —(1—p)?
_ —a—p 2T~ (1— p)2F(n,
= 5@ pF()

for some 7, lying on the circle {n € Q|1 —&-n = p}. The continuity of F'
yields F'(n,) — F(§) as n, — ¢ for p — 0 such that

0
liny F() 5 G(A™S € n)do(n) = ~F(@). (489
P=YJ1-En>p,|n|=1 Un
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Summarizing our results, we therefore obtain the following result.

Theorem 4.13. (Third Green Surface Theorem for V*) Let & be a fized
point of the unit sphere Q). Suppose that F is a continuously differentiable
function on Q. Then

1
C Arx

F(€) /Q F(n) duw() — /Q (VIG(A%;€ ) - (VEF(m)) duo(r).

In the same way, we are able to formulate the following corollary.

Corollary 4.14. (Third Green Surface Theorem for L*) Under the assump-
tions of Theorem 4.13

1

" 4r

F(£) /QF(W) dw(n)—/Q(LZG(A*;EW))~(L§§F(?7))dw(?7)~

Proof. Applying Green’s surface identity for the operator L*, we get for
every (sufficiently small) p > 0 and F € C)(Q),

/ L1 F(n) - LiG(AS€ - ) du() (4.84)
En<l—p,n|=1
T / F(n)ALG(A%€ -n) duln)
En<l—p,|n|=1

. / F(n)my - LyG(A%€ - n) do(n),
En=1—p,Inl=1

where 7 is defined as the (unit) surface vector on 2 tangential to the circle
{neQ|1—-¢-n=p}. Explicitly, for n € Q with 1 — £ - n = p, we have

7= (1= (&) A, (4.85)
Moreover, we know that

_ L nAng
Adrl—¢€-n

LiG(A% € 1) = (4.86)

In other words, the same reasoning as in Theorem 4.13 guarantees Corollary
4.14. O
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From Green’s second surface identity, we get for each sufficiently small
p>0

/g, gt {G(A*;¢-n)ATF(n) — F(n)AyG(A* € - n)} dw(n)

-/ {oase nyrn - Fo) -G ) past
&n=1—p,|n|=1 Un

Ovy,y
(4.87)

provided that F' is twice continuously differentiable on €. Observing the
defining properties of the Green function with respect to A*, we can use the
same arguments as known from potential theory (cf. O.D. Kellogg (1929)).
In fact, the continuous differentiability of F' on 2 leads us to

lim G(A*;¢- n)iF(n)da(n) =0. (4.88)
P=0Jem=1-p,Inj=1 Iy

Together with (4.83), this shows us the following result (see W. Freeden
(1979a)).

Theorem 4.15. (Third Green Surface Theorem for 0y = A*) Let € be a
fized point of the unit sphere ). Suppose that F is a twice continuously
differentiable function on Q). Then

FO) = 3 [ P dot) + [ GUA™E - m)( &3P () dun).

In other words, the Green theorems as stated above compare the value of
a function at a point £ € Q) with the integral mean of F' relative to the unit
sphere € under explicit representation of the error term in integral form.
Essential tool is the Green function with respect to the Beltrami operator
A%,

The Third Green Surface Theorem for 9, = A* 4+ n(n + 1), can be for-
mulated analogously to the case of the operator dy = A*.

Theorem 4.16. (Third Green Surface Theorem for 0, = A* +n(n+1)).
Let € be a fized point of the unit sphere Q). Suppose that F' is of class C(Q)(Q),
Then

Fie) = 2t! /ﬂ F(n)Pa(€ - 1) du(n)

47
" /Q G(A" +n(n +1);€ - 7)(AL + n(n + 1))F(n) du(n).
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In order to complete our consideration, we finally mention the Green
function with respect to A* + A for A # n(n+ 1), n € Ny:

Definition 4.17. For A\ # —(A*)"(n), (A*)"(n) = —n(n + 1), n € Ny,
Green’s function

is defined by the following properties:

(i) (Differential equation) for every point £ € Q, n — G(A* + \;&,n) is
twice continuously differentiable on the set

fneQ-1<¢-n<1},
and we have

(A7 +NGA" + X;€,m) =0, —-1<¢&-n<1.
(ii) (Characteristic singularity) for every & € €,
G(A"+A:6m) = O(In(1 = £ n)).
(iii) (Rotational symmetry) for all orthogonal transformations t

G(A" + N\ t6,tn) = G(A™ + X 6,m).

Without proof, we list the following properties: G(A*+ A;-,-) is uniquely
determined by its defining properties. Its bilinear expansion reads as follows

G(A"+ XN &m) = G(A* +A¢0m)

o

2n+1
= g . —-1<€- 1.

Corollary 4.18. For F € C?)(Q) and all X € R with A # n(n+1), n € Ny,
the integral equation

- /Q GA™ + A& - m)(A% + NF(n) do(n) (4.89)

is valid.

In other words, Corollary (4.18) does not establish a canonical relationship
between functional value and integral expression. Nevertheless, Green’s
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theorem shows us (cf. W. Freeden (1981a)) that for all A # n(n+ 1),n =
0,1,...,

1
47 Q

+ /Go (A" +X;6-m) (Ar 4+ X) F(n) dw(n),
Q

FE) = F(n) dw(n) (4.90)

where we have used the abbreviation

2n+1 1
47

NINSDHEDS N nnt1)

n=1

Pu(6m), —1<&n<1. (4.91)

Consequently, for all values A € R (even for the case G(0,;-) with n > 0),
we are able to compare a functional value at £ € Q0 and the mean integral
value of a twice continuously differentiable function F' on 2 under explicit
knowledge of the remainder term in integral form.

4.6 Differential Equations Involving Green’s Functions
with Respect to the Beltrami Operator A*

Combining Theorem 4.13 and observing the surface gradient of the Green
function G(A*;-,-), we obtain the following theorem.

Theorem 4.19. (Differential Equation for V* on Q) Let v : Q — R3 be a
continuously differentiable vector field on Q0 with & - v(§) = 0,L¢ - v(§) =0,
&€ Q. Then

FIO = - [ T 6= @ o) o) (192

is the uniquely determined solution of the differential equation

VeF(€) =v(), €€, (4.93)
satisfying
i F(n) dw(n) = 0. (4.94)
Q

Analogously, we get the following result on the differential equation of
the surface curl gradient.
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Theorem 4.20. (Differential Equation for L* on Q) Let v : Q — R3 be a
continuously differentiable vector field on Q with & -v(§) =0 Ve v(§) =0,
£ €. Then

FO) = 1= | 7o - olo) dt) (4.95)

is the uniquely determined solution of the differential equation

LiF(€) =v(8), e, (4.96)
satisfying
1
o QF(S) dw(n) = 0. (4.97)

From Theorem 4.15, we are able to verify the following result on the
Beltrami differential equation.

Theorem 4.21. (Differential Equations for A* on ) Let H be a continuous
function on Q with

1
47T/QH(£) dw(&) = 0. (4.98)
Let F € C®)(Q) satisfy the Beltrami differential equation
A*F = H (4.99)
such that
1
- QF(E) dw(&) = 0. (4.100)
Then
F() = /QG(A*;§ ) H(n) dw(n), &€ (4.101)

Remark 4.22. The ‘surface gradient equation’ V*F = v is of particular
importance in physical geodesy for determining the geoid undulations from
deflections of the vertical (see W. Freeden, M. Schreiner (2006), T. Fehlinger
et al. (2007b), W. Freeden, K. Wolf (2008), and the references therein), while
the ‘surface curl gradient equation’ L*F = w occurs in ocean circulation
for characterizing geostrophic flow W. Freeden et al. (2005), T. Fehlinger
et al. (2007a). For more details the reader is referred to Chapter 10. The
Beltrami differential equation of Theorem 4.21 plays a particular role in the
Helmholtz decomposition theorems for spherical vector and tensor fields (see
Sections 5.2 and 6.5).



4.7 Approximate Integration and Spline Interpolation 183

4.7 Approximate Integration and Spline Interpolation

By virtue of the Cauchy—Schwarz inequality, we get from Theorem 4.15

7O~ 3= [ Pl doto) (4.102)

< @(se9) ([ 1rmr am)
= (G((A*)Q;l))l/2 (/Q|F(77)2 dW(U)>l/2

for all £ € Q, where G((A*)?%;-) : (&,n) — G((A*)?%:¢-n), £,m € Q, is defined

by convolution

GUAYE 1) = [ GATSE OGAT ¢ o) dulc). (4.103)
Obviously, the bilinear series reads
G((A")%€ ) (4.104)

& m 1241 1 1
47 dr  —k(k+1) —n(n+1)/QP"(§'C)Pk(<'77) dw(C)

[
(]
g

3
I
—

1
n+1 1
47 (—n(n+1))2

I
hE
o

I
—_

n

Moreover, it follows that, for all £,n € Q with -1 <¢-n <1
ArG((A")% € m) = G(ASE ).

Next, we are concerned with the explicit calculation of the iterated Green
function G((A*)?;-) : t — G((A*)?;t), t € [~1,1] given by

o

2k +1

* . _ 1
GUAYS0 = 4 2 Th(k+ 1))

Pi(t). (4.105)

First, it is not hard to see

2k +1 1 1
——— = — ———. 4.1
E2(k+1)2 k2 (k+1)2 (4.106)

This gives us for all £ € Q
I (w1 1
GAM%E- 6 =G(AY51) = (Zk Zﬁ ) (4.107)
=1

An’
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Moreover, from the well-known result > 3o, (—1)¥k~2 = —72 /12, we obtain
can-1) =~ - T (4.108)
’ 4 24" '

For the explicit calculation of G((A*)?;t) t € (—1, 1), we use the differential
equation

d
dt

d

dtG((A*)Z; t) = G(A*1) (4.109)

La-n

1 1
= Eln(l —t)+ E(l —1n2).

First, for all ¢ € (—1,1), we get by elementary manipulations

¢
d d d
—(1—2%)—G((A%)% = (1-# A*)?; 4.11
[ Ga-PEE@ e de = (-GG @)
21
1 In2
= ——(1-tl(l—t)+—(1—1).
S= D=0+ =1 —0)
Second, for all t € (—1,1), we find
; d
/%G 22) dr = G((AM)2%1) — G((AY)% ) (4.111)
t
1 i 1 In2 1
n
= —— In(l1 —x) de + — dx.
dr | 1+4+=x n(l—2) I+47r . 1+ v
t
Substituting 1 — x = u we are led to
I I |
—— In(1 —2x) doe = — Inu du. 4.112
A )y 14+=x n(l—e) do 4 1,t2—unu " ( )

From a table of integrals (see, e.g., W. Grébner, N. Hofreiter (1975)), we
borrow

Inu du = —Inuln

/Qiu - 2;u*52(%) (+C), (4.113)

where Lo defines the so-called dilogarithm

L:Q(u):—/ouln(l_” :Z (4.114)
k=1
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It follows that the iterated Green function is expressible by means of the
dilogarithm

G((A%%1) —=G((A%)%t) = %(ln(l—t)(ln(l+t)—ln2)) (4.115)

1
=ir
1 1—t (In2)2  In2
+E£2 <2 > + . - E 111(1 + t).
Note that
lim (In(1 —¢)(In(1 +¢) —In2)) =0 (4.116)
t<1
and

lim (In(1—#) (In(1 +¢) —In2) = In2In(l +1)) = —(In2)*.  (4.117)

This finally gives us the following representation.
Lemma 4.23. Fort e (—1,1),

1 1

*\2, - - _ _
G((A")5t) = e In(1 —¢) (In(1 +¢) — In2) (4.118)
1 1—t (In2)2  In2
where
1—t X /1-t\* 1
k=1
and
lm GAT 1) = G(AY )= (4.120)
t<1
. *\2, _ *\2, _ i o 1
lm G(AY) = GUAT:-1)= 4~ 0 (4121)

t>—1

Summarizing our results, we therefore obtain the following corollary.

Corollary 4.24. The Green function G((A*)%;-) : (&,n) — G((A*)?%:¢ - n),
£,m € Q, with respect to the operator (A*)? is continuous, and we have
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2, 2kt 1 .
G((A*)?* ¢ m) PR (%(kﬂ))ﬁc(f n) (4.122)
ﬁ ) 1_577:0

—£l(1—-¢ )1 +£¢-n)
= 3 (- (€0 - e (57)
+L(1-(In2)?) , 1£§-n#0

A graphical impression of the iterated Green function is given by
Figure 4.7.

0.08
0.06¢
0.04r
0.02f
o
-0.02¢

-0.04¢

_O'Ogn ‘ —ﬁ/2 ‘ O ‘ rc/é ‘ T

Fig. 4.7: The iterated Green function 9 — G((A*)2; cos¥).
It should be mentioned that the integral formulas with respect to A* can
be used for approximate integration methods on the sphere 2. We give a

concrete application: If ay,...,ay € R satisfy ngvzl ar = 1, we have for all
nodes 1, ...,nn € €2,

al 1
;akF () — o= /Q F(n) dw(n) (4.123)

N
= [ > aG(AT )AL F(n) dw(n),
Q=1

provided that F is twice continuously differentiable on 2.
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Using the Cauchnychwarz inequality, we get from (4.123)

‘M/F ) dw(n ZakF nk( (4.124)
1/2 1o
< ZZ 2. 1o o) ( Jesaty dw(n)) .

Thus, the “best approximation” formula corresponding to the given nodes
M- -5 1IN

(4.125)

o~
Il

=
?%‘Do

to the integral
1

4
is the solution of the quadratic optimization problem:

A F(n) dw(n) (4.126)

ZZapaq Zoy - nq) — min. (4.127)

p=1q=1
under the constraints N
D ap=1. (4.128)
k=1
Therefore, it is not difficult to show in accordance with Lagrange’s method
of multipliers, that the solution (&1,...,4ax)7 of the best approximation
formula can be obtained by solving the linear system
G((A)%m-m)ar + ...+ G(A) v -m)ay — X = 0
GUA" ) m-nv)ar + .o+ GA) v -nv)ay — A = 0
ar + ... + an =1
(4.129)
such that
. N N
A= Z Z G((A")?,mp - 1) 8p g. (4.130)
p=1q=1
In other words, the linear system does not only provide the coefficients
ai,...,an of the best approximation, but also the accuracy of the integra-

tion formula via the Lagrange multiplier (4.130)

N 2 1/2
4171_/9}7’(7)) dw(n) — ZékF(nk) <\ (/Q (A;F(W»Q dw(n)> :
k=1
(4.131)
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Similar integration procedures can be formulated for all differential oper-
ators A* + X\, A € R. This fact can be used to adapt the specific properties
of a function under consideration to an operator A* 4+ X in order to mini-
mize the remainder terms in numerical integration formulas (see, e.g., W.
Freeden (1981a), W. Freeden, J. Fleck (1987)).

Next, we deal with spherical splines: If aq,...,ay € R satisfy Zszl ap =
0 and if n1,...,nn are prescribed nodes on €2, then
N
[ 838 83 deto) = 3" ) (1132)
k=1

where S : QQ — R is given by

N
S(n) = Coa1Yo,1(§) + Z arG((A*) % i, ). (4.133)
k=1

Moreover, we have

N
| 838 380) doto) = 3 S (1.134)
k=1
Let a1,...,an be given real values. Then, there exists one and only one

function S of type (4.133) satisfying X ar = 0 such that S(m;) = ay,
i=1,...,N. We denote this function by Sy.

Now, for all F' € C(2)(Q) with F(n;) =z, i =1,...,N, we find

/ AL(Sn(n) — F(n)A%(Sx () — F(n)) dw(n) (4.135)
Z apay — QZakak + / F(n))? dw(n).

Therefore we find

J@srmydstn = [ (@sxmPdsm + [ (@S - )Pt
Q Q Q

(4.136)
Expressed in terms of the ‘bending energy’

E(F) = /Q (AZF())? du(n) (4.137)

we obtain

E(Sy) < E(F) (4.138)
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for all F € C)(Q) satisfying F(;) = oy, i = 1,..., N. In other words, Sy
is the interpolating spline (to the data points (ng, o),k = 1,..., N) with
smallest ‘energy’ (relative to A*).

The integral (4.137) may be physically interpreted (at least in linearized
sense under some simplifying assumptions) as the bending energy of a (thin)
membrane spanned wholly over the (unit) sphere, F' denotes the deflection
normal to the rest position supposed, of course, to be spherical. This physi-
cal model i 1s suggested by the classical interpretation of the one-dimensional
integral f |F"(x)|? dz as the potential energy of a statically deflected thin
beam which indeed is proportional to the integral taken over the square of
the (linearized) curvature of the elastica of the beam.

Next, we explain the intimate relationship between best approximate and

spline integration. In fact, if 41,...,4y solve the linear system (4.129), we
see that
1 1 &
— | 8§ dw(§) = ——= xCo.1 4.139)
S fs@ae = 23 (
N N
= D a(CoaYou(m) + Y arG((A")5 1y, k)
k=1 r=1
N
= ) arS(m)

b
Il

1

holds for all splines S of the form (4.133). In other words, the best approx-
imation to the integral is precisely the unique approximation that is exact
for spline functions.

4.8 Integral Formulas with Respect to Iterated
Beltrami Operators 0y, = 0y...0y,

According to the classical Fredholm—Hilbert theory of linear integral equa-
tions (see, e.g., R. Courant, D. Hilbert (1924)), we inductively define the
Green functions with respect to iterated operators

90,..m =00 - - . O, (4.140)

where

On = A* — (A*)M(n), n=0,...,m, (4.141)
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by the following convolutions

G(0o,..m:&m) = /QG(aov,“ym_l;f-()G(am;C-?]) dw(¢), m =1,2..., (4.142)

G(00;€ - ) = G(A™ € ). (4.143)

G(00,..m;-) + @ x Q — Ris called Green’s function with respect to the
operator Oy, ... m. An illustration of G(0,...m,,-) is given in Fig. 4.8

0.5x,

_1—75 ‘ —ﬁ/2 ‘ 0 ‘ /2 ‘ T

Fig. 4.8: Green’s functions ¥ — G(0y,....m;cos?) for m = 0, 1, 2 (normal-
ized).

For later use (more precisely, for the Helmholtz theorem involving spher-
ical tensor fields) we are interested in deriving the Green function with
respect to dy .1 = 0p01 = A*(A* + 2). First we have

oo

2k + 1 1
(00016 -m) = kzﬂ A —k(k + 1)(=k(k +1) +2)

o0

1 2k + 1
- Ekzﬁk(k+1)(kf1)(k+2)Pk(€'77)' (4.144)

Pi(€-m)

Considering the derivatives of the sum

> 2k + 1
Gt) = ; G k(h+ Dh 1)+ (4.14)
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we obtain in a first step in connection with Lemma 3.199

[ee)

2k+1

¢ = kzﬁ (k — Dk(k + 1)(k+2)P’é(t) (4.146)
_ 1 5 2k + 1 k(k+1)
-1 kzzz Dk Dk +2) 2k 41 el = Fiealt)
 I— 1
- 2 -1 kZZQ (k—1)(k +2) (Pe1(t) — Pe—1(t)) -

By index shifts, we are able to see that

, 1 > 1 > 1
G't)=5— (Z mpk(t) - kz:: ]MPk(t)> (4.147)

k=3 1

1 > 2(2k +1) 1, 1 /3 1
T2 (Z (k—2)k(k+1)(k+3)Pk(t)_ THRETY <2t2_ 2))

k=3

Another differentiation yields the expression

w2t — 2(2k 4+ 1) 11 /(3, 1
GO =y <kz_3 PR D Ty (2t2_2)>

1 (¢ 2(2k + 1) 13
e (;3 & — 2)k(k + 1)(k+3)Pk(t) Ve 10t> . (4.148)

The second sum can be transformed by use of the recurrence relation (Lemma
3.199) as follows

o

2(2k + 1) ;
kz::(k‘—Q)k(k‘—i— 1)(k+3)P’f(t) (4.149)
JI— 2
= t2 —1 kZ:g (k} o 2)(k + 3) (Pk:-i-l(t) - Pk—l(t))
_ 1y A(2k + 1) 1 1
el (; =8k~ Dk + 20+ 4y 10 730 7P3<t>> -

This provides us with the following representation of the second derivative

Cpp— (i G ) th(t)+1t2+1tP2(t)>

(12 —1)2 = (k= 2)k(k+1)(k + 3) 2 5
1 - 4(2k + 1) 1
tEoe <k_4 8-+ 2+ 1y O~ 320
- %Pg(t) ~ i(t2 —1) - %t(tQ - 1)). (4.150)
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Now, in the first sum, the three-term-recurrence relation (2k + 1)tPy(t) =
(k+ 1)Pry1(t) + EPx_1(t) of the Legendre polynomials P, can be applied
leading to the series

- 2% + 1
kzﬁ,(k—m(m e 3y k) (4.151)
- 1
- kZ:S (k—2)k(k + 1)(k + 3) ((k4+ 1)Pry1(t) + kPp_1(t))
N 2%k + 1 . .
= L RGO T a0+ B,

e
Il

4

Summarizing our results, we therefore have the second derivative given by

o (4.152)
! 3 2k +1
- (7;2_1)2<4kz_4 (k—3)(k — 1)(k+2)(k+4)Pk(t)
_éPQ(t) - %P?)(t) + %tg + %tPg(t)
3 (2k +1)
+4kZ:4 (k—3)(k —1)(k +2)(k + 4) Py (1)
_%PN) B %P?’(t) S GREE %t(t2 - 1)>
- (t2i1)2 (_(t— 1)(t+1)2)
11
To21—¢

This enables us to establish an elementary representation of G(t) by integra-
tion. To this end, we need certain values of G(t) to determine the constants
of integration. In fact, we have

= 2k +1
GQ) = k; R A (4.153)
> 2k +1 1
=D o oeiy YV 76

=~
||

2
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and
, > 2k + 1 ,
1) = P.(-1 4.154
&) ;(k—l)k(k:+1)(k+2) k(=) (4.154)
:i 2k + 1 k(k+1)(_1)k+1
P (k—1)k(k+1)(k+2) 2
_ i 2k 41 (1)1
P 2(k - 1)(k+2)
2
12°
Thus ordinary integration shows us that
1 1 5
G'(t) = -3 In(1—t)+ 5 In(2) — 5 (4.155)
such that
1 1 1 1 5
G(t) = 3 In(1—¢)(1—-1¢)— 3 + it + 3 In(2)t — Et (4.156)
1 5 1

Altogether we get the following result.

Lemma 4.25. The Green function G(9p01;-) with respect to the operator
0001 is continuous for all (€,m) € Q2. Its explicit representation reads

COE ) = (- min(l—E-n)+ (112 1“;”)54':

()

For positive integers m, G(0o,... m;&-n) is continuous on the whole sphere
Q as a function of n with £ fixed, or as a function of £ with 7 fixed. On the
other hand, the bilinear expansion of G(dy,... m;&-n),m > 1,

[e%e) 2k+1 1 0o ok n 1
Y Y; = — vt
kzmjﬂ zz; k1(E)Yia(n) = k%:ﬂ @0 h) Pe(&-m)
(4.157)
with
(8o,..m)" (k) = (00) (k) - ...+ (Om)" (k) (4.158)

is absolutely and uniformly convergent both in £ and 7 respectively and
uniformly in & and 7 together. Hence, the representation theorem of the
theory of orthogonal expansions (see Theorem 3.55) yields

o

1 2k +1
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Let m be an integer with m > 2. Then the derivative
(02 ... Om)y G(Oo,...m; € m) = G(O01;€ - m), —1<&-n<1, (4.160)

as a function of 7 for fixed £ is a continuous function on . For integers
m > 1, the derivative

(01 Om)y G(Oo,...m; € - m) = G(00;§ - m), —1<&-m<1, (4.161)

as a function of n possesses a logarithmic singularity in & € . These
properties are of basic interest in spherical spline settings corresponding to
iterated Beltrami derivatives (see W. Freeden (1981a), W. Freeden et al.
(1998)).

Observing the fact that the pth convolution of the Green function with
respect to 9, coincides with the Green function with respect to d%, i.e.,

G (0:€ - m) = G((On)5€m), p> 1,n >0, (4.162)
we obtain more generally

2”“/F (€ ) duo( /G A0)F(n)) duw()
(4.163)

provided that F is of class C(*")(Q), where

Pen) = o 2kt bl
P IR AT (160

Hence, we are able to compare a function F € CP)(Q) with the nth degree
term of its orthogonal expansion in terms of spherical harmonics.

By use of the Green function G(9pd1;-,-) with respect to the operator
001, we are able to generalize the second fundamental theorem. Observing
the recursion property

3

(O1)nG(D0d1: - m) = GO0 & m) = Sy

Pi(¢-n) (4.165)
we obtain
| 0w (@), F) dto)
_ /Q (91)4G(D001:€ - 1) ((90), F (1)) deo()
3
+ m /Q P (5 : n)((aO)UF(n)) dw(n)' (4'166)
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Integration by parts, i.e., application of the Second Green Surface Theorem,
yields for a function F' € C4)(Q)

/Q (1) G (D001 € - 1) ((00)5 F (1)) d (1)
/Q G(@0d1:€ - 1) ((8001)y F () deo(ny). (4.167)

In the same way, we get

3 3
T L P (@) @) dstn) = 3= [ PP dc(uinfég)

Therefore, we have

| 0w (@),Fm) dota) (4.169)
[ G@none- (@), ) dotn + o [ FoIPi(E ) dot)
Q T JQ

provided that F' is a four times continuously differentiable function on €.
Thus, by combination of Theorem 4.15 and (4.169), we have, for all func-
tions, FF € C4(Q)

1
P =3 2t /Q F(n)Pa(€ - ) duo(i) (4.170)

4
n=0

+ [ GOwdri € 1) ((@00n), () datn).
Q

More generally, by successive integration by parts, we obtain in connection
with the definition of G(0y,...m;-,-) the following integral formulas.

Theorem 4.26. Let m be a non-negative integer and & be a fized point of
the unit sphere ). Let F be a (2m + 2)—times continuously differentiable
function on Q. Then

+ QG(ao ..... m§§'77)((80 ..... m)nF(n)) dw(n). (4.171)

If F is 2m + l)ftimes continuously differentiable on ), then

() = 2”“ / Fn)Pa(€ ) duo(n) (4172)
n= O

/Q (VG0 i€ 1) - (V501 ) F () dio(),
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where

V3G @,..mi€ ) = (;kilmm )€~ (€ mm).

Analogously, sz is (2m—+1)—times continuously differentiable on ), then

Fe = Y /QF (€ 1) du(n)

n= O
/Q LG (o, € 1) - Li(1,.n)n F () dw(n),

where
o0

LG (0o,...m; & - n) = (4177 > (2]H1Pk(£ n)) (EAn).

et (00em) ()

Inserting the addition theorem of spherical harmonics, we find from (4.171)
for all functions F € Cm+2)(Q)

m 2n+1
=33 Vai(OF (n,5) (4.173)
n=0 j=1
+/ G(0o,.. .m;§ - n)((ao,.,,,m)nF(n)) dw(n). (4.174)
Q

This formula gives a comparison between the mth partial sum of the Fourier
expansion of F' into spherical harmonics and the functional value of F' with
explicit knowledge of the remainder term.

More general, by iterated application of the Second Green Surface Theo-
rem, we obtain
m 2n+1

SN v ©OF n,)) (4.175)

n=0 j=1
+/ GO - O & m)((9F” - OF) F(n)) dw ()
Q

provided that p; > 1, 1 =0,...,m, and F is 2(po + . . . + pm)—times contin-
uously differentiable on Q.

The identity (4.171) can be written as follows:
m 2n+1

=D > Y (O F (n,4)

n=0 j=1

_ /Q (@0, )nG(@2 i€ 1) (Do) F(0) dio(n),  (4.176)
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where ({987.__7m = 0p,....m0,...m and G(@gv._’m; -,+) is given by the convolution
integral (for a graphical impression, see Fig. 4.9)

G &) = G0, mi&n) (4.177)
= G(ao,.“,m;g : C)G(@Q,_“’m,g : 77) du)(C)

05

-0.5r

_1—n ‘ —ﬁ/2 ‘ 0 ‘ /2 T

Fig. 4.9: Green’s functions ¢ — G(95__,;cos¥) for m = 0, 1, 2 (normal-
ized).

Clearly, G(&‘(Q),_Wm; -,-) allows the bilinear expansion

1 & 2k +1
G, mi & M) = - ZHW WEm), EnEQ,  (4.178)
with
(05..n)" (k) = ((Bo,...m)" (k). (4.179)

From (4.176) we obtain, for example,

m 2n+1
—Z Z (F, Y )r2(0)Yn
70 j—1

L(Q)
1

(4177 > m> 1(@o,..m)FllLey.  (4.180)

k=m41 O

We omit LP(Q)-estimates for p # 2 and C(2)-estimates.
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4.9 Differential Equations Involving Green’s Function
with Respect to Iterated Beltrami Operators
a0,.‘.7m = 30 cee am

According to our nomenclature, Harmg . ,,, m > 0, denotes the space of all
spherical harmonics of degree < m so that in the sense of the inner product

(L2
m
Harmg, . ., = @Harml. (4.181)
=0

Consequently, Harmy . ,, possesses the dimension
m
M = d(Harmg, ) = Y  d(Harm,) Z 2j+1) = (m+1)%  (4.182)

The space Harmy__,, equipped with the inner product (-, )LQ(Q) is an M-
dimensional Hilbert space with the reproducing kernel KHarm,, (") :
Q x 2 — R given by

m 2n+1
Ktarmo,_ o (€:1) = Y. Y Yui(©)Yn;(m) (4.183)
n=0 j=1
1,
_ Y ),
n=0

Note that the recursion relation
(n+1) (Pt ()= Pa(t)) —n(Pa(t) — Pa_1()) = 2+ 1)(t—1)Pa(t) (4.184)
implies
(€ 1= DEitarm, (€ 1) = 10 (Paga(€0) = Pal€om)  (4.18)
for all (&,n) € Q x Q.

Let Y be an element of class Harmg ., of spherical harmonics of degree

<m:
m 2n+1

Y(n)=>_ > Y'nj)Ya;n), neo. (4.186)

n=0 j=1

Then, observing the differential equation

(On)nYni(n) =0, neQ, (4.187)
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forn=0,...m, j=1,....,2n + 1 we have

(80,...,m)ny(77) = (0~ 8m)nY(77)

= Z Z Y1, 5)(0o - v Om)yYn i (1)
n=0 j=1
0 (4.188)

for all n € Q. On the other hand, we know from (4.174) that any solution
Y e Cm+2)(Q) of the homogeneous differential equation

(Go,...m)nY () =0, ne€Q, (4.189)

is representable in the form

m 2n+1

=2 > YN )Yuim), neQ (4.190)

n=0 j=1

But this means that Harmg ., is the null space of the operator dy . m

For given H € C(12), the integral formula (Theorem 4.26) can be used to
discuss the general differential equation

(D0,....m)nF'(n) = H(n), n€Q. (4.191)

By virtue of the Green surface identity, we first see that

lé«&hm»Fm»Ymnwm>=A]@Lmnyw»mewm>=o<4wm

for all elements ¥ € Harmg . ,,. From the considerations given above,
it is clear that any function ¥ € Harmg ., can be added to F' without
changing the differential equation (4.191). However, if we require that F'
is orthogonal to the null space Harmg ., of 0. m, then the differential
equation is uniquely solvable. This finally leads us to the following result.

Theorem 4.27. Let H be a continuous function on € orthogonal to
Harmg, ..., ..,

/ H(n n)dw =0 (4.193)
form=0,...m, j=1,....2n+ 1. Then the function F given by

—LG@%memmmmmxgam (4.194)

represents the only (2m + 2)—times continuously differentiable solution of
the differential equation (4.191) on Q which is orthogonal to Harmg
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This result turns out to be useful for the decomposition of spherical vector
and tensor field into normal and tangential components.

Of course, spline (integration) methods can be introduced in the same
way for the operators dy ., as instead of the Beltrami operator (see W.
Freeden (1981c)).

4.10 Bibliographical Notes

The Green functions with respect to iterated Beltrami operators have been
investigated in detail by W. Freeden (1978); W. Freeden (1979a); W. Free-
den (1980b), G.E. Backus et al. (1996) for the three-dimensional case, and
R. Reuter (1982) in the multi-dimensional case. The integral formulas are
due to W. Freeden (1978); W. Freeden (1979a); W. Freeden (1980b, 1981a).
Space regularizations of Green functions and their use in (multiscale approx-
imation of) geodetic problems can be found in a note due to W. Freeden, M.
Schreiner (2006), T. Fehlinger et al. (2007a), T. Fehlinger et al. (2007b), and
W. Freeden, K. Wolf (2008). The explicit representation stated in Lemma
4.25 was presented by W. Freeden, M. Gutting (2008). Related formulas in
Euclidean spaces R™ are multidimensional Euler summation and cubature
formulas (cf. W. Freeden, J. Fleck (1987) and the references therein). Green
functions with respect to iterated Beltrami operators are essential tools in
the Helmholtz decomposition theorems for spherical vector and tensor fields
(see W. Freeden et al. (1998) and the considerations given in Chapters 5
and 6).



5 Vector Spherical Harmonics

Various applications imply different formulations of the definition of vector
spherical harmonics, putting the accent on different issues. What is our
understanding in this context? One important aspect is the easy transition
from scalar spherical harmonics to the vectorial ones. A simple approach is
to formulate the vectorial problem in terms of cartesian components. How-
ever, we already know that this procedure leads back to anisotropic scalar
component equations, so that the physical relevance is difficult to realize,
the mathematical formulation is lengthy, and the numerical modeling of-
ten becomes too complicated. In a large number of physically motivated
applications, it turns out that a separation into normal and tangential vec-
tor fields is of advantage where the underlying differential equations are
separable in spherical coordinates. No doubt, the definition of vector spher-
ical harmonics should take into account this separation. Another important
feature is that all geosciences are becoming increasingly interested in a uni-
fying concept to handle consistently scalar spherical functions together with
spherical vector and tensor fields. The goal is to combine different types of
data derived from various sources such as terrestrial, airborne, and satellite
observations.

In fact, most of the aforementioned geophysically motivated aspects are
guaranteed adequately within a vectorial framework, transforming scalar
functions into vector fields by use of certain operators o), i = 1,2,3. The
operator o separates the normal part of a vector field from the tangential
part; 0?) defines a (tangential) surface gradient field that is curl-free, while
0®) yields a (tangential) surface curl gradient field that is divergence-free.
In doing so, we are led to definitions that are independent of any particular
choice of spherical harmonics and do not relate to any particular choice of
a spherical coordinate system. Moreover, the rotational symmetry, i.e., the
isotropy can be reflected in suitable (vectorial) manner.

The layout of this chapter on vector spherical harmonics is as follows:
Section 5.1 is concerned with the separation of vector fields into normal and
tangential parts. In Section 5.2, we introduce the vector spherical harmon-
ics based on the properties of the operators o, i = 1,2,3. Section 5.3
is dedicated to the Helmholtz decomposition formula for spherical vector

201
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fields by use of the Green function with respect to the Beltrami operator.
Section 5.4 shows the closure and completeness of vector spherical harmon-
ics intrinsically on the sphere based on Bernstein summability. The inter-
relations between vector spherical harmonics and homogeneous harmonic
vector polynomials are investigated in more detail in Section 5.5. It fol-
lows (in Section 5.6) the exact computation of orthogonal systems of vector
spherical harmonics. Section 5.7 deals with the orthogonal invariance. Sec-
tion 5.8 shows us that the vector spherical harmonics can be regarded as
eigenfunctions of a vectorial analogue of the Beltrami operator. Section 5.9
presents the formulation of the addition theorem in terms of vector spheri-
cal harmonics thereby introducing appropriate counterparts of the Legendre
polynomial. In Section 5.10, we prove vectorial versions of the Funk—Hecke
formula. Vectorial counterparts of the Legendre polynomial are introduced
in Section 5.11. Degree and order variances are discussed in Section 5.12.
After a deeper insight into counterparts of Legendre polynomials within
the vectorial context and the degree and order variances, we consider (in
Section 5.13) an alternative system of vector spherical harmonics directly
related to homogeneous harmonic vector polynomials, and present another
system in Section 5.14. Finally, we summarize the methods for expanding
vector fields using different convolution processes in Section 5.15.

5.1 Normal and Tangential Fields

In order to separate continuous vector fields into their tangential and normal
parts, we introduce the projection operators pyor and pian by

Prorf(€) = faor(§)
ptanf(f) = ftan(f)

(f(f) . €) §7 5 € Qa f € C(Q)a (51)
f(g) _pnorf(g)a f € Qvf € C(Q) (52)

It is easy to see that, for all £ € Q,

ptan(£ A f(€>) = g/\ptanf(g)a (53)
Pranf (&) —ENENF(E) = —EN(ENPranf(§)). (5.4)

Obviously, for £ € Q and f,g € ¢(Q),

f(g) ' g(g) = pnorf(g) 'pnorg(é) + ptanf(é) 'ptang(€)~ (55)

Furthermore, from Lemma 2.6, we know that peanf(§) = 0 if and only if
f(&) - 7¢ = 0 for every unit vector 7¢ that is perpendicular to { (note that

f(6) CTe = (Pnor f (&) + Pranf(&)) - TE)~
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We let
Cnor(Q) = {f € C(Q)l f:pnorf}v (5'6)
ctan(2) = {f €c(Q)] f=panf} (5.7)
Furthermore,
11210r(Q) = CnOr(Q)”.HIQ(Q), (58)
2 (Q) = can() 2@, (5.9)

We say f € 12(Q) is normal if f = puorf and tangential if f = pianf,
respectively. Clearly, we have the orthogonal decomposition

P(Q) = 156:(Q) @ 15,,(9). (5.10)
()

tan

()

The spaces cnor(2) and c;;7 (2),0 < p < 00, are defined in the same fashion.

The projection of the identity tensor
3
i:Zzsi@ei (5.11)
i=1

onto the tangential components at a point £ € €2 defines the surface identity
tensor field iya, given by

ian(§) =1—-€®E, €€ (5.12)
Moreover, we define the surface rotation (tensor) field jian by
3
Jan(§) =€AI=) (A @, feq (5.13)
i=1
Obviously,
itan(f) § = 0, jtan(g) §=0, (5.14)
itan(§) ug = ug,  Jtan(§) ue = E A g, (5.15)

ifu5€R3, u§'£:0.

5.2 Definition of Vector Spherical Harmonics

The abbreviation

0, i=1
oi_{ L i—as (5.16)

will simplify our following considerations:
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Assume that F' is of class C(Oi)(Q), i =1,2,3. We define operators 0¥ :
CO)(Q) — ¢(Q), respectively, as follows:

dVFE) = ¢FE), €eQ (5.17)
o 'F(©) = ViF(©), €9, (5.18)
oPF(E) = LiF(E), £eq (5.19)

It is clear that o)) F is a normal vector field, whereas 0@ F and 0® F are
tangential. Moreover, it is not difficult to prove the following results:

oVF() o F(e) = 0, FecW(q), (5.20)
oV F(E)-oVF(e) = 0, Fech(), (5.21)
o F(€) o F(e) = 0, FecW(q). (5.22)

Green’s integral formulas, i.e., partial integration on the sphere, help us
to introduce the operators O which are adjoint to o”. In more detail, for
f € c)(Q) and G € C%)(Q), we have

(09G, ) = (G, 09 iz (), (5.23)
i =1,2,3. Explicitly written out, this means that
09619 dote) = [ @@00r© ave. 624

We easily find

OVF(E) = € punf(6), €€ (5.25)
OPf(€) = ~Vi panf(6), E€9 (5.26)
O f(&) = —Li panf(§), €€9, (5.27)

provided that f is of class c¢(%)(Q), i € {1,2,3}.

It can be readily shown that the OW—operators satisfy the following re-
lations.

Lemma 5.1. Suppose that F' is of class C(Q)(Q). Then the following state-
ments hold true:

(i) Ifi#j. i.j € {1,2,3}, then OY o' F(¢) =0, €€ Q.
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(ii)
(@) (9) [ F(6), i=1,
O o (&) _{ —AF(E), =23

The definition of vector spherical harmonics can be given without using
any local coordinate system on the sphere only by aid of the operators

0,00 i e{1,2,3}.
Definition 5.2. Any vector field of the form
yff) = 0(")Yn7 n>0;, Y, € Harm,, i=1,2,3,

is called a vector spherical harmonic of degree n and type i (with respect
to the dual system o), O®).

oMY, represents a normal field, while 0?Y,,, 0®)Y,, are tangential fields of
degree n.

Obviously, according to our construction, we have (see Fig. 5.1)

ENOWY)(E) =0, € (0PDY,)(€) =0, & 0PY,)(€) =0, (5.28)
L - (0@Y,)(€) =0, Vi (0®Y,,)(€) =0. (5.29)

The orthogonality of scalar spherical harmonics helps us to show the orthog-
onality of vector spherical harmonics : First, for degrees n, m with n # m,
it follows that

o) otV w .
oYl o ¥le) o) = [ Vu(O¥ale)(€-€) doto) (530)

_ /Q V(€)Y (€) duw(€) = 0.

In connection with (2.161), we obtain for n # m, (n,m > 1)

/Q 02V (€) - oY (€) duo() (5.31)
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of type i = 2 (left) and i = 3 (right)

for the degree 3 and orders 0,1, 2,3 (from top to bottom). The contour lines

(i)
n,j

represent the scalar spherical harmonic Y,, ; from which the vector spherical

Fig. 5.1: Vector spherical harmonics y
harmonics are generated.

Finally, for n # m (n,m > 1), we find with (2.163)

(€)oY (€) duo(e) = /Q LY, (€) - LYon(6) dw(€) (5.32)

3)

Lo

Q

_ / V(€)ALY (€) duo(€)
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In other words, for i € {1,2,3} and n # m, with n,m > 0; we have

oY (€) - 0 Yin(€) dw(€) = [ Yu(€)OM ol ¥ (€) dw(€)
Q Q
= 0. (5.33)
By harmg) , we denote the set of all vector spherical harmonics of degree n
and type ¢. Furthermore, we let

harmy = harm(()l), (5.34)
3

harm, = @harm,(f), n > 1. (5.35)
i=1

We know from the orthogonality of the vector spherical harmonics of
different degrees that harm,, is orthogonal to harm,, whenever n # m.

If{Yy jtn=01,.. j=1,.2n+1 forms an L2(Q)-orthonormal set of (scalar) spher-
ical harmonics, then

g = ()72 0, 5, (5.36)

i€{1,2,3},n >0;,j =1,...,2n + 1, forms an 1?(Q2)-orthonormal system
of vector spherical harmonics (with respect to the dual system o(i),O(i)),

provided that the values qu ) are chosen in such a way that

1) = |0D0DY,, jlr2 (0, (5.37)
i.e.,

o _J 1 i=1
o= —(A ) =n(n+1), i=23.

Altogether we find

/Q y(€) - y(E) dw(€) = ibumbii. (5.38)

Obviously, vector spherical harmonics can be calculated from the rep-
resentations of scalar spherical harmonics. Illustrations of the tangential
vector spherical harmonics are given in Fig. 5.1.

Example 5.3. Observing the well-known representations

You(€) = \/177 ceq, (5.39)

Y1) = \/E(asﬂ'), £eQ, j=1,...,3, (5.40)
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it is not difficult to see, that the vector fields

Wie = o=t cen, (5.41)
ye) = \/E(g-af)g, €eQ j=1,...,3 (5.42)
yle = 8%(8j—(f'€j)§)7 £€0j=1,...3  (543)
yle) = \/g(g/\aj), e j=1,...,3 (5.44)

form an 12(£2)-orthonormal system of vector spherical harmonic of degree
0,1.

5.3 Helmholtz Decomposition Theorem for Spherical
Vector Fields

The motivation for the o()-operators is based on the fact that any vector
field f € ¢(Q) can be explicitly written out as

F©) = 0"F (), ¢eq, (5.45)

i=1

with uniquely determined (scalar) functions F; : Q — R.

In what follows, we formulate the decomposition theorem in a rigor-
ous sense. Our particular purpose is to show how the scalar functions F;
can be determined in an explicit way by use of the concept of the Green
function with respect to the Beltrami operator. An example is shown in
Figs. 5.2 and 5.3.
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Fig. 5.3: Curl-free part (left picture) and divergence-free part (right picture)
of the tangential vector field illustrated in Fig. 5.2.

Theorem 5.4. (Helmholtz Decomposition Theorem) Let f : Q — R3 be a

continuously differentiable vector field. Then there exist uniquely determined
functions Fy € C(Q) and Fy, Fs € CA(Q) satisfying

/QFi(g) dw(€) =0, =23, (5.46)
such that
GRS io(i)Fi(S) = Fi(6)¢ + ViR (E) + LEF3(6), €€
The functions F; are given by
R = ofe), €eq,
R = - [ Ga%EmOP o) dutn), €€

RO = - [ GaniemoP it s, ¢eo.
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Proof. Any vector field f can be written as

= foor + fran, (5.47)

where
faor = Puorf € clRH(Q), (5.48)
Jtan = Dtanf € CE;])H(Q) (5.49)

Clearly, we have fuo(€) = oM Fy(€) with Fy (&) = OW f(€),€ € Q.

The tangential vector field fi,, can be represented in the form
fran = V' Fo + L*F3. (5.50)

Applying the operators V*- and L*:, respectively, to fian we obtain the
Beltrami differential equations

A*Fy, = V- foms (5.51)
A*Fy = L*- fin. (5.52)
Since
/ Vi - fran(€) du(€) = / LY - fran(€) dw(€) = 0, (5.53)
Q Q

we get the required decomposition from the fundamental theorem for the
Beltrami operator and the definition of the adjoint operators 01 to o),
Furthermore, (5.46) is valid.

In order to prove the uniqueness of F;, i = 1,2, 3, assume that there exists
another triple of functions G;, i = 1, 2, 3, such that

f = oWF +0?F 4 0¥ Ry, (5.54)
f o= oG 402Gy + 0 as. (5.55)

Then, it follows that F; = O f = Gy, thus, F} is uniquely defined. Appli-
cations of O?) and O®) to (5.54) and (5.55) yields

A*Fy, = A*Go, (5.56)
A*Fy; = A*Gs. (5.57)

Hence, the normalization conditions (5.46) for F; and G;, i = 2,3, imply
Fy = G4, F3 = Gs3, as required (see Theorem 4.21). O

According to the Helmholtz decomposition theorem, an arbitrary vector
field f € ¢()(Q) can be written uniquely in the form

f=F1)+ V() + LgF(n), € (5.58)
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where F; € CD(Q) and Fy, F, € C?)(Q) satisfy the identities

Fi(€) = f(€) € (5.59)
and
/&@MMO=/&@MMO=0 (5.60)
Q Q

Usually, a vector field of the special form
£ FIOE+VER(E), £, (5.61)
is said to be spheroidal, whereas one of the form
- LEF3(E), e, (5.62)

is said to be toroidal. Thus, the Helmholtz theorem represents the decom-
position of an arbitrary vector field of class ¢(!)(Q) into its spheroidal and
toroidal parts. Note that a spheroidal field has both radial and tangential
components, whereas a toroidal field is purely tangential. To our knowledge,
there is no commonly accepted name for the pureley tangential surface gra-
dient field V*F, of a spheroidal field; G.E. Backus (1966); G.E. Backus
(1986) suggests calling it consoidal.

The space harm, of vector spherical harmonics of degree n, therefore,
(1) (2)

lead naturally to radial, consoidal, and toroidal subspaces harmy,’, harm,,
(3)

and harm,,’. The spaces are mutually orthogonal. In addition, they are
orthogonally invariant and irreducible.

A useful consequence of the Helmholtz representation is that the surface
divergence of a toroidal field is zero, and that a spheroidal field has a toroidal
surface curl, and vice versa. The problem of getting back a consoidal and
toroidal field from its generator (in terms of momentum (frequency) and/or
space regularizations) leads back to Chapter 4.

The Helmholtz decomposition theorem (Theorem 5.4) also implies an
orthogonal decomposition of the space ¢(>) (). In fact,

(@) = ¢{iV(Q) @ cfyy) () @ el (), (5.63)

where
(Y@ = @), (5.64)
(@) = {fec™@)oVf=0®f=0}, (5.65)

(3@ = {fec@@oWf=0%F=0}. (5.66)
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Of course, these definitions can be extended as well to the spaces ¢(*) (Q),
0 < k < o0, or 12(Q). In the case of 12(), we are able to write

() = o0 F | F e Coa()) 7@, (5.67)

Thus, we end up with the orthogonal decompositions
PQ) = 2,(Q) & L,(9) (5.68)
an(@) = 15)(Q) @15(9). (5.69)

5.4 Orthogonal (Fourier) Expansions

Next, we prove the closure and completeness of vector spherical harmonics
intrinsically on the sphere (note that a non-intrinsic proof follows from the
arguments of Section 5.5). For our purpose here, we use vectorial variants
of the scalar zonal Bernstein kernels. Although the approximation of func-
tions by using Bernstein polynomials is one of the classical research topics
and their theory is a rich one, their application within the vector theory of
spherical harmonics seems to go back to W. Freeden, M. Gutting (2008).
Indeed, the vector zonal Bernstein kernel approximations can be shown to
guarantee the closure property in the space of continuous spherical normal
as well as tangential vector fields, respectively. In consequence, they also
assure closure and completeness in the Hilbert space of (Lebesgue-)square-
integrable vector fields. Essential tools are the theory of the Green function
with respect to the (iterated) Beltrami operator and the Helmholtz decom-
position theorem.

We begin our considerations by convolving the Green function with re-
spect to the Beltrami operator against the Bernstein kernel

BGo(€ ) = / G(A™:€ - a)Bula - n)do(a).
Q

Written in terms of a Legendre series, we find the finite sum

szﬂ B\ (k) PuE-).

BG”“'”):“ At —k(k+1)

Note that the Bernstein kernel is a polynomial and the Green function is
of class L'[—1,1], hence, the existence of the convolution integral as ban-
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dlimited Legendre expansion is obvious.

Next, we are interested in the Bernstein summability of Fourier expan-
sions in terms of vector spherical harmonics. To this end, we need some
preparatory material (more precisely, Lemma 5.5 and Lemma 5.6). Essen-
tial tool of our considerations is the Green function with respect to the
Beltrami operator (cf. W. Freeden, M. Gutting (2008)).

Lemma 5.5. Forie {1,2,3}
lim |55~ F" @) = 0.
n—oo

where F;, i = 1,2,3, are the functions occuring in the Helmholtz decompo-
sition theorem

Fi(€)
Fi(§)

o f(
/GN@n Of(n) don), i =23
and F™, i =1,2,3, are given by

F© = [ Bale- 0P sn) doto),

FO© = — [ B 0P s dota), i=23.

Proof. Clearly, the case i = 1 of Lemma 5.5 is easy to handle. It follows
immediately from the scalar theory. Thus, it remains to study the cases
t = 2,3. We start from the convolution integrals

FN(©) == (BG.+005) (9 = = | BG.(€-mOY (). (5.70)
1 = 2,3. It is not difficult to see that
1E: = F oo @) = [IG(A" ) % 0D f — BGy + 01 flleq
<ot fHC(O)(Q)HG(A*; ) = BGhllLi1y

Since both kernels G(A*;-) and BG, are of class L?[—1,1] and, for all
k € Ny, the Legendre coefficients of the Bernstein kernel B/ (k) converge to
1 for n tending to infinity, we are able to deduce that

Tim [[G(A":) ~ BGlliz1 = 0.
Obviously, this implies L!-convergence as well as || F; — Fl-(n)HC(Q) — 0 for
1=1,2,3 and n — oo, as required.
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Considering the o()-derivatives, we have to verify the following lemma.

Lemma 5.6. Fori e {1,2,3}

lim sup OE)F(g) - og)F‘(n)(f) =0.

n—oo §€Q

Proof. Tt is not hard to see that for i € {2,3}

ot Fi(€) — oV F™ () (e (5.71)

— sup |of) / G(A*5€ - 0)O () duo(n)—of” / BG (€ - 1)0Y £ () dw(n)

£eQ

—sup| [ o’ G(A%s€ - O fmdotn) [ of BGuE - 0)Of fin)do()|

£en
Q Q

where it is clear that the operator 0o(Y can be drawn inside the two integrals.
This leads us to following estimate:

sup
£eq

/Qog)G(A*;f : n)O%i)f(n)dw(n) - /Qoéi)BGn(f : n)Oﬁ,i)f(n)dw(n)‘

< 21618/9)0?0@*;5-77) —Og)BGn(ﬁn)‘ ‘Oﬁf)f(n)‘dw(n)

<1097 leto) [ ol GIAT € n) — o BGale n)| ot (72

We have to study the convergence of the last integral. In more detail, we
are interested in proving that

lim / ’og")G(A*;ﬁ-n) —og)BGn(f'n)’dw(ﬁ) —0. (5.73)

n—oo 0

For that purpose, we notice that the Bernstein kernels oéBGn &), 1=2,3,
admit the following (Legendre) series expansions

@B (¢ m) =3 P Bl _pie - eme. G

= A —k(k+1)
= 2k B} (k
o Baue ) = 3 R w A, (5.75)

Moreover, an easy calculation shows that the application of the o(Y-operators,
1 = 2,3, to the Green function with respect to the Beltrami operator leads
us to the identities

@ (A — L= EE G (A% ) = — L SN
0£ G(A7f 77)— A 1_77§ ) 05 G(A7€ 77)_ 47_[_1_,'7.5'
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Consequently, for ¢ = 2, 3, our integral can be expressed in the form

[ el easen o B )| dot) (5.76)
Q

1o €m) 1T 2k +1 / Q
A e e B LACL IR I LR

Lo R N

o 4:7T/Q‘Of (5 77)) 1_5.7] P k(k+1)Bn(k)Pk(€ 77) dw(ﬁ)
L 1 . 2k+1 ,

- 2/_ Vi [Erp® B BB at

At this point, we use the recurrence relation (Lemma 3.192) for the Legendre
polynomials. This gives us the identity

€66 1) = o Bl - )] dut) (5.77)
1 (Y 1+t
- 2/1 Vit
1 (Y 1+t
- 2/1 Vit

For the occurring sum, it follows that

dt

1- (-3 By Pl =P
k=1

dt .

1 &
1+ m;Bn(k) (Pry1(t) — Pr-1(t))

7 BK) (Praa () — P (8)) =
k=1
B (n) P (1) + B (n — DPa(t) — BLQ)PL(t) — BA(1)Po(1)

n—1
+3(Bp(k—1) = By (k+1)) Pi(t), (5.78)
k=2
where a simple calculation shows that

B (k—1)—Bh(k+1) =By, (k)(2k+1)

o (5.79)
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We plug (5.79) into (5.78) getting the following result

Z B (k) (Preya(t) = Pea(2)) (5.80)

=By(n )Pn+1( )+ By(n — 1) Pa(t) — By (2) Pi(t) — By (1) Po(t)

Z By (k)(2k + 1) Py(t)

n+1

:n+2ZB"+1 (2k 4+ 1) P(t) — (1 4+ 1)

n+1
— niw(nﬂ) (1;”5> (149,

n+2

Keeping this result in mind, we return to the integral (5.77). As a matter
of fact, the identity (5.77) can be rewritten in the form

/ \/ﬁ 1+tZB ) (Pry1(t) — Peo1(t))
I =1C )

Clearly, as the Bernstein kernel is non-negative, we are left with the integral
expression

1
O (A £ 1) — ol . 1”“/\/m L
/’05 GATsE ) = o BGW(E | dut) = 5725 /57 K
Q

B I'(n+3)
S Hrn+2)’ (5:82)

dt (5.81)

dt.

N

l\D\»—t

(which follows by induction). It is well-known that the value of our integral
can be estimated as follows:

L I(n+32) .2
Ven+2 T T(HT(n+2)  V2n+2°

Therefore, we immediately obtain the convergence of our integral for n —
oo. In addition, we get information about the speed of the convergence, i.e.,

(5.83)

/ ‘og)G(A*;f ) — Oéi)BGn(g -n)| dw(n) = O(n_l/Q),
Q
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After these preparations, we are now in a position to establish the ‘Bern-
stein summability’ of the Fourier series in terms of vector spherical harmon-
1CS.

Theorem 5.7. For any vector field f of class ¢ (Q),

3 n 2k+1
’}Hgo?elg i=1 k=0; j=1 Bu(k (f()> (k’])ykﬂ(g) =0

where, as usual, 01 =0 and 0; =1, ¢ = 2,3.

Proof. From Lemma 5.6, we know that for f € ¢()(Q)

3
. (4) (@) (n)
lim sup |f 0 F = lim sup 0 o, F (&
0 386 - - S
< Z lim sup oé)F(f) - oéi)Fi(n)(f)‘ =0.
n—oo geQ
(5.84)
The expression oél)Fl(n) (&) can be expressed in the form
o) = o [ Bule O sn)duti)
n 2k+1
1 .
~ Y BMK) “Z (005)" (k. )¥is(©)
k=0
n 2k+1 A )
=33 Bk (0Mf) kwN©),  (5:85)
k=0 j=1

where we have

(095)" ki) = [ O fm¥is ()t
= [ 1) oVisn) ) = (£0)" (3). (580
Q N—

=y ()
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Furthermore, for ¢ = 2,3, it is not difficult to see that

oV EM (&) = —of! / BGn(é-n)Ofy”f(n)dw(n)

2k+1
—Z k+1 of! Z (095)" (k. 3)¥is 0
n 2k+1 ( A Q)
= 0F) kdu©).  (587)
2 ; m( ) ik

Taking a look at the coefficients (O(i)f)/\(k j), we find
(094)" ) = [ O st Vistnrdt) = [ 0) o) Vis bt
— VR T) /f () = VR D (£9)" (k).

(5.88)

The identities (5.85) and (5.86) as well as (5.87) and (5.88) allow us to
conclude

n 2k+1

D) =33 Bk (f@)) (k.Y€). i=1,2,3. (5.80)

k=1 j=1

In connection with (5.84), we therefore obtain

lim sup |f(§) — ZOS)F;”) (€)

n—00 ¢ =
3 n 2k+1 0
= lim sup | f Bp(k) (£7) (k. gy (€)= 0,
n—oo §€ﬂ zz; e 01 le ( > k ]
(5.90)
provided that f € ¢ (). This is the desired result. O

Next, a well-known density argument enables us to verify the closure of
the vector spherical harmonics {ygz} i in the space c().
)k,

Theorem 5.8. For any given € > 0 and each f € c(R2), there exists a linear
combination 32 SN 0; Zzﬁrl d,(;)]y,(;z, such that

3 N 2k+1
SR IO (IS
=0,

e (%)
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Indeed, if we take any g € ¢(%)(Q) and any € > 0, we find a field f € ¢()(Q)
such that supgcq [9(§) — f(§)| < §. Due to Theorem 5.7, there also exists
an integer N with

3
sup | f Z

£eQ i=1 k

[
+
[y

k

Mz

Bk (19)" (k)| < 5.

1

Il
=)

i J

Combining both inequalities, we therefore obtain

no
Ea
+
—_

Mw
M=

By (19" (k) ) €)| < e

(2)
dy.;

sup |g(§) —
£eq

@
Il
_
b
Il
=}
&
<
Il
—_

By standard arguments, this immediately gives us the closure in ¢(2) with
respect to || - [lj2(q) as well as in 12(Q) which in turn leads to completeness

of the system {y,(j;}k Cin 12(92).
9 ik

Summarizing our results, we therefore obtain the following theorem.

Theorem 5.9. Let {yg)]} i=1,2,3 be defined as in (5.36). Then,

=0;,..., j=1,....2n+1
the following statements are valid:

(i) The system of vector spherical harmonics is closed in ¢(2) with respect
to || - [lo(e)-
(ii) The system is complete in 12(Q) with respect to (-, -)i2(q)-

Once more, part (i) of this theorem says that any continuous vector field
on ) can be approximated arbitrarily close by finite linear combinations of
vector spherical harmonics, while part (ii) is equivalent (cf. Theorem 3.54)
to the fact that every vector field in 12(2) can be represented by its Fourier

(orthogonal) series in terms of the 12(2)-orthogonal system {yff)]}

3 oo 2n+1
=3y Z (DN, )y (5.91)

i=1 n=0; j=

=

To be more specific, for f € 12(Q2), we have

2n+1

3 N
im |F =Y 5 ST () ()l =0, (5.92)

N—o0
i=1 n=0; j=1 12(0)
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where the ‘Fourier coefficients’ are given by

(1) 0,0) = (1o = [ 1) 5€) doto) (593)
5.5 Homogeneous Harmonic Vector Polynomials

The property of scalar spherical harmonics of being restrictions of homoge-
neous harmonic polynomials to the unit sphere €2 has been of tremendous
importance for many results in scalar theory. In what follows, similar rela-
tions between vector spherical harmonics and homogeneous harmonic vec-
tor polynomials are developed. Unfortunately, the different nature of the
separation into normal/tangential components on the one hand, and into
cartesian components, on the other hand, does not provide us with relations
of comparable simplicity. Nevertheless, these interdependencies help us to
recognize significant results on the role of vector spherical harmonics as trial
functions in constructive approximation, viz. the closure and completeness
of vector spherical harmonics.

Definition 5.10. A vector field h, : R — R3 n € Ny, is called a homoge-
neous harmonic vector polynomial of degree n if h, - €' is a scalar homoge-
neous harmonic polynomial of degree n for every index i € {1,2,3}.

Using the abbreviation,
Harm,,(R*)e! = {H,¢' | H, € Harm,(R?)}, (5.94)

the space of all homogeneous harmonic vector polynomials of degree n is
characterized by

@ Harm,, (R%)e'. (5.95)

The restriction of a homogeneous harmonic vector polynomial of degree n
to the unit sphere 2 does — in contrast to the scalar case — in general, not
yield a spherical harmonic of degree n. But we shall see later on that each
member of

3
@ Harm,, ()&’ (5.96)

is expressible as a linear combination of vector spherical harmonics of dif-
ferent orders.

Suppose that H, is of class Harm, (R3). Then, it is immediately clear
that the field V H,, is a homogeneous harmonic vector polynomial of degree
n — 1. A simple calculation shows that = +— x A V.H,(z), € R3, yields
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a homogeneous harmonic vector polynomial of degree n. The field x +—
rH,(z),z € R3, is, in general, not harmonic, but it follows easily that z
(2n + 1)x — |2|?°V,)H,(x) is a homogeneous harmonic vector polynomial
of degree n + 1.

These preparations motivate the following definition:

Definition 5.11. For n € Ny, H,, € Hom,,(R?), and i € {1,2,3} the opera-
tors ég),i = 1,2, 3, are defined by

oM H,(z) = ((2n+ 1)z — |z|*V.)Hu(z), = €R?,

o) Hy (x) VeHn(z), ©€R%

0O H, () = xAVy.H,(z), zeR>

The aforementioned properties of the operators 655), i € {1,2,3}, intro-
duced in Definition 5.10 are summarized in the following result.

Lemma 5.12. Let H, € Harm,(R3),n € Ny. Then 5£3)Hn is a homoge-
neous harmonic vector polynomial of degree deg(’) (n), where

4 n—+1, 1=1
degP(n)={ n—1, i=2 (5.97)
n, 1= 3.

(If deg (n) < 0, then, by definition, oV H, = 0).

Proof. Since the other statements are straightforward, we only prove that
the cartesian components of G%I)Hn(a:) = ((2n + )z — |2[?V)Hy(z) con-
stitute homogeneous harmonic polynomials of degree n + 1. To be more
specific, observe that the components of 6,(11)Hn are homogeneous of degree
n + 1. Since, for j € {1,2,3}, the function ¢/ - VH,, is a homogeneous
harmonic polynomial of degree n — 1, we obtain by elementary calculations

A6V H, () - & (5.98)
= A, <(2n+ D) Hy(z) — |x|2£an(x)>
= 22n+ 1)/ - VH,(z)
— (Ag]z]?) %Hn(:ﬂ) — (2V,|z]?) - (ng(;szn(x))
= 2(2n+ 1)%}1”(:5) - 6%}1”(:5) — 4z Vm%]{n(x)
= 4(n— 1)%}1”(;3) —4(n — 1)%1{”(@

= 0
This yields the desired result. 0
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With the notation = r{,r = |z|, and the known representation of the
gradient V in polar coordinates, it follows that

(2n+ 1)z — |2]*V,) = ¢ <(2n +1)r — 7'2;) —rVg. (5.99)

Thus, for Y,, € Harm,, and = r&,r = |z| > 0, we see that

oY (€) = (n+ 1)L (O)E — " TIVEYL(E),  (5.100)

oY (€) = "I ()E + T IVEYL(E), (5.101)
OV (€) = r"LEY,(€). (5.102)

But this shows us that the restrictions of r§ — 6% )T”Yn(ﬁ) to the unit sphere
Q) can be written as linear combinations of vector spherical harmonics 0®Y,.
More explicitly,

SV Hy(@)l1 = (n+1)olVYa() — oDV, (©), (5.103)
5%2)Hn(ﬂ7)|r=1 = nOgl)Yn(§)+0é2)Yn(§)a (5104)
S Hy(2)lror = oY), (5.105)

where Hy(z) = r"Y,(§),x = r€.

By inverting the equations (5.103) —(5.105), we find

(1) _ 1 L (5@
0g Y (§) o1 (on Hn(m)|r:1) + 57 (on Hn(m)|r:1> . (5.106)
(2 _ T (A0 n+1 /7 (g
oVu(©) = 5= (W Hu@r) + 5= (67 Hul@)la ) . (5.107)
oY) = (5;3>Hn(x)|r:1) . (5.108)

By virtue of Lemma 5.12, it follows that the cartesian components of any
vector spherical harmonic of degree n and type 1 and 2 can be expressed
as linear combinations involving scalar spherical harmonics of degrees n — 1
and n+ 1, whereas the cartesian components of a vector spherical harmonic
of degree n and type 3 are a linear combination in terms of scalar spherical
harmonics of degree n.

In more detail,

3 3

harm{) @) Harm, 1/ & @ Harm, 1167, i=1,2, (5.109)
j=1 j=1
3

harm® < @Harmnaj. (5.110)

j=1
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An immediate consequence is the fact that
y) (=€) = (1" YD), €€ ¥ €ham), i=12,  (5.111)

and
y (=) = (-1)"yP(©), €€,y € harm$). (5.112)

Furthermore, the following orthogonality relations are readily obtainable
from (5.109) and (5.110).

Lemma 5.13. Let yg) € harmﬁf) and Y,, € Harm,,. Then

/Q Y ()Y () du(€) = 0,

whenever i € {1,2} and m & {n—1,n+1} ori=3 and m # n.

Next, we are interested in closure and completeness properties of vector
spherical harmonics. It is obvious from the corresponding results of (scalar)
spherical harmonics that @, _, @?:1 Harm,,&’ is dense in ¢(§2) with respect
to || - [le(r) and in 12(2) with respect to | - [12(0)- On the other hand, one
can readily show that

n+1 3

harm,, C @ @Harmmsi. (5.113)

m=n—1 i=1

(1)

It is obvious that similar properties of the above sets ;. _, harm,,’ and
D (harm,(fl) P harmg,?{)) may be verified within the spaces cyor(2) and

m=1

12.(Q), respectively, cian(Q) and 12, ().

nor

5.6 Exact Computation of Orthonormal Systems

In Chapter 3, an algorithm for generating L?({2)-orthonormal systems of
scalar spherical harmonics was indicated. In what follows, we are interested
in a viable way for determining 12(Q)-orthonormal systems of vector spher-
ical harmonics {yT(:)J} It should be noted that, we avoid problems arising
from the singularities of a spherical coordinate system when using cartesian

coordinate representations.

Let Hyj,j=1,...,2n+1, be an (-, -)Hom,-orthonormal system of homo-
geneous harmonic polynomials of degree n, of the form

H,j(z)= > Bla® (5.114)
[a]=n



224 5 Vector Spherical Harmonics

with known real numbers B?, (as described in Chapter 3). Then we know
that Yy, j(€) = /linHn ;(€), € € Q, constitutes an L?(Q)-orthogonal system
of spherical harmonics. Therefore, via the well-known procedure, by letting

y = (20D, j=1,. 2041, i€1,2,3, (5.115)
an 12(Q)-orthonormal system of vector spherical harmonics of kind 4 is found.
More explicitly,

1 1
vy (&) = ﬁhfﬁ)( MNial=1 = thll,}(ﬁ), (5.116)
P — )| )
WO = e = e
(5.117)
D) = — ! 11,0
yn,j(f) - \/7\/’”74_1 ,] ||:t|1 M\/mhn,](f),
(5.118)
where
W) = Hyj)e, (5.119)
W@) = @V H(x) = nH,, (@), (5.120)
WO (1) = xAVaH,; () (5.121)

(x=r&r=|z,£ € Q).

Our purpose is to determine the vector spherical harmonics using exclu-
sively exact integer arithmetic. We base our considerations on the repre-
sentation

3
W)= [ S Dika], (5.122)
k=1 [a]=m;

where m; = mg = n + 1, m3 = n. Observing, the already known identities

fin _
WO = [ G + 6 i), (5.123)
Hn
@y — (M 1 DEVH,, - (r€),—1. (5.124
Yn,;(€) . 51 O+ (0 167 Haj (rE) =1, (5.124)

ue) = Lo oy (r) =, (5.125)

n
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we find by observing the definition of the k’,(f )—operators (see Definition 5.11)

(1 o Hn i
yn,] ) - ﬁ Z B(JJ
Hn [a]=n
Hn i
3/7(12,;(5) O] > B,
Hn [a]=n
Hn i
yffﬁ(f) O] > B,
Hn [a]=n

a1+1§o¢2£

1
€f1€a2+ ;

5$ﬁ1
m@llg

aé-l §a2 1

RIS
algal 1§a2£a3+1
o é-ozlJrl ag— 1 Oz3

E+E+E) -
S+ &+ - nﬁ?léww 5
0sf €265 (€ + € + ) — e ey

a1 a2+1§a3 l_a 61 5&2 1 a3+1

a €a1+1532£a3 1

15041 1 a1+1

Hence, the coeflicients DZBIE occuring in (5.122) are found. We organize
their computation by a matrix-matrix multiplication in the form

for i,k = 1,2,3,7 = 1,...,
[8] = n if i = 3, respectively. The matrices m

i,k _ /’I’n i,k
DM‘W/@)Z:B”%M
Hn [a]=n

i,k

1 = 3. It is easy to see that

1,1
Mg,

1,2
Mﬁad

1,3
Mﬁcw

Basj

—_—— — N —— —— —— =

if 8 —a=(1,0,0)"
otherwise
if 3 —a=1(0,1,0)"
otherwise
if 8 —a=(0,0,1)"

otherwise

O = O, O+

— (M

ﬁ?a

a; —n if 3—a= (1,007

0)T7 (_17 07 2)T}

O)Tv (07 _17 Z)T}

o iff—-ae{(-1,2,
0 otherwise
az—n if 3—a=(0,1,0)T
ay B —ae{(2 -1,
0 otherwise
az—n if3—a=(0,0,1)T
a3 ff-—ae{(2,0,-1
0 otherwise
az—n if3—a=(01,-1)T
—ap  iff—-ac(0,-1,1)7T
0 otherwise

5&1—0—1

3

)Tv (07 2’ 71>T}

RN

(5.126)

2n + 1,[8] = n+ 1 in the cases i = 1,2 and
) have ("3?) rows

and (}) columns for i = 1,2 and they have (}) rows and (3) columns if

(5.127)
(5.128)

(5.129)

(5.130)

(5.131)

(5.132)

(5.133)

)
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ar  ifB—a=(-1,0,1)T

e = { —a3 iff—ae(1,0,-1)7 (5.134)
0  otherwise
ay iff—a=(1,-1,007

o= { —ay iff—a=(-1,1,0)T (5.135)
0  otherwise.

Example 5.14. As example, we consider, for n = 3, the (-, -)Hom,-ortho-
normal system

1

Hj,(x) = ﬁ(xf” — 3x129?), (5.136)

Hg’z(l‘) = X122X3, (5.137)
1

H373(I) = \/74»0(3313 + .%‘1.%‘22 — 4%‘1.%‘32), (5138)
1

Hyu(z) = ﬁ(:&xl% — z9%), (5.139)
1

H3’5(3;') = ﬁ(.%'leg — $22.CC3>, (5140)
1 .

H3’6((E) = \/7470(:E12(L‘2 + £L'2d — 41‘21‘3), (5141)
1

Hs7(z) = \/ﬁ(&rlQl‘g + 3x9%x3 — 223°) (5.142)

of homogeneous harmonic polynomials of degree 3. Then we obtain

ysh(E) = 105\}(& — 36182, (5.143)
ys3(€) = 751525357 (5.144)
WO = s+ a6t —aagdk (5.145)
WO = | omtate - el (5.146)
e - 105\}(& %, — 26)E, (5.147)
e = Lo }(51252%2 — 4683)¢, (5.148)

1) 105 1

y37(§) = \ﬁ(3£12£3 + 36265 — 265°)¢, (5.149)
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and

—3&%(&17% — 36%) + 362 — 38,2
y;(fl)(ﬁ) = e ( —36162(61° — 3&%) — 66162 ) , (5.150)

BV ag6s(6 - 362)
36126583 + 6283
y:()fg)(ﬁ) = % ( —3816°63 + 163 ) : (5.151)
361685 + 16
—361%(1 = 56%) +36° + &° — 4¢3
y© = ;iyg(—%@u—m%+%& ),
—38183 — 86183
—3616(3617 — &7) + 6616
Y€)= L —362(36% — &) + 367 - 362 |, (5.152)
7 28T V24 —3683(3612 — &)
—36183(6° — &%) + 2086
YA€) = ;805} —3883(6% — &°) — 26¢3 . (5.153)
TVAN Sa6(@2 - 60+ 42— &2
—361&(1 — 5&%) + 2616
yg,zoz({f) = ;805\; ( —367(1 - 5&2) + &2 + 367 — 487 |,
TVAD N —3ea65(1 - 563%) — 86263
(5.154)
—36163(3 — 5&3%) + 661&3
yg?(ﬁ) = ;805\; ( —3663(3 — 5¢3”) + 68283 . (5.155)
TVO0 \ 36,23 — 5632) + 3(1 — 3652)
as well as
3¢% — 3¢?
05 1
y:(),31) & = ;8757 \Ff ( —6£182 ) ; (5.156)
) §283
YA€) = 1.25 A &és ], (5.157)
’ 281 €16
362 4 &7 — 4857
By = f00 1
Ys3(§) = 987 \/IOSA ( 2_%2253 ) ) (5.158)

6€182
81O = \amoae (%—%), (5.159)



228 5 Vector Spherical Harmonics

261€3

10 - \ren e ) 200

2
SIS
105 1

ysa(6) = 287 vage ( g_lzg;r 36° — 4857 ) . (5.161)
661€3

@y — J105 1

ys7 (&) = 287 mf/\ ( g?;ffg_ ) ) . (5.162)

5.7 Irreducibility and Orthogonal Invariance of Vector
Spherical Harmonics

Another coordinate free classification of vector spherical harmonics can be
given by looking at the following system of partial differential equations:

EAL(E- () — (A" (n =0, n>0, (5.163)
VEVE-f(E) = (A () f(€) = 0, n>1,  (5.164)
Li(VE- (F(©) A ) = (AN n)f(€) = 0, 21, (5.165)

where, as usual,

N—
~
—~
I
S~—

(AMMn) = —n(n +1). (5.166)

Solutions yﬁﬂ of (5.163) fulfill £ A y(l)(g) = 0 and, consequently, there

exists a scalar function F' such that y( )(5) = ¢F(¢). In connection with
(5.163), this leads to

E(ALF(§) — (AN () F(8)) =0, (5.167)

which means that I} is a spherical harmonic of degree n, i.e., solutions of
(5.163) are of the form 3" (€) = £V, (€).

For solutions yﬁl ) of (5.164), we get f-yg)(f) =0and V- (EAyEL?)(f)) =0,

such that there exists a scalar function G' with y( )(f) = V;G(§). Together
with (5.164), this leads to

VHALG(E) - (A7) ()G(E) = 0. (5.168)
Consequently, we have

ALG(E) — (A")"(n)G(€) = const. (5.169)
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This means that, up to a constant, G is a spherical harmonic of degree n,
and solutions of (5.164) are of the form y,(?)(f) = VY (9).

Analogously, solutions y,(lg) of (5.165) fulfill both ¢ - yﬁ{”(ﬁ) = 0 and
VZ . yﬁf) (&) which in turn means that there exists a scalar function H such

that y,(f’)({) = LgH (). Consequently,
Li(ALH(E) — (A7) (n)H(g)) =0 (5.170)
and, therefore, y£L3)(£) = LZYH(E).

As we have seen, the solutions of the differential equations (5.163)-(5.165)
are the vector spherical harmonics (as defined in the previous section). This
observation has immediate consequences for the spaces harmg) of vector
spherical harmonics. In fact, they can be seen to be ‘the smallest’ orthogo-

nally invariant spaces.

Theorem 5.15. The spaces harmg) of vector spherical harmonics are or-
thogonally invariant and irreducible.

Proof. The orthogonal invariance is a direct consequence of the invariant
differential operators of (5.163, 5.164, 5.165). To be more concrete, suppose
that there exists an orthogonally invariant subspace of harmgf). The appli-
cation of the operators o) to the respective elements would — because of
Definition 5.2 — generate an orthogonally invariant subspace in the space
of scalar spherical harmonics. This, however, is a contradiction to the irre-

ducibility of the spaces Harm,,. O

Theorem 5.15 shows us that vector spherical harmonics have the same
significance for spherical vector fields, as have the spherical harmonics in the
theory of scalar spherical fields. In what follows, we deduce some concrete
consequences for vector spherical harmonics.

Suppose that t is of class O(3). Let, for i € {1,2,3}, {yg)j}j:l,m,gnﬂ be
an orthonormal system in harmg). Because of Theorem 5.15, there exist
coefficients c;; such that

2n+1
Ryl = Y qul, ie{1,2}, (5.171)
=1
2n+1

Ry, = dett > el (5.172)
=1
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(note that, for ¢ = 3, we have to take into account a minus sign for reflec-
tions because of the vector product). Consequently, for every orthogonal
transformation t we have, on the one hand, an associated matrix ¢;; with

2n+12n+1

/Q Ry®() - Ry (@ dw(®) = S cjcn / y9() -y (€) du(©)
=1 =1

2n+12n+1

Z Z Cj1Ck, 1O

=1 =1

2n+1

= Z Cj,lck,l' (5173)

=1

On the other hand, we may interpret t to be a coordinate transformation
on €, i.e,

/Q Ry (€) - Ry (€) dule) = /Q y@ 1) -y (n) do(n) = 3. (5.174)

Comparing (5.173) and (5.174), we get
2n+1
Z CjiCki = Ok (5.175)

=1

hence, (c;;) is an orthogonal matrix. An analogous treatment leads to

2n+1
Z Cj kCjl = 5kl~ (5.176)
Now, for £, € Q, let
2n+1 .
vplio) (¢ Z y© @y m). (5.177)

Then, every a € R3, v (i’k)(- n)a is a member of harmg). This means that

(k) (i)

(5.177) provides a mapping from harmy,’ onto harmy,

If (4, k) € {(1,1),(2,2),(3,3), (1,2), (2,1)}, then from (5.171), (5.172) and
(5.176) we get
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2n+1

t"pl P eg )t = > t7 [yff)J(tf)Q@y()( n)} (5.178)
j=1
2n+1

= Z t7y (66) @ tTy ") (tn)

2n+1 /2n+1 2n+1
k
- B (S cntton 3 omithon)
j=1 =1 m=1
2n+1 2n+12n+1
i k
= Y33 cumui© @ i)
j=1 1=1 m=1
2n+1 2n+1

= 3 myh© @)

=1 m=1

= P,

If either ¢ = 3 or k = 3, a similar result can be shown, taking into account
a minus sign for reflections.

Summarizing our results, we are able to formulate the following lemma.

Lemma 5.16. Let t be of class O(3). Suppose that £&,m € Q. Then

vp(hk)(tf t ) — (lk (&a ) else
" 1 (de tt)t“ (Zk(i, )tT, if either i =3 or k = 3.

(5.179)

Actually, it is this lemma which makes tensors of the form (5.177) an
important tool when dealing with the addition theorem for vector spherical
harmonics in terms of Legendre tensors (see Section 5.9).

Let 27(1) be a member of class harm%), then the span of elements of the
form

Rz, te0(3), (5.180)

is orthogonally invariant and, according to Theorem 5.15, is harm,(f) itself.
(i )

Hence, among the vector fields of the form (5.180) there is a basis for harm,,
and we have the following representation theorem:

Theorem 5.17. Let zy(l)be a member of class harm( D with z(z) # 0. Then,
there exist 2n+1 orthogonal transformations t1,to ..., to, 11 such that every
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(4) ()

vector spherical harmonic yy,’ € harmy’ can be represented in the form

2n+1
y =" cjRe, 20, (5.181)
j=1
with certain real numbers c1,c¢a, ..., Cont1-

(i (i,%)

If we, in particular choose, zn-) to be an element of the form Ypy’" (-, n)a,
with n € Q and a@ € R3, then Lemma 5.16 allows the following reformulation.

Lemma 5.18. There exist points n1,m2,...,N2n+1 € Q and vectors ayi, ag,
(4) ()

.., Gop41 € R3 such that every vector spherical harmonic y,’ € harmy,,
admits the representation

2n+1
y =" " P (), (5.182)
j=1
with certain real numbers c1,c¢a, ..., Cont1-
Given points 11,72, ...,Mn+1 € £ and given vectors aj,asg, ..., 02,41 €

R3 can be used for a representation in the sense of Lemma 5.18 if the Gram
matrix of the vectors is non-singular.

Let 7,k € {1,2,...,2n + 1}, then we have
/Q(Upgf’i) (& mj)a;)” op (&, m)ag dw(€)
= [ ORI n)a) TR € dofOa

= ol (n;, ) ak.

Lemma 5.18 is equivalent to the following statement:

Lemma 5.19. There exist points n1,M2,...,Montr1 €  and vectors aq,
ag,...,a2n+1 € R3 such that the matriz
T (i
(aj piY (nj,nk)ak> e (5.183)
k=1,....2n+1

i € {1,2,3}, is non-singular.

We now turn to orthogonally invariant elements in the spaces harm,(f).

From Lemma 2.19, we know that a vector field, which is invariant under
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all orthogonal transformations, i.e., f(t£) = tf(£) for all t € SO(3), is of
the form f(§) = C¢, £ € Q. There remains the question which elements
(z

i .
Yn € harm%) are transformed onto themselves under rotations around a
fixed axis 7, i.e.,

D) =ty (©), (5.184)

for t € SO,(3). For ”pg’l)(f,n)n as a function of &, we have, in connection
with Lemma 5.16, the relation

piN g, mn = pl &ttt (5.185)
t'pl ) (&, m)n.

Let p A(l) € harmg), i € {1,2,3}, denote a vector field which is invariant
under all transformations t € SO,(3). From Lemma 2.20, we know that
there exist functions @, k = 1,2, 3, such that

3
PPEm) = (€ ) el (5.186)
k=1

for & # +n. Since pg) is of class harm( ) , we know that the functions ®j, are
arbitrarily often differentiable in (—1, 1). We consider the case i = 2 (the
cases i = 1,3 can be treated analogously): Since p( ) ¢ harmg), it is clear

that &?5 A(Q)(f, n) =0 as well as Vi - (AP ) (&,m)) = 0. Furthermore we
have ®; = ®3 = 0. Consequently, (5.186) snnpliﬁes to

PR (&, n) = ek®a(€ - ) = VET(E ), (5.187)

§ ;é 4+, where ¥ is an antiderivative of (1 — ¢2)~'/2®, in (—1,1). Since

A(Q (&,m) defines a spherical harmonic of degree n, this is also true for
A*\I/(f 7n) and, consequently, for ¥(¢ - n). Since W(& - n) is only dependent
on the scalar product £ - 7 it is clear that (£ -n) is — up to a factor — given
by the Legendre polynomial P, (& - n), i.e

PEE M) = AVEP(E-m) = A (n— (&-m&) Po(&-m), AER.  (5.188)

The limit £ — £n yields ]3%2)(:|:77, 1) = 0. A similar argument leads to

P& n) =X n Pu(€-n), (5.189)
and
D(g,m) = ALEP(E 1) = X (EAn) Po(&- ). (5.190)

Summarizing our results, we are led to the following representations of ‘Leg-
endre vector functions’.
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Theorem 5.20. Let n € Q. In harmg), 1 = 1,2,3, there exists one and
(4)

only one element py’ (-,n), with the following properties:

(i) P (6 m) = tpi) (-, m), t € SO,(3),
(i)

n-pPmn) = 1,

—(uNEE PP E )=y = 1,

(VL pP(E ) emy = L.

Proof. Condition (i) defines pg)(-, 1) up to a normalization constant. With
condition (ii) of Theorem 5.20, the normalization constants can be calcu-
lated as follows:

W& = €PuE ), (5.191)
(e ) = mvzzﬂn@m, (5.192)
PIEn) = n(;mLan(&-n). (5.193)
ie., fori=1,2,3,
P& m) = () 720l (g ). (5.194)
]

Definition 5.21. The kernel pgf) (& m) — pg)(f,n),f,n € Q (more accu-
rately, ”pgf) 2 (&n) — ”pgf) (&,m),&,n € Q), is called the (vectorial) Legendre
vector kernel of degree n and type i with respect to the dual system of op-
erators o), 0 i € {1,2,3}. The kernel p, = E?:l pg) is called (vecto-
rial) Legendre vector kernel of degree n with respect to the system o, 00,
1=1,2,3..

It should be noted that these vector fields bear a close resemblance to the
Legendre vectors which are vectorial counterparts of the Legendre polyno-
mials, and which can be used to formulate an addition theorem connecting
scalar and vector spherical harmonics. This resemblance and the rotational
invariance of the vector fields (5.191, 5.192, 5.193) make the Legendre vec-
tors such important tools of vectorial theory.

According to Theorem 5.20, we can generate a basis in harmg) from any
non-vanishing vector spherical harmonic using orthogonal transformations
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t1,t2...,to,41. If, in this context, we use rotational invariant vector fields,
we can find 2n+1 linearly independent vector fields of the form Ry, pgf ) (,m),
j=1,...,2n+ 1. Hence we end up with the following representation theo-
rem.

Theorem 5.22. There exist 2n + 1 points N1, M2, ..., Non+1 € Q such that
(4) i

every vector spherical harmonic yp’ € harmgf) can be represented in the
form

) 2n+1 4
y =>" el () (5.195)
j=1
with certain real constants cq, ..., Copy1-

In what follows, we recapitulate some interesting results for rotational
invariant spherical vector fields.

Lemma 5.23. For {,n € Q and fori=1,2,3

(2P m)| < 1.

Proof. The well known inequalities |P,(t)] < 1 and |P)(t)] < %, t e
[—1,1], together with (5.191, 5.192, 5.193) lead to the required result. [

An immediate consequence of the orthogonality of vector spherical har-
monics is the orthogonality of rotational invariant vector fields on the sphere,
ie.,

/prf)(am) ) (€,m2) dw(€) = 0 (5.196)
for n # m and 71,19 € Q.
Lemma 5.24. If n,n2 € 2, then

_ 47
T o+ 1

/Q PO m) - PO (€, 12) deo(€) Pu(m -m). i=1{1,2,3}.

Proof. We show the proof for the case i = 2. The other cases can be treated
in analogous manner:



236 5 Vector Spherical Harmonics

/Qpﬁf)(&m) (€, 12) duw(€) (5.197)
- w/glvzpn(f'nl)'VZPn(f-ng) dw (&)

N /Qpn(f “1) Pa(€ - 112) dw(€)

47

= TPy
oy 1 nm )

This is the desired result. O

5.8 Vectorial Beltrami Operator

Next, we develop a vectorial analogue of the Beltrami operator A*, denoted
by A*. In doing so, the vector spherical harmonics of class harm,, can be
recognized as eigenfunctions of the vectorial operator A*. In particular , it
turns out that the operator A* corresponds to the orthogonal decomposition
with respect to the operators 0,7 = 1,2, 3, that is to say, A*f € C(i)(Q)

for all i = 1,2, 3, provided that f € CE?))(Q).

Our construction is based on the componentwise application of the (scalar)
Beltrami operator A*: The point of departure is the convention that, if
f € c(Q) is of the form

3
&) =D €F(g), teq, (5.198)
i=1

then A*f is understood to be

3
A'f(§) =) AR, £ (5.199)
i=1

Observing this setting, we are able to deduce the following identities.

Lemma 5.25. The following statements are true.

(i) Let F: Q — R be sufficiently smooth. Then
AWF = oW(A* —2)F + 20 F,
A* 0P F = —200A*F + o A*F,
A*BF = oBA*F
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(i) Let f:Q — R3 be a sufficiently smooth vector field. Then

OWA*F = (A*=2)0Wf+200),
oA f = —2A*0Wf 4+ A0,
OBA* F = A*0V)F.

Proof. We verify only the first formula of part (i), since the other assertions
follow by quite similar arguments. Assume that the function under consid-
eration is a spherical harmonic Y,, of class Harm,,. Then, it follows from
(5.108) that

o Yul©) = Aigty (Yot + oY Ol
- *%(59)?"%(5))%:1
e AL ) I (5.200)

holds for all £ € Q. Using (5.97), we obtain

1)*(n+2
Mol m(e) = ~ELEED 0y )4
(n—1n’ () n(n—1) @
“ong1 % O T o Tl

= (=n(n+1) = 2)of V(&) + 20 (€)
= (A —2)0"Ya(€) + 2025 (€). (5.201)

Thus, our formula is true for every spherical harmonic. The completeness of
the system of vector spherical harmonics in 12(Q2) then implies the validity
for all sufficiently smooth functions. Part (ii) follows from the adjointness
of the operators o) and O and the self-adjointness of A*. O

Lemma 5.25 helps us to find a vectorial Beltrami operator by observing
the following identities
(A* +2)oMy, —n(n+1)oMY, + 202y,
oY, = 2n(n+1)oMY, —n(n+ 1) @y, (5.202)
A*PY, = —n(n+ 1)0(3)Yn.

In consequence, we have
Pnor(A™ + 2oy, = —n(n+ 1)0(1)Yn7
PeanA 0P, —n(n+1)0?Y,, (5.203)
ptanA*0(3)Yn = —n(n+ 1)0(3)Yn.
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In other words, the equations (5.203) motivate the introduction of the vec-
torial Beltrami operator in the following way.

Definition 5.26. The operator A* : ¢(2(Q) — ¢(9(Q) given by
A* = prln)r(A>‘< + 2)pnor + ptanA*ptany

is called wvectorial Beltrami operator, where the application of A* on vector
fields is understood in the sense of (5.199).

As an immediate consequence of Lemma 5.25, we obtain the following
result.

Lemma 5.27. If F: Q — R and f : Q@ — R? are sufficiently smooth, then,
fori e {1,2,3},

A ODF = oWDA*F,
ovA*f = A*0Yf.

Lemma 5.27 motivates us to characterize the spectrum of the operator
A%,
Theorem 5.28. Any vector spherical harmonic y, € harm, of degree n
s an infinitely often differentiable eigenfunction of the operator A* with
respect to the eigenvalue (A*)"(n) = (A*)M(n) = —(n(n +1)). Conversely,
any infinitely often differentiable eigenfunction of A* is a vector spherical
harmonic.

Remark 5.29. The vector spherical harmonics can be seen to be the eigen-
functions of an operator A* that can be introduced (without projection
operators) only by use of differentiation processes in R? (see T. Gervens
(1989)). More explicitly, the following theorem is valid.

Theorem 5.30. Let A* be given by
AL = ALFE) =26 AV AF() —2f(€), fecP(Q).  (5204)

Then
Afyn +n(n+ 1y, =0, yn € harm,. (5.205)

5.9 Vectorial Addition Theorem

From the scalar theory, we know the fundamental role of the addition the-
orem of spherical harmonics. Our interest now is the formulation of a vec-
torial analogue of the addition theorem involving tensorial structure. This
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vectorial addition theorem assures the existence of a vectorial reproducing
kernel which is a basic tool, for example, in the theory of ‘vectorial zonal
functions’. In addition, this addition theorem offers a better insight into
orthogonal invariance within the theory of vector spherical harmonics.

Let {y(i)-}i:1,2,3 be an 12(Q)-orthonormal basis of harm,,, as defined
Y= +

n (5.36), Correspondlng to an LQ(Q) orthonormal basis {Y7, j}j=1,.. 2n4+1 Of
(i)

Harm,: y,; = (U =120 )Y,,.;. Then, the announced vectorial analogue of
the addition theorem deals Wlth the question of determining the expression

) 2n+1 Flan k
PINED = T D uh @ ey, &neQ (5.206)
j=1

Our purpose is to explain how a vectorial counterpart of tensorial nature for
the Legendre polynomial comes into play. For that purpose, we first extend
in canonical way the definition of the o()-operators (cf. (5.17)-(5.19)) to
vector fields.

Suppose that f : © — R? is a sufficiently smooth vector field of the
representation

3
F& =D Fu(&e*, Fu(&) =f(¢) " ¢eq. (5.207)
k=1

(0 Fi(€)) @ €* (5.208)

QS
~3
=
—
o
<
Il
ES
w | Moo
=

_ (O(i)(f(g) .Ek)) @ek, i=1,2,3.

=~
Il
—

Thus, 0¥ maps scalar functions to vector fields and vector fields to rank-2
tensor fields, respectively.

In accordance with this nomenclature, (5.206) can be expressed as follows:

2n+1 ‘ 2n+1
Zy@ eoyllm = @) WZ ) ® oY, ()
‘ ) 2n—+1
= (D)2l 200 o N Y (€)Y ()
j=1
D\ — _ 2n+1 i
= ()P =0 oP Pae ).

(5.209)
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(z k) .

In other words, “py" : 2 x Q — R3 @ R? is given in terms of the one-
dimensional Legendre polynomlal by

DGR (E ) = (u) () 2o o P ). Eme Q. (5.210)

Altogether, this leads us to the following variant of the addition theorem for
vector spherical harmonics.

Theorem 5.31. Let {yn]}z 1,2,3 be an 12(Q)-orthonormal basis of

..... 2n+1

harm,, as given in (5.36). Then for&,m e,

2n+1
B = 2ntl, plirk)

M= _ 2n—|—1 i
= ()Mo

07(7k)Pn(§ 1)
holds for i,k € {1,2,3}.
Definition 5.32. The kernel ”pg’k) OxQ - RR3 ik e {1,2,3}
given by

2n+1

D — 2n+1 i
()2 () =200 oM p Zy“ W) (5.211)

41 n7.7

is called the (vectorial) Legendre rank-2 tensor kernel of degree n and type
(i, k) with respect to the dual system of operators o), 0¥ i € {1,2,3}. The

kernel 5
"= _ > pih) (5.212)

i=1 k=1

is called (vectorial) Legendre rank-2 tensor kernel of degree n with respect
to the dual system of operators o, 00 i =1,2, 3.

(i,k)

The main problem to be solved is the evaluation of “p,;,”"’ as introduced
by (5.210). As auxiliary results, we verify the following identities.

Lemma 5.33. For&,n € (),

oPE—(E M) = fanl) — (- (€ ME) @,
oif‘)(f < M) = @) — €A @,
(n/\é)
(nAﬁ)

_jtan(n) - 5 ® n A 57
(& Mitan(§) — (n — (- M) ®&.
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Proof. We prove the first and third formulae. The second and fourth for-
mulae follow by similar arguments, since we know that LE =&A VE.

First we get

Se—(nm) = o@)Z (€€ = (€ m)(n-"))e (5.213)

3
= Y ([E (e —(n-eHn- (€ e

=1

= dtan(§) = (n = (€-n)) ©n

Furthermore, we have

3
0?(%5) = 0§2)Z((nA£)-sl)s’ (5.214)

3
= o> (" Am)- &)
=1
3

= D Ern—((E"rAn)-HH e
=1
3

= Y (mAhee —(nng)-Hewe

=1
= —jtan(n) —E@NAE.

O

If F:[-1,1] — R is sufficiently smooth, then, for £,7 € 2 we obtain from
Lemma 5.33:

oVolVF(g- 1) = F(e-me@n, (5.215)
oD F(E- ) = F(€-mE® (€~ (€ ), (5.216)
oo () = F(E-mE@nAE. (5.217)
Similar results hold for ol oy F(¢ - ) and of) o} F(& - ). Treating the

tangential operators, we ﬁnd for £,n e

o oPF(¢ 1) = VES (F'(&-n)(E— (€-n)n)) (5.218)
= (VEF'(€-n) @ (E=(E-mn)+F'(&-n)Vie (E=(E-n)n)
= F"(€-n)(n— (€M) ® (€~ (€ n)n)
+F'(&-n)(isan(§) — (0 — (£ -m)E) @n)
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and

o oPIF(Em) = Vi@ (F'(&-nnAg) (5.219)
= (VEF'(E-m)@nhE+F(E-n)Vi® (nAE)
= F'(&-nn—(E-nE oA
+F' (& n)(<jran(n) —E @ AE).

Similar calculations yield the following formulas

ooPF(E ) = FUEmEAn@(E—(E-mm)  (5.220)
+F'(€ - n)(tan(€) —EAN @)
and
o oM F(E-m) = F'(€-mMEAN@NAE (5.221)

+F'(& - m)((§ - Mitan (&) — (0 — (£ m)E) @ &).

Applying these results to the scalar Legendre polynomial P,,, we obtain the
following representation for the Legendre tensor” ( k) of degree n and type
(i, k) with respect to the dual system of operators o( ), 0 i ke {1,2,3}.

Theorem 5.34. Suppose that n is a non-negative integer. Then the iden-
tities
PV = Pal6 n)f@n,

pl (g ) = PL&-nE® (€~ (- n)n),
"p(e,n) = P’f MEDNAE,
vp2l(e,n) = ) (n — (€ n)€) @,

pB(gn) = P& nénnan,

]TN

n+ 1
"pZA(g,n) = (n+ 7/ (&) (0 — (€-m)E) @ (€~ (€-n)n)
+ Py (&-n)(ian(&) — (n — (€ -m)E) @n)),

Up2I(e,n) = (PY(E-n)(n—(E-mE @NAE
(€

av]

v}

(n+1)

+P’(§ ) (=jtan(n) — £ @ N AE)),
vpA(g,n) = (n+1)(P' mMEAN® (E—(§-1)n)

+ P& m)([Jan(§) —EAR @ 7)),




5.9 Vectorial Addition Theorem 243

1

“pﬁf”?’)(ém) = m(ﬂq(f MEANRNNAE

+ P& m)((€ - mian(§) — (0 — (£ -n)€) ®€))
hold for all (§,m) € Q x Q.

The case & = n in the last theorem is of particular interest. Observing
Py(1) = 1,P,(1) = in(n+1), and P!(1) = in(n+ 1)(n(n+ 1) — 2) (cf.
Chapter 3.5), we obtain the following corollary.

Corollary 5.35. Forn € Ng and all £ € Q
pl(E, ¢ = cwf,
vpige) = vplib(E,€) =0, i=23,

"BEVEE) = "BEVEE) = i (©),

BEEE) = —"BPIEE =~ sanl©)

It follows readily that

trace ((n— (£-m&) @ (E—(E-mn) =—(E- N1 —(§-n)?)  (5.222)

and
trace (EAN@nNAE) = —(1—(&-n)?). (5.223)

Hence, from Theorem 5.34, we get the following identities.
Lemma 5.36. Forn € Ny and all £, € Q we have

trace (“pyV(E,m) = Pu(€-m)(€-n),
trace (“p{? (&, m)) = trace (“p{ZV(€,n))

1 ’ 2
= mpn(f’n)(l — (&)%),
trace ("BEV(E ) = s (PE M (€ WAE )+ 2PH(E 1),
trace (”p%3’3)(£,77)) = Pu(§-m),

trace ("p?(€,m)) = trace (" (€, m))
= trace ("pV(&,m))
= trace ("p?(€,m))

= 0.

Taking & = n in the last lemma we get, in connection with Theorem 5.31,
the following result.
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Lemma 5.37. Letn € N and ¢ € {1,2,3}. Ifyff)],j =1,...,2n+1, forms

an 12(Q)-orthonormal basis of harmgf), then

2n+1
() 2 _ 2n +1
; (v©) = =—.

()

Every vector spherical harmonic y( D) e harm,,’ of degree n and type i can

be represented by its orthogonal expansion

4 2n+1
y = Z an gy (5.224)
with
ang = Wy )@, G=1,....20+ 1. (5.225)

Application of the Cauchy—Schwarz inequality in combination with Lemma
5.37 yields the estimate

‘ 2n+1 2n+1 ()
wPEOP < | Y a2, Z|y;,] (5.226)
j=1
2n+1
2n+1 9
= > ak; (5.227)
j=1

for all & € Q. Observing Z?nJ{l al; = ||y HIQ(Q we finally obtain the
following lemma.

(4)

Lemma 5.38. Suppose yn’ is a member of harmgf). Then

2n+1

9 e < 15 2 (5.228)

In particular,

2n+1

5.229
p (5.229)

[T

5.10 Vectorial Funk—Hecke Formulas

Next, we deal with generalizations of the Funk—Hecke formula to the vecto-
rial case. Two variants are considered in more detail:
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(i) Let g(-,n) : © — R3 be a vector field which is invariant with respect
to all orthogonal transformations t € SO(3) leaving n € Q fixed.
Determine the integral

/Q g(E,m) - 55 (€) dul©), (5.230)

where yﬁf ) S harmgf).

(ii) Let G € L'[-1,1],n € Q fixed. Determine the integral

/Q G -l (€) dul©), (5.231)

() ()

where yp,’ € harmy,”’.

Remark 5.39. Notice that the integral (5.230) is scalar-valued, while (5.231)
is vector-valued. This difference causes completely different ways of estab-
lishing the Funk—Hecke formulas. The first variant uses certain properties
of invariant vector fields, while the second one is based on the cartesian
representation of vector spherical harmonics.

We start with the recapitulation of some topics of representation theory
needed for our studies on the Funk-Hecke formula (cf. Section 3.9).

Let t € SO(3). The operator Ry : 12(Q) — 12(2) has been introduced as
follows: for f € 12(Q), Ry f(&) = tT f(t€), € € Q.

Furthermore, let S C SO(3) be a subgroup of SO(3). As is well-known, a
subspace v C 12(Q) is called invariant with respect to S or simply S-invariant

if f € v implies that Ryf € v for all t € S. If there exists no subspace of v
(other than v itself) which is S-invariant, then v is said to be irreducible.

Now, assume that f, g are of class 12(Q),t € SO(3). Then, it follows that

(Ref, 9o = (f, Rer gz ()- (5.232)

But this means that the adjoint operator of Ry is given by Ryr. Let F €
CcW(Q), t € SO(3). Then we find

o ReF(€) = EF(t€) = tTteF(t€) = ReoVF(¢), (5.233)
and

o ReF(€) = VEF(t6) =tT(V*F)(t€) = ReoD F(¢). (5.234)



246 5 Vector Spherical Harmonics

An analogous result holds for 0o(®). Together with (5.232), we get for F' €
c(Q) and f € ¢cM(Q) and any t € SO(3) that, for all i € {1,2,3} and
ceq, |

o) RyF(€) = Ryo D F(€) (5.235)
and

O Ref(€) = RO f(¢). (5.236)

Therefore, we remember in connection with the results of Chapter 2.7 and
Theorem 3.68 the following statements:

(i) The space l%i) (Q) is SO(3)-invariant for all i € {1,2,3} .
(ii) The set harm{? is an SO(3)-invariant subspace of 1%) (Q) for all ¢ €

{1,2,3} and n > 0;. Furthermore, harm{” is irreducible.

Assume that F' € L*(Q) with R¢F = F for all t € SO,(3). Then we
already know that there exists a function F € L2[—1,1] such that F(£) =
F(€-7n), € € Q. Furthermore, we have shown in Theorem 3.58 that if F is,
in addition, a spherical harmonic of order n, i.e., F' € Harm,,, there exists
a constant C' € R such that

F() =CPu(§-n), €. (5.237)

A generalization of these results to the vectorial case can be written down
as follows:

(i) If f € cM(Q) satisfies Ry f = f for all t € SO, (3), n fixed, then there
exist functions F; € C[—1,1], i = 1,2, 3, such that

O f(©) =Fi(e-m), € (5.238)

(i) Let i € {1,2,3} and y\’ € harm{’ with Ryy\) = y{ for all t €
S50,(3), n fixed. Then there exists a constant C' € R such that

YD) = C o' Pu(e-m), cecq (5.239)

Let n € Q be fixed. Assume that g(-,7) € ¢)(Q) is a spherical vector field
with Reg(&,m) = 9(&,n), £ € Q, for all t € SO,(3). Then it follows from

the considerations above that, for i € {1,2,3}, the functions Oéi)g(ﬁ,n) =
G;(€ - 1) depend only on the inner product £ - 7. Thus, we may define in
analogy to Theorem 3.60

(0Wyg) —27r/ Gi( (5.240)
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It follows from (5.23) that yfl) = 0Y,, € harm? satisfies

/ﬂ g(.m) - yP(©) dw(e) = / O g(€,)Ya(€) duo(e)  (5.241)
(09D g)\(m)Ya ().

This leads us to the first variant of the vectorial Funk—Hecke formula.

Theorem 5.40. Let i € Q be fived. Assume that g(-,n) € ¢ (Q) satisfies
Reg(&m) = 9(&,m)

for all t € SO,(3) and all & € Q. Then, for i € {1,2,3} and y(z) €

harmg),n >0y,

/ g(Em) -1 (©) dw(€) = (1) (0D g) () OPYD (),

where (OWg)N(n) is defined by (5.240).

By virtue of the addition theorem for vector spherical harmonics, we
immediately obtain the following consequence.

Corollary 5.41. Let € Q be fized, g(-,n) € cV(Q). Assume that

Reg(&m) = 9(&;m) (5.242)
for allt € SO,(3) and all £ € Q. Then, for all { € Q and i € {1,2,3},

[ st ™ e €0 () = ()7 (0) () o Pu(C ).

We now come to the second variant of the vectorial Funk—Hecke formula
as announced in (5.231). The basic ideas to handle this problem are the
representation of vector spherical harmonics by means of restrictions of ho-
mogeneous harmonic vector polynomials and the componentwise application
of the (scalar) Funk—Hecke formula.

Let Y,, € Harm,, be a spherical harmonic. Then, we know from Lemma
5.12 that the cartesian components of the spherical vector field

€ 00V (€)lr—1, £€Q, i€{1,2,3}, (5.243)

are (scalar) spherical harmonics of degree deg (n) (cf. Lemma 5.12). Thus,
we get immediately for G € L![~1,1] and 1 €

/Q G(& - )oY () r=1dw () = G (deg™ (n))6)r" Yo (n) =1 (5.244)
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We know from the formulas (5.106, 5.107, 5.108) how a vector spherical har-
monic is expressible by restrictions of homogeneous harmonic vector poly-
nomials. Combining these results, we get the second variant of the vectorial
Funk-Hecke formula.

Theorem 5.42. Let G be of class L'[—1,1]. Assume that Y, € Harm,,.
Then, for alln € Q, and for alln=1,2,...,

Aa@m@%mame>=<%U<M”4m+qum9mw»
Amam&&&mmo——Gmﬂ>@mw+Gmmm?nw,

AG@w@%ﬁawﬁ): Gy gy (M0 Ya(n),

where the coefficients GE\Z. j)(n) are given by

Giipy(n) = 2n1+1((n+1)G/\(n+1)+nG/\(n—1)),
Glho) = 5o (G =1 =G+ 1),
Gl = "t (@ -1 - 6N+ ),
Gog(n) = 2n1+1(nGA(n+1)+(n+1)GA(n—1)),

Gagn) = G(n).

Notice that the space 1%3)((2) is invariant with respect to the defined in-
tegral operator, while 1%1)((2) and 1(2)(9) are not. However, it is clear that
1?1)(9) ® 1%2)((2) is an invariant subspace of 12(€2).

5.11 Counterparts of the Legendre Polynomial

Next, our purpose is to extend the operators O also to rank-2 tensor fields.
For sufficiently smooth fields f : Q — R3 @ R3 of the form

3 3
=3 > Fid @t (5.245)

j=1k=1
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we let

3 3
01(6) = Y- 0 | o Fule)’ | &~ (5.246)

According to the definition (5.246), it is clear that the (vectorial) Legendre

rank—2 tensor kernel ”pg’i)(', -) of type (i,i) is the reproducing kernel of

harm,, in the following sense:

(i) for all £ € Q
0'p{ (€, ) € harm) (5.247)

(ii) for every f € harm( ) and all e

0 (&) = (08 piNE ). ), (5.248)

12(Q)

Moreover, let a € R and n € Q be fixed. Then the vector field

2n+1
‘ Ar ,
v (4,k) (. L — (k) . (@)
Py () a= 11 ]E_ (yn,] (n) a)ynyj (5.249)

is a vector spherical harmonic of degree n and type i. Thus, we obtain from
(5.227) and Lemma 5.37

v z k) 2 < 2n+1 4m s (k) 2 2
PRREn) ot < == (507 ) 20 W@ @) <lal® - (5.250)
j=1

for all £, € Q. This gives us the following result.
Lemma 5.43. Let i k,l € {1,2,3}. Then, for all {,n € Q,
B E ) el < 1
and
"L (€ m)] < V3.

Proof. The second inequality follows directly from the fact that

|v (zk) Z|v (zk 577 c |2 (5251)
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Lemma 5.43 generalizes the estimate |P,(t)| < 1,¢ € [—1, 1] of the scalar
Legendre polynomial.

Remark 5.44. The addition theorem enables us to represent a vector-
valued function on the sphere € by use of the Legendre tensors. More
explicitly, suppose that f is of class 12(2) with

3
f=;f(“, 19 €y (9). (5.252)
Then it follows that
3 oo 2n+1 '
e = 3 / YD) - FO) dw(n) ih(€)  (5.253)
i=1 n=0; m=1 Q
3 oo 2n+1
Y / (52, (6) @ 50 () £ () o)
i=1 n=0; m=1 Q
3 e’}
= 3> [P e m ) et

s
Il
—
3
I
2

D D 3

m+1, (. A
P p (€, n) O ) o).

I
M-
]2

s
Il
=
3
Il
£
3

The expansion of vector fields in terms of the Legendre tensors can be
regarded as a natural extension of the scalar Fourier theory to the vectorial
case. In order to motivate an alternative approach based on Legendre vec-
tors, we write down the representation of a vector-valued function on the
sphere €2 in the following way:

= Z Z Z / £ ) (n) dw(n) y),.(€) (5.254)

= S FO) )20V () deo () () 72080V 1 (€)

3 oo 2n+1
- Z Z (z) I/Q/O(Z)f(l -1/2, (z Z Y (7)Y (€) dw (17)
=1 n=0;
CAC - , Non+ 1
= 2 [ O O () o P ).
i=1 n=0;

This leads us to the following definition (see Theorem 5.20).
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Definition 5.45. The (vectorial) Legendre vector field p(z) QAxQ —
R3,i € {1,2,3}, of degree n and type i (with respect to the dual system of
operators 0(’) 0W i € {1,2,3}), is given by

wEn= () Colrem. enea (5.2

The (vectorial) Legendre vector field p, : © x Q@ — R of degree n with
respect to the dual system of operators oD 00 i =1,2,3, is defined by

Z (g, (5.256)

Following our considerations given above, every vector-valued function
f €12(2), therefore, admits an expansion

CEDID IR 1/2/ PIENOP ) dota). (5257

Obviously, the Legendre vectors fulfill an addition theorem, which reads as
follows:

Theorem 5.46. Let {Y, p}m=1,. 2n+1 be an L2(Q)-orthonormal basis of
Harm,,. Then, fori € {1,2,3} and all £,n € Q,

2n+1

2n+1
0 ( _ 0)
§ Un (n) = e (& m). (5.258)

The Legendre polynomials and the corresponding vectorial Legendre vec-
tors and rank-2 tensors, as defined here, are related in the following way:

Lemma 5.47. Let P, be the Legendre polynomials of degree n, p (l ") the

corresponding Legendre tensors of degree n and type (i,k), and pg) the cor-
responding Legendre vector of degree n and type i. Then, for all £,n € Q,

Pa(&-m) = ()72 (uF) 2O 00 p P (€, m), (5.259)
and
Po(€ ) = (D) 7200p0 (€, m). (5.260)

Remark 5.48. Defining the system {yrf,,’nR}i:1,2,3,71:01.’__,,m:LA__,gnH by

DR (1) = W (=
Ynom (X)) = <R>y"m<|m|>’ z € Qp, (5.261)
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we get an orthonormal basis in 12(Qr), provided that the system

{y), }im1.2,30=0,m=1,...2041 (5.262)

constitutes an I%i) (Q)—orthonormal basis in l%i)(Q), ie{l,2,3}.

In addition, it should be noted that every vector field f() ¢ l%i)(Q R) can
be expanded in terms of vector spherical harmonics on Qg as follows

oo 2n+1
FO =37 37 O my (5.263)

n=0; m=1

where the orthogonal (Fourier) coefficients are given by
£, m) = (FO,408) = [ 7)) dule). (5200
’ 12(QR) QR ’

Note that the identity (5.263) is understood in || - [[;2(q,,)-sense.

5.12 Degree and Order Variances

In analogy to the scalar case, let us think of an ‘output signal’ g as produced
by a linear operator A applied to an ‘input signal’ f

Af =g, (5.265)

where A is an operator mapping of 1?(£2) onto itself such that
. NA ,
My = (AD) (nm) 4D, (5.266)

i=1,2,3,n=0;,0+1,....m=1,...,2n+ 1. The symbol {A)"(n,m)}
is supposed to be a sequence of real numbers for i = 1,2,3 (where, as usual,
0p=0and 0; =1,7=2,3.

Remark 5.49. Note that similar arguments hold true for operators A
with matrical symbols {(A®)"(n,m)}, i.e., a sequence of matrices of class
RE@R3 i=1,2,3.

In practice, an error-affected ‘output signal’

G=g+é, (5.267)
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is observed, where € is the observation noise. Analogously to the scalar
case, we assume that

Cov([g(¢), g(n)] = E[E(),e(n)] = k(&,m), (§,m) € 2xQ, (5.268)

is known, where the tensorial covariance kernel k(-,-) : 2 x Q — R3@R3, is
explicitly given as follows.

Definition 5.50. Let k) : Q x Q - R3@R?, i € {1,2,3}, (more precisely,
vk(@) be a tensor kernel of the form

oo 2n+1

3
kKOem = S5 3 ) () ™10 05 Vo i (€) Yo ()
i=1 n=0; m=1
3 oo 2n+1

= Y S O )y (€) @ 1),

i=1 n=0; m=1

with the symbol { N, m)}, i € {1,2,3}, satisfying the conditions:

(i) (k(i))/\(n,m) >0forn=0,1,....,m=1,....2n+1,i € {1,2, 3},
oo 2n+1

253 3 L

i=1 n=0; m=1

Then k@ i € {1,2,3}, is called a (vectorial) covariance rank-2 tensor kernel
of type i, while k = Ef’zl k() (more precisely, Uk) is called a (vectorial)
covariance rank—2 tensorial kernel.

Any ‘output function’ (output signal) can be expanded into an orthogonal
series in terms of vector spherical harmonics:

co 2n+1

=3 = X33 OO

i=1 n=0; m=1
3 oo 2n+l

= ZZ Z (GNHN (Z)

i=1 n=0; m=1

where the equality has to be understood in the sense of ||-[|;2(q) - Using this
series expansion we get, for ¢ € {1,2,3}, the spectral representation

(@) (n,m) = A, m)(FO) (n,m) (5.269)

This is the vectorial analogue for (3.358) and also hints at using the root-
mean-square power per degree and order, respectively per degree, to char-
acterize the vectorial signal. Motivated by the corresponding definitions
for the scalar case and by Parseval’s identity, we introduce the following
definition (cf. W. Freeden, T. Maier (2002, 2003)).



254 5 Vector Spherical Harmonics

Definition 5.51. Let g be of class 12(Q2). Let, for i € {1,2,3},n = 0;,0; +
L,....,m=1,....2n + 1, (¢)"(n,m) be the corresponding orthogonal
coefficients. Then, the signal degree n and order m wvariances of type i of g
are defined by

Varllo) = [ [ (@ @ 9ihm) - (06) © 9(m) dl) dt)

)

= [ [at@- (e )@yx’kmm)) 9(n) dw(€) deo()

- <(g<i>) (n, m)>2 . (5.270)

Accordingly, the signal degree n variances of type ¢ of g are given by

2n+1

Var®(g) = / / )+ o pl (€, m)g(n) dw(n) dw(€)

_ jzj ((gm)A (n, m)>2
2n+1

_ Z Var() ( (5.271)

while the signal degree variances of g read as follows:

Var, (Af) = ZVar@ (AS). (5.272)

=1

Obviously, by virtue of Parseval’s identity, we obtain

co 2n+1

IAfllz() = Z >N varl),(Af), (5.273)

i=1 n=0; m=1

again connecting the signal degree and order variances as well as the sig-
nal degree variances with the ‘1?(Q)-energy’ of the corresponding vectorial
signal.

It is clear that the remarks concerning the frequency limiting charac-
teristics of physical devices and the resulting bandlimited nature of the
‘transmitted signals’ are valid in the vectorial case as well. That is, one
is usually able to consider bandlimited vector fields § € 12(Q), the signal
degree variances of which satisfy Var,(g) =0 for all n > N.

As an example, we consider the normal (i = 1) and the tangential (i = 2)
degree variances of the EGM96—gradient field (see Fig. 5.4). Their degree
variances are shown in Fig. 5.5.
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-50.0

-100.0 0.0 100.0
-0.00120 -0.00040 0.00040 0.00120 0.00008 0.00015 0.00023

Fig. 5.4: The normal derivative [in 100 Gal] and the surface gradient illus-
trated for the Earth’s gravitational potential model EGM96 ([in 100 Gal]).

50 100 150 200 250 300 350 50 100 150 200 250 300 350

Fig. 5.5: Normal (left) and tangential (right) degree variances of the EGM96
model (from S. Beth (2000)).

In addition to the previously defined signal variances, the tensorial co-
variance kernel k is used to calculate suitable measures to characterize the
noise:

Definition 5.52. In accordance with Definition 5.50, let {(k(i))/\(n, m)} be
the symbol of a (vectorial) covariance rank—2 tensorial kernel k :  x Q —
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R3X3. Then the degree and order error covariance of type i is given by

Cov(z) (k)
_ / [ (0n©) @ 48 () - K€, d(e) dut)

> Y 00 g N RCRORTIT)

=1 nm (p,q)
(85026 - 5 (©)) deo(€) ()
— (kD) (nm).

Moreover, the error covariance of type i as well as the error covariance are
defined by

2n+1 2n+1 )
Cov¥ (k Z Cov{, (k) = > (k)" (n,m) (5.274)
m=1
and
3 2n+1
Covp(k) =Y > (kD) (5.275)
i=1 m=1

The signal-to-noise relation is determined by the degree and order reso-
lution set of type 3.

Definition 5.53. Signal and noise spectrum intersect at the degree and
order resolution set of type i, defined by the following relations:

(i) Signal dominates noise

Varl) (Af) = Cov{?) (k), n=0;0;+1,....mm=1,....2n+1,
(5.276)

(ii) Noise dominates signal

Var ()\f)<COV£Ll)m() n=mm+1,....m=1,....2n+ 1.
(5.277)

The technique of filtering the signal A f in order to get an estimated
denoised version Af can be canonically carried over from the scalar case.
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5.13 Vector Spherical Harmonics Related to Vector
Homogeneous Harmonic Polynomials

Up to now, the operators 6% ) were defined for homogeneous harmonic poly-
nomials of degree n in R? (see Section 5.5). Every H,, € Harm,(R?®) can
be written in the form H,(z) = rY,(§), x = r&, r > 0, £ € Q, where
Y, € Harm,. It is obvious that the representation of the gradient V by

observing the normal and the tangential parts yields

atlrmy, = (n+ )" oy, () — Py, 5.278
g ¢ V(e V()

S (€) = LoV (€) + oY, (6), (5.279)
Sy (€) = 1oYa(). (5.280)

Therefore, the restrictions of r§ +— 6,(f)r"Yn(£f) to the unit sphere € can be
written as linear combinations of vector spherical harmonics 0Y,.

(4)

In the sequel, we understand 6ni
5g)Yn(€) = 5S)Hn($)|r:1a (5.281)

where Hy(x) = r"Y,(€), v = r, £ € Q. In other words, (see also (5.106)—
(5.108)), we have

Y, to be given by

dDYa(6) = (n+ 1o ¥a(€) — o Ya(6), (5.282)
V(&) = nogYu(®) + o Ya(0), (5.283)
V&) = oPVa(8). (5.284)

Note that 653) acts on the variable &, as does o(i), but this will not be
indicated in the Equations (5.282), (5.283), (5.284). It is obvious that the
(4) i

adjoint operators Oy’ to 6511) satisfying the equations

VG, Mg = (G, 09 fr2q), (5.285)
f € harm,, and G € Harm,,, are given by
oVyr = m+100f—0@r, (5.286)
0P f = noWfr+4+0Wy, (5.287)
o¥yr = 0¥y (5.288)

Definition 5.54. Any vector field
gj,gf) = 6$f)Yn, n>0;, Y, € Harm,

is called a vector spherical harmonic of degree n and type i with respect to
the dual system of operators 57(12), Or(f),i € {1,2,3}.
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The following lemma is easy to verify (see also W. Freeden et al. (1998)).
Lemma 5.55. For every Y, € Harm, we have
O3 (€) = OR3PV (€) = 8 Y (€). (5.289)

~(4)

where the constants iy’ are given as follows:

i = 10950 12y = 10960Vl 20 (5.290)
i.e.,
iD= (n+1)2n+1), (5.291)
2 = n@2n+1), (5.292)
i® = nn+1). (5.293)

It should be mentioned that the operators 653) : Harm,, — harm,, i =
1,2,3, admit extensions 6() : C(>)(Q) — ¢(*)(Q), i = 1,2,3, by using the

pseudo) differential operator D = (—A* + 1)1/2 _ L gatisfyin
1 2 ymg

1 1
DY, = D"(n)Y, = ( nn+1)+ 1 2) Y, =nY,, (5.294)
Y, € Harm,,n = 0,1,... (for more details on the concept of spherical

pseudodifferential operators, see e.g. S.L. Svensson (1983) ,W. Freeden et al.
(1998)). More explicitly, we set

o1 = oM(D+1)—0?, (5.295)
o? = oWD+0®, (5.296)
o = o®), (5.297)

Indeed, by observing the definition y( ) = o Y., n > 0;, we get

oMy, = oMD+1)Y, -0y, = n+ 1)y —y? =0y, =4
(5.298)

32y, = oMDY, +0?Y, = nyl) + 4@ =@y, = 52 (5.299)

3By, = oy, =By, =@, (5.300)

Obviously, the adjoint operators O : ¢(*)(Q) — C()(Q), i = 1,2,3, to
the operators 6" satisfying the equation

0“G, i) = (G.09 )12, (5.301)
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f €c™(Q),G e C>)(Q), are given by

oW = oW(p+1)-0?, (5.302)
0B — oWpo®, (5.303)
o¥ = 0B, (5.304)

This consideration leads us to the introduction of the following set of vector
spherical harmonics (note that our approach essentially follows the ideas of
the concept as introduced by A.R. Edmonds (1957)):

Let {Yn,m}n=01,..,n=1,..2n+1, b€ an L2(Q)-orthonormal system of spherical
harmonics. Then, we let

, N-1/2
50 :<,&Sj)) Y, n=0;,...,m=1,....2n+1.  (5.305)

n,m

By inverting the identities (5.282, 5.283, 5.284), we obtain the following
equations for & € {):

1 1
o Yom(©) = 5mg 0 Yam(©) + 50 Yam(©), (5.300)
-n . n+1 _
Vo) = 50 Yam(©) + 5 =50 Yam(©), (3:307)
o Yom(©) = 0 Yam(©). (5.308)

This provides a relation between the system {y,(f)m} and the system {gjy(f)m of

vector spherical harmonics. More explicitly, the systems {yy(f)m} and {gjr(f)m}
are related to each other in the following way:

sy _ ntloay n_ @
yn,m I+ 1yn,m I+ 1 n,m> (5309)
n

S _ (1) ntl o 1
Yn,m om+ 1yn,m + m + 1yn7m’ (53 O)
IS = Y (5.311)
Conversely

wm _ oo n_ @) 19
Yn,m o + 1yn,m + M+ 1yn,m7 (53 )
2 _ _ n~1) n+l ~(2) 5.313
yn,m 2n+ 1yn,m + 2n + 1yn,m’ ( ° )
Yom = T (5.314)

Our considerations enable us to formulate the following theorem.
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Theorem 5.56. Let {Y,, m}n=0.1 —1,..2n+1 be an L2(Q)-orthonormal set

sLyeees

of scalar spherical harmonics. Then the set

{3753,)”1}i:1,2,3,n:0i,.‘.,m:1,..‘,2n+1 (5.315)
as defined in (5.305) forms an 12(Q)-orthonormal set of vector spherical
harmonics which is closed in c(Q2) with respect to || - ||y and complete in
12(Q) with respect to (-, i) Furthermore, for all § € Q.

G = —(n+ D)+ 2)50, ), (5.316)
Agn(€) = =nln = DFE.(©), (5.317)
G906 = —nn+ 1530, (5.318)

where the Beltrami operator is applied to each component of the vector fields.

In other words, Theorem 5.56 tells us that

A (€)= —nn+ 1Y, (€), n=1,2,...,m=1,..., 20+ 1,
(5.319)
A (€)= —n(n+ 150 (€), n=0,1,...,m=1,..., 20+ 1,
(5.320)
Aggﬁj}n(g) = —n(n+1) ;2,1(5), n=12....m=1,...,2n+ 1.
(5.321)

On the one hand, each member of the system {g}(f)m} is, by definition, not
decomposable into normal and tangential parts, but on the other hand, it
is a set of eigenfunctions of the Beltrami operator.

5.14 Alternative Systems of Vector Spherical
Harmonics

In analogy to the harmg )—spaces, we introduce the following function spaces:

. — = span{g{) bt o1, i=1,2,3,0=0;,0,+1,.... (5.322)

Obviously, these function spaces are characterized by the relations

o _ ot

harmol = harm, , (5.323)
—— (1)  ——(2)

harm( ) @ harm(g) = harm( ) @harm, , n=12,..., (5.324)

——(3

harm(®) = harmi), n=12.... (5.325)
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In consequence, we have

(1)

harmg = harm, , (5.326)
3 A

harm,, = @harms). (5.327)
i=1

In what follows, we mention the relation between the system g],(f)m and the
restrictions of homogeneous harmonic vector polynomials to the unit sphere

Q.

Lemma 5.57. Suppose that H, is of class Harm, (R3). Let e*H, be a
homogenous harmonic vector polynomial. Then

~(1 ~(2 ~
FHL0 =3+ 52+ 59, (5.328)
where
gy = o Va1, Yaoi € Harmy,_g, (5.329)
= 6512+)1Yn+1, Yit1 € Harmy, g, (5.330)
Y = oYy, Y, € Harm,,. (5.331)

Proof. Clearly, e¥H,|Q is a member of class 12(2) such that

3 oo 2p+1

k i) ~(i

FHLQ=D">" N ailh, (5.332)
i=1 p:Oi qg=1

where {gl()z}p:o“__7q:1,__,2p+1 is an orthonormal system of vector spherical
harmonics as defined in (5.305). Furthermore, it is not difficult to see that

3

gb, = YNyl Y, € Harmy o, (5.333)
j=1

72, = S Pyl v) | € Harm, o, (5.334)
j=1

i®, = S v, Vi € Harm,. (5.335)
j=1

Since {g]z(,le}pzoi,l,,7q:1,,,_2p+1 is an orthonormal basis in 12(£2), we obtain by
comparison
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0 n—1#p
1) ’
a, (1) - , (5.336)
i { kpag VT l=p
0 n+1#p
(2) ’
p.q { C]f;’qj n+l=p "’ (5.337)
0 n#p
(3) ’
Ay g { C]S);m nep’ (5.338)
C,gf; q € R. This confirms our assertion. O

()

It should be mentioned that an addition theorem for the system, {fn m
can be formulated based on that of the system {yﬁf)m

As preparation, we understand 6 f to be defined by

w

6§i)f Z (z)Fl e, ie{1,2,3}, (5.339)

=1

whenever f: Q — R? is (a sufficiently smooth vector field) given by

3
=> R, =€ (5.340)
=1

Our point of departure is the definition of the Legendre kernel corre-
sponding to the vector spherical harmonics g,(f)m, 1 =1,2,3, n =0...,
m=1,...,2n+ 1 (see H. Nutz (2002)).

Definition 5.58. The kernel "p7) : Q x @ — R3@R3, 4,j € {1,2,3}
given by

o CoN=Y2 N2y

B = (A)) (D) e e m), &neQ (5:341)

is called the (vectorial) Legendre rank-2 tensor kernel of degree n and type
(i,4) with respect to o(l) O,(f), i1 =1,2,3. The kernel

3 3
"u =303 pl) (5.312)
i=1 j=1

is called vectorial Legendre rank-2 tensor kernel of degree n with respect to
the dual system of operators 6, 0" i ={1,2,3}.
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The relation between the Legendre tensor p(l’

vpi*) is described by the following lemma.

and the Legendre tensor

Lemma 5.59. The Legendre tensor fields 'p (1 M.ax0 - R3 QR3, i,k e
{1,2,3}, as indicated above, can be expressed in terms of Legendre tensors

”pg’k) as follows:

v=(1,1)  _ D2(1)2 v (LD Dbl 21 (v5(1,2) 4 vp(2.1)

pn - (n+ ) (Cn ) pn (7”L+ )Cn Cn ( pn + pn )
+(ep')? p?,

vf)gll,Q) _ TL(TL + 1)0}1’16711’2 vpgll,l) + (n + 1)6711’16721’2 vpgll,Q) _ ’I’LCTll’lc%’Z vpng,l)

2,1 2,2 v_(2,2)
—Cp Cp Pr

vf)gll,B) _ (n + 1)0711,10%3 UPSLL?)) _ 0721,162,3 Up%2,3)7
vf)ng,l) — n(n + 1)0711’26711’1 Upgll’l) + (n + 1)6%’26}1’1 Up’ng,l) _ nc711,20721,1 vpgll,Q)

2,2 2,1 v_(2,2)
—Cp G Pr

)

vf)£12,2) = n2(cl?)? vp£l1,1) + nel2e2? (vp7(11,2) I upglm)) +(22)?2 ”pg’Q),
vf)g,g) = ncl2d33 vp511,3) + 2233 upg,:})’

B = G eyl B - et p,

vI~)£13,2) = ncd3cl? Up513,1) + 33l vp£13,2)’

”13513’3) = B3B3 %3,3)7

where the constants Ci{k € R are given by

it = (u)" () (5.343)

The addition theorem for the vector harmonics y() defined by (5.305)
reads as follows (see H. Nutz (2002)).

Theorem 5.60. Let {ﬂ,(fy)m}m:lw,gnﬂ be an 12(Q)-orthonormal basis of
Hz;;r/ns) as defined by (5.305). Then

2n+1
i ( (k) n+1,

(O @ ) = == P e (5.344)

holds for i,k € {1,2,3} and (§,n) € Q x Q.
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Proof. The addition theorem follows directly from the definition of the Leg-
v ( k)

endre tensor and from the already known addition theorem for the

(i.k)

Legendre tensor p»’ . We only have to observe

P @3, = (4 12N g il — (4 Dkl (il @y,

+y2 @y ) + (21?2 4@, @y, (5.345)
g @32, = nn+chtet? yi @yl + (n+ Debte2? o) @y,
—nebte2? y%@y D222 y@) @ y@) (5346)

7(L12n ® y(S) _ (n + 1) 1,1 33 r(“)n ® y(3) 21 33 y7(127)n ® y7(137)n7 (5 347)

@0 = o Dl il © 30 + 0+ DL o2 030
1 2 2 1 y7(112n ® y(2) _ 2 2 2 1 y7(7,27)n ® :%(12’2m (5348)

73, @52, = n2(crh)? yi), @ y @), + ne?2? (), @ v, + v, @y

+He2)? Y, @y, (5.349)
32, @35, = nel?ed gl @y + 2?3t YR, @y, (5.350)

g3 @, = (n+ ettty @yl — 33 yP) 2y?) . (5.351)

I3 @ g2, = ncdek? @) @yl + 3k Y @y @), (5.352)
i, @ g%, = a3y, oyl (5.353)

OJ

(i,k)

As in the case of the Legendre tensor “p;”"’, we are led to an estimate

(l k)

for the absolute value of the tensors v

Lemma 5.61. Let i k,l € {1,2,3}. Then, for all {,n € Q,
B (& m)el < 1,

and

"B (€ m)] < V3.

By virtue of the addition theorem (Theorem 5.60), we are able to conclude
that k
arm,,
the tensor field

~ 2n+1
kh/a\r;;i) (5777) - A7

() is the reproducing kernel of the space harm . More explicitly,

vpA(€,m), Eneq, (5.354)

is the reproducing kernel of I;a_m}?n:) in the following sense:
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(i) for all £ € Q

(@)

k() (-,€) € harm,”, (5.355)
harm,,

ii) for ever € }Tz;;r/n(l) and all £ € Q
y n

O f() = (OS)Rhfvm (49, f) : (5.356)
armn IQ(Q)
Note that (for sufficiently smooth) tensor fields f : Q2 — R3 ®R? of the form
3 3
=> > Fia©e @ (5.357)
Jj=1k=1

such that Z?:l Fjr()el € harm,,, we understand the operators O to be

defined by
3

3
016 =300 (S k(e | < (5:35%)
k=1

Jj=1

In analogy to the described way of defining the Legendre vectors based
on the system {yn m} we are able to define the Legendre vectors pﬁl) based
on the system {yn m}

Definition 5.62. The kernel p() QO xQ—R3 ie{l,2,3}, given by

N2
OEn = (i) Pue ), Enen, (5359

is called the (vectorial) Legendre vector kernel of degree n and type i with
respect to the dual system of operators 67(?,07@, i = 1,2,3. The kernel
Dn = Z 113,(? is called (vectorial) Legendre vector kernel of degree n with
respect to o(l) 07(;), i1 €{1,2,3}.

The Legendre vector kernel satisfies the following lemma.

Lemma 5.63. Let the Legendre vectors p( D.0x0 - R3, i€ {1,2,3}, be
defined as in Definition 5.62. Then we have

Dg,m) = <n+1>“ g, m) =2 p@(E,m),  (5.360)

PR En) = nct?pP(En) — 2 pP (€, n), (5.361)
) = &3 <3><5 n), (5.362)

where the constants cf{k, i,k € {1,2,3}, are given by (5.343)

= () ()" 36
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We are finally led to the following addition theorem for vector spherical
harmonics.

Theorem 5.64. Let {Y,m}m=1. 2n+1 be an L*(Q)-orthonormal basis of
1/2
Harm,,, and the system {ynm} be given by y( ) = ( @ ) 6Ym. Then

2n+1~(l
e, eneo (5.364)

[V
S
gk
A
<
S
S
pay
782}
N—
=
3
—
=
SN—

m=1
is valid fori € {1,2,3}.

Remark 5.65. The extension of our results to a sphere of radius R can be
achieved in canonical way as in the case of the system {yff,)m} The details
are left to the reader.

5.15 Orthogonal Expansions Using Vector Legendre
Kernels

For F € L2(f), we already know the orthogonal expansion

co 2n+1

F=>"%" F\n,j)Ya, (5.365)

n=0 j=1

with F(n,j) = (F, Yij)12(q)- Using the addition theorem, the expansion
(5.365) can be reformulated as follows:

co 2n+1

F o= 3% [ P sy,
n=0 j=1
o 2n+1 o
= 7;) = /QF(n)Pn(n)d (n)- (5.366)

In other words, the projection of F into Harm,,, i.e., the space of all spherical
harmonics with degree n, can be written as

o1
Projiaem, (F ”+ / Fn deo(n). (5.367)

Our purpose is to show how these Fourier expansions look like for the vec-
torial case. In particular, we introduce two generalizations of the Legendre
polynomial for the vectorial case, which lead to two different generalizations
of (5.367).
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Suppose that f is of class 12(2). Letting

O (1, ) = /Q £n) - 5 (o) (5.368)

we have the orthogonal expansion

3 oo 2n+1 ]
f= ZZZ FOY N, )yl (5.369)

i=1 n=0; j=1

Using the addition theorem for the vector spherical harmonics {ys)J}, the
vectorial expansion (5.369) may be rewritten in the form

o

=32 2n4+ . / p () fO (m)de(n), (5.370)

i=1 n=0;

where *p{ .0 x O — R3 @ R3 reads as follows:

2n+1

Z yn,j ®1/n,J(77) 4,”_ U l’L (63 ) ( Ky ) ?05 0771’ Pn(fn),

(5.371)
for all (§,n) € Q x Q. Furthermore, it is obvious that the projection from

12(2) into harm!’) can be formulated as

PIOJy (i) () = 2n4:1 /Q “pi Y () f(n)dw (n). (5.372)

(i+4)

Thus, we recognize the second order tensor Ypy,’” as canonical generalization
of the Legendre polynomial to the vector case.

In fact, there is a second way to generalize the Legendre polynomial. Let

(i

the vector spherical harmonics y,,
of scalar spherical harmonics, i.e.,

) be constructed from an orthonormal set

g = ()20, 5, (5.373)

i=1,23, n=0;,...,7=1,...,2n + 1. Assuming that f € 12(Q2) is in addi-
tion, sufficiently smooth, we are able to reformulate (5.369) in the following
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way

oo 2n+1
;o= ZZZ/J‘ Dy (dw(n)
i=1 n=0; j=1
oo 2n+1
B ZZ Z/ (z) 172 oY j(mdew(n)yl;  (5.374)
i=1 n=0; j=1
oo 2n+1
- oy V()
Z Z Z f (,L) 1/2 "J(n) W(n)ynd
i=1n=0; j=1 )
3
2n+1 o
- (l) 1/2/p£l)(’ )O%Z)f(z)(n) dw(n),
i=1 n=0;

where the (vectorial) Legendre vector kernelpgl () : QxQ — R3xR (more

precisely, pEJ( ,+)) is given by

2n+1

i 2 1
> @) = TrlE ), Emenxe  (5.37)

(cf. Theroem 5.46), and the operators 0% which are adjoint to o) are given
by

o) = ¢ W), ceq (5.376)
Of)f@)(f) = -V 99, €eq, (5.377)
OPfE) = —Li-fO), ¢eq (5.378)
The Legendre vectors written out read as follows:
p(Em) = EPué-m), n=0,1,..., (5.379)
@) N (g _
P (§;m) n(n+1)(n € m) P (E-n), n=1,2,...(5.380)
3) - 3 _
Py (€,m) n(n+1)(£/\n)Pn(§ m, n=12... (5.381)

for (&,m) € Q@ x Q.

Using this second generalization p() of the Legendre polynomials, the
projection operator (5.372) can be rewritten as

. 2n+1, (hy_ i i
P00 (1) = () [ O oot (5.382)

For this formula to be valid, it is necessary that f is sufficiently smooth.
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Even more, besides the system {?J?(f)]} of vector spherical vector harmon-

ics, the system {gjg))]} (as introduced by (5.305)) can be used in orthogonal
(Fourier) expansions. In more detail, suppose that f is of class 12(Q2). Let-
ting

(79) i) = [ Fon -0yt (5.3%)

f admits the orthogonal expansion

3 oo 2n+1
=Y Z (fNN(n, )3 (5.384)

i=1n=0; j=

—_

Using the addition theorem for the vector spherical harmonics {gfﬂjh the
vectorial expansion (5.384) may be rewritten in the form

oo

2n4+1 [ (i G
F=2227; /Q By () f9 () dw (n), (5.385)
i=1 n=0;
where
oo 2n+1
FO =3 S (F DN m )5 (5.386)
n=0; j=1

and the kernel “f)sli’i) (0 x Q — R?®R3 reads as follows:
2n+1

7 ~(7 2 1
X el = P € ) (5.387)

in—12n+1 )
— (MS)) 1 - Oél)O%Z)Pn(S . ,,7)’
for all (¢,7) € Q x Q. Furthermore, it is obvious that the projection from

12(Q2) into h/z;r?n:) can be formulated as

proj—w(f) = 271;1 /Q B (- m) £ (n)de (n). (5.388)

Therefore, also in this case, we are able to consider the second order tensor
v (6:1)
Pn

case.

as canonical generalization of the Legendre polynomial to the vector

In fact, as for the system {yff’)]}, there is a second way to generalize the

Legendre polynomial. Let the vector spherical harmonics 3]7(; )] be constructed
from an orthonormal set of scalar spherical harmonics, i.e.,

g(l) ( ()) 1/2 (Z) J’ (5389)

n,J



270 5 Vector Spherical Harmonics

i=1,23, n=0;,...,7=1,...,2n+ 1. Assuming that f € 12(Q) is, in addi-
tion, sufficiently smooth, we are able to reformulate (5.384) in the following
way

3 oo 2n+1
F= Yy [ (e ~@wmm

i=1n=0; j=1
3 oo 2n+1

=22 Z/ N Yo 5 (mdw(n)gs  (5.390)
i=1n=0; j=1
3 oo 2n+1

=zzz/wf Vs ()i

wzw n

i=1n=0; j=1
3

- 2”“ (.. ) O §©

- (z) 1/2/pn (777) 077 f (77) dw(n)a

i=1 n=0;

where the (vectorial) Legendre vector p( )( ) xQ — R3 xR (more

precisely, p;)( ,+)) is given by

Kianggs 2n+1
> GO () = ToPEm,  (EmeQxQ (5.391)
=1

(cf. Theroem 5.46). Clearly, we have

A€ m) = (B0 V26 Pa(e ), (5.392)

(&,m) € Q x Q. Using this second generalization 1555) of the Legendre poly-

nomials, the projection operator (5.372) can be rewritten as

2 . _
proj —— (f ):n;;l(ﬂg)l)m /Q (Oéz)f(n)) PO, Ydw(n).  (5.393)

For this formula to be valid, it is again necessary that f is sufficiently
smooth.

Remark 5.66. The second approach described above is particularly helpful
for the consideration of the vector Laplace equation (see Chapter 10), since
the vector fields z — 6 H,(z), x € R?, i = 1,2, 3, satisfy the equation

AdYH, =0, i=1,2,3, (5.394)

where
Hy(x) = |z|"Yn(§), x = |z|g, £ €. (5.395)
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5.16 Bibliographical Notes

Since 1950s, a number of researchers have used spherical harmonics for a
variety of vectorial problems (e.g., J. Blatt, V. Weisskopf (1952), E.H. Hill
(1954), .M. Gelfand, Z. Ya. Shapiro (1956), A.R. Edmonds (1957), H.E.
Moses (1974), D.A. Varshalovich et al. (1988) and many others). Unfortu-
nately, the vector harmonics have not had any standard form. Each major
school has invented its own notation and formalism (leaving us today with
a very heterogeneous legacy). Moreover, the normalizations used in some
of these formalisms are not very rational. An attempt at consolidating and
reviewing the literature has been made by K.S. Thorne (1980). It seems to
the authors that a number of formulas that previously were derived only un-
der restrictive assumptions have much wider realms of validity by essentially
using one system, the vector harmonics of P.M. Morse, H. Feshbach (1953)
(see also G.E. Backus et al. (1996) and the references therein). These vector
harmonics are intimately related to the ‘pure-spin vector harmonics’ (see,
for example, A.R. Edmonds (1957)). Despite the fact that vector spherical
harmonics have long been used in physical disciplines, they are only rarely
found in the mathematical literature. They have been studied by M. Lagally,
W. Franz (1964). However, basic topics were unknown. In the literature, we
have no knowledge about the decomposition theorem (using Green’s func-
tion with respect to the Beltrami operator), the addition theorem, and the
Funk—Hecke formulas developed in Section 5.10. The treatment of these
results here is based on T. Gervens (1989), W. Freeden, T. Gervens (1991),
W. Freeden et al. (1994), and W. Freeden, M. Gutting (2008). The al-
ternative system of vector spherical harmonics presented at the end of the
chapter has been investigated in more detail in the PhD-thesis due to H.
Nutz (2002).



6 Tensor Spherical Harmonics

The theory of tensor spherical harmonics extends in canonical way our ap-
proach to vector spherical harmonics. A keypoint is that the tensor spherical
harmonics are generated from the scalar ones by use of certain operators
mapping scalar functions to tensor fields. In fact, these formulations (al-
ways being independent of any choice of spherical coordinates) offer the
perspective of extending all essential results known for scalar spherical har-
monics to the tensorial case, including the definition of a tensorial Beltrami
operator, the addition theorem, and tensorial versions of the Funk—Hecke
formula. Among other areas of application (see, for example, R. Burridge
(1969), James R.W. (1976), M.N. Jones (1980), K.S. Thorne (1980), and
F.J. Zerilli (1970)), tensor spherical harmonics play an important role in
diverse satellite problems of physical geodesy. Of current interest (see in
particular Chapter 10) is the determination of the Earth’s gravitational
field by satellite gravity gradiometry, where tensor valued functionals of the
potential are measured at satellite height, (see, for example, R. Rummel
(1986), R. Rummel, M. van Gelderen (1992), R. Rummel et al. (1993), M.
Schreiner (1994), R. Rummel (1997), K.-P. Schwarz, L. Zuofa (1997), W.
Freeden et al. (1998), W. Freeden (1999), W. Freeden, V. Michel (2004),
K.H. Ik et al. (2004) and the references therein).

Our approach to tensor spherical harmonics closely follows M. Schreiner
(1994) and W. Freeden et al. (1998). The outline is as follows: After some
nomenclature, the separation of tensor field into normal and tangential parts
is discussed in Section 6.2. Integral theorems are listed within the tenso-
rial framework on the sphere (cf. Section 6.3). In Section 6.4, we introduce
tensor spherical harmonics. Based on the Green function with respect to
the Beltrami operator, a decomposition theorem for spherical tensor fields
is shown in Section 6.5. Orthogonal (Fourier) expansions in terms of ten-
sor spherical harmonics are described in Section 6.6. The interrelations
between tensorial homogeneous harmonic polynomials and tensor spherical
harmonics are discussed in Section 6.7. The tensor spherical harmonics are
characterized as eigenfunctions of a tensorial analogue of the Beltrami op-
erator (Section 6.8). Then, tensorial versions of the addition theorem and
the Funk—Hecke formula are developed in Sections 6.9 and 6.10, respec-
tively. After the description of counterparts to the Legendre polynomial
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(cf. Section 6.11), we introduce tensor spherical harmonics related to ten-
sor homogeneous harmonic polynormials in Section 6.12. Based on these
results, Section 6.13 shows alternative function systems of tensor spherical
harmonics. Finally, orthogonal expansions using tensor Legendre kernels
are discussed in Section 6.14.

6.1 Some Nomenclature

For the convenience of the reader, we start with the repetition of some
facts. As usual, a tensor of rank k € N is understood to be an element of
®f:1 R? (see, e.g., M.E. Gurtin (1971)). Using the canonical orthonormal

basis {e!,£2,e3} of R3, a tensor F of rank k can be written as
3 .
F= Y F,,'®..0d F_cR (6.1)
1] 4oyt =1

The scalar product F - G of two rank-k tensors F, G is defined by

3
F-G= Z Fi ip Gy Fiyays Giygy, €R, (6.2)

i1yein=1

hence, the modulus |F| of a rank-k tensor is given by

5 1/2
Fl=( > |Faf : (6.3)
11 4eenytp=1
If
3 . .
F= Y F,,'®. . 0d (6.4)
i1,y =1
and
3 . .
G = Z Gil.“ilE“ R...Qe" (6.5)
114.eey0y=1

are a rank-k tensor and a rank-/ tensor, respectively, F® G is the rank-(k+1)
tensor given by

3 3
FoG= Z Z Fy i G s ®... 0" @ ®.. .00 (6.6)
1 yeyin=1j1,0., =1
In what follows, we first restrict ourselves to tensor fields of rank 2. But

it should be noted that most of our considerations carry over to the more
general cases in an obvious way.
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If f is a rank-2 tensor given by

3
f=Y Fpeed, (6.7)
ik=1
its trace is defined by
3
trace f = Z Fj;. (6.8)
i=1
We define the transpose of £ by
3 .
7= Fpefoe (6.9)
ik=1
and say f is symmetric if £ = f7 and skew-symmetric if f = —f7. As is

well known, any tensor field f can be decomposed into a symmetric and
skew-symmetric part: f = sym f + skew f, where sym f = %(f + fT) and
skew f = 2(f — £7T).

Clearly, a spherical rank-2 tensor field f :  — R3®R3 can be represented
in terms of its coordinate functions by means of functions: Fj : 2 — R as
follows:

3
f§) =) Fu(@®e, ¢eq. (6.10)

ik=1

3 ,
If v = > Vje' is a vector field, then the products vTf and fv are defined

=1
by
3 3
VTE =) ViFiet (6.11)
k=1 i=1
and s 3
fo=>Y "> FuWie', (6.12)
i=1 k=1
respectively.

6.2 Normal and Tangential Fields

Rank-2 tensor fields f :  — R3 ® R3 can be separated into their tangential
and normal parts. We set
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P-aaf(§) = (£(§)E @, (6.13)
Puor<£(§) = £® (71(€)), (6.14)
Ptanf(§) = £(§) — Penaf(§) = £(§) - ((§)€)®£, (6.15)
Pransf(6) = £(€) — Prorsf(€) = £(&) — £ @ (€T£(9)), (6.16)

Puortanf(§) = Puor+(Pstanf(§)) = Ps tan(pnor*f(ﬁ)) (6.17)
= @ (ET1(9) - (ET1(©) - e @,
Prannorf(§) = Puorx(Prstanf(§)) = Ps tan (Pror,«F(£)) (6.18)
= - (ETFOE®Y), (6.19)
Prornorf (€)= Prors (Prnorf (€)) = Prnor (Pror,«F(£)) (6.20)
= (RO, (6.21)
Pantanf(§) = £(&) —E@ & £(6) — ()@ &+ (1) e
(6.22)

A tensor vector field f € 12(9) is called normalif £ = ppor norf and tangential
if f = prantanf. It is called left normal if £ = puorf, left normal/right
tangential if £ = ppor tanf, and so on. Altogether, we have

f= pnor,norf + pnor,tanf + ptan,norf + ptan,tanf~ (623)

The operators, as defined by (6.13) - (6.22) admit the definition of the

spaces 12 nor(9), 12 tan(€2), ..., and ci{’r)lor(Q), ci{)t)an(Q), etc. We end up with
the followmg orthogonal decompositions:

2

lz,nor(ﬂ) - 1nor nor(Q) tan nor(Q)a (624)
lz,tan(Q) l?lor,tan(Q) tan tan(Q)a (625)
1r210r,>k (Q) lior,nor(Q) nor tan(Q)a (626)
1t2an,>k (Q) = lgan nor(Q) tan tan(Q)a (627)
12 (Q) = lz nor(Q) D lz,tan(Q)v (628)
P(Q) = Lo () ® By (). (6.29)

It is a well known fact (see, for example, M.E. Gurtin (1971)) that every
rank-2 tensor field f : Q2 — R3 ® R3 can be represented as a dyadic sum

P
=2 uil®)

=1

@ui(), €€, (6.30)

in terms of vector fields u;,v; : Q — R3 (for example, take the coordinate
expression (6.10)). It should be noted that neither the upper index p nor
the vector fields u;, v; are uniquely defined in (6.30).
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A left normal tensor f can be expressed as

3

fO) =) t@u(E), (€9, (6.31)

i=1

by means of vector fields v;. For this tensor, it follows that

RO =D ul), €eq. (6.32)

i=1

Similarly, a multiplication by £ from the right of a right normal tensor field
f, given by

3
£ =D wEes o (6.33)
yields
3
F(O)E =D uile), e (6.34)
i=1

As in the vectorial case, spherical tensor fields can be characterized in
an elegant manner by the use of certain differential processes. Since we are
mainly interested in presenting the underlying formalism, we will not spend
much effort to formulate our results in their most general setting.

Let u € ¢ (Q) be a vector field given in its coordinate form by

3

u(@) = Ui(©)e', €€, Uech(q). (6.35)

i=1

Then we define the operators V*® and L*® by

3

Viou) = Y (Vili§)ed, e, (6.36)
i=1
3

Lioul) = Y (U)o, (e (6.37)
i=1

Clearly, V* ® u and L* ® u are left tangential. But it is an important fact,
that even if u is tangential, the tensor fields V* ® u and L* ® u are generally

not tangential. It is obvious that the product rule is valid. To be specific,
let F e CH(Q) and u € cV(Q), then

Ve @ (F(§ull)) = VeF(§) @u(l) + F()Ve@u(§), £eQ.  (6.38)
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In order to simplify our calculations, we first apply the operators V*® and
L*® to the local orthonormal triad defined in (2.119, 2.120, 2.121). It follows
that for ¢ € (0,27), t € (—1,1)

V'R (pt) = e¥(p,t) ®eP(p,t) +e(p,t) ®e'(p,1), (6.39)
t
V*®@e?(p,t) = —c?(p,t) e (p,t) + e?(p,t) @ et(p, t),
(0:1) (pt)®e(p t) + Z=" (0, ) @ (p:t)
(6.40)
t
V*@el(p,t) = —el(p,t)®@e"(p,t) — ———=c%(p, 1) @ P (i, 1),
(¢0,1) (¢0,1) (@)m(w) (,1)
(6.41)
and
L@ (p,t) = e'(pt) ®e?(p,t) —®(p,1) ® ', 1), (6.42)
t
L*®c?(p,t) = —cl(o,t)@e"(p,t) + ———=c'(p,t) @ (¢, 1),
(:1) (:1) (@)m(sO) (:1)
(6.43)
L*® 525((‘9715) = 68&(@7 t) & gr((pvt) - 1_¢2 5t(§07t) @ 68&(907 t)'
(6.44)
The product rule (6.38) then yields for u € ¢V (Q)
V*@u = pranxV ®Qu, (6.45)
L"®u = Pran«L* @u. (6.46)
Furthermore, we have for u € Cgizl(Q) and £ € Q2
Ptan,norvg ®u(§) = —u()®E, (6.47)
ptan,norLg ou(§) = —{Au@ L (6.48)

For the normal vector field &€ — F(£)¢, € € Q, with F' € C)(Q), we obtain

Ve F(E = F(Oitan(§) + VEF(§) ®, (6.49)
Le@F(E = F(&jan(§) + LeF(§) ® & (6.50)

6.3 Integral Theorems

After the generalizations of the surface gradient operators in Section 6.2,
we shall now investigate analogues to the operators, V*-, and, L*-, applied
to tensor fields.
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Let f € c(1

tan,*

£(6) = > Ful© @k, FypecM(Q), ik=123
ik=1

Then we set
3 3 4
Vi-£(¢) = Z (vg . (Z Fik(5)5l>> e*,
3
Li-f(¢) = (LE : (Z Fik(oei)) e*.

Moreover, for u € CE;L(Q) and v € C(l)(Q) with
3 . 3 .
u:ZUiaz, v:ZVieﬂ

i=1 i=1

and Uy, V; € C(Q) for i = 1,2, 3 we get

Vi (u®v) = (ZUVkE ®6)

i,k=1

= i(v* (ZUVka )

1

I
HMw

*

k=
= (V'-uv+u- ® ).

Thus, we end up with the product rule
V' (u@v)= (V' -wv+u- (V' @v).

Analogously,
L* - (u@v)=(L"-wv+u- (L*Q@v).

Furthermore, for F € C()(Q) and f € cg])ﬂ*(Q), the result is

Ve - (F(OEE)) = (VeF(6)) - £(6) + F(Ve - £(8), £ €,

and a similar formula is valid for L*.

The surface theorem of Gauf yields the following result:

(Q) be a left tangential rank-2 tensor field given by

)
( (Zm))vka +zu T
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(6.51)

(6.52)

(6.53)

(6.54)

(6.55)

(6.56)

(6.57)
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Lemma 6.1. Let f € cD(Q) and g € cggl L(Q). Then

/f (V2 - g(6)) dw(€),
/f (L7 - g(6)) duwl€).

/Q (V® £(6)) - &(€) dw(€)

/Q (L ® £(6)) - (€) dw(€)

Proof. We only verify the first formula. Let

3 3
F=) Fe, g=) Gucac (6.58)
i=1 ik=1
Then
3
(V'®f)g = <Z V'E® si> : (Z Grie" ® 51) (6.59)
i=1 ik=1
3
> <V*F> (Z Grie )
i=1
and
3 3 3
f-(V-g) = (Z F6> : (Z (v*. <Z Gkisk>> si) (6.60)
i=1 ik=1 k=1
3 3
S ) )
=1 k=1
Thus, the assertion follows from the surface theorem of Gauf. O

Again, we write down the effect of the operators V* and L*- on tensors
expressed locally with the help of the triad €”,£%,e?. In particular, we get
for ¢ € (0,27) and ¢ € (—1,1)

Vi (eP(pt) ®e"(p,1) = €%(p,t), (6.61)
v (580(()07 t) ® 5‘9(%0) = 757«(30’15) + -2 t((p7 )7 (6'62)
V- (e, t) @ el (p, 1) = —\/125_7#@0(% t), (6.63)

Vo) oden) = —eh e, (660

Vi) @eP(p,t) = — (1), (6.65)

V- (', t) @l (p,t)) = —€"(p,t) — ma , (6.66)
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and
L (0.0 9 (011) = ——pe(.8) ~ <l0.0)
L' (e ) @(ot) = el
L (0.0 9(0.8) = ~p.8) + —se'(o,t),
L' (o) 8 (o) = (.0,
L) 0(0.t) = ~p.0) + —e'(ort)

L (g t) @ (pt) = ~ s e
Since the tensors iy, and jian are locally given by
an(p,1) = €%(p,t) @ (1) + (e, t) @ (0,1),
Jtan (0, 1) el(p 1) ®e?(p, 1) — e¥(ip,1) ® €', 1),
we obtain for £ € Q2

VE dan(§) = —2¢
LE “tan(§) = 0,
VZ Jtan(§) = 0,
L¢ - Jtan(§) = —2¢
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(6.75
(6.76
(6.77

)
)
)
(6.78)

Using the product rule (6.57) and its counterpart for L*-, the above listed
formulas help us to evaluate V*- and L*- applied to tensor fields in local

representation with respect to £”,e%, and .

It is clear from our consideration that £ ® £F(§), & € €, are left nor-
mal/right normal, { ® ViF(§), § @ LEF (), € € €, are left normal/right
tangential, ViF(§) ® &, LiF(§) ® € are left tangential/right normal. More-

over, we have

Pena Vi@ VEF(E) = Vi@ ViF(€)EET = —ViF(6) ®¢,
Penor Vi@ LEF(E) = Vi@ ViF(6)Ee" = —LEF(6) €,
Penorli ® VEF(E) = Li@ VEF(£)E" = —L{F(§) ® ¢,
(

Penorlf @ LEF(E) = L@ LEF(EET = —ViF(6) ®,

¢ € Q. In consequence, the expressions (6.79), (6.82) are left tangential,
but, in general, not right tangential. Nevertheless, certain combinations of
the four operators under consideration allow a separation into normal and

tangential fields.
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It is not difficult to see that

trace £ @ EF(E) = F(¢), (6.83)
trace Vi @ VEF(§) = A{F(§), (6.84)
trace Lg @ LEF(§) = A{F(E), (6.85)

& € Q). In all other cases, the trace vanishes.

Finally, we are able to formulate for sufficiently smooth functions F' : 2 —
R and tensor fields f : © — R3 @ R? the following Green integral formulas:

/ (€0 EF() - (6) dule) = / FOETEE)E dw(6).
Q Q

| €0 vir©) f@ae) = - [ FOVE- (710 - ¢ (€710)E) dolo)
| eo1er©) £© d©) = - [ FOLE- (€756 ~ ¢ (770)6) dwe),
[ GiP© @9 10 dute) = — [ FOVE- (106~ (€ 1009 dutc).
[ (FeF© 06 -#0) dule) = — [ FOLE- (106~ (€ £©0E) dolo)

(6.86)
and

[ (Vee vy p@) 19 aute) - [ Fleve
{W«ﬂ>s®Wﬂ»>[< (£(6) — €@ (TE©))]E} dw(©)

[ (veorare) s ase) - / FeLy

{Ve-(£(6) - £®(fo(£>>) () - €@ (€TF(9)))] €} dw()
[ (@0 vr©) £6) dute) = / FiE)V:

{L¢ - (£(6) - 5®<5Tf(§>>) L (F©) — €@ (€7£(9)))] £} dw(€)
/ﬂ((LgeaLg)F (&) = /F L

{Le-(£(6) - 5®<5Tf(£>>) (F(§) — €@ (€7£(9))))] £} dw(9)

(6.87)
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6.4 Definition of Tensor Spherical Harmonics

To simplify our notation, we introduce the operators %) : C?(Q) — ¢(Q)
as follows:

a"VFE) = cwer(©), (6.88)
"FE) = €aViF(©), (6.89)
a"VEE) = £oLIF(©), (6.90)
alVFE©) = ViF(©) et (6.91)
alVFE) = LiF© ®, (6.92)
P F(E) = Vie V), (6.93)
V() = VieL'FE), (6.94)
V() = LE@VIF(©), (6.95)
V() = LE@LIF(©), (6.96)

¢ € Q. It is clear from the considerations above that q("VF is left nor-
mal/right normal, (/%) F' are left normal/right tangential (k = 2,3), and
qVF are left tangential/right normal (i = 2,3). Furthermore, the ten-
sor fields qWF F i,k = 2,3 are left tangential, but, in general, not right
tangential. In particular, (6.47) and (6.48) show that

PunarVi® VIF(E) = —VIF(€)®E, (6.97)
PraorVi ®LEF(E) = —LIF(6) ®¢, (6.98)
Punarlf ® VEF(6) = —LIF(€) ®¢, (6.99)
Punorlf O LEF(E) = VIF(E) ®€, (6.100)

¢ € Q. Thus, certain combinations of the q(**)-operators allow a separation
into normal and tangential tensor fields.

The trace of q("*) F is given by

trace g VF(€) = F(€), (6.101)
trace qém)F(g) = trace qéS’S)F(g) = A{F(8), (6.102)

and ,
trace qg’k)F(g) =0, (6.103)

if (i,k) € {(1,2),(1,3),(2,1),(3,1),(2,3),(3,2)}.
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Next, we are interested in the adjoint operators of q(th) (denoted by
Q(i’k)). To be more explicit, we are looking for operators QUK satisfying

[ a9E© 16 dwle) = [ FOQIHO dote), (6104

Q

ie.,
R D) = (F, Q(i’k)f)LZ(Q) (6.105)
for all (i,k) € {(1,1),...,(3,3)} and all sufficiently smooth functions F :

Q — R and tensor fields f : Q — R3 @ R3. It can be deduced from Lemma
6.1 that the operators Q¥ may be written down in the following form:

QVEE) = €TE, (6.106)
QUYEE) = Vi pan(€TE(E)), (6.107)
QVEE) = —LY pran(€7E(9)), (6.108)
QPVEE) = —VE paa(£(99), (6.109)
QEVEE) = —L pan(f(©)6), (6.110)
QPPE(E) = Vi pan(Vi - Pransf(€)), (6.111)
QPYE(E) = L pran(VE- Pransf(€)), (6.112)
QPYE(E) = Vi puan(LE - Pransf(©)), (6.113)
QPYE(€) = Lfpran(Li - Pransf(6)), (6.114)

provided that f € ¢ (Q). If F: Q — R is sufficiently smooth, then

QUVqIVE = F

QUMM E = —A*F  if (i,k) € {(1,2),(1,3),(2,1),(3,1)},
QUMM E = A*A*F if (i,k) € {(2,2),(2,3),(3,2),(3,3)},
QUVqEME = ¢ if (4,k) # (1,1),

QUAGERNE = if (i,k) # (1,2),

QAR E = 0 if (i,k) # (1,3),

Q(Zl)q(i’k)F =0 if (i, k) € {(2,1),(2,2),(3,3)},

QYNGR
QRVGBAF = —A*F,

I
k
=
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QBIGPE — 0 it (6, k) € {(3,1),(2,3),(3,2)},
Q(3,1)q(2,3)F — A*F’

QBIGBIR = AR

Q(272)q(i’k)F = 0 if(i7k)¢{<2’1)’(272)}7
Q(2,2)q(2,1)F = A*F,

QEAGINE — 0 it (0, k) & {(3,1),(2,3)},
Q(Q,S)q(3,1)F — A*F’

QBAGERNE = 0 if (i,k) € {(3,1),(3,2)},
QBAGBIE = AR

QBIQENE = 0 if (i,k) & {(2,1),(3,3)},

QBIGEVF — _AF

It is remarkable to mention that, contrary to the vectorial case, ‘constant’

tangential tensors can be detected, i.e., tensor fields f € cgiytan(ﬂ) satisfying

Ptan V' - f = 0 and pianLl® - f = 0. Indeed, both tensor fields can be
characterized as linear combinations of it,, and jian.

Important relations for F € C)(Q) are as follows:

(V'oV* +L*QL")F = iuA"F, (6.115)
(L*@V* = V*QL)F = janA"F. (6.116)

In view of the above equations and definitions, we finally introduce oper-
ators o(v%) : CA(Q) — ¢(Q) by

o) = e@er(e), (6.117)
02172)1;(5) = EQVIF(E), (6.118)
of VF() = £RLF(), B,
o VF(E) = ViF(§)® 6220
023,1)F(§) = LiF(£) ®¢, (6.121)
of VF(E) = iun(©)F(©), (6.122)
oVF(E) = (Vi®Vi-LieL:) F()+2ViF(¢) ®¢, (6.123)
023,2)F(§) = (Vi®L{+L{® V) F(§) +2L{F(O) ®¢, (6.124)
o VF(E) = Jun(§)F(E), (6.125)

£eq.

After these considerations, it is not difficult to prove the following lemma.
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Lemma 6.2. Let F : Q — R be sufficiently smooth. Then, the following
statements are valid:

Yy oV F is a normal tensor field.
)
) 0@VF and 0BV F are left tangential /right normal.
) 2R 023)F 0BDF and oB3F are tangential.
(v) obVE, 0@ F, oA F and 0B F are symmetric.
)
)
)

=}

(vii (0(1’2)F)T =o2VF and (0(1’3)F)T =oBDp,

(viii) For £ € Q
. F(&) for (i,k) = (1,1)
trace of " F(€) = { 2F(6)  for (ik) =(2,2)
0 for (i, k) # (1,1), (2,2)

The tangent representation theorem (cf. G.E. Backus (1966), G.E. Backus
(1967)) asserts that if pantanf is the tangential part of a tensor field f €
c? (), as defined above, then there exist unique scalar fields Fy9,F33,F53,

F3 9 such that
/F22 /F33 dw (6.126)

/ Fya(€)(e' - £) dw(€) = / Foa(€)(c - €) dw(€) =0, i=1,2,3, (6.127)
Q Q

and

Pantanf = 02D Fy o + 02 By 3 + 0B By 5 4+ 0B Ry 5. (6.128)

Furthermore, the following orthogonality relations may be formulated.

Lemma 6.3. Let F,G : Q — R be sufficiently smooth. Then, the following
properties hold true:

(i) For all € € Q, og’k)F(f) '0?'71@/)}7(5) =0, whenever (i,k) # (', k).

(ii) If Y, € Harm,, Yy, € Harmy,, n # m, i.e., (Yo, Ym)r2(q) =0, then we
have ‘ ‘
(04MY,,, 0" IV, )2 ) = 0 (6.129)

for all (i, k), (¢, k') € {(1,1),(1,2),...,(3,3)}.
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The adjoint operators OU*) satisfying

ot IF(©) 1) dute) = [ PO 0P dute),  (0.130)
Q Q
i.e., in shorthand notation

(0P, £)p i) = (F, 0P f)2q) (6.131)

for all sufficiently smooth functions F' : 2 — R and tensor fields f : Q2 —
R3 ® R3 can be deduced from the definitions (6.106)—(6.114). In detail, for
f ¢ c?(Q) we find

ofVEe) = €TEEe, (6.132)
O PE(E) = —Vi- pran (ET£(6)) (6.133)
Of8(€) = —Li- puan (€7£(6)) . (6.134)
OLPVE(E) = —Vi-pran (F()6), (6.135)
OPVEE) = —Lf - pan (£(€)9), (6.136)
OZPE(E) = ihan(€) - £(8), (6.137)
O?’S)f(g) = v§ Ptan (VE Ptan *f(f)) * Ptan (LZ ! ptan,*f(g))
—2V - pan (F(E)E) (6.138)
Oé&g)f(g) = Lg Ptan (Vg Ptan *f(g)) =+ v{ Ptan (Lz : ptan,*f(g))
72L§ ptan( ( g)v (6'139)
OLVE(E) = juan(€) - £(6), (6.140)
& € Q). Provided that F': 2 — R is sufficiently smooth we obtain
O MM E(€) = 0 if (i, k) # (', K, (6.141)
whereas
F(¢) if (i,k)=(1,1)
(i.k)(i,k) —A*F(f) if (Zak) € {(172)7(173)
O o M F(€) = - (2,1),(3,1)} .
2F (&) it (i,k) € {(2,2),(3,3)}
20* (A* +2)F (&) if (i,k) € {(2,3),(3,2)}
(6.142)
It can be easily deduced that for Yy € Harmg
0Py, =0 if (i, k) € {(1,2),(1,3),(2,1),(3,1)}, (6.143)

while for Y € Harmg U Harm; we find

oRyY =0 if (i, k) € {(2,3),(3,2)}. (6.144)
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Thus, for notational convenience, we let

0 for (i,k) e {(1,1),(2,2),(3,3)}
Oir =4 1 for (i,k)€{(1,2),(1,3),(2,1),(3,1)} . (6.145)
2 for (i,k) € {(2,3),(3,2)}

These preparations of Section 6.4 motivate us to introduce tensor spher-
ical harmonics as follows.

Definition 6.4. Let (i,k) € {(1,1),(1,2),...,(3,3)}. We call 0®Y;,, n >
0;,%, with Y;, € Harm,,, a tensor spherical harmonic of degree n and type
(i, k). The space of all tensor spherical harmonics of degree n and type (i, k)

is denoted by harmﬁf k) Furthermore, we set

harm, = harm(()l’l) &> harm(()z’z) &> harm((]g’?’), (6.146)
3
harm, = @ harmgz’k), (6.147)

ik=1
(1,k)#(2,3),(3,2)

3
harm,, = @ harm{*, n>2. (6.148)
ik=1

An 12(Q)-orthonormal system of tensor spherical harmonics for (i,k) €
{(1,1),(1,2),...,(3,3)},n > 0;, j =1,...,2n+1, is introduced by letting

yﬁf”f) = (ulok)=1/29Gk)y;, - (6.149)

where uﬁf k) is defined by

k) — ‘\O(i’k)o(i”“)Yn,j‘

L2(Q)’
that is
1, (i,k) = (1,1)
| 2, (i,k) € {(2,2), (3,3)}
pi®) = & —A*N(n), (i, k) €
{ 1? 2)? (17 3)7 (27 1)7 (37 1)}
A () (A M) +2),  (i,k) € {(2,9), (3,2))

It is not difficult to see that {yf; ]k)} forms an orthonormal system in
12(Q), i.e.,

/Q YOI () - yPD(€) dw(€) = bumbindipding. (6.151)
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Example 6.5. Let us consider the (L2(£2)-orthonormal) scalar spherical
harmonics of degree 0,1,

1
Ye = —, £€Q, 6.152
0,1(§) o 3 ( )
3 . )
Yi56) = \-(&e), e j=1....3 (6.153)
It is not difficult to see that
1
voile) = —¢w¢, (6.154)

o (€)

|
—
—
|
aaY
&
o
S~—

(6.155)

T
v ©) = \/I—(Mi):lZ(fAsi)@si, (6.156)

A ir &

yise) = \/E(é-ej)rS@sj, j=123, (6.157)
WAE© = \ote@- (€D, =123  (615)
WO = \oteEnd), =123 (6.159)
YO = o - 9es =123 (6160)
vyl = @wm j=12.3, (6.161)
v = \/g(mﬁ)(mi), j=12.3 (6.162)

6.5 Helmholtz Decomposition Theorem

Our purpose now is to show that, if a tensor field f : O — R3 ® R? satisfies
some smoothness assumptions, its decomposition into normal and tangential
fields can be established by use of the Green functions with respect to the
(scalar) Beltrami operator and its first iteration. Our results are based on
the aforementioned tangent representation theorem for tensor fields and the
already known Helmholtz decomposition theorem for spherical vector fields
(as presented in Section 5.2).
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Theorem 6.6. (Helmholtz Decomposition Theorem) Let f be of class
c@(Q). Then there exist uniquely defined functions Fyy € C?(Q), (i,k) €
{(1,1), (1,2),...,(3,3)} with (Fi,ka}/())LZ(Q) = 0 for all Yo € Harmg if
(iv k) € {(17 2)} (1 3)) (27 1)? (2’ 3)’ (3’ 1)’ (37 2)} and (Fi,k7 YYI)L2(Q) = 0 for
all Y1 € Harmy if (4, k) € {(2,3),(3,2)}, in such a way that

3
f=> olMF,, (6.163)
ik=1

where the functions § — F; 1(§), £ € Q, are explicitly given by

Fia(6) = Of"Vt(e), (6.164)
Fa©) = 50880, (6.165)
F33(8) = %023’3)f(£), (6.166)
Fia(§) = /QG(A*;€-n)O,Sl’Q)f(n)dw(n), (6.167)
Fia© = = [ GATE OfOE() duti), (6.168)
Fa(g) = —/QG(A*;ﬁ-77)0,(72’1)f(77)dw(n), (6.169)
Fa© = = [ GATsE OfIEk) duti), (6.170)

F3(8) = ;/QG(A*(A*+2);5-n)07(72>3)f(77) dw(n), (6.171)

Fia©) = 5 [ GAT(A + 256 WOPEn) dut). (6172

Remark 6.7. In the notation of Chapter 4, we have 0y = A* and Jy0; =
A*(A* +2).

Proof. Using the projection operators as defined in Section 6.2, we have

f= pnor,norf + pnor,tanf + ptan,norf + ptan,tanf' (6173)

Each term can be investigated separately. It is clear that p, o, f =
o DOWDE. The left normal/right tangential field Prortanf allows a rep-

resentation of the form p,o, ., f(§) = £ @ u(§), £ € Q, with u € 2

tan*

If we write u in the form u(§) = V*F12(§) + L*F1 3(¢) (as proposed in
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Chapter 5.3), we find

AF1o(6) = 0 P8(€), €eq, (6.174)
AtFi5(6) = —08V(¢), ¢eq. (6.175)

The solution is uniquely determined by Theorem 4.27 since it can be deduced
from (6.143) that (OM2f,Yp) 20y = 0 and (OUIE,Y))2(q) = 0 for all
Yy € Harmgy. We have, for £ € ),

Fiol) = - /Q (A€ - )ODE(n) duo(), (6.176)

F13(8)

- [ G@ne ol s, 6177)

as required. The left tangential /right normal part can be considered in a
similar way.

The tensor field
ptamtanf - %0(2,2)0(22”. - %0(373)0(3’3)f (6178)

is symmetric and traceless. Based on the tangent representation theorem
due to G.E. Backus (1966); G.E. Backus (1967), we obtain from the formu-
lation

1 1
Pian tanf — 50(272)0(272)f _ 50(3,3)0(3,3)f — 0(2’3)F2,3 + 0(3’2)F372 (6.179)
the differential equations

238 (¢), (6.180)

2AL(AL+2)Fys(6) = Of
5 (6.181)

2AZ(AZ+2)F3,2(§) = 0

i

w

&
-
—~
I
—

for ¢ € Q (remember that —(A*)"(1) = 2). By virtue of (6.141), (6.142)
and Theorem 4.27, we see that the unique solutions are given by

1 * *
Fy3(8) = 2/QG(A (A" +2);€ - )OI (n) dw(n), €€ Q,(6.182)
1 * *
Fio) = 3 /Q G(A™(A™ +2):€ - m)OBIE(n) dw(n), € € Q. (6.183)
Consequently, the existence is assured.

The uniqueness follows from the integral theorems for the (iterated) Bel-
trami differential equations. O
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As an example of the above developed decomposition procedure for tensor
fields, we describe how the Hesse matriz of a function defined in R*\ {0} can
be decomposed, when restricted to the unit sphere. It turns out that this
result is of particular importance in satellite gradiometry, i.e., the determi-
nation of the Earth’s gravitational field from measurements of second order
derivatives of the potential at satellite height. In particular, this decom-
position is of advantage for the classification of those types of gradiometry
measurements, which ensure existence and uniqueness in a mathematical
formulation of the gradiometry problem (cf. M. Schreiner (1996)).

Suppose that the function H : R3\ {0} — R is twice continuously dif-
ferentiable. We want to show how the Hesse matrix restricted to the unit
sphere €, i.e.,

h(§) = Vo © VoH (@) o, £€Q, (6.184)

can be decomposed according to the rules of Theorem 6.6. In order to
evaluate

o 1_, o 1_,
we first see that
o 9 9\?
55 ®55H(Tf) = §®§(8r> H(r§), (6.186)
0 1V*H = ! ViH 1 Vi 0 H 6.187
55@9; cH(r§) = —172§® ¢ (7’5)4‘;5@ £ (r€), (6.187)
1 0 1, 0 1_,./(0
IR ESHIE) = Tian(€) L HOO + 1V (H09) 0
(6.188)
1 1 1
;Vg ® ;VEH(?{) = T—QVE ® VEH(r€). (6.189)
Summing up these terms, we obtain
o\2
V.o VH@ = €€ (5) HOO (6.190)

+ 60 Vi (S H0O)- - H(O))

+ <v*§rH<r§>|r_1> o¢
+VE® VIH(E)

+ han(€) S H(rE) s
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Using (6.115) and the definition of the o("¥)-operators, we finally arrive
at

2
Ve ® Vo H@) e = ogm((;) H<r£>|r—1> (6.191)

0
+ol® (6O - H())

rof) (L) - (o))

0
+0é2’2) (QAEH(@ + 8TH(7“§)|T:1)

1
+o M H(E).

In particular, if we consider an outer (solid spherical) harmonic H_,_; :
v H , 1(z), H , 1(ré) = r~ DY, (€), r > 0, £ € Q, we obtain the
following decomposition of the Hesse matrix:

Vo @ VoH n1(2)pr = (n+1)(n+2)0f V¥ (¢) (6.192)
— (n+2)0l" VY, (€) — (n+2)0VY,,(6)
_ %(n +1)(n + 2022V, (€)

(2,3)
+ 20 Y, (8).

6.6 Orthogonal (Fourier) Expansions

Next, the closure and completeness of tensor spherical harmonics will be
formulated intrinsically on the sphere via Bernstein summability (see W.
Freeden, M. Gutting (2008)). Another proof of the closure and complete-
ness using homogeneous harmonic tensor polynomials in three-dimensional
Euclidean space R? can be derived from arguments given in Section 6.7.

We begin our considerations by introducing ‘Bernstein convolutions’ to
the nine Helmholtz functions. More explicitly, we let

, /B )0 VE(a)dw(a), (6.193)

il

=3

P

n

™
[

RO = 5 [ Bule- a)0B28(a)du(a), (6.194)
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FR© = 5 [ Bule- @)0P(@)du(a), (6.195)
FR© = - [ BG.¢ )0 If(a)do(e),  (5196)
FR© = - [ BG.(¢ )00 It(a)dota), (6107
FR© = - [ BGalé: )0Vf(a)dula), (6.198)
FR© = - [ BG.(¢ )00 t(a)dola),  (5199)
FR© = 5 [ BGPIE 00®It@)dala), (6200
e = 5 /Q BGD) (¢ - 0)0BIE(a)dw(a), (6.201)

where

BGR(E ) = [ GO (A +2:¢ a)Bua-ndula)  (6:202)

n

B 2k + 1 B (k)
N Z 4 (k—1Dk(k+1)(k +2)

Py(€-m).
o

Our interest is the ‘Bernstein summability’ of Fourier expansions in terms of
tensor spherical harmonics. To this end, we need some preparatory results
(viz., Lemma 6.8 and Lemma 6.9).

Lemma 6.8. For i,k € {1,2,3}, we have
lim sup | F}x(€) = Fip (€)]| =0,
n—oo EGQ ’

where the functions F;j are defined by (6.164)—(6.172) and the functions
FZ-(Z) are given by (6.193)—(6.201).

Proof. Since both kernels G(A*(A* + 2);+) and BG? are in L2[-1,1] and
the Legendre coefficients of the Bernstein kernel B;)(k) converge to 1 as
n — oo for all k € Ny, we obtain

lim [|G(A*(A* +2);) — BG'P |21 = 0. (6.203)

n—0o0

The last limit also holds true in the Ll-metric. Consequently, we are able
to deduce that ||F; ; — FZ-(Z)HC(Q) — 0fori,ke{l1,2,3} asn —o00. O

We are now prepared to verify the following result.
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Lemma 6.9. Fori, k€ {1,2,3}

lim sup [Jo"*) F; ke ol k)F( le@) = 0.
n—00 ¢

Proof. For the types (i,k) = (1, 1) (2,2),(3,3), we obtain the required con-
vergence of ||o@F) F; ) — o k)F( () as in the scalar case, and for the
types (i, k) = (1,2), (1 3),(2,1), (3 1) as in the vectorial case because of the
structure of the corresponding operators o(**). This leaves us with the two

types (i, k) = (2,3),(3,2).

H (k) (i, k)( 6 — o(i’k)F,gi’k) (5)”0(9) (6.204)
1 (i KA K i
— sup| 2 (o P [ Ganar + 2 0y duot)
e |2 Q

— o™ [ Ba (e mog o)

1 ol i A*(A* OLih)
5692(/95 GA* (A" +2);€ - n)OSDE(n)d(n)

= sup

- /Q Oéi’k)BGf)(E~77)05f’k)f(17)dw(77)) ,

where the operator o("*) can be put inside both integrals. By obvious
manipulations, we now get

sup 3 (f (668" (A +2:6-) ~ of VG €-) OF Vtaut) )|

< sup g Jo Jo¢ G(A(AT 26 ) — o U BEY € - )| |0 e dut)

sup

< HI0WP o) [ |of M GAT(A +2); ) — ol BGD (¢ - )| dw).
Q

In consequence, we have to prove the convergence of the last integral, i.e.,
the 1'-norm. Application of the tensorial operators 0o(2?) and 0(*?) to the
corresponding Green function results in the following identities

oV G(A* (AT +2)5€ 1) (6.205)
= EGE M- (ENO®M—(E-nE) —EAD®(EAD),
0§3’2)G(A*(A* +2);€-1m) (6.206)

= LG [m—(EnNE@EAN+EAN @M —(E-n))].
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Calculating the absolute value of the last two expressions, we find that
(2,3) G(A*(AF .
o (A" +2);¢-1m) (6.207)

= | "= (E-mOm—(E-nE —(EADR(EAD)

1 1 11
= Sri-g \/5(1—(5'77)2):@%(1‘1%'77)
and
‘oé?”Q)G(A*(A* n 2);5,77)‘ (6.208)

= $|G//(§-77)‘|(77*(5'U)§)®(5A77)+(€An)®(777(£-n)§)|

1 1 11
= —— 20 —-(-nH) = ——(1 .
where we used the relation
lz@z—yoy?=|z[*+ y|* — 2(z - y)? (6.209)

with x =n— (£ - 1) & and y = £ An for the first operator, thereby observing
that (n — (§-m)€) - (€ An) = 0and [n— (§-n) &2 = [EAn> =1 - (€)™

For the second operator, a slightly different relation is required, i.e.,
lr@y+y@z? =2 y)?+ 2=y (6.210)

where z =n— (£-n)€ and y =& A .

Thus, we are able to conclude both that o2 G(A*(A* + 2);-,7) is of
class 12(92) and o3 G(A*(A* +2);-,71) is of class 12(Q) for all ) € Q.
In consequence, the desired 1'-convergence results from the 1?-convergence
of the two kernels (both are in 12(2) and B (k) tends to 1). Thus, Lemma
6.9 is verified for all types (i, k). O

Now, we are able to formulate the ‘Bernstein summability’ of a Fourier
series in terms of tensor spherical harmonics.

Theorem 6.10. For any tensor field £ € c¢®(Q),

3 n
tim sup(£(6) — >0 >3- Bim) (£99) " (m. )y )| =0
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Proof. From Lemma 6.9, we have for any tensorial field f € ¢ (Q)

. 3. (i) p(n)
lim sup (f(§) — >° o F;y/(§)
N0 ecQ ik=1 ’
3 . 3 1k) (n)
= lim sup| > oy " Fk(§) — X2 o7 F (€)
nN=00 e |ik=1 i,k=1
3 . .
< > lim sup oM Fyu(€) — ol P ES) (g)) —0. (6.211)

i,k=1""7°£eq

Our aim is to consider the term 0(1 1)Fl(")(f) in more detail. A simple

calculation yields

o"VE (¢) = ol / By (& - )OS VE () duw (1)

iBQ( 2E 1,00 /P (€ - mOSDE(n)duo(n)
k=0

_ N (1,1)2k+1 LY (ke )Y

ST Bk S (01IE) (k, )Yy (€)
k=0 j=1
n 2k+1 ’

= 303 B (0008) iyl o). (6.212)
k=0 j=1

It should be noted that

A
A
= /f(n) ~0£71’1)Yk,j(77) dw(n) = <f(171)> (k. ) (6.213)
Q ~—
=y )

such that from (6.212) and (6.213), we are able to conclude for the type
(i,k) = (1,1) that

n 2k+1

o VE© =30 3 Bhw) (5) ki, 0214)

k=0 j=1
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For the cases (i, k) = (2,2),(3,3), we get

i,k n
oM (€)

i 1 i
ol = | Ba(€ - )OS (n)dw(n)
2 Jq

1 & 2m+1 i
= 52 BTl [ POl )t

= 47
1 n k)?m—i—l
- = (a. zk) . .
P Z( £)" (m,3)¥im (&)
n 2m—+1
1 ; i
- = B)(m) (0998)" (m, i)y 4 ). (6.215)
m=0 j=1

Observe that

(0598) " (m.) = | O e Yo (o)
= /Q £(n) - 0V, (n) dw(n) = V2 (f(i7k))A(m,j). (6.216)

N————
=2yt )

Combining (6.215) and (6.216), we get for (i,k) = (2,2),(3,3)

For (i, k)

n 2m+1

o MER© = 3 Y B (149) mpyiH©).  (6217)

m=0 j=1

= (1,2),(1,3),(2,1),(3,1), we have

i n ik 1 i
oAV = o | B mOf Ittt

~ B 2m+1 ,
- Zm@(f)l) .= °§7k>/QPm@'”)OS””f(n)dw(n)

2m+1

— ~ _Bp(m) (i,k) k) ) ‘ ‘
= 2 atme " 2 (OU0) s

_ Batm) _ (0608)" (m iy (6218)

B 1 i vm(m+1)
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Again, we have to take a look at the coefficients (O(i’k)f)/\ (m, 7). In fact,
CUNA ,
(0048) m.g) = [ OFO8)Yons ot (6219)
Q
- /Q (1) - O Yo (m) ().
(2 k)
vm(m+1) / “Yoj (M)dw(n)

= Vm(m+1) (f@»k)) (m, 7).

Putting together (6.218) and (6.220), we are able to show that, for (i,k) =
(1,2),(1,3),(2,1), (3, 1),

n 2m+1

m=1 j=1
Finally, we treat (¢, k) = (2,3),(3,2). It is not hard to verify that
o R (6.221)
- oV [5G nOf I
o BM\m) 2m + 1 (m) g
a 7”2:22mm+1)( (m+1)—2) 4r / (&m0, E(n)dw(n)
_ n By/l\( ) (1 k) (z k ) _
- mZ:z?m(m+1)( (m+1)— Z ( ) (m, 7)Y, (€)
B n  2m+1 B/\( ) - "
- mzzz = V2m(m+1D)(m(m+1) - 2) (0 f) (M2 )Y 5 (6)-

This enables us to rewrite the coefficients (O(i*k)f)/\ (m, j) as follows
(0598) " (m.) = | Ot Yo () (6:222)
= [ £ -0 Y,0 (r)dstr)
= Vemlm im0 =) [ #0)-y\ )dst)

= V2m(m+ )(m(m+ 1) —2) (f(““)) (m, 7).

Consequently, the identities (6.221) and (6.222) lead to the conclusion that
for (i,k) = (2,3),(3,2)

n 2m+1

ol MER© =30 S Bim) (£9) (il O 0229)

m=2 j=1
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Altogether, the identities (6.214), (6.217), (6.220), and (6.223) in connection
with (6.211) yield the desired summability of tensor spherical harmonics.
More concretely,

3
lim sup |£(&) — 3O o’k)F(")(f)‘ (6.224)
n—00 eeq) ik=1
. 3 n  2m+1 A - (i.k)
= lim sup [£(€) = 3 > 3 Bi(m) (£09)" (m, 9y, (©)] =0,
=0 e i,k=1m=0; ) j=1
provided that f € ¢ (Q). O

As in the vector case, based on a density argument, the closure of the
tensor spherical harmonics {y?(n]; } . in the space ¢(€2) becomes obvi-
= ikm,g

ous.

Theorem 6.11. For any given € > 0 and each £ € c(Q2), there exists a

linear combination Zl g SN 0ur Z?mfrl dg;’;)yffl];), such that

3 N m+1 k k
i,k=1m=0;

c(2)

Again, standard arguments guarantee the closure in ¢(2) with respect to
[ - lli2() as well as in 12(Q) which in turn shows the completeness of the

system {yffllj)} . in 12(92).
’ i7 Vm’j

Summarizing our results, we therefore obtain the following theorem.

Theorem 6.12. Let {yff]k)} k108 be defined as in (6.149).
n:Oi Koo j=1,..., 2n+1
Then the following statements are valid:

(i) The system of tensor spherical harmonics is closed in ¢(Q2) with respect
to [ - [lec-

(ii) The system is complete in 12(Q) with respect to [[he (-

Once more, part (i) of this theorem justifies the approximation of contin-
uous tensor fields on the sphere by finite sums of tensor spherical harmonics,
while part (i) is equivalent to the property that any tensor field f € 12(£2)
can be represented in 12(Q)-sense by its orthogonal expansion in terms of
tensor spherical harmonics.
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6.7 Homogeneous Harmonic Tensor Polynomials

Next, we want to show that the 1?(2)-orthonormal system of tensor spherical
harmonics is complete in 12(£2) with respect to (-, i2(q) and closed in c(£2)
with respect to [|||;(q)- As in the vectorial case, we start with the definition
of homogeneous harmonic polynomials.

Definition 6.13. A tensor field h,, : R? — R3 @ R3, n > 0, of the form

3
h,(z) =Y HF@)e @, zeR? (6.225)
ik=1

is called homogeneous harmonic tensor polynomial of degree n, if every Hﬁf
is a scalar homogeneous harmonic polynomial of degree n.

Using the notation

Harm,e’ ® e = span {Yn,jei ® €k} (6.226)

i,k=1,2,3

n € Ng, i,k € {1,2,3}, the space of all homogeneous harmonic tensor
polynomials of degree n is characterized by

3
P Harm, (R’ @ £*. (6.227)
ik=1

As in the vector theory, the restriction of a homogeneous harmonic tensor
polynomial of degree n to the unit sphere 2 does, in general, not yield a
spherical harmonic of degree n. But our purpose is to show that

@ Harm,,(Q)e’ ® * (6.228)

is expressible as a linear combination of tensor spherical harmonic of differ-
ent degrees.

As immediate consequences of the Corollaries 3.50 and 3.52, we obtain
the following lemma.

Lemma 6.14. The following statements are valid:

(i) The system {Y, e’ ® ek} i k=1,2,3 is complete in 12(9).
n=0,1,..., j=1,....2n+1

(ii) The system {Yy, je'®er} i1 is closed in c(§2) with respect
n=0,1,.., j
to || - lleo)-
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In what follows, we are interested in the relations between tensor spherical
harmonics on the one hand and homogeneous harmonic tensor polynomials
restricted to the unit sphere on the other hand. For that purpose, we

consider operators 6g’k), i,k € {1,2,3} given by

oVF(x) = (2n+3)x—|2)*°V.) ® ((2n + 1)z — |2°V,) F(z),
(6.229)
oM IF(x) = (2n— 1)z — |2°V,) ® V. F(2), (6.230)
o F(x) = (2n+ 1)z — |2°Vs) ® (x A V,) F(), (6.231)
oPVF(z) = V,® (2n + 1)z — |2|°V,) F(2), (6.232)
6V F(z) = V,® V.F(z), (6.233)
62 F(z) = V,® (zAVy)F(z), (6.234)
oPVF(z) = (zAVy)® ((2n+ 1)z — [2*V,) F(), (6.235)
0B F(z) = (zAV.)®V.F(x), (6.236)
(x) (6.237)

= (zAVy)®(xAV,) F(x)

for z € R? and sufficiently smooth function F : R® — R. Simple calculations
in cartesian coordinates lead us in a straightforward way to the following
result.

Lemma 6.15. Let H,,n € Ny, be a homogeneous harmonic polynomial of
(i

degree n. Then, 6n’k)Hn s a homogeneous harmonic tensor polynomial of
degree deg™¥) (n), where

n—2 for (i,k)=1(2,2)
4 n—1 for (i,k)€{(2,3),(3,2)}
deg®(n) = { n for (i,k) € {(1,2),(2,1),(3,3)} (6.238)
n+1 for (i,k) € {(1,3),(3,1)}
n+2 for (i,k)=(1,1)

(deg(i’k)(n) < 0 means that 6%7’“)1{” =0).

The gradient of a sufficiently smooth function F : R3\ {0} — R is known
to be equal to

V.F(z) = {%F(T{) + %VZF(T{), z=r r>0, €. (6.239)

Similarly, if f : R3\ {0} — R3 is a sufficiently smooth vector field of the

form
3

fl@) =Y _Fi(x)e', |z >0, (6.240)

i=1
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then we have, for » > 0, £ €

Ve ® f(x)

3
> V.Fi(z)®c (6.241)
=1

3

:ESGQEWHﬁwEmQ®é

i=1

0 1,
£® af(rf) + ;Vg ® f(ré).
Thus we get, for Y,, € Harm,,,

olblrmy,, (€) (6.242)
= ((2n +3)ré — TQVz) ® ((2n + rE— TQVI) r"Y, (&)
= (2n+3)ré —r?Vy) @ ((2n + 1)r" MY, (&) — nr" Y, ()
R A(3)
= ((2n+3)r —1r°Vy) @ ((n+ Dr" Y, (€) — rTIVEYL(E)) -

This shows us that

ol rmy,, (€) (6.243)
= (2n+3)(n+ Dr" @ EYL(E) — (2n+ 3)r" T @ ViYL (€)
—(n+ Dr"PVER YL () + r"TPVE® VEYa(E)
—(n+1)r¥¢e %7’”+1§Yn(§) +r2%® %r”“VEYn(g)
= (n+2)(n+1)r"PPE@EY,(E) — (n+ 2)r" T2 @ VEY,(6)
—(n+ VYL (€) © € — (n+ 1)r™Pigan(€)Ya(€)
+rVE @ VEYa(6),

where we have used (6.49). By restricting this tensor field to the unit sphere
Q, we get with (6.115)

SV Y (E)lrmr = (n+2)(n+ 1o DY, () — (n+ 202, (€)
(14202, (€) — S(n 4+ 20+ DoFAY,(E)
+509%,0)

Similar calculations show that all restrictions of r§ +— 6,(f ’k)r"Yn(f) to the
unit sphere 2 (i.e., r = 1) can be written as linear combinations of the
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tensor spherical harmonics 0(#¥)Y,,. More explicitly, for Y,, € Harm,,

oy, |y o1y,
()(1’2)7’nY ‘7’—1 0(1,2)Yn
oy, |,_y | =an| o@Dy, (6.244)
e I
6%3’3)7"”}/71‘7“*1 0=y
and
N(l’B)TnYn|r:1 O(I’S)Yn
(273) n (3!1)
o Yy =1 o>ty
= b, , 6.245
6(3’1)T"Yn|r_1 032y, ( )
651372)7anyn|r:1 0(3’3)Yn
where the matrices a,, and b,, are given by
(n+1)(n+2) —(n+2) —(n+2) —in+2)(n+1) 1
n? n —(n—-1) —%n(n -1 —%
a, = (n+1)2 —(n+1) n+2 %(n+2)(n+1) L
nin—1) n—1 n—1 —%n(n—l) %
0 0 1 —In(n+1) -3
(6.246)
n+l1 1 -1  —Inn+1)
- n -1 1 in(n+1)
bn 0 n+2 -1 In+2)(n+1) (6.247)
0 n-1 % —%n(n -1)
Elementary calculations show that
1
det(an) = on(2n+3)(2n = 1)(n +1)(2n + 1)2 (6.248)
and 1
det(b,) = —gn(n+1)(2n+ 1)2 (6.249)

Thus, the matrices a,, and b,, are regular for n > 1. The inverse matrices

read as follows:

-1 _
al = (6.250)
1 1 1 1 0
4n2+8n+3 4n2—-1 4n24+8n+3 4n2-1
—n n+1 —n n+1 0
4n?2+8n+3 4n2—1 4n24+8n+3 4n2—1
n 1—n2 n(2+n) n+1 1
4n2+8n+3 (4n2-1)n 4n3+12n2+11n+3 4n2-—1 (n+1)n R
-1 —14+n 2+n —1 —1
4n2+8n+3 (4n2—-1)n 4n3+12n24+11n+3 4n2—1 (n+1)n
(n=)n n342n%2-—n—2 (2_”_”2)” n?43n+2 2—n—n?
4n2+8n+3 (1-4n?)n 4n3+12n2+11n+3 4n2—1 (n+1)n
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1 1

2n+1 2n+1 0 0

1 1 n n+t1
1 2n2+3n+1 n(2n+1) 1+3n+2n2 n(2n+1)

b, = 9 R R (6.251)

_ n?4n—2 n%4+n—2 _ _(=14n)n 3n+2+n
1+3n+2n2 n(2n+1) 1+3n+2n2 n(2n+1)

1 1 1 1
2n2+3n+1 n(2n+1) 2n2+3n+1 n(2n+1)

For the special case n = 0, we see that Yy € Harmg satisfies

200Y, — oY, = 5"Vyyl0,
oDy, + o2y, = 2V, (6.252)
o33y, = PVyl0.

Hence, we obtain the following lemma, in view of Lemma 6.15.

Lemma 6.16. Let y(I k) € harm(Z ) be a tensor spherical harmonic of
degree n and type (i, k). Then,

yg’k) € @ Harmn,gsp@@gq@Harmnsp®sq@Harmn+25p®sq, (6.253)
pq=1
if (k) € {(1,1),(1,2), (2,1), (2,2),(2.3)}. Moreover,

3
yﬁf’k) € @ Harm,, 1P ® €2 ® Harm,, 1P ® €9, (6.254)
pg=1

if (1,k) € {(1,3),(3,1),(3,2),(3,3)}.

(i,k) (4,k)

For y;"™ € harm,;” and £ € (), it follows as an immediate consequence
that ' '
Yo (=6) = (—1)"y PP () (6.255)
if (i,k) € {(1,1),(1,2),(2,1),(2,2),(2,3)} and
i (=€) = (=1 Hy P () (6.256)

if (i,k) € {(1,3),(3,1),(3,2),(3,3)}.

Lemma 6.16 also yields other orthogonality relations.

Lemma 6.17. For yg’k) S harm,(f’k) and Y,, € Harm,,

/ yOR () dw(€) =0 (6.257)
if (i,k) € {(1,1),(1,2),(2,1),(2,2),(2,3)} and m & {n —2,n,n+ 2} or if
(i,k) € {(1,3),(3,1),(3,2),(3,3)} and m & {n—1,n+ 1}.
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Moreover, it can be deduced that

32
harm"*) @ @ Harme? ® 4 (6.258)
p,q=11=-2

holds for all n € Ny and 4,k € {1,2,3}. Thus, we know that every ho-
mogeneous harmonic tensor polynomial restricted to 2 can be expressed as
a finite linear combination of tensor spherical harmonics, and vice versa.
Hence, closure and completeness properties also follow directly from Corol-
lary 3.50 and Corollary 3.52.

As an immediate consequence of the completeness of the tensor spherical
harmonics in 12(Q2) and the orthogonality of tensor fields f, g : Q — R3 @ R3
of the representation f = o"*) F and g = 0"+ G, with (i, k) # (i, k'), we
obtain an orthogonal decomposition of 1(2) which generalizes the relations
(6.24-6.29) in canonical way. Using the notion

H'HIQ(Q)

lék) (Q) = span {yﬁi’f) (6.259)

}n:Oi,k,.“, j=1,....2n+1

for (i,k) € {(1,1),(1,2),...,(3,3)}, we are led to an orthogonal decompo-
sition of 12(2) into nine complete subspaces, namely

3
() = @ 14 (©). (6.260)
i,k=1
Obviously, we have
: I
1 (@) = {oGHF | FeCt=)(Q)} Te (6.261)
and

.5 (Q) = {f e 12(Q) ‘ OWHK)E = 0 for (i, k') # (i, k) } (6.262)

where the differentiation is understood in the weak sense. But this means
that we are able to define the corresponding projection operators P(ik) :

2(Q) — 12

i) (Q) in standard way.

6.8 Tensorial Beltrami Operator

The problem now is how a tensorial Beltrami operator A* can be con-
structed such that the tensor spherical harmonics can be characterized as
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eigenfunctions of this operator. Our particular aim is to define the operator
A* in such a way that the equations

A*O(i,k)F _ O(i’k)A*F, (6263)
Ok a*f — A*QERf, (6.264)

hold for all sufficiently smooth functions F' : @ — R and tensor fields
f: Q- RI®R3.

As in the vectorial case (cf. Section 5.8), we start by applying the (scalar)
Beltrami operator to the cartesian components of tensor spherical harmon-
ics. If f € c(®(Q) is a spherical tensor field of the form

=) Fr@e'oet, ceq, (6.265)
i,k=1
we set
d .
A =) (AFkQ)) @, ceq. (6.266)
i,k=1

)

The application of the Beltrami operator to the cartesian components of a
tensor spherical harmonic is easy. Using the results of Section 6.7, this can
be done in the following way: Express firstly o(#%)Y;, as a linear combination
of restrictions of homogeneous harmonic tensor polynomials to the unit
sphere (cf. (6.244) and (6.245)). Since the cartesian components of these
polynomials are homogeneous harmonic polynomials when restricted to €
(of degree € {n—2,n—1,...,n+2}), the application of A* yields just the
eigenvalues of A*. Transforming these results back, we obtain the following
identities.

Lemma 6.18. Let Y, € Harm,, be a spherical harmonic of degree n. Then
we have

A*o(IhDy, (=n(n+1) — 4)o™VY, +2(01? + 02 4 022y,
A%y, = (-n(n+1)-2)o"?Y,

+ (2n(n+1)o (L) _9621) _ n(n + 1)0(2,2) + 0(2’3))Ym
A*O(z’l)Yn = (=n(n+1)- 2)0(2 1)Y

+ (2n(n +1)o™) — 2002 —n(n+1)0?? + 023y,
APy, = (—n(n+1)- >o<2v2>yn

+ (40(1,1) — 902D _ 20(2,3))Yn
A*0(2,3)Yn — (_n(n + 1) + 2)0(2,3)Yn
T+ ((2n(n+1) = 901?24 2n(n+1) — 1)o@y,
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and
A*o13y, (=n(n+1) — 2)o?Y,
+ (=20%Y + 0B 4 p(n+1)0CA)Y,,
A*oB®Vy, = (—n(n+1)-2)o®Vy,
+ (=201 + 032 —n(n +1)033)y,,,
A*03y, = (—n(n+1)+2)0®?y,
+ ((2n(n 4+ 1) — 4013 + (2n(n 4+ 1) — 4)0BM)Y,,
A*B3yY, = (—n(n+1)—2)0BIY, + (—2013) — 2032))y,,.

An immediate consequence is that the operator A* : ¢ (Q) — ¢(Q)
defined by

A" = DPuornor(A" +4)Prornor T Prortan (A" + 2)Pror tan
+ Ptannor (A" + 2)Prannor + P2,2) (A" +2)P2,2)
+ P2,3) (A% = 2)p(a3) + P32) (A" — 2)P(3,2)
+ D3 (A" +2)Pss) (6.267)

satisfies (6.263) and (6.264) (note that the projection operators are defined
in accordance with (6.260)).

Definition 6.19. Let f € ¢(©2) be a tensor field of the form

3
fO) =D Fp@ e, ceq (6.268)

ik=1

Then we define the operator J : ¢(Q2) — ¢(Q2) by

3
JLE) =£(6) = D Fr©Ene)@(Eneh), ceq. (6.269)

ik=1

For F € C(Q) elementary calculations yields the identities

J0(2,2)F — 0’ J0(2>3)F — 20(2’3)F'7 (6270)
JoBAF =0, JoB2F =202F, (6.271)

and )
JohR p — 0, (6.272)

if i =1 or k = 1. Hence, we are able to redefine the operator A* as follows:

A*f = pnor,nor(A* + 4)pn0r,n0rf + pnor,tan(A>‘< + 2)pnor,tanf (6273)
+ ptan,nor(A* + 2)ptan,n0rf + ptan,tan(A* +2- 2J)ptan,tanf7
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provided that f € ¢ Q.

Collecting our results, we obtain the following theorem.

Theorem 6.20. The operator A* obeys the following properties:

(i) The operator A* : ¢ (Q) — c(Q) satisfies for all i,k € {1,2,3}
A*O(i,k) _ O(i,k)A*,
O(i,k)A* — A*O(Z,k)
(ii) Any tensor spherical harmonic y, € harm,, satisfies the relation
A"yn = (A" (n)yn.

(iii) If y € c(®)(Q) satisfies A*y = Ay for any X\ € R, then A = (A*)"(n),
n € Np, and y € harm,,.

Proof. These statements follow from Lemma 3.24, Corollary 3.50, and the
previous results of this chapter. O

6.9 Tensorial Addition Theorem

Next, we deal with the generalization of the addition theorem to tensor
spherical harmonics. As usual, let us assume that

; N
yor) = (W) oy, (6.274)

constitutes an 12(2)-orthonormal system of tensor spherical harmonics of
degree n, order j, and type (i,k). The problem is to evaluate the rank-4
tensor

2n+1

Z Y@ eyMm), (Ene?=axQ. (6.275)

and to establish rank-4 tensorial versions of the Legendre polynomial for
(Z.7 k)? (l7 m) 6 {(17 ]‘)7 (17 2)7 ctty (3’ 3)}'

To this end, we first need an extension of the operators o(“%) to (suffi-
ciently smooth) rank-2 tensor fields. More explicitly, let f : Q — R3 @ R3
be a smooth tensor field of the form

3
=) Fp©ef e, ceq (6.276)
i,k=1
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Then, for (I,m) € {(1,1),(1,2),...,(3,3)} we set

3
(zm -y ( Lm) (¢ )®Ei®5k. (6.277)
i,k=1

In other words, o>™f is a rank-4 tensor. Observing the setting (6.277), we
are able to reformulate the expression (6.275) as follows:

2n+1 ” )
Z yi© eyl m) (6.278)

= () () S 0, 9) @ 0 )
J

X —(1/2) -1/2)
= (uff’“) v (uﬁf’m)> v Oé’k)ogvl’m) Z Yo, (§)Yn,;(n)

o —(1/2) ~(1/2) 2 +1
= () () T S el el Pt .

Introducing the rank-4 tensor field

PURLM (e ) Qx Q- RP @R QR @ R? (6.279)
for (ia k)a (l7m) € {(L 1)3 (13 2)7 ) (37 3)}1 by letting

P{ELM) (¢ ) = (u{R) 712 (b)) =120 o b (), €, € 9

(6.280)

we are therefore led to the following formulation of the addition theorem for
tensor spherical harmonics involving Legendre rank-4 tensor kernels.

Theorem 6.21. Let {ys]k)} i1ns  be an 12(Q)-orthonormal system of

j=1,....2n+1
tensor spherical harmonics in harm,,. For index pairs (i,k), (I, m) € {(1,1)

(1,2),...,(3,3)} and points £,n € Q, we have

2n+1

2, m 271 + 1
Z Yoy (€ @y (n) = = =P (e, ). (6.281)

Definition 6.22. The kernel P{"*"™ : Q) x 0 — R? @ R? @ R @ R?, with
i,k,1, m € {1,2,3}, (more precisely, tPg’k’l’m)) given by
2n+1
2n+1 ik,lm) ik lm
=PI (g ) Z Yoy (© @y, () (6.282)
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is called the (tensorial) Legendre rank-4 tensor kernel of degree n and type
(i,k,1,m) (with respect to the dual systems of operators o¥) Ok i I ¢
{1,2,3} ). The kernel

3 3
ZZZZPWW (6.283)

i=1 k=1 =1 m=1

is called (tensorial) Legendre rank-4 tensor kernel of degree n (with respect
to the dual system of operators oK) Ok | =1, 2, 3).

Of course, it remains to express the Legendre rank-4 tensor P bhlm) &,m)
in explicit form. The essential tool is the next lemma which can be verified
by use of local coordinates as introduced in (2.94).

Lemma 6.23. Suppose that F is of class C(2)[—1,1]. Let n € Q fixed.
Then, for & € Q,

(“)F(6~n) = F({-nE®¢, (6.284)
ol F(E ) = F(E-nE®n— (& o), (6.285)
ol VF(E-m) = F(E nEo(Enn), (6.286)
oPVF(E-m) = F(E n)n— (€0, (6.287)
o VF(E-n) = F(& n)ian(€), (6.288)
oV F(E ) = F'E-n) (- (€ oD

(= (€-mE) —EAmM®EAN],  (6.289)
oPVF(E-m) = F(E n)Ern e, (6.290)
oBIP(em) = FUE-n)ln—(E-nE)®

EAm+EAD®M—(E 0o,  (6.291)
o VF(E-n) = F(& n)jan(©). (6.292)

Combining Lemma 6.23 with (6.277) and (6.280), we obtain the following
theorem after some lengthy calculations (see M. Schreiner (1994)).

Theorem 6.24. Assume that ®%,... . ®) n € Ny, and t € (—1,1) are
defined by
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(1) = Pu(t),
op(t) = Pi(),
(1) = V1I-82B(),
®L(t) = —n(n+ 1)P,(t) + 2tP.(t),
5 ~ n(n+1) 2t
Pp(t) = _Ttgpn(t) 1z tQPn(t)7
®S(t) = —n(n+1)Pu(t) +tP.(t),
n(n+ 1)t 2t2 4 22 4 nt2 —n? —n+2
n(n +1)(n?t? + nt? + 44> + 8 —n — n?)
ai = -t . Py(t)
tt2+ 022 +nt? +5-n?>—n
+4 ( T )P,’L(t),
n(n + 1)t A+ 022 +nt?+2-n2—n
ag = 3" - Sl P(1).

Suppose that £, m € Q with & # 4n, or, equivalently, (€-1n)? # 1. Let us de-

fine - as usual - the orthonormal sets of vectors {5%,52, Eg} and {671],5727, 6%}

by
=6 o=
2 = ————— (-, & = ————(E— (&),
€ \/1_1(5777)2 K 1 —1(§ -1)?
& = Ay, & = N
3 1—(£-n)2 ! L—(£-n)?
Then, we find
PURI () = (D)2 () TR (¢ ), (6.293)
where
PILUI(En) = BL(E et et o, @0,
PLID(g ) = (€ et wet el @,
PILUIA(E ) =~ (¢ net et o @8,
P20, y) = @ et et eias,
P22 (e n) = @L(E et ®et @e2@el+ PL(E et et ®ed @ €D,
PILI(g ) = @6 mep@eg@er @y — Bu(E et @ ef D ey Ve,
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@ZL(§~77)€§®E%®€727®E$,—@2(5-7])8?@6%@6%@6%
28} (¢ )RR ®el+el e @) ®eD),
B0 (E-nef Qe Qe ey — Po(E Nl Vet ®er Dy,
A 77)52 ® 5% @ 5% ® 5?; — o] (¢- 17)6? ® E% ®5,3, ® 5,2,
—2®}(¢ n)(ed ®et @l Del — i Def Dey D),
A A AR L L L
<I>,11(§~17)€§®E§®8%®€%+©}L(§-n)ag®ag®€§7®5%
+O, (¢ et @i @e, e+ (¢ el el el e,
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m = OhE iR e — (6 )i @@l @ ED

+O, (¢ )i el ey ey — BR(E el @l el we,
—®3 (¢ - 7))€§®€g®8 ®8 —®3(¢- 77)62@8?@5737@8717,
— P (¢ - n)55®5§®6 ®E —®i(e- 17)6?@6?@5,37@5727
—0(E il @l — (¢ vl ®el,

D, (¢ 77)55 ®55 ®677 ®E,7 — (¢ n)sf ®6§ ®6§) ®5727
+0, (€ e e ey @ ey — (€ Mef el ®ey Ve,
Qe NeE@ei e, ®ep — Pp(€ Nef ®ef Ve, Ve,
+HB(E ) ®ef®er Qeh + el Ref B ey D)
HAD(E (Rl +ei®eg @l ®er)
—o5(¢- 77)52 ® 52 ® 63, ® 6% +@8(¢- n)sg ® 62 ®5,3, ® 5;9’],
- el ndodased - 2ae ndodasos)
_2‘1’2(5'77)5:5)’®€§®8,2,®6717+<I>,7L(§~77)62’®5§®6§]®5717,
= oS¢ el —oi(E Nl ®e?
HO(E (@i ®e, Qe —ef Qe ®e) ey
+40(E )l welvelvel —elwel®el ®ed)
+®5 (€ - n)e? ® Eg ® 5727 ® 5?7 + @8 (¢ 77)52’ ® 8? ®€,37 ® 5,27,
‘1)4(5'77)52®€§®€727®€,?;—©i(§-n)sg®5§®6§7®sg
A 7))5? ®€§ ®5727 ®52 +®l(e- n)eg’ ®s§’ ®52 ®5,27,
—07 (¢ 77)65 ® 5% ® E% ® 6717 + @Y (¢- n)sg ® E% ®6,3, ® 5,1],
2856 )(E Qe @y @y — i Rep Dy @e)
+OL(E el Ve Vep@ey + OL(E el Ve Vef e,
—o3 (& 77)55 ® 5% ® 5727 ® af; +®3(¢- n)ag’ ® 6% ® 5,37 ® 5727,
1B0(¢ - n)(F@eiRelRel — i R @ @)
+(I)8( 7))55®5§’®5727®6§,+‘1>i(§-n)e?@sg’@)ez@si
+O8 (¢ et @i @el@el + BV(E )t e ®el @en
-4 -p)(eloweiwelwel - ®l®el),
B¢ pelodolod + i nNdodos el
—Pi¢ pelodolod + (e nNlodod el
O -egeloea e — (¢ N weioe @e;
+0, (¢ (e Qe Re @ Rl Qe ®ep).
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Remark 6.25. (i) The cases not listed in Theorem 6.24 can be easily real-
ized by symmetry arguments. (ii) If £ = £, the value of Pg’k’l’m) (&, £€) can
be evaluated by taking the limit 7 — £ and (if necessary) via the relations
(6.255) and (6.256).

Since the cases (i, k) = (I,m) are of particular importance, we are inter-
ested in the explicit representation of P (Gkiik) (f ¢), in addition. As prepa-
ration, we introduce two abbreviations indicating special tensors which turn

out to be useful in the formulation of the next theorem, namely

3 3
A = Zei®5i®si®5i—Zsi®5i®€k®sk, (6.294)
i=1 ik=1
itk
3
B = Z(5i®5k®6i®€k+€i®6k®€k®si>, (6.295)
i,k=1
i#k

({e!,€2,&3} is the canonical orthonormal basis in R3). It can be easily
seen that these tensorial settings do not depend on the special choice of
the orthonormal basis. Furthermore, in analogy to the definition of P,y tan
(given in Section 6.1), we introduce an operator Py, projecting a rank-4
tensor on its tangential part in R3 ® R? ® R3 ® R? by letting

An(€) = PunA(f), €€, (6.296)
Btan(f) = PtanB(g), f e Q. (6297

)
The proof of the next theorem now follows by taking the limit n — &
in Theorem 6.24, thereby keeping in mind that P,(1) = 1 and P)(1) =
n(n+1)/2.

Theorem 6.26. Let n € Ny, & € Q. Then the following statements are
valid:

PN E) = coteist
3
P26 = ;(Zf@oef@f@ei—f@f@&@f)v

i=1

P31 (g ) = ;(Zf@g RER e —£®§®§®5>

=1

PRI €)= 2<Z€®f®f®f f®f®f®5>
1
2

P'ELQ,Z’Q’Z) (ga 5) = ltan(f) ® itan(é)a
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In(n+1)+4 nn+1)+1
2n(n+1)— Avan() + n(n+1)—2

2
3
PRI E) = %n(nJrl) ZE’®£®6i®€£®£®£®€>’

P32 (¢ ¢) Bian(€),

nn+1)+ 4Btan(§)

PR e = “Zanr 1) -2

P33 (¢, €)

éjtan(&) 02 jtan(€)~

Observing (6.255) and (6.256), the values of pkik) (&, —&) can be derived
immediately from this theorem.

If T is a rank-4 tensor of the form

3 3 3 3
T= 3> > Tinc®d o ad, (6.298)
then its trace is defined by (cf. M.E. Gurtin (1971))

3 3
trace T = Z Z Tikik- (6.299)

i=1 k=1
In consequence, we easily see that the trace of Pg okisk) (&,€) is given by
trace PUFOR) (¢ ¢) = 1. (6.300)
Moreover, the next result is a direct consequence of Theorem 6.21.

Lemma 6.27. For an 12(Q)-orthonormal system {ynljk)} - of ten-

sor spherical harmonics of degree n and for (i, k) € {(1,1), (1, 2) 5 (3,3)},
n > 0;k, and £ €  we have

2n+1

(k) k (z k) _2n+1
Z Y ( ©==— (6.301)

Every tensor spherical harmonic ygl W) e harm('k) can be written as

linear combination y' ") = Z?;‘Tl cjyif’]) with ¢; = (yn @ k),yff]k))l 2(q)- By

the Cauchy—Schwarz inequality, we therefore obtain for all £ € Q)
2n+1 2n+

(e (T

J=1 J=1

vl ). (6.302)
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From Parseval’s identity we are able to deduce that

2n+1

Z Z Zk)JnZJk) (Q):‘

Therefore we find, in connection with Lemma 6.27, the following estimates.

(i,k (i,k)

Lemma 6.28. For any tensor spherical harmonic yy’ of class harmy,

(i) ||

i P (6.303)

we have
2 1
sup y (k) ( |2+ ‘ (6.304)
£eQ 4
In particular,
(i.k) ‘ 2n+1 6.305
SUp ¥ O </ = (6.305)

It follows from the previous investigations that P! ’k’i’k)(', )

(i,k)

ducing kernel of harm;,”™’ in the sense that

is the repro-

(i) For all £ € Q
Oéz,k)P%i,k,i,k)(& ) € harm(+*) (6.306)

(ii) For every f € harm! k) and all £e
i,k k) p (i,k,i
OFME(€) = (OFPIF(E, ), ) g (6.307)

At the end of this section, we want to mention an analogue of the estimate
|P,(t)] < 1, ¢ € [~1,1] for the Legendre rank-4 tensor PV*M™ (¢ ). For
that purpose, let a € R? @ R and 1 € Q be fixed. Then

2n+1
; 4
(ikdam) (Y o (1;m) (i.k)
P ()8 = o ]_2_1: (v ) -a) v (6.308)

is a tensor spherical harmonic of order n and type (i, k,I,m). Hence, we
obtain, from Lemma 6.28 and (6.301), that

2
2n+1
; 2 2n+1 4 I,m)
P(z,k,l,m) . < ( ” . .
femen el < T 5T 3 (v o) )| (6309)
Jj=1 12(Q)
2n+1
_ A (L;m) 2
 2n+1 ; (y"’j () a)
< al%.

This finally leads us to the following result.
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Lemma 6.29. Let i k,l,m,p,q € {1,2,3}. Then, for all&,n € Q,

Pﬁf”“’l’m)(é,n) (P ®e?)| < 1. (6.310)

6.10 Tensorial Funk—Hecke Formulas

As in the vectorial case, our purpose is to prove two different generalizations
of the Funk—Hecke formula known from the scalar theory. In order to specify
these variants, we have to discuss the following problems:

(i) Let n € Q be fixed and h(-,1) € C?)(Q) be invariant with respect to
rotations t € SO(3) satisfying tn = . What is the value of

/Q h(€,7) -y (€) dw(€) (6.311)

(4,k) g’k) 2

for y,,”"’ € harm
(ii) Let H € L'[~1,1]. How can the integral

/ﬂ H(E - m)y () du(€) (6.312)

be determined for y,(li k) € harm

S

Notice that the integral (6.311) is scalar-valued, while the value of (6.312) is
a tensor. This difference goes along with the different methods of investigat-
ing the two formulas. For the first version of the Funk-Hecke formula, we
have to discuss rotational invariant tensor fields (i.e., we have to consider
representations of the group SO(3)); the second one can be established
using the relations between tensor spherical harmonics and homogeneous
harmonic tensor polynomials (as described in Section 6.7).

Let us first recapitulate the definition of the operator R to the tensorial
situation (see Section 2.7): Let f be a tensor field of class 12(£2). Assume
that t is of class SO(3). Then we set

Rf(6) =tTf(tOt, €€ Q. (6.313)

Let G C SO(3) be a subgroup of SO(3). A subspace v C 12(Q) has been
called invariant with respect to G or simply G-invariant if £ € v implies
that Rif € v for all t € G. If a G-invariant subspace v does not contain
a subspace which is also G-invariant (besides v itself), then v is called
irreducible. It is obvious that, for f, g € 12(Q), we have

(Ref, @) (o) = (£, Rer @)z (. (6.314)
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i.e., Ryr is the adjoint operator of Ry. For F € C?(Q) and f € c?(Q), it
can be easily verified that

oM RF(€) = Reol M F(€), (6.315)
O M Ref(€) = ROIME(€) (6.316)

hold for all £ € 2 and (4, k) € {(1,1),(1,2),...,(3,3)}.

Therefore we find, in connection with the results of Section 2.7, the fol-
lowing properties:

(i) For all (i, k) € {(1,1),(1,2),...,(3,3)}, the space 1%2. k)(Q) C 12(Q) is
SO(3)-invariant.
(i,k)

(ii) The space harm,,” is an irreducible invariant subspace of 12(€2) with
respect to SO(3) for all (i,k) € {(1,1),(1,2),...,(3,3)} and all n >
Oi,k~

Furthermore, we are led to the following statements:

Lemma 6.30. Let n € Q be fixed. Then, the following statements are valid:

(i) If £ € c@(Q) with Ref = f for all t € SO, (3), then there ewist
Fi € C[-1,1], i,k € {1,2,3}, such that

OUME() = Fir(&-m), €€ (6.317)

(i) Let (i,k) € {(1,1),(1,2),...,(3,3)} and y"® € harm{"® such that

Rey&™ =y for all t € S0,(3). Then, there exists a constant
C € R such that

yi(©) = ColP(s m), geq (6.318)

Suppose that 1 € Qs fixed. Assume that h(-,7) € ¢ (Q) with Ryh(€, 1) =
h(¢,n) for all t € SO, (3). Then, for (i,k) € {(1,1),(1,2),...,(3,3)}, the

function Oéi7k)h(£, n) = H; (& - n) depends only on the inner product & - 7.
Thus, we are allowed to define

<O(”“)h (n —27r/ Hix(t (6.319)
In fact, for y"F) = 0PV, € harm!™®, we find
[ nen s © a0 = [ ofIhEnr©du© ©32)
(069m)" (m)¥a ().
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This assures the first version of the tensorial Funk—Hecke formulas:

Theorem 6.31. Let n € Q be fized. Assume that h(-,n) € c?)(Q) satisfies

¢h(&,n) =h(¢;n) (6.321)

for all t € SO, (3) and £ € Q. Then, for (i,k) € {(1,1),(1,2),...,(3,3)}
and y(l k) e harm(l k) s >0k,

[ B m 3R dute) = ()7 (099m) " () Oy iV ). (6322

where (O(i’k)h)A (n) is given by (6.319).

Next, we are concerned with the second tensorial version of the Funk—
Hecke formula, as already anounced in (6.312). Let (i, k) € {(1,1), (1,2),...,
(3,3)}. Consider kg’k)r”Ynh:l, n € Ny, Y,, € Harm,,, which are the restric-
tions of homogeneous harmonic tensor polynomials to the unit sphere €.
The cartesian components of k,(f ’k)r”Yn|T:1 are spherical harmonics of de-
gree deg™¥)(n) (cf. Lemma 6.15). Hence, it follows for H € L'[—1,1] and
all n € Q that

/ H(¢ - U)kq(zi’k)rnyn(gﬂr:l dw(§) = H/\(deg(i’k) (n))kg’k)rnyn(n”r:l-
Q

(6.323)
It is known from Section 6.7 that every tensor spherical harmonic y, €
harm,, of degree n can be expressed as linear combination of restrictions of
homogeneous harmonic tensor polynomials of degrees n —2,...,n + 2 (cf.
(6.244) and (6.245)). Therefore, by virtue of Theorem 3.60, the transforma-
tion matrices (6.246), (6.247), and their inverses (6.250), (6.251), we arrive
at the following result which provides the second tensorial version of the
Funk—Hecke formula.

Theorem 6.32. Let Y, € Harm, be a spherical harmonic of degree n.

Moreover, suppose that H is a member of class L'[—1,1]. Furthermore, let
n € Q be fizved.

Ifn =0, then
O%I’I)YO(S)
/ HE ) | oY) | dw(©)
Q 053,3)},0(0
§ L1 (0)+ 2801 (2) o ol + 3 (°(0)— H7(2) 5000
= % (H/\(O) (2)) 0771 l)y ( ) 4 % (QH/\(O) + H/\(2)) 07(72’2)}/ (77)
H"(1)0" Yo ()
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Ifn > 1, then

og’”ms)
o{’”m)
IR o (6) | da)
o V¥ (€)
05273)Yn(§)
0%1’;)Yn(77)
1
O% ’ )Yn(n)
= (H/\(n —2)m,,_s + H"(n)m,, + H"(n + 2)mn+2) ogQ’l)Yn(n)
Oglz’z)yn(n)
07(7 ’ )Yn(n)
and
ot VY, (&)
3,1)
o7 Y (€)
H(¢- dw(&
Jaen | Gy | @
053’3)Yn(§)
%;’T;Yn(n)
oy 'Y,
= (H'(n—1)my_1+H" (n+ 1)my4) 7(73’2)}/' En; .
773 3) i
5 ()
where the matrices my,_9,... My 2, respectively, are given by
2n+1)m,_o =
(24n)(n+1) 2+n)(n+1)(n—1) —(2+n)2  (2+n)(n+1) (24n)(2n+1)
4n+6 (4n—2)n 4n+6 4n—2 2n
(1-n)n (n—1)2 (n—1)n(24n) (1-n)n  (1-n)(2n+1)
4n+6 4n—2 (4n+6)(n+1) 4n—2 2n+-2
(24n)(n+1) (24+n)(n+1)(n—1) (24n)? (24n)(n+1) (n+2)(2n+1)
—(4n+6) (4n—2)n 4n+6 2—4n —2n ’
(n—1)n (n—1)2 (1-n)n(24n) (n—n  (n—1)(2n+1)
4n+6 2—4n (4n+6)(n+1) 4n—2 2n+2
(n+1)n (1-n)(n+1) —(24n)n (n+1)n 2n+1

4n+6 An—2 4n+-6 (4n—2) 2

321



322

6 Tensor Spherical Harmonics

(2n+1)m, =
n(7+5n)  (24n)(n+1)? 2+n)n (643n)(n+1) (24+n)(2n+1)
4n+6 (2—4n)n —(4n+6) 2—4n —2n
(n+)n  (n+D)(GEn=3) (2-3r%=3n)n  (n4Dn  (n—1)2n+1)
—(4n+6) 4n—2 (4n+6)(n+1) 2—4n 2n+2
(ntl)n (n+1)(2-3n2-3n)  p(5048) (ntDn  C4n)@ntD) ||
—(4n+06) (4n—2)n 4n+-6 2—4n 2n
(3=3n)n (I—n)(n+1) (1—n)n? (n+1)(5n—2) (1—n)(2n+1)
4n+6 4n—2 (4n+6)(n+1) 4n—2 2n+42
(n+1)n (n—1)(n+1) (24n)n (n+1)n on+1
—(4n+6) 4n—2 4n+6 2—4n 2
(2n+1)my 9 =
(24n)(n+1)  (24n)(n+1)  (24n)(n+1)  (24n)(n+1) 0
2n+3 2n—1 2n+3 2n—1
n? n? n? n?
2n+3 2n—1 2n+3 2n—1 0
(n+1)* (n+1)* (n+1)* (GE=DRE A
2n+3 2n—1 2n+3 2n—1
(n—1)n (n—1)n (n—1)n (n—1)n 0
2n+3 2n—1 2n+3 2n—1
0 0 0 0 0
(2n + 1)mn,1 =
24n24n _24n%+4n (I—n)n (24n)(n+1)
2n+2 2n 2n+-2 2n
_ 24n24n 24n24n (n—=1)n _ (2+n)(n+1)
2n+-2 2n 2n+-2 2n
(1-n)(24+n) (—1)(24n) (24n)(3n+1) (24n)(n+1) ’
2n+4-2 2n 2n+-2 2n
(n=1)(24+n) (1—n)(24+n) (n—=1)n (n—1)(3n+2)
2n+-2 2n 2n+2 2n
(2n+ 1)m,4q =
(3n+5)n 24n2+n (n=Dn _ (24n)(n+1)
2n+2 2n 2n+2 2n
iniin  (EDGEn=2) (-mn  (4n)n+l)
2n+2 2n 2n+4-2 2n
(n=1)(24n) (A-—n)(24+n) (n—Dn  (2+n)(nt+1)
2n+-2 2n 2n+4-2 2n
(1-n)(24+n) (n—1)2+n) ({A—n)n (24n)(n+1)
2n+-2 2n 2n+4-2 2n
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6.11 Counterparts to the Legendre Polynomials

Our considerations about orthogonal expansions in terms of tensor spherical
harmonics motivate the following definition.

Definition 6.33. The kernel tpg’k) (OxQ—R3®R3 i,k € {1,2,3} given
by
i,k I3 zk
oy (6 m) = (1) 20 Py (¢ ) (6.324)

is called the (tensorial) Legendre rank-2 tensor kernel of degree n and type
(i, k) with respect to the dual system of operators ook Olk) i ke {1,2,3}.

The kernel
3 3 '
=33 pe (6.325)
i=1 k=1
is called (tensorial) Legendre rank-2 tensor kernel of degree n with respect
to the dual system of operators 0% OWF) i | =12 3.

Obviously, the Legendre tensors fulfill an addition theorem.

Theorem 6.34. Let {Y}, p}m=1,..2n+1 be an L%(Q)-orthonormal basis of
the space Harm,, and let {ys&lch,)}m:l’m’gn_i_l with

YOk = (uR)=1/260R Y, (6.326)

be an 12(Q)-orthonormal basis of harm$™". Then

2n+1

2n+1, plH) (¢ () (¢
= Z v m(n), (6.327)

ik e{1,2,3}.

The relation between the Legendre polynomial of degree n and the Leg-
endre tensors is given by the following lemma.

Lemma 6.35. Let P, be the one-dimensional Legendre polynomial of degree

n and Zk), PSJ”“W) the Legendre tensors as defined above. Then, for
§neq,
Pofe m) = —— L olmolRpkim (¢ gy (6.328)
nis )= GINZ [ g 1/2 6 7 n o1 :
() ()
and
1 i ik
(€ m) = ———7508"p Y (6, m). (6.329)
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By use of the addition theorem, we are able to express any rank—2 tensor
field on the sphere in terms of the Legendre tensors in the following way:

3 [eS)

2 1 ... .
-y / 204 Lp ki) ()0 () duo(). (6.330)

i,k=1n=0;p

(in 12(Q)-sense), where the integral is taken componentwise and f(0F) ¢

2 ().

It should be noted that K, x = 2Z—;IP%A”C’Z"M is the reproducing
(i.h) .

kernel of the space harm,,’"’ in the sense that

(i) for all £ € Q
OYMK, i (-€) € harm{™Y), (6.331)

harm,,

(ii) for every f € harm"*) and all £ecQ

(3,k) - (i,k)
OL8(6) = (08P i g),f)p(m, (6.332)

where, for (sufficiently smooth) tensor fields, F : Q — R? @ R3 @ R? ® R3 of
the form,

3 3 3
FO) =Y >3 FurslFect0e e (6.333)

p=1qg=1r=1 s=1

the operators OU*) are defined by

3 3 3 3
LGRS pop L WRCEEE] EERAEN

r=1 s=1 1qg=1

In the vectorial case, two approaches (based on the Legendre tensors and
the Legendre vectors) were presented. The analogue to the Legendre vector
approach in vectorial theory is an approach involving Legendre tensors of
rank two as follows:

oo 2n+1

2.0 > (f(i"“),yffff) ey Yo (€) (6.335)

3
i,k=1n=0;; m=1

£()

3 oo 2n+l (i.k)y
(i,k) k Yom(n) O¢ nm (&)
3305 [ e %

( b
i,k=1n=0;; m=1 (Mn
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6.12 Tensor Spherical Harmonics Related to Tensor
Homogeneous Harmonic Polynomials

Up to now, we dealt with the tensor spherical harmonic system
{yﬁf;,’f? ik=1,2,3, n=0;,..., m=1,...2n+1 With respect to the dual system of op-
erators otk OUK) ' | e {1,2, 3}, concentrating on the fact that the de-
composition into normal and tangential tensor fields is realized. We are now
going to introduce an 12(€2)-orthonormal set of tensor spherical harmonics
{ySZ’k)}Lk:LZ,g’ n=0is..... m=1,.an+1 Such that the functions 377(117’:1) are eigen-
functions of the (scalar) Beltrami operator and, therefore, are useful in the
(theory) of harmonic functions. More explicitly, it turns out that the new
system of tensor spherical harmonics will enable us to introduce so-called
inner/outer (solid spherical) tensor harmonics in such a way that they fulfill

the Laplace equation in the inner/outer space of a sphere (see Chapter 10).

In the sequel, we understand 6% ’k)Yn to be defined by
6§ka)yn(§) = 6g’k)Hn(x)|r=lv (6.336)
with H,(z) = r"Y,(£), z = r{. In more detail,

8.y, oy,
oYy, 012y,
6y, | =a, | o@Vy, (6.337)
5(2:2)y o022y,
5(3:3)y, o023y,
and )
ol Y, 013y,
”‘(273)}/’ (3,1)Y
n n o o n
5By |~ by, 032y |’ (6.338)
6%3’2)}/” o33y,
with matrixes a,, and by, as defined in (6.246) and (6.247), respectively. The
. SGk) g
adjoint operators Oy, satisfying
~(1,k) f — A (i,k)f )
(on G, )12(9) (G, ol >L2(m , (6.339)
f € harm,,, G € Harm,, are given by
oVs oG
O£172)f 0(1’2)G
oVt | =a,| 0@Ya (6.340)
O~7(12,2)f O(Q,Z)G

e 2,3
0%3,3)f 023) g
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and
O3 o3 a
OVt olCe
oGve | TP | osag (6.341)
B¢ oB3a
Further on, by use of the constants u(z k)
Al = 10898 PY @) (6.342)
we obtain
ALY = (n4+2)(n+1)(2n —3)(2n—1), (6.343)
ALY = 30t (6.344)
AZY = (n+1)%(2n—3)(2n - 1), (6.345)
ﬂg??) = n(n—-1)2n+1)(2n - 1), (6.346)
S ( —1)(2n+1), (6.347)
ey = (n +2)(n+1), (6.349)
8D = p?(n+1)(2n+ 1), (6.350)
The operators 6S’k) : Harm,, — h/a\rr/nn, i,k € {1,2,3}, admit extensions
oM . () — c)(Q), i,k € {1,2,3}, (6.352)
by letting
oLy, Y,
612y, Y,
o2y, | =ap| Y, (6.353)
622y Y,
63y, Y,
and
613y, Y,
523y, Y,
o n n
sy | = bp v, | (6.354)
632y, \
where the matricial operators ap and bp are defined by
oD+ 1)(D+2) —oD(D+2) —0CD(Dt+2) —LoBD((D4D+1) Lo
o1 p2 o2 p —oZ1 (D —1) —1032p(D - 1) — 103
ap=| UMD 11?  —oDD41) oEVD4+2  1eEDDinmi1  -io@d
oD p(D — 1) o2 (> —-1) oV (D-1) —$o®2 (D —1) 15(2,3)
0 0 o(2:1) —%0(2’2>D(D+ 1) *%0(273)

(6.355)
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o3 (D +1) o(3:1) —103:2) ~10G3)D(D +1)
b o3 p —o31) %0(3’2) 10G3)D(D +1) -
b= 0 o3 (D+2) 1032 LoBApyay(+1) | (6:356)
0 oG (D—1) 1o —10G3D(D - 1)

with D being the (pseudo)differential operator given by (5.294).

In consequence, we are led to introduce the following tensor spherical
harmonics

, oN-1/2
o = (A59) 8 m, (6.357)
n=0i,...,m=1,...,2n+ 1, where
3 0, (i, k)e{(1,1),(2,1),(3,1)}
Oi = 1, (Z>k) € {(172)7(173)7(273)7(373)} : (6358)
2, (i,k) €{(2,2),(3,2)}

Obviously, the system {ygﬁ’ﬁl)}i,k:172,3,n:0ik,..A,mzl,...,2n+1 and the system

~(ik . .
{ygf,’m)}z- k=123n=0,,....m=1,..2n+1 are related in the following way

Yoo Vi
~(1,2) (1,2)
n,m n,m
g &) | =atanay | yEY |, (6.359)
<(2.2) (2,2)
(UK Yn,m
o Vi
and
T Vi
5’,(273) - y(371)
ey | =8t | Ty | (6.360)
Ynm Ynm
T v
where

0 0 0

0 w0 0 0
ap = 0 0 e 0 0

0 0 0 w2? 0

0 0 0 0 w2
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and

and the matrices &, and (3, are defined analogously.

Clearly, the system {yﬁf ,lfl)} is a set of eigenfunctions of the Beltrami op-
(4 )

erator. Furthermore, the functions y; are eigenfunctions of the tensorial

Beltrami operator A*.

Theorem 6.36. Let {Y;, m}n=01,., m=1,.2n+1 be an L2(Q)-orthonormal
set of scalar spherical harmonics. Then, the set

{y(”f } ) , (6.361)
i,k=1,2,3, n=0;p,..., m=1,....2n+1

as defined by (6.357) forms an 12(Q)-orthonormal set of tensor spherical
harmonics which is closed in c¢(Q2) with respect to || - ||¢(q) and complete in
12(€) with respect to (-,-)i2(q). Furthermore, we have

ALY = —(+2)(n+3)3), (6.362)
AR = —n(n+ 1)y, (6.363)
AFEY = —nm+1)yEY, (6.364)
AR = —(n—-1)(n—2)722, (6.365)
AFED = —nn+ 1)y, (6.366)
ALY =~ D+ 235, (6.367)
A*yém) = —n(n—-1)y3Y, (6.368)
AFEY = —(n+1)(n+2)y58, (6.369)
A*yém) = —n(n-1)y32). (6.370)

6.13 Alternative Systems of Tensor Spherical
Harmonics

Introducing the spaces

—~—(1,k

harmn7 = bpan{yn m)}m L..o2n41, N = Oiks - - - » (6.371)
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we find
3,1
harméS’?’) = harmé ), (6.372)
(1,1) (2,1)
harmém) ® harméz’Q) = harm; @ harm; (6.373)
harmgl’g) S harmg?”l) @ harm§3’3)
——(1,3) ——(2,3) N(Svl)
=harm; @harm; &@harm; (6.374)
harmng) &> harmgl’m @ harmgz’l) @ harmgz’z)
(1,1) (1,2) (2,1) (3,3)
=harm; @harm; @&harm; &harm; (6.375)

and, forn =2,3,...,

harm(*® ® harm®! @ harm®? @© harm®?)

(1,3) (3,1) (3,2) (3,3)
=harm, @harm, @&harm, &harm, (6.376)

and

harm,(ll’l) &) harm%m) @ harmg’l) & harmg’m @ harmg’g)

(1,1) (1,2) (2,1) (2,2) (3,3)
=harm,, @&harm, @&harm, ®harm, &harm, . (6.377)

Therefore, it is clear that

N(lvl) N(271) /\/(371)

harmy = harm, & harm; & harm, (6.378)

harm; = &y harm, (6.379)
i k=1
(i,k)¢{(2,2),(3,2)}
3 (k)
harm, = @harmn , n=23,.... (6.380)
ik=1

In analogy to the vectorial case, we are able to formulate the following
lemma.

Lemma 6.37. Let ¥ @' H,, be a homogenous harmonic tensor polynomial.
Then

f @ H, 0 (6.381)

~(22) | ~(23) | ~(3.2) | ~ - - ~(1,3) | ~(31)  ~(1,1
= g2 4y 38 1y py@U g gD 4 B | gL



330 6 Tensor Spherical Harmonics

where
S ol YameHumis  (63)
S = S, v et (60
v = enivZ, v € Harmy o, (6.384)
)77(11’2) _ (~)£L1,2)YTEI)7 Y,El)EHarHlm (6.385)
gD = 2Dy@  v(® ¢ Harm,, (6.386)
y33 = B33V v ¢ Harm,, (6.387)
vt = oyl vl e Hum,y, (6.388)
~7(13_711) = 651351)3/753)17 Yrsz)l € Harmy, 1, (6.389)
g = sMy, . ¥, € Harm,_s. (6.390)

Analogously to Lemma 5.55, we evaluate the terms 0kgUDY,, with Y,
being a member of Harm,,:

Lemma 6.38. For an L2(Q2)-orthonormal system of spherical harmonics
{Y,.m}, the following identity holds true:

Otk GUDY,, (&) = 810 aH) Yy m (£). (6.391)

Next, we are interested in deriving an addition theorem involving Legen-
dre rank-4 tensor kernels.

Definition 6.39. The kernel

PikIM . Ox Q- RIQRPQR]@R®, ik,I,me {1,2,3}, (6.392)

given by
B (€ ) = (ARG B SEm P e, (6399)

&,m € Q, is called the (tensorial) Legendre rank-4 tensor kernel of degree n
and type (i, k,1,m) with respect to the dual system of operators o) Olik),

The kernel
3

3 3
P,o=> Y Y Y piktm (6.394)

i=1 k=1 I=1 m=1

is called (tensorial) Legendre rank-4 tensor kernel of degree n with respect
to the dual system of operators %) OU*) 4 ke {1,2,3}.
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The connection between the Legendre tensor f’(i kit;m)

tensor Pg klim) (more precisely, tP(l RLm) and tPGk can be easily cal-
culated from their definitions. Unfortunately, the formulas are quite lengthy

so that we will not show them here.

and the Legendre
,Lm) )

(i,k)

The addition theorem for the tensor fields functions ¥, as defined in
(6.357) reads as follows.

Theorem 6.40. Let {y(Z k)}m 1..2n+1 be an 12(Q)-orthonormal basis of
h/a\rr/n( (as defined by (6.357)). Then

(i - 2n+ 1~
D IER© @ FED () = =PI, n), (6.395)
m=1
i,k,p,q € {1,2,3}.
i.k,p,q)

As in the case of the Legendre tensor P
k
estimate of the values ['P, (kp.a) &,n).

Lemma 6.41. If i, k,l,m,p,q € {1,2,3}, then, for all §,n € Q,

, we are able to give an

(i) [PURE™ (¢ m)(eP @ et) <1,
(i) [PEHP™ (& m)| < 3.

Obviously,
> 2n+ 156 kik)
Kiamih = g P

is the reproducing kernel of the space harm,, in the sense that

(i) for all £ €

(i:k)

OUMK (&) € harm, (6.396)

harm,,
3 —— (i)
(ii) for every f € harm,, and all { € Q

O(z,k:)f(é-) — (O(i’k)f{/\/(i,k) (.’ 5)7 f) , (6397)
12(Q)

harm,,

where for (sufficiently smooth) tensor fields F : Q — R? @ R? @ R3 @ R? of
the form

3 3 3 3
FO =Y Y3 FursFet0e ac (6.398)

p=1gq=1r=1s=1
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with Z;q:} Fp’q’r,s(g)sp ® &9 € harm, for r,s € {1,2,3} we define the
operators O(1F) by

3 3

3 3
OUPE(E©) =3 3 0N (33 Fpyra(@) | "0 (6.309)

r=1 s=1 p=1g=1

Tf we introduce the tensor fields pi™ : Q x @ - R3@R3, i,k € {1,2,3},
we finally get an addition theorem 1nvolving the tensor spherical harmonics
{y(Z k)} and the scalar spherical harmonics {Y, y }.

Definition 6.42. The kernel 'p (zk (,):QAxQ—=R3®R3 i, ke {1,2, 3},
given by

BUR (&) = () 2o Pu(g ), & e . (6.400)

is called the (tensorial) Legendre rank-2 tensor kernel of degree n and type
(i, k) with respect to the dual system of operators ok Ok) | =1,2,3.

The kernel
Zzt (&.k) (6.401)

i=1 k=1

is called (tensorial) Legendre rank-2 tensor kernel of degree n with respect
to the dual system of operators ok Ok i | =1,2,3.

The relation between the Legendre tensors ps k) and the Legendre ten-

sors 'p (Z ") can directly be derived using (6.337) and (6.338).

Lemma 6.43. Let the Legendre tensors 'p ( K% - R3 QR3, i,k €
{1,2,3}, be defined as above. Then

tl*jgllvl) — Cl,l,l,l(n + 1)(n+ 2) t (Ll) o 01,2,1,1(n+ 2) i (172)
1
2’1’1’1(71—1— 2) tp t (2 n 2,2,1,12(n 1) (n+2) tp t (2 2)
FREERRE . tp 29, (6.402)
~(1,2 1,1 1,2 2,1
t SL ) _ 01’1’1’2n2 tpﬁl )+Cl,2,1,2n sz ) 62,1,1,2( ~1) Pgl )
1
+02,2,1,22 n(n — 1) tp(2,2) 23,1,22 tpg 3)7 (6.403)
tI~)1(1271) _ 01’1’2’1(n+1) (1 n 1’2’2’1(n+1) (1 2)
+c2t2(n 4+ 2) ! 21)+022212(n—|—1)(n+2) 22)
2 372,1 p(2 :3) (6404)

2 "7
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tf)g,?) _ 0171’2’271(71 . 1) (1 1) + 01 2,2, 2( —1) tpglﬁ)
+62,1,2,2( 1) tpgvl) 2,2,2,2 1n(n 1) tp1(12,2)
23 22 tp 29, (6.405)
tf’5L373) = 21331y (2,1) _ 62,2,3,3; (n+1)tp (2 2)
233, 31 = tpg 3)7 (6.406)
tf)£LL3) _ C}L’S’l’g(n+ 1) tpill’fﬂ) + Ci,1,1,3 tpSvl) . 02,2,1,3% tngB,?)
—Ci’s’l’si (n+1) p>Y, (6.407)
tf)g’?)) _ 0715372’311 tpg 3) 3,1,2,3 p (3 1) +C3,2,2,32 t 23 ,2)
332 3; (n+1) tpl?, (6.408)
tf)7(1371) = S131(p 4 2) tp£1371) 323 12 tpS’ 2)
+63331;(n+2)(n+1) t (33)7
(6.409)
tf)fv?) = 132 _1)'p (3 R 03,2,322 pgf 2)
—02’373’2%71(71 -1) tp,(f”g), (6.410)
where the constants ci™"™, i, k,l,m € {1,2,3}, are given by
(k) \ /2
cikbm (“ (’;m)> . (6.411)
fin

Finally, we mention the following addition theorem.

Theorem 6.44. Let {Y, ;}m=1,. 2n+1 be an L2(Q)-orthonormal basis of
Harm,,. Assume that y(l k) s defined by (6.357). Then

2n+1

2 1 G,
. RO ) = == 5 ) (6.412)

ik e {1,2,3}.
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6.14 Orthogonal Expansions Using Tensor Legendre
Kernels

For F € L2(f), we already know the orthogonal expansion

co 2n+1

F=> %" F\nj)Ya, (6.413)

n=0 j=1

with F/(n,j) = (F, Y j)12()- Using the addition theorem, (6.413) can be
reformulated as follows

oo 2n+1

P Y [ F@a oY, (e
n=0 j=1
. 2n+1 ’ "
= nZ:O i /QF(U)Pn( n)dw(n). (6.414)

In other words, the projection of F' into Harm,,, i.e., the space of all spherical
harmonics with degree n, can be written as

Pr0fiamm, (F) = 25 [ PODPCmdstn). (6415)

It is the aim of the remaining part of this section to show how these expan-
sions look like for the tensorial case. For that purpose, we follow a similar
way as in the vectorial case, (cf. Section 5.15). In particular, we introduce
two generalizations of the Legendre polynomial for the tensorial case, which
lead to two different generalizations of (6.415) for the two system of dual
operators, respectively.

Let f € 12(Q2). Letting
(EC) (n, ) = / £(n) -y () duo () (6.416)
Q

we have the expansion

3 3 oo 2n+1
f:ZZ Z Z (FERNA (n, §) ys’f). (6.417)

Using the addition theorem for tensor spherical harmonics involving Leg-
endre rank-4 tensor kernels, the expansion (6.417) may be rewritten in the

form
=33 Y [ RUESC e () dot),
i =0
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where the Legendre tensor Pg’k’i’k) X Q- R QR @R ®R? reads as
follows:

2n+1 om+1

(0 ik ik
Y oyiP©eyiPm) = TPW k) (&,m) (6.418)
Jj=1

ikn—12n+1 Gr) o
= (W)= o el B, (€ ),

(&,m) € Q x Q (P, is the usual Legendre polynomial of degree n). Explicit
expressions for o%l’k) P, (£-n) can be calculated using Lemma 6.23, where the
explicit expressions for P7(f kDE) are given in Theorem 6.26. Furthermore, it

(i,k)

is obvious that the projection 12(€2) — harm,,” reads as follows

92 1 o .
L [ PR e o). (6419)
Q

47

Projharm%’m (f> -
Thus, we recognize Legendre rank-4 tensor kernel Pg’k’i’k) as a canonical
generalization of the Legendre polynomial to the tensor case.

As in the vectorial case, there is a second variant to generalize the Leg-

endre polynomial. Let the tensor spherical harmonics yfj ’JI?)

from an orthonormal set of scalar spherical harmonics, i.e.,

be constructed

i,k i -2
yﬁlvj):(u;@) o(th)y;, . (6.420)

ik =1,2,3, n = 0,..., 5 = 1,...,2n + 1. Assuming that f € 12(Q) is,
in addition, sufficiently smooth, we can reformulate (6.417) in the following
way

3 3
£ =YY Y [ty ey (6.421)
i=1 k=1n=0;, j=1 Y%
3 3 oo 2n+1 1 (k)
= >33 > ) 0 Y () dw(n)y,
i=1 k=1n=0;5 j=1 /Q (/h(z’k))lﬂ ! ’
3 3 oo 2n+1 ‘ 1 (k)
= > > [ (OFPEm) ———Yni(n)dw(n)y, ;
i=1 k=1n=0;, j—=1 /Q ! (#%%))1/2 !

3 e’}
2n+1 1 : i
=>> > /QO%"“)f(n)tp%’k)(nn) dw(n),

where the Legendre tensor tpg’k) (0 x Q — R3®R3 is given by

2n+1 , o +1 )

=1



336 6 Tensor Spherical Harmonics

and the operators O"%) which are adjoint to o(**) are given by (6.132)—
(6.140). The Legendre tensors can be determined using the addition theo-
rem 6.34. Using this second generalization ‘p ( ) of the Legendre polyno-
mials, the projection operator (6.419) can be rewritten as

POl (1) =~ iy [, OFH B (o). (0429

For this formula to be valid, it is necessary that f is sufficiently smooth.

In addition, it should be mentioned that not only the system of dual
operators o(tF) QK 4 I e {1,2, 3}, define tensor spherical harmonics, but
also the system of dual operators 6(k) Oik) enables us to introduce tensor
spherical harmonics. In more detail, using the system {g]ff]k)} with

N-1/2
y,(jf) (a52) 800, (6.424)

,k=1,2,3, n=04,... .,2n + 1, we find for f € 12(Q)
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3 oo 2n 1/ ~ 1
= > > > (O M (1) s Yoy () ()37
i=1 k=1n=0; j=1 Y% (Mgﬁ ))1/2 !
3 3 00
2n+1 ]. / ~( k) t~( k)
= >3 N : PEYE(n) B (- m) duw(n),
ik n
i=1 k=1 n=0;; An ( : ))1/2 Q
where the Legendre tensor tf)gf’k) (0 x Q — R ®R3 is given by
2n+1
i 2n+1 i,
Z VY ) = = "B (Em), (€ enxQ (6.420)

The kernel tf)g’k) leads us to the projection operator (cf. (6.419))

. 2n + 1 1 ~ (i ~ (i
Proj—uw (f) = = I /Q (057 "“)f(n)) U (-, m)dw(n).
arm Mn’
(6.427)

Again, for this formula to be valid, it is necessary that f is sufficiently
smooth.
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6.15 Bibliographical Notes
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the tangential ones have also been considered in the work of G.E. Backus
(1966); G.E. Backus (1967). The decomposition theorem has been proven
by W. Freeden et al. (1994), where also a detailed view on tensor spherical
splines is worked out. The proof of closure and completeness based on Bern-
stein summability is due to W. Freeden, M. Gutting (2008). An intrinsic
approach which emphasizes the tensor spherical harmonics to be eigenfunc-
tions of a tensorial Beltrami operator is due to M. Schreiner (1994), W.
Freeden et al. (1998), and H. Nutz (2002).



7 Scalar Zonal Kernel Functions

Any kernel function K : Q x  — R that is characterized by the property

K& n)=K({—n]), &nef (7.1)

is called a (spherical) radial basis function (at least in the theory of construc-
tive approximation). In other words, a radial basis function is a real-valued
kernel function whose values depend only on the Euclidean distance |£ — 17|
of two unit vectors &, 7 (see Fig. 7.1). A well-known fact is that the distance
of two unit vectors is expressible in terms of their inner product:

E—n? =P+ > =26 n=201-E&n), &Eneq. (7.2)

Consequently, any radial basis function is equivalently characterized by the
property of being dependent only on the inner product £ - 1 of the unit
vectors &,m € Q, i.e.,

KE&n)=K(¢—n)=K(En), &neq (7.3)

In the theory of special functions of mathematical physics, however, a kernel
K : Q x Q — R satisfying K (€ -n) = K(t& - tn), £,1 € Q, for all orthogonal
transformation t is known as a zonal kernel function (see (2.107)). In order
to point out the reducibility of K to a function defined on the interval
[—1,1], the notation (£,7) — K(£-n),(€,n) € Q x €, is used throughout
this work.

7.1 Zonal Kernel Functions in Scalar Context

In what follows, we deal with essential keystones of the scalar theory of zonal
kernel functions. The classical addition theorem of spherical harmonics
enables us to characterize zonal kernel functions as orthogonal (Fourier)
sum expansions in terms of Legendre polynomials.

We begin our considerations by recapitulating the definition of a zonal
kernel function in more mathematical rigor.

339
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Fig. 7.1: Two examples of scalar (locally supported) zonal functions on the
unit sphere €.

Definition 7.1. Assume that K is a real function on the interval [—1,1].
A function K¢ : Q — R, £ € (2 fixed, given by

n— Ke(n) = K(&-m), neQ, (7.4)

is called a scalar zonal kernel function (more accurately, &-zonal kernel
function or &zonal function).

For simplicity, we write K(§-) instead of K(§ --). It is clear that &—
zonal functions are invariant under orthogonal transformations which leave
¢ fixed, such that the value K¢(n) depends only on the inner product of n
and & (isotropy). Moreover, it is customary to identify K¢(n) with K(&-n)
(instead of K (€ -n)).

Definition 7.2. A scalar zonal function K : [~1,1] — R is called an L2(Q)-
zonal scalar kernel function, if K(€-) is a member of the space L2(Q) for
each £ € Q.

From the Funk-Hecke formula, we obtain for all &, n € Q and K €
L2[-1,1]

QK(ﬁ-a)Pn(a-C) dw(ar) = K" (n)Pa(§ - ) (7.5)

with Legendre coefficients K"\ (n),n € Ny, given by

KMNn) = 2r /_ 11 K()Pa(t) dt. (7.6)

Using both the addition theorem (Theorem 3.26) and the Funk-Hecke
formula (Theorem 3.60), we get a representation of an L2()-scalar zonal
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kernel function K in terms of a Legendre series. Explicitly written out,

KE) =3 2 ke myp (e (7.7)

4
n=0

(in || - [lL2(q)-sense), where the sequence {K"(n)}nen, is called the Legendre
symbol of the zonal kernel K (&-).

From the addition theorem with & = n we get

2n+1
Y @ = 2, cen. (7.9
m=1

Therefore, the representation (7.7) in combination with (7.8) helps us to
formulate the following theorem:

Theorem 7.3. A scalar zonal kernel function K : [—1,1] — R is an L2(92)~
scalar zonal function if and only if

S22 L (A ) < oo. (7.9)

4
n=0

7.2 Convolutions Involving Scalar Zonal Kernel
Functions

Via the Funk—Hecke formula, we are led to compositions of zonal kernels
generated by convolution. An important feature is that the convolution of
zonal kernel functions does not affect the property of being a zonal kernel.

Definition 7.4. Let H, K be L2(Q)-scalar zonal kernel functions. Suppose
that F is of class L?(Q2). Then K * F defined by

(K + F)( /K ) F(n) dw(n), (7.10)

& € Q, is called the convolution of K against F. Furthermore, H * K defined
by

(H « K)(€ ) = /Q H(E - OK(C ) dw(0), (7.11)

&,n € Q, is called the convolution of H against K.

Note that we use the same symbol ‘x’ for different specifications of con-
volutions. Moreover, the commutativity in (7.11) should be pointed out,
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such that the convolution of H against K is equal to the convolution of K
against H,ie., H*x K = K x H.

Convolutions on the sphere have been discussed by many authors (see,
for example, S. Bochner (1954), A.P. Calderon, A. Zygmund (1955)). Of
particular importance in our approach are the following properties:

(i) For G € L?[-1,1], Y, € Harm,,

(G*Y,)(€) =G (MYa(8), €€, (7.12)

(ii) For all Y;, € Harm,, (cf. Corollary 3.61),

/Q(G*F>(77)Yn(77) dw (1) :GA(n)/ Em)Ya(n)do(n).  (7.13)

Q

For later use, we introduce the concept of an iterated convolution.

Definition 7.5. Assume that K € L?[-1,1] and F € L?(Q). For (£,¢) €
Q x Q we let

KW(E-¢) = K(£-0),
K®(E-¢) = /Q KOD( . )K(C - n)do(n), k=2.3....

Then K®*) « F is called the k-th iterated convolution of K against F.

Obviously, the k-th iterated kernel K is a scalar zonal kernel function,
and it follows immediately that

(K™Y () = (KNn)*, n=0,1,..., k=1,2,.... (7.14)

Let H, K be L?(Q)-scalar zonal kernel functions. Furthermore, suppose
that F is of class L2(2). By virtue of of the Cauchy-Schwarz inequality, it
is not hard to see that, for K € L2(2), K * F is in L2(f2), whereas H x K is
a member of class C(2). In spectral formulation, we have

e 2n+1
K« F = ZK/\(n) Z F™(n,m)Ypm, (7.15)
m=1

n=0

and

= o +1
HaK =3 = 1 ) () Py (7.16)
™
n=0
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Finally, it should be mentioned that

o0
2n+1
F:E P,x F 7.17

n=0 dm " ( )

in the topology of || - [|r2(q)-

7.3 Classification of Zonal Kernel Functions

As already mentioned, spherical harmonics are an adequate and often used
tool for global approximation of functions on a sphere. In fact, spherical har-
monic expansions are classical means in geopotential modeling. However,
spherical harmonics suffer from several drawbacks in their construction be-
cause of their global support. An essential disadvantage is the fact that
they are usually not appropriate for the investigation of local structures.
In this respect, it is advisable to go over to space localizing functions, e.g.,
zonal kernel functions that are generated by summing up certain spheri-
cal harmonic expressions. Several classes of zonal kernel functions can be
distinguished, for example, bandlimited and non-bandlimited, space-limited
and non-spacelimited kernel functions. But the question is what is the right
zonal kernel function of local nature for local purposes of approximation?
Of course, the user of a mathematical method is interested in knowing the
trial system which fits ‘adequately’ to the problem. Actually it is necessary,
in the case where several choices are possible or an optimal choice cannot be
found, to choose the trial systems in close adaptation to the data width and
the required smoothness of the field to be approximated. In this respect, an
uncertainty principle specifying the space and frequency (in physical lan-
guage ‘momentum’) localization is helpful to serve as a decisive criterion.
The essential outcome of the uncertainty principle is a better understanding
of the classification of zonal kernel functions.

We begin our mathematical explanations of an uncertainty principle on
the sphere Q with the development of suitable bounds for the quantification
of space and frequency localization.

Localization in Space. Suppose that F' is of class L?(Q). Assume first
that

1/2
1Flle = ( | o dw(n)> —1 (7.18)

We associate to F' the normal (radial) field n — nF(n) = 07(71)F(77)7 n e Q.
This function maps L?(€2) into the associated set of normal fields on €. The
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‘center of gravity of the spherical window’ is defined by the expectation value
in the space domain

i = [ (P ) F doto) = [ n(P()? doti) € B (7.19)

thereby interpreting (F(n))? dw(n) as surface mass distribution over the
sphere Q embedded in Euclidean space R3. It is clear that g%m lies in the

closed inner space Qint of () |g}’;l)\ < 1. The variance in the space domain

is understood in canonical sense as the variance of the operator o(!)

") = /ﬂ (o~ a8 Fn)) dot)
/Q (77 - 9%(1))2 (F(n))* dw(n) €R. (7.20)

Observing the identity (n —gl%(l))2 =1+ (g%fl))Q —2n- g%(l), n € Q, it follows
immediately that (0%(1))2 =1- (g%(l))2. Obviously, 0 < (0%(1))2 <1

Since we are particularly interested in bandlimited or non—bandlimited
zonal (i.e., radial basis) functions on the sphere, some simplifications can
be made. Let K be of class L?[—1,1] and [ K|l12(1,1) = 1. Then, the cor-
responding expectation value (‘center of gravity’) can be computed readily
as follows (3 = (0,0,1)7):

il = [0l ot = (20 [ e ar)

-1

Letting
) M ! 5
15 = |ggi | = 2m / HE®) dt| € R (7.21)
-1
we find for the corresponding variance
(1) o \? 2
(% ) = /ﬂ(n—g?((‘ss,)) (K (n-€%)" dw(n) (7.22)

W\ 2
()
o)

= 1- (9[{(-53))2 cR.
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o)
F

\

C

Fig. 7.2: Localization in a spherical cap.

. . P . 1 1 .
Figure 7.2 gives a geometric interpretation of g%( " and aj’,( ' We associate
o) 1)

to g% ', 9%~ # 0, and its projection n%fl) onto the sphere 2 the spherical
capC={neQ|l-—n- 77%(1) <1- |g%(l>|}. Then the boundary 9C is a
circle with radius o%(l). As one thinks of a zonal function F' to be a ‘window
function’ on 2, the window is determined by C, and its width is given by

oD
o

Localization in Frequency (once again, in physics usually called localiza-
tion in momentum). Next the expectation value in the ‘frequency domain’
is introduced to be the expectation value of the surface curl operator o3
on Q. Then, for F € Hg(Q), I €N, i.e., for all F € L2(2) such that there
exists a function G € L2(Q) with G"(n, k) = (—n(n + 1))'F"(n, k) for all
n=0,1,..,k=1,...,2n+ 1, we have

o(3)
52" = [ (o Fm) Fn) dota) =0 B
Correspondingly, the variance in the ‘frequency domain’ is given by
o3 o3 2
087 = [ (o - 9”) Fin) " dotn) e &
Q
The surface theorem of Stokes shows us that
®y2 (3) (3)
@7 = [ (Pm)- (o Fm) dota)
; (7 Fm) - () Fm)
= [ CAFm) Pt
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Table 7.1: Space/frequency localization: A comparison of the operators o

and 0(®).
Operator Expectation value
o)
Space otV g = /Q (oD F(m)) F(n)dw(n)
o®
Frequency o) 9 = /Q (O%B)F (n)) F(n)dw(n)
Operator Variance
2
Space oM ao)2 :/ o) — g2 F dw
"7 = | (o = g2”) Fn)” )
o® o® 2
Frequency o (of”)? = /Q (o8 = g8”) F(m)) " dw(m)

Expressed in terms of spherical harmonics, we get via the Parseval identity

oo 2n+1

o?2 =" n(n+ D(F (k)2
n=0 k=1
Note that we require
0o 2n+1
IF 20y = D D (FN(nh))* =
n=0 k=1

. o3 T
The meaning of ¢%." as measure for ‘frequency localization’ is as follows:

ol?) o Gecurs if many

The range of 6% is the interval [0, oo] a large value of 0%
Fourier coefficients contribute to o9 F . In conclusmn relating any spherical
harmonic to a ‘single wavelength’ a large value o9 F " tells us that F is spread
out widely in ‘frequency domain’. In contrast to this statement, a small
number of (7%(3) indicates that only a few number of Fourier coefficients is

significant (cf. Table 7.1).

Again we formulate our quantities in the context of zonal functions . Let
K (-€%) be of class Ha(f2) satisfying HK(~53)||L2(Q) =1, then

(05en)” = _/QAZK(TI~€3)K(77-€3)CZW(77)

. /_ KOLEWD d
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where L; denotes the Legendre operator as given by (3.175).

) )

The square roots of the variances, i.e., o and o , are called the
uncertainties in o) and o), respectively. For these quantities, we get (see
F.J. Narcowich, J.D. Ward (1996) and W. Freeden (1998)) the estimate

MN\2/ _oB3)\2 2
(0 ) (op" )" = g5 " I°
Summarizing our results, we are led to the following theorem.

Theorem 7.6. Let I' € Ha(Q) satisfy |[Flly2) = 1. Then

o) |2

(1) (3)
(0% )(o% ) > |9 (7.23)
If g%(l) is mon-vanishing, then
A% ASY > 1, (7.24)
where we have used the abbreviations
o oo
AT = (7.25)
o(1)
F
and X ,
A% = 597, (7.26)

Proof. First we observe that for F' € Hz () and all constant vectors a € R3,
_ T
a = (a1,az,a3)",

—a 0(3) w .
|7 ((r=a) Ao P ) ) (7.27)
3
= /Q(;ﬁi/\(F(ﬁ)(m—az‘)O%g)F(n)D dw(n)
3 .
= 3t | Fn = a)of? Fn) dot)

(note that o) = L*). Now it is clear that for i =1,2,3

3
F(n)(ns = ai)oPFn) = Y (Fn(m — ae® - o) F(n)) 5. (7.28)
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This yields the identity

[P (0= a) Ao F) duti) (7.29)
Q
3 3
= YA Y [ Fn - a)et o F () duti)et
i=1 k=174

It follows that
Zlf /\Z / )e* - oV F(n) dw(n)e® (7.30)
= Zf /\Z / Jol¥) - (F(n)(m *ai)e’“) dw(n)ek
- Z AZ ) [ P Fnn = ai) < dufo)

Y [ P (P = ) dot).
i=1
This leads us to the identity

/F n—a) Aol F(y )) dw(n) (7.31)
Z/ (3) F(n)(ni — a;)) dw(n) Ne'

| P A =) dsto)
= [ Fo) (o 1 (1= ) ),
Q

where we used the notation

M)
—
dr'

Ly Ag(n) = e)) Ae (7.32)
i=1

in analogy to (2.132). With the help of this identity, we now verify the

uncertainty principle. For that purpose, we first see by application of the

Cauchy—Schwarz inequality that

o8 03" > gp, (7.33)

where we have used the abbreviation

or = [ |(n=d") F| | P] dt. (7:34)
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The last expression can be estimated from below as follows

g > ’ / F(n i >) A (0573>F(77)) dw(n)'. (7.35)
With our preliminary result, we then obtain
A ((0-a") ) st (730
Furthermore, after elementary calculations, it follows that

(n g5 )) Ao + ol A (77 - 9%(1)) = —2n. (7.37)

But this gives us

gr 2>

oD

gr | (7.38)

gr >

[ Fo-nra dw(n)‘ -

as required. O

In fact, the statement of Theorem 7.6 remains valid without assuming the
condition ||F[[;2(q) =1 (see S. Beth (2000)).

Corollary 7.7. Let G be a member of class HQ(Q). Then

o |2

(1) (3)
(0& V(o0& )" = |98 (7.39)
If ggfl) s mon-vanishing, then
A%V ASY > (7.40)

Proof. Remember that 085 ),Ug( ) respectively, are non-negative. Therefore,

the inequality (7.39) is verified for G = 0 (in [|-[|1,2(q)—sense) by the following

estimate
oo awn)

/ 9l 1G ()2 du ()
Q

G720
0. (7.41)

(1)
9é

IN

Without loss of generality, we suppose that ||G||r2(q) # 0. Then we define
I =G/ ||G|l2(q)- The application of the operator definitions leads us to

o) e
g / nIGOn)2 duo() = G122 98" (7.42)
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/‘ 0<1>
/ﬂ<1—2n g&" + (g&") >|G(n)|2dw(n)

161300y~ 2 (587) + 1612y (987
||G||32(Q)< — 2G| (9 ( O(”) + |Gz Q)( 0(”) >

In order to obtain a relation between O'%(l) and (J'%(l), we need the following

and

(02”)? ()] dw(n) (7.43)

estimate
G )+ 01 ()~ (1- (7))
- (9%(1)) <1 —2 HGH%Q(Q) + ”G”iQ(Q))
= (go(1>) (”GHL2 B 1)2
= (7.44)

Consequently,

121G g0 (987) HIGI sy (68) 2 1-(687) = (08" - (7.49)

Using (7.45) in the right hand side of (7.43), we see that HGHLQ(Q) (o <1>)
is bounded by (O‘G(l)) , 1e.,

oD\ 2 oD\2
(08")2 > 1G22 (02)? (7.46)
We already know that
o3 *
" = [ GLiGmdsm =o, (7.47)
and
0(3) * 0(3)\2
(04" = | ~GoaGmdatn) = Gy (577 . (148

From (7.46) and (7.48), respectively, we immediately find the uncertainty
principle (7.39):

o) o® o1 o3
(08 )2(08”)? > |Gllizq (08 > 203”2 (7.49)

w12 w12
o 5725

v

v

|1Glr2(6) |92

This completes the proof. O
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The uncertainty relation measures the trade off between ‘space localiza-
tion” and ‘frequency localization’ (‘spread in frequency’). It states that
sharp localization in space and ‘frequency’ are mutually exclusive.

An immediate consequence of Theorem 7.6 is its reformulation for zonal
functions K (g2) : n— K (2 -n), n € Q.

Corollary 7.8. Let K(%) € Ha(Q) satisfy | Kz 1y = 1. I 5 is
non-vanishing, then
A()(l) AO(3) >1
K K =4

where o
AoV _ Tk

K to(l)
K

and (3) (3)
o3 o3
AK =0Kg .

. . 3 . .
The interpretation of (0%( ))2 as variance in ‘total angular momentum’

helped us to prove Theorem 7.6. But this interpretation shows two essential
drawbacks: First, the expectation value of the surface curl gradient is a
vector which seems to be inadequate in ‘momentum localization’ in terms
of scalar spherical harmonics, and secondly, the value of gfp(g) vanishes for
all candidates F'. This means that the ‘center of gravitation of the spherical
window’ in ‘momentum domain’ is independent of the function F' under
consideration. Therefore, we are finally interested in the variance of the
operator —A*

@202 = [ (o o) P ot (750)

which is a measure for the ‘spread in momentum’. Now the corresponding
expectation value g}A is scalar-valued and non-vanishing. It can be easily
seen that

Ak —A* 2 A% 2
(02 )2 =g %) - (QFA ) : (7.51)
In connection with Theorem 7.6, this leads to the following result.
Theorem 7.9. Let I be of class H4(2) such that |[Flli2q) = 1. Then
—A* 2 A 2
= (i)

— (7.52)
QFA

(1) 2, —A*\2 (1)
(o7 ) (0p™ )" = |97

provided that g;A* # 0. If the right hand side of (7.52) is non-vanishing,
then )
AGVATA > 1, (7.53)
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where
1/2

1/2
—A* —A* (3)
AF = —F 7 = (gF ) =A%,

Finally, we discuss some examples which are of particular interest for us:

Localization of Spherical Harmonics. We know that

[ (st€? doi) =1 (7.54)
Now it is clear that
oh) o)
gyn,k = 07 O—Yn,k =1 (7.55)
Moreover, we have
w2 =nn+1), oyt =0 (7.56)

In other words, spherical harmonics show an ideal frequency localization, but
no space localization (see Fig. 7.3 for an illustration of space and frequency
localization for the Legendre polynomials).

1

Fig. 7.3: The Legendre kernel P, for n = 2, 5, 9, space representation
9 +— Py(cos(?)) (left) and frequency representation m — (P,)"(m) (right).

Localization of the Legendre Kernel. We have with PY = 2”; Lp,

/Q (Br(€-0)? dw(¢) = 1 (7.57)
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for all £ € ), such that

o)

Ipze) = O OPie) = (7.58)

7A* 7A*
Iprie) = n(n+ 1), UP;(&):O. (7.59)

15

101

e

0 02 04 06 08 1

Fig;. )7.4: Abel-Poisson kernel uncertainty classification: The functions h —
ot —A
AQh and h — AQh .

Localization of the Abel-Poisson Kernel. Consider the function @ :
[-1,1] = R, h < 1, given by (see Fig. 7.4)

o

1 1-h? 2n+1
t)=— = h" Py (t). .
Qn(t) A7 (1 + h2 — 2ht)3/2 z:% An (t) (7.60)
An easy calculation gives us
1+n2\"? 1
_ 1/2 _
1Qn 21,1 = (Qn2(1))? = < - ) s (7.61)

Furthermore, for Qh(t) = ||Qh||£21[71 3 Qn(t), t € [-1,1], we obtain after an
elementary calculation

o 2h RO B2\ ?

tQh - 1+ h2’ (th ) - (1 4 h2 ) (762)
. 6h> . 12h2(h* + 5h% + 1)
—A* _ —A* N2 _
99, ~-mp “a) (1—n2)t (7.63)
and ) /G
oM _ 1 - h —A* 6h

AQh =55 AQh =1 72 (7.64)

Thus, we finally obtain

wp-ar_ V6 _ /3
A AG =5 =5 > 1 (7.65)
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B
xOO
EER]

[INIn
oo

Fig. 7.5: The Abel-Poisson kernel Qy, for h = 0.7, 0.5, 0.2. Space represen-
tation ¥ — Qp(cos(9)) (left) and frequency representation n — (Qp)"(n)
(right).

Note that in this case, the value A"Qfl)AéA* is independent of h.
h h

All intermediate cases of ‘space-frequency localization’ occur when dis-
cussing the Abel-Poisson kernel. In fact, it should be pointed out that the
Abel-Poisson kernel does not satisfy a minimum uncertainty state.

Letting h formally tend to 1 in the results provided by the uncertainty
principle for the Abel-Poisson kernel function, we are able to interpret the
localization properties of the Dirac kernel on €:

oo 2n+1

SE-m =D YurlYar(n), &ne. (7.66)

n=0 k=1
Using the addition theorem, we see that the Dirac kernel is of zonal nature
satisfying 6"\ (n) = 1 for all n € Ny:

o0

sem =3 AP ), Ene (7.67)

n=0
where the convergence is understood in distributional sense. As a matter
of fact, letting A tend to 1 shows us that the variances in the space do-
main take the constant value 0. On the other hand, the variances in the
frequency domain converge to co. Hence, the Dirac kernel shows ideal space
localization, but no frequency localization .

Bandlimited versions dn of the Dirac kernel, i.e., truncations of the Dirac
kernel in the form
N

anem =3 " R, &neo (7.68)

n=0
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are called Shannon kernel functions of degree N € Np.

The minimum uncertainty state within the uncertainty relation is pro-
vided by the bell-shaped (Gaussian) probability density function (see W.
Freeden (1998), N. Lain Fernandez (2003)) .

Localization of the Gaussian Function. Consider the function G given
by
Ga(t) = e MDO=D e [—1,1], A>0. (7.69)

An elementary calculation shows us that

Ga(t) = y(N)e WD), (7.70)

with
—1/2

Y = VIR (- e ) .7

satisfies ||C~1Y)\||L2[,171] = 1. Furthermore, it is not difficult to deduce (cf. W.
Freeden, U. Windheuser (1997)) that A‘él)AéA* — 1 as A — oo. This
A

shows us that the best value of the uncertainty principle (Corollary 7.8) is
1.

Summarizing our results, we are led to the following conclusions: The
uncertainty principle represents a trade off between two ‘spreads’, one for the
position and the other for the frequency. The main statement is that sharp
localization in space and in frequency are mutually exclusive. The reason for
the validity of the uncertainty relation (Theorem 7.6) is that the operators
oM and 0® do not commute. Thus oY) and 0®) cannot be sharply defined
simultaneously. Extremal members in the space/momentum relation are
the polynomials (i.e., spherical harmonics) and the Dirac function(al)s. An
asymptotically optimal kernel is the Gaussian function.

The estimate (Corollary 7.8) allows us to give a quantitative classifica-
tion in the form of a canonically defined hierarchy of the space/frequency
localization properties of kernel functions of the form

oo

K0)=Y ke, t=en m)

n=0

(&,m) € Q x Q. In view of the amount of space/frequency localization, it
is also important to distinguish bandlimited kernels (i.e., K”*(n) = 0 for all
n > N) and non-bandlimited ones. Non-bandlimited kernels show a much
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stronger space localization than bandlimited counterparts. It is not difficult
to prove that if K € L?[—1,1] with || K (¢ ez =1,

o 2
e =1 (S e e) e

n=1

Thus, if K(n) ~ K"(n+ 1) ~ 1 for many successive integers n, then the
support of (7.72) in space domain is small.

The varieties of the intensity of the localization on the sphere €2 can be also
illustrated by considering the kernel function (7.72). By choosing 'K”(n) =
dnx’ We obtain a Legendre kernel of degree k, i.e., we arrive at the left end of
our scheme (see Table 7.2). On the other hand, if we formally take K”*(n) =
1 for n = 0,1,..., we obtain the kernel which is the Dirac functional in
L%(Q2). Band-limited kernels have the property K”\(n) = 0 for all n > N,
N € Ny. Non-bandlimited kernels satisfy K”(n) # 0 for an infinite number
of integers n € Np. Assuming the condition lim, ., K"(n) = 0, it follows
that the slower the sequence {K”(n)}n=0,1,.. converges to zero, the lower is
the frequency localization, and the higher is the space localization.

Table 7.2: The uncertainty principle and its consequences.

space localization

< >
< >

no space localization ideal space localization

frequency localization

ideal frequency localization no frequency localization

kernel type

< >
<

Legendre kernel bandlimited locally supported  Dirac kernel

Altogether, Table 7.2 gives a qualitative illustration of the consequences
of the uncertainty principle in the theory of zonal kernel functions on the
sphere: On the left end of this scheme, we have the Legendre kernels with
their ideal frequency (momentum) localization. However, they show no
space localization, as they are of polynomial nature. Thus, the present stan-
dard way in applications of increasing the accuracy in spherical harmonic
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(Fourier) expansions is to increase the maximum degree of the spherical
harmonics expansions under consideration. On the right end of the scheme,
there is the Dirac kernel which maps a function to its value at a certain point.
Hence, those functionals have ideal space localization but no frequency lo-
calization. Consequently, they are used in a finite pointset approximation
(see, for example, the thesis due to J. Cui (1997) and the references therein).

Zonal kernel functions exist as bandlimited and non-bandlimited func-
tions. Every bandlimited zonal kernel function refers to a finite number
of frequencies. This reduction of the frequency localization allows a finite
variance of the space in the uncertainty principle, i.e., this method has both
a frequency localization and a space localization. If we move from bandlim-
ited to non-bandlimited zonal kernel functions, the frequency localization
usually decreases and the space localization increases in accordance to the
uncertainty principle. In consequence, if the accuracy has to be increased in
zonal kernel approximation (e.g., by splines and wavelets as proposed in W.
Freeden et al. (1998)), a denser point grid is required in the (local) region
under investigation.

7.4 Dirac Families of Zonal Scalar Kernel Functions

As already pointed out, the spectral representation of a square-integrable
function by means of spherical harmonics is essential to solving many prob-
lems in today‘s applications. In future research, however, Fourier (orthogo-
nal) expansions in terms of spherical harmonics {Y, ;} will not be the only
way of representing a square-integrable function. In order to explain this in
more detail, we think of a square-integrable function as a signal in which
the spectrum evolves over space in significant way. We imagine that, at
each point on the sphere 2, the function refers to a certain combination
of frequencies, and that these frequencies are continuously changing. This
space—evolution of the frequencies, however, is not reflected in the Fourier
expansion in terms of non—space localizing spherical harmonics, at least not
directly. Therefore, in theory, any member F of the space L2(Q2) can be
reconstructed from its Fourier transforms, i.e., the ‘amplitude spectrum’

{F"(n,j)} n=o.1,., , but the Fourier transform contams information about
j=1,....2n+1

the frequenmes of the function over all positions instead of showing how the
frequencies vary in space.

In what follows, we present a two-parameter, i.e., scale- and space-dep-
endent method of achieving a reconstruction of a function F' € L2(Q)
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involving (scalar) zonal kernel functions which we refer to as scaling (ker-

nel) functions converging to the (zonal) Dirac kernel. Roughly speaking, a

Dirac family as discussed here is a set of zonal kernels ®, : [-1,1] — R,
€ (0,00), of the form

o] 2n+1
&) = D poln) Z Yoo (€)Yo5(n), (7.74)
= pr 2n+1 Pu&-m), &neq,

converging to the ‘Dirac—kernel’ § as p — 0. As shown in Section 7.3, the
Dirac kernel can be formally written as zonal kernel function

oo 2n+1
§Em) = DD Yu(O)Ynym), (7.75)
n=0 j=1
- 22”4“ (€, Eneq
n=0

Consequently, if {®,},c(0,00) is @ Dirac family of zonal kernels, its ‘symbol’
{¢p(n)}n=0,1,. constitutes a sequence satisfying the limit relation

lim ¢y (n) =1 (7.76)
p>0
for each n = 0,1,.... Accordingly, if {®,},c(,00) is a Dirac family of zonal

kernels, the convolution integrals

(B, % F) (€) = /Q B,(€ MF@) doln), €€, (7.77)

converge (in a certain topology) to the limit

F(€) = (6 % F)( /55 nF(n) dw(n), €€Q, (7.78)

for all £ € Q as p tends to 0. In more detail, if F is a function of class L2(2)
and {®,} is a (suitable) Dirac family (tending to the Dirac kernel), then
the following limit relation holds true:

Jdim [[F = @5 Pl =0 - (7.79)

It should be noted that an approximate convolution identity acts as a
space and frequency localization procedure in the following way: As {®,},
€ (0,00), is a Dirac family of zonal scalar kernel functions tending to the
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Dirac kernel, the function ®,(n-), is highly concentrated about the point
7 € Q if the ‘scale parameter’ is a small positive value. Moreover, as p tends
to infinity, ®,(n-) becomes more and more localized in frequency. Cor-
respondingly, the uncertainty principle states that the space localization
of ®,(n:) becomes more and more decreasing. In conclusion, the prod-
ucts n — @,(§-n)F(n), n € Q, & € Q, for each fixed value p, display
information in F € L?(Q2) at various levels of spatial resolution or fre-
quency bands. Consequently, as p approaches oo, the convolution integrals
D, % F = [ ®,(-n)F(n) dw(n) display coarser, lower-frequency features. As
p approaches 0, the integrals give sharper and sharper spatial resolution.
In other words, the convolution integrals can measure the space-frequency
variations of spectral components, but they have a different space-frequency
resolution.

Each scale approximation ®, x F of a function F' € L%(2) must be made
directly by computing the relevant convolution integrals. In doing so, how-
ever, it is inefficient to use no information from the approximation @, * I’
within the computation of @, * F' provided that p’ < p. In fact, the efficient
construction of multiscale approximation based on Dirac families begins
by a multiresolution analysis in terms of wavelets, i.e., a recursive method
which is ideal for computation (see W. Freeden et al. (1998), W. Freeden, V.
Michel (2005) and the references therein). However, this aspect of construc-
tive approximation will not be discussed here in our approach to spherical
functions relevant for geoscientific purposes.

A mathematically rigorous formulation of a Dirac family is as follows.

Definition 7.10. Let {®,},c(0,) be a family of functions in L2[—1,1]
satisfying the condition

1

1
(®,)"(0) = 27r/ P, (t)Po(t) dt = 277/ P,(t) dt =1 (7.80)
-1 -1
for all p € (0,00). Then {®,},c(0,00) i8 said to be a Dirac family in L2(Q),
if
i [P~ @, * Fl2(0) = 0 (7.81)

for all F € L2(Q).

Remark 7.11. In the jargon of approximation theory, the family {I,} p€(0,00)
of operators I, given by I,F' = ®, * F is called a (spherical) singular inte-
gral, and {®,} ¢ (0,00) itself is called the kernel of the singular integral (or,
briefly, scaling function). However, we want to point out the convergence
of {®,},c(0,00) to the Dirac kernel § as p — 0. This is the reason why we
use the notation of the Dirac family in our approach.
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The convergence of a Dirac family of scalar zonal kernel functions to the
scalar Dirac kernel is described in more detail by the following theorem.

Theorem 7.12. Let {®,},c(0,00) be a family of functions in L%[—1,1] sat-
1sfying
(9,)°(0) = 1 (7.82)
and )
27r/1 @, (1)] dt < M (7.83)

for all p € (0, 00) with some constant M independent of p. Then {®p} ¢ (0,00)
is a Dirac family in L2(Q) if and only if

lim(®,)"(n) = 1 (7.84)

for all n € Ny.

Proof. We have to verify the equivalence (see W. Freeden, K. Hesse (2002)).

<=: From the definition of a Dirac family in L2(£2), we are able to deduce
that
lim || F = ®, % Fll2@) =0 (7.85)
p—0

for all F € L?(Q2). Particularly, this holds for all spherical harmonics Y,
of degree n. The Funk-Hecke formula implies that @, x Y;, = (®,)"(n)Y,.
Thus, it follows that

0 = })E%”YTL_(I)P*YHHLQ(Q)

= lm[1—(2)" ()] [Yalleao)

and lim, o(®,)"(n) = 1 follows because of ||Y,||r2(q) # 0 for all spherical
harmonics Y;, # 0 of degree n € Ny.

=—: The uniform boundedness in the sense of (7.83) imposed on the func-
tions ®,, p € (0,00), and the estimate |P,(t)| < 1 for all ¢t € [-1,1] and all
n € Ng imply that

@) < 2w [ (@, 0]P0)]dt < 2w [ (@,0)]de <0,

1

(@) ) 2 -2 [ (8,0 IP0)]de = ~2x [ 120 dt > .
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Hence, (®,)"(n) € [-M, M] for all n € Ny and all p € (0, 00). Therefore,

oo 2n+1 2 2
1B =@ Flifagy = D 3 (1= (@) () (F (n.1))
n=0 [=1
< (M1 P (7.56)

for all p € (0,00) and all F € L2(). As the upper bound (M + 1) of the
term |1 — (®,)"(n)| is independent of p € (0,00), the limit for p — 0 and
the infinite sum may be interchanged. Hence,

0o 2n+1 ) o\ /2
_ A A _
(Z > lim (1 ®,) (n)) (F (n, l)) ) 0
n=0 [=1
for all F € L%(12), as required. O

Restricting our attention to non-negative kernels {®,},c(0,00), (i-e., all
®,, p € (0,00), satisfy ®,(t) > 0 for almost all ¢ € [—1,1]), more equivalent
characterizations of a Dirac family are deducible. The main advantage of
non-negative kernels {®,} ,c(,o0) is that the property (®,)"(0) = 1 implies

1 1

(1) dt = 27 / 1B, (t)| dt (7.88)

-1

1=(9,)"(0) = 271'/

—1
i.e., the condition (7.83) is valid with the sharp bound M = 1.

Theorem 7.13. Let {®,},c(0,) be a family of functions in L2[—1, 1], which
satisfy (2,)"(0) = 1 and which are non-negative. Then the following prop-
erties are equivalent:

(i) {®p}pe(0,00) s @ non-negative Dirac family in L*(%),
(i) lim, o [|[F — @, * Fll12(q) = 0 for all F € L?(2),
(iii) limy—o(®,)"(n) =1 for all n € Ny,
(iv) lim,—o(®,)"(1) =1,
(v) {®p}pe(0,00) satisfies the ‘localization property’

0

lim q)p(t) dt =0
p—0J 4

for all§ € (—1,1).



362 7 Scalar Zonal Kernel Functions

Proof. The statements (i) and (ii) are equivalent by definition and the equiv-
alence of (ii) and (iii) is clear from Theorem 7.13. Obviously, (iii) implies
(iv). It remains to show, that (v) follows from (iv) and that (v) implies (iii).

(iv) = (v): Let § € (—1,1) be arbitrary. Because of the non-negativity of
the kernels @,

N

4 1
0 < / O, (t)dt < (11_5) / (1—t)®,(t)dt (7.89)

—1

IN
—_
|\H\
—
—_
\
~
N~—
A
S
—~
=
8
~~

1-96

—~
~—

. g (@0 - @) ).

Taking the limit for p — 0 the localization property follows from (vi).

(v) = (iii): Property (iii) is equivalent to the following assertion: For
every n € N and for every € > 0, there exists a value pg = po(e,n) € (0, 00)
such that 1 —e < (®,)"(n)) < 1 for all p € (0, po]. By the non-negativity of
®, and the estimate |P,(t)| < 1 for all n € Ny,

1 1

B, (t) Pa(t) dt < 27 / B, (t) dt = (D,)(0) = 1. (7.90)
-1

(@) ) =2n [

-1
Let n € N and € > 0 be arbitrary. For ¢ € (—1,1),

5

1
(@,)"(n) :27r/ D,(t) Po(t) dt+277/5 D,(t) P, (1) dt. (7.91)

-1

As P,(1) = 1, § € (—1,1) can be chosen so close to 1 that P,(t) >

V1—(g/2) for all t € [§,1]. Thus,
0 1
(®,)"(n) > 27r/ D, (t) P, (t)dt + 27 /1 — (5/2)/ ,(t)dt.  (7.92)
-1 §

As |P,(t)] <1 forall § € (—1,1),

—or / ' (1) dt < 27 / ’ (1) Po(t) dt < 2 / ' o,(t)dt.  (7.93)

—1 -1 —1

Therefore, the localization property (v) implies that there exists p;, such
that the estimate 27 f_él ®,(t) Py(t)dt > —¢/2 is valid for all p € (0, p1).
On the other hand, (®,)"(0) = 1 for all p € (0,00), and the localization
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property implies

1

1 .
o = lim [ ®,(t)dt (7.94)
1 1
= lim [ ®,(t)dt+lim [ ®,(t)dt
p—0 ) 1 p—0 Js

1
= lim [ ®,(t)dt.

p—0 Js
Hence, there exists po € (0,00) such that 27 f5 t)dt > /1 —(¢/2) for
all p € (0,p2). The relation (7.92) implies 1 — ¢ < (<I>p)A n) < 1 for all
p € (0, po) with po = min{p1, p2}. O

Theorem 7.13 immediately leads us to the following notation.
Definition 7.14. A family {®,},c(0,0) € L*[—1,1] satisfying the condi-

tions

(1) (2,)"(0) =1,
(ii) @, is non-negative on [—1,1],

(iii) lim @,(t) dt =0, 5 € (~1,1),
p—
is called a Dirac family of non-negative type in L?(9).

Finally, it is worth mentioning that a Dirac family of non-negative type
in L2(2), i.e., a family {®,},e(0,00) € L?[—1,1], fulfilling the assumptions
of Theorem 7.13 satisfies the estimate

[, % Flliz) < [[Fll2 @ (7.95)

for all p € (0,00) and for all F € L2(Q).

For a categorization of certain examples of Dirac families of scalar zonal
kernel functions, the following definition is helpful (see, e.g., H. Berens et al.

(1969)).

Definition 7.15. A family {I,},I, : L>(Q) — L?(2), p € (0,00), is called
a semigroup of contraction operators on L2(f2), if the following properties
are satisfied:

(i) For each p € (0,00),1, is a linear bounded operator mapping L?(2)
into itself and Iy = I (identity operator).
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(ii) Lpi4py = Iplfpzv 0<p1<p2<o0
(i) tim 11,(F) — Fllza) = 0, F € 12(9)
P

p>0

(iv) [,(F)ll2) < I1FllL2(). p € (0,00), F € L*(Q).

Examples of semigroups of contraction operators on L2(Q) will be discussed
in Section 7.5.

We conclude this section by making some words about the spherical
wavelet transform (for references, the reader is referred to the list in Sec-
tion 7.6) The wavelet transform acts as a space and frequency localization
operator in the following way: If {®,},p € (0,00), is a Dirac family and p
approaches infinity, the convolution integrals

B, 5 U = /Q B, (1) F(n) du(n) (7.96)

display coarser, lower-frequency features. As p approaches zero, the inte-
grals give sharper and sharper spatial resolution. In other words, the con-
volution integrals can measure the space-frequency variations of spectral
components, but they have a different space-frequency resolution.

Each scale-space approximation ®, * I’ of a function F' € L2(Q) must be
made directly by computing the relevant convolution integrals. In doing
so, however, it is inefficient to use no information from the approximation
®, * F within the computation of ®, % F' provided that p’ < p. In fact, the
efficient construction of wavelets begins by a multiresolution analysis, i.e.,
a completely recursive method which is therefore ideal for computation. In
this context, we observe that

/00/ W, () F () do(n) 2L — F e12(@), R—0, (7.97)
R Q o
ie.,
. & dp
| F - ] F(r) d ap _ 7
A /R /Q (&M () duo(n)~ . 0, (7.98)

provided that

2n+1

Ty(Em) = Uh(n) Y Yo (©)Yn;(n) (&) €QxQ, (7.99)
n=0 7=1

is given such that
d
_.—pg;

¥, (n) @) (n) (7.100)
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for n = 0,1,... and all p € (0,00). Conventionally, the family {¥,}, p €
(0, 00), is called a (scale continuous) wavelet. The (scale continuous) wavelet
transform (WT): L2(2) — L2((0,00) x Q) is defined by

WT)(F)(p;€) = (¥p) * F(§) Z/Q‘I’p(ém)F(??) dw(n). (7.101)

In other words, the wavelet transform is defined as the L2(£2)-inner product
of F € L%(Q) with the set of ‘rotations’ and ‘dilations’ of F. The (scale
continuous) wavelet transform (WT) is invertible on L2((), i.e.,

s N
P [ [ @ e o) (7.102)

in the sense of [|-||r2(q). From Parseval’s identity in terms of scalar spherical
harmonics, it follows that

|| s Py L autn) = 1l (7.103)
QJo P

i.e., (WT) converts a function F' of one variable into a function of two
variables £ € Q and p € (0, 00) without changing its total energy.

In terms of filtering {®,} and {V¥,}, p € (0,00) may be interpreted as
low-pass filter and bandpass filter, respectively. Correspondingly, the con-
volution operators are given by

®,xF, Fecl?*Q), (7.104)
U,xF, FecL*Q). (7.105)
The Fourier transforms read as follows:
(@, % F)\(n,j) = F"(n,j)®)(n), (7.106)
(O, F)Nn,j) = Fn,j)¥)(n). (7.107)

These formulas provide the transition from the wavelet transform to the
Fourier transform.

Since all scales p are used, the reconstruction is highly redundant. Of
course, the redundancy leads us to the following question which is of par-
ticular importance in data analysis:

- Given an arbitrary H € L2((0,00) x §2), how can we know whether
H = (WT)(F) for some function F € L2(£2)?

The question amounts to finding the range of the (scale continuous) wavelet
transform (WT) : L2(Q) — L2((0,00) x Q) (see W. Freeden et al. (1998)),
i.e., the subspace

W= (WT)(L%()) # L*((0,00) x Q). (7.108)
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Actually, it can be shown that the tendency for minimizing errors by use of
the wavelet transform is again expressed in least-squares approximation:

Let H be an arbitrary element of L?((0, 00) x€2). Then the unique function
Fy € L(Q) with the property

1H = W) E)lus 0y = inf ) [1H = (WT)O)aaompesy (7109

is given by
dp

Fu= [ [ HGnvitmdatn®. (7.110)

(WT)(Fg) is indeed the orthogonal projection of H onto W.
Another important question in the context of the wavelet transform is:

- Given an arbitrary H(p;§) = (WT)(F)(p;€),p € (0,00), and £ € Q,
for some F' € L%(Q), how can we reconstruct F'?

The answer is provided by the so-called least-energy representation. It
states: Of all possible functions H € L2((0,00) x Q) for F € L2(Q),
the function H = (WT)(F) is unique in that it minimizes the ‘energy’
HHHiQ((O,OO)XQ. More explicitly (see W. Freeden et al. (1998))

[(WT)(F)llL2((0,00)x) = HeL2<i£,foo)m> 1 H [|12((0,00) x2)-
wT)~L(H)=F

7.5 Examples of Dirac Families

Several types of Dirac families can be distinguished which are of basic in-
terest in applications (see Table 7.3).

Space limited, i.e., locally supported kernel functions are nothing new,
having been discussed in one-dimensional Euclidean space already by A.
Haar (1910). In what follows, we first present the classical concept initiated
by Haar in a generalization to the spherical case (see Fig. 7.6):

Example 7.16. The Haar Dirac family {Hp}peo,1) C L%[-1,1], Hy :
[—1,1] = R, t +— Hp(t), h=e"",p € (0,00), is given by

[0 , te[-1,h]
Hh(t) = { % ﬁ Cte [h, 1]' (7.111)
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Table 7.3: Three types of kernels: bandlimited, spacelimited, and non—
spacelimited /non-bandlimited.

Legendre Zonal kernels Dirac
kernels kernel
KNn) = 0 general case K"(n) =1,

n =0,
bandlimited spacelimited
n>N 1-&-n=>94
Shannon Haar
K"n) =1, K(-n)=1,
n<N 1-¢§-n<o

Obviously, Hy(t) > 0 for all t € [~1,1] and (H)"(0) = 27 || Hp||r2(-1,1) =
1 are fulfilled. Thus { Hp,}e(0,1) generates an approximate identity in L2(Q).
Further properties of the Haar Dirac family follow in the next example by
specialization to the case k = 0.

Example 7.17. Let k be a non-negative integer, i.e., k € Ng. The smoothed
Haar Dirac family {Lék)}he(og) c C+=D[=1,1], p € (0,00), is defined by
LY [1,1] = R, ¢ L (1), where (cf. (3.44))

Ly () = (B 0) "B (1) (7.112)
with
0 , te[-1,h)
B =4 (t-nr Le bl (7.113)

(I=h)k

By definition, Lflk) is non-negative, has the support [h, 1], and satisfies
(Lgk))/\(O) = 1. Hence, it is a non-negative [h, 1]-locally supported Dirac
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Fig. 7.6: The Haar kernel Hy for h = 0.3, 0.7, 0.9. Space representation
¥ — Hp(cos(9)) (left) and frequency representation n +— (Hp)"(n) (right).

family. Obviously, the function Lgo), h € (—1,1), coincides with the Haar

function Hj,. The Legendre coefficients of B,(zk) and, hence, ngk), he(-1,1),
k € Ny, can be calculated recursively (cf. W. Freeden et al. (1998)):

(BY)MN0) = 27 <]1€_ > £ 0, (7.114)
A —h —h
(BY)M1) = 2r (]1€—|—1) <1 - ]1€+2> : (7.115)
(B (n+1) = <n2f,:+12> h(BYP)" (n) + (ii ;2) BEY 0 - 1).
(7.116)

It can be shown by use of the estimates for the Legendre polynomials that
(LA )| = O ((n(1 = h))=B/D=F) for n — co. The functions L, h e
(0,1), k € Ny, assume their maximum in ¢ = 1. For k > 2, the Lipschitz-
constant C,(lk) for L;lk) can be chosen as the maximum of the first derivative,

which is also taken in the point t = 1. Thus, we obtain

(k) (k) 1 (k+1)
sup |L;’(t)|=L; (1) = — , k € Np, 7.117
and
1 k(k+1)
c™ = sup |V (@)= @TPY(1)= =25 k>20 (7118
o te[_m]l( po ) Ol= (L") (1) = o e (7.118)

The function LEIO) is constant on its support. Consequently, Equation (7.118)

is also valid for kK = 0 on supp(LElo)) = [h,1]. For k = 1, the function Lglk)
1)

is continuous and piecewise linear, thus the Lipschitz-constant C’,(l can be

chosen as the first derivative of LS) on supp(Lgll)). Hence, (7.118) is also
true for k = 1.



7.5 Examples of Dirac Families 369
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Fig. 7.7: The smoothed Haar kernel ngk) for k =2 and h = 0.3, 0.7, 0.9.
Space representation ¥ — L;lk)(cos(ﬁ)) (left) and frequency representation
n = (LN n) (right).
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Fig. 7.8: The smoothed Haar kernel Lék) for h = 03 and £k =0, 1, 2.
Space representation ¢ — L;Zk)(cos(ﬁ)) (left) and frequency representation
n— (LN n) (right).

In order to discuss the Dirac property for the Haar functions in more
detail, we consider the averages

MPE)E) = [ 1P nF@) dun), €ekz0. (1119
where (see Figs. 7.7 and 7.8 for a graphical illustration)

e = (B10)  BPE . enen. (7.120)

Clearly, the case k = 0 describes an equally weighted average over a spherical
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cap. For £ € Q and F € C(Q), we have

M (E)E) - F(E)) (7.121)
= om0 - Fe)deto)
< s |F() - FE). (7.122)
h<gn<1

Thus, it is easy to see that

IMO(F) = Fllo < n(F;1-h). (7.123)
Moreover, for h € [0,1) and F € L?(Q),
1M (F) 20y < 1Pl (7.124)
and o
lim [|M},7(F) = Fll2(0) = 0. (7.125)

h<1

For F, H € L*(Q) the identity
—n(n+1)F"n,j) = H (n,j),n=0,1,...,5=1,...,2n+1, (7.126)
is equivalent to the limit relation

0
. ”M,E NF) - F
h—1 h2

h<1

— Hll2) = 0. (7.127)

In fact, as W. Freeden et al. (1998) have pointed out, we have

L MOE)E) = F(©)

h—1 h2
h<1

= A{F(€), €eq, (7.128)

provided that F is a member of class C(?(Q). By similar arguments (see,
e.g., H. Berens et al. (1969)) we are able to show that, for F' € L2(2), the
relation

1M, (F) = Fllgz@) = O((1 = h)?) (7.129)

is equivalent to the fact that there exists a function G € L?(f) such that
G"n,j) = —n(n+1)F (n,j), n=0,1,..., j=1,...,2n+1. (7.130)

Next, we discuss higher order averages, i.e., £ > 1. For k = 1,2,..., h €
(0,1), and F € () it can be readily seen that

| )

< .
ey < Pl (7.131)
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and i
lim | M (F) = Flly2(q) = 0. (7.132)

h<1

Using the modulus of continuity, we obtain for F' € C(f2)
k
| M (F) = F o)< w(F;1— h). (7.133)

Moreover, it follows that

(B (n)
[, e M E© a0 = S5 O [ Pie RO 0. (13
Furthermore, we find
Ly = i 27147;1(L§L’€))A(n)Pn (7.135)
n=0

in the sense of || - ||r2—1,1). For t € [-1,1] and k =1,2,... we have

(k) 1 k+1
L < — . 1
‘ h(t)_27r1—h (7.136)
Moreover, for all ¢,¢ € [-1,1] and k =1,2,...
k-1
By _ 0] « L2kELD,
‘Lh 0= 17| < 5o~y = (7.137)

The values (B,(lk))A(n) are the eigenvalues of the operator M,(lk) :C(Q) —
C(Q), ie., M}(Lk)Yn = (B}(Lk))/\(n)Yn for all Y;, € Harm,,.

Finally, we mention that the second iterations (L;lk))@) are given by

(LA m) = (B (0)) /ﬂ B (- OB (¢ m)dw(¢).  (7.138)

It is obvious from (7.136) and (7.137) that for all £, ,n € Q,and k = 1,2,. ..

2
’(Lg’“))(”(ﬁ , ,7)‘ < 25’53132 (7.139)
and
k1.2 2
(L)€ m) = (L )| < ;ﬂww —¢l (T10)
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The operators (M}(Lk))@) : L2(Q) — L2(Q) are defined by
ALDENE) = M R0 (E))E) (7.141)
[ @€ nrmam. ceo.

For all ¢ € 2, we find that

(MO (F)(€) - F(€) = / (LY (&) (F(n) — F(€)) dw(n).
—1+2h2<En<1
(7.142)
The function F' € C(Q) is uniformly continuous on 2. Hence,
(MY (F)(€) - F (&) (7.143)

(k)\(2)

< F(¢) —F L . w(n).

—,1+2riILl2aSX£-n§1| ({) (77)| / ( h ) (5 n)d (77)
—142h2<¢n<1

But this gives us

OENQ - FEOI< | max FE) - Fo)l.  (7144)

For h € (—1,1) and F' € C(Q2), we have
M@ (R <|F 7.145
(M) (Pl < 1Fllcw (7.145)
and

(MY (F) = Fll ) < p(F;2(1 = B2)). (7.146)

The function B}(Lk)(-n) € B}(Lk)(g -n),§ € Q, admits an expansion in
terms of Legendre polynomials as follows:

B (¢ m) = fjo 2L B ) Pate ). (7.147)
Thus it is easy to see that _
(LYY (e,m) = (L) P (g ) (7.148)
= (1) "2 () e

Scaling functions with local support turn out to be of particular efficiency
and economy, for example, in numerical integration of convolution integrals,
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since the numerical effort must be done only on the local support. We know
already that

supp(L\ « LWy = (hwh' 1], 0<h W <1 (7.149)
where the operation W : [—1,1]> — [~1,1] is defined by
h' & h' = cos(min{r, arccos(h) + arccos(h’)}) (7.150)
However, the statement
LW L™ =™ - o<nh<1, (7.151)
does not hold true in general. Our Dirac families with local support, there-
fore, do not generate a semigroup of contraction operators (contrary to the
Abel-Poisson or Gau3—~Weierstrafl singular integrals that will be discussed

later on). Nevertheless, we are able to find a way to achieve an approzimate
contraction procedure as follows (see W. Freeden, U. Windheuser (1996)):

For hy € (0,1) and k > 0, let L[lk] € L%[-1,1], be given by
=1 (7.152)

Consequently, we have with (L[lk])A(n) = (ng))/\(n), n=0,1,...,

k > 2n+1 k
Ly =3 == () )P, (7.153)
n=0
and )
o0
2n+1 K\
z_% = ((L1 ) (n)> < . (7.154)
Moreover,
00 2j
2n + 1 (k\
;}T <<L1 ) (n)> < 0 (7.155)
holds for all integers j = 1,2, .... This makes it possible to introduce kernels

{Lg-k]} C L%[~1,1],5 € N of the following representation:

L) = i 2”4: ! ((ﬁﬁ)A (n)>an(t), te[-1,1]. (7.156)
n=0

But this yields the property

(7.157)
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for 7,7’ € N. According to our construction Lgk] is the jth iteration of L[lk]

which in turn means that

suppLl = [h, 1] (7.158)
with
h]’:hl&J...L‘ﬂhl. (7.159)
—_———
jtimes

Hence, our procedure results in a locally spacelimited supported kernel
{L;k]} showing the property (7.157). Consequently, the results obtained
for the singular integral

MIP(F)©) = (L« F)(¢), e Fel?Q) (7.160)

can be summarized as follows.

Theorem 7.18. M][k] defines for each j € NJk > 1, a linear bounded oper-
ator from X () to C*=1(Q). For all j € N, and F € L*(Q)

HMJ[k](F)”LQ(Q) < 1FllL2@)

and, for 7,5’ € N

(K] _ q L]y fLE]
Mjyy = MM/

Seen in comparison with a semigroup of contraction operators, we are
confronted with a simulated procedure that stops after finite steps for j = 1
that is for a fixed ‘window size’ hy. Therefore, approximation cannot be
performed with arbitrary accuracy. Nevertheless, our approach is of prac-
tical importance. In applications, only discrete data material is available,
so an arbitrarily close approximation doesn’t make sense. Instead, we are
confronted with the problem of reaching in a finite number of steps a nu-
merically relevant approximation (based on a parameter hy chosen in close
adaptation to the data situation). But, of course, it remains to find the
right choice h; in practical applications.

Example 7.19. The spherical up function (see W. Freeden et al. (1998),
M. Schreiner (2003), W. Freeden, M. Schreiner (2006)) is introduced by
an infinite convolution of locally supported functions, where the support of
each of the building blocks is carefully chosen to ensure that the resulting
convolution is also locally supported. Furthermore, the infinite convolution
is infinitely often differentiable, since the symbol {( Upé’\))A(n)}neNO decays
for n — oo faster than any rational function.
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Our version of the up function is defined as follows (see M. Schreiner
(2003)): Let h € (—=1,1), and A > —1. We let ¢y = arccos h and introduce

Pi

i =2, , hi:cos?, i=1,2,... (7.161)

With these preliminaries, we define Upgf‘) as follows

A A A A A
Upé )= (LEH))(Q) * (Lgm))(g) o= i>:k1 (Lgli))@)’ (7.162)
where A1
O A S L - 109!
Ly (t) = S = ) B (t) (7.163)
with
N,y | O , —1<t<h
B! (t)_{ oy heren (7.164)

Each ¢ — Lg:_‘)(cos ) has the support [0, ¢; /2] so that ¢ — (L;{y)@) (cos )
()

has the support [0, ¢;]. Thus, the function 9 — Up,™’(cos ) has the support
0,2, ¢i] = [0, o], such that supp Upgz)‘)(t) = [h,1].
We know that, for each 7, we have

0< (L)) \(n) < (LYD)N(0) =1, n=1,2,.... (7.165)

In other words, (7.162) is well-defined, and we have

(02 =TT ((@)@y )" (7.166)
=1
In particular,
0 < (P () < (UpIYM0) =1, n=1,2,... (7.167)

We summarize the properties of the spherical up function (see Fig. 7.9) in
the following theorem (for the proof see W. Freeden, M. Schreiner (2006)):

Theorem 7.20. Let, for h € (—1,1) and X > —1, the function Upg/\) :
[-1,1] — R be defined by (7.162), then the following statements are valid:

(i) Upﬁl)‘) 18 locally supported with supp Upgl)‘) = [h,1].
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376

(ii) For alln € Q, Upgf‘) (n-) is of class C(®)(Q),
[-1,1] — R can be expressed with the uniformly convergent

(iii) UpM
series
W _ N~ 2nt 1o ()in
Upy,” = ; T (U9 () P, (7.168)
N\Ar) —
where (Up,’)"(0) = 1 and
e 2
0< (M) ) =] ((Lﬁj,))A(n)) <1, n=0,1,2,..., (7.169)
=1
(iv) For alln=1,2,...
lim (Upy) (n) = 1, (7.170)
(v) Forallt e [—1,1]
() () 2nt1 0 0y
< < = — .
0< Uph (t) > Uph (1) nz:% . (Uph ) (n)v (7 171)
(vi) For any k € N
(7.172)

omn=™"), n— oo

(UMY (n) =

From now on, we assume that the values h € (—1,1) and A > —1 are
fixed. Under this choice of h, the numbers h;, i = 1,2,..., are defined as in

(7.161). Using again the kernels

(Upgﬂ)j,...’oo: E3 (LQ))(?) (7.173)
i=J K

we are able to define a Dirac family ®; : [-1,1] — R by (see Fig. 7.9)
(7.174)

o = (UpV)®,  j=12,...

By construction, supp®; = [h;_1,1], and we have the refinement equation

D4 * (Lgy)w =, j>1. (7.175)
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Fig. 7.9: The Dirac family based on the Up function ®; for j = 1,2,3,
A=-09and h=-1.

Using the statements (iv) and (v) of the last theorem, we obtain for every
Fel?(Q)

lim [[®; % F — Fl2q) =0 (7.176)
j—o0
and
@5 * Fllrz) < 19541 * Flliz) < [1Fll20)- (7.177)

Next, we list non-spacelimited, non-bandlimited Dirac families in L?(12).
We confine ourselves to two types of Dirac families which are of basic in-
terest in applications. The first kernel is the Abel-Poisson kernel whose
analogue in Euclidean spaces R™ is well known (see for example E.M. Stein,
G. Weiss (1971)). A somewhat similar kernel is the GauB—Weierstraf} ker-
nel. We shall show, in particular, that Abel-Poisson and Gau—Weierstrafl
means converge in uniform sense. Both Abel-Poisson and Gaul—Weierstrafl
integral means define a semigroup of contraction operators on LQ(Q).

Example 7.21. The family {Qn}xe(0,1), B = €7, given by

oo

1 1—h? 2n + 1
t = —_— =
@nlt) =37 (1+ h2 — 2ht)3/2 nz_% 4r

WPy (1), (7.178)

t € [-1,1], is called the Abel-Poisson scaling function (see Fig. 7.5).

The function Ay(F) : € — Ap(F)(€), £ € Q, F € L2(Q), defined as
convolution integral by

AW(F)(€) = /Q Qu(E - mF() du(n), €€, (7.179)
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is called the ‘Abel-Poisson mean’. The integral (7.179) may be rewritten as
follows

LCEDY Sl /Q F(n)Pa(€ - 1) duo(n) (7.180)
so that
/Q A(EYOY() dol€) = 1" | FEYa(€) e (7.181)

for all ,, € Harm,,, i.e., (Q)"(n) =h",n=0,1,....
For all F' € C(Q), we have
| An(F) llc@=Il F llce) - (7.182)

More generally,
[AR(F) L2 < 1FllL2@) (7.183)

for all F € L2(Q). If F is Lipschitz-continuous with Lipschitz constant Cp
(i.e., F' € Lip(©2)), then

1AR(F) = Flleg) < V2(Cr +ho M Flle@) V1 —h (7.184)

for all h € (ho,1), ho € (0,1) fixed. If F(§) > 0 for all £ € Q, then
Ap(F) (&) > 0 for all £ € Q. Moreover, because of the limit relation,

li 1—h) YA —1)=— 1
hiﬁﬂd( ) ( ) n, (7.185)

it is not difficult to show that the equations
—nF"n,j) =G"(n,j), n=0,1,..., j=1,....2n+1, (7.186)
are equivalent to

Ap(F) - F

1—h -G

=0 (7.187)

lim
h—1,h<1

Q)

provided that F,G € C(2). A similar result holds in (L*(2), || - [lL2(q))-
Furthermore, H. Berens et al. (1969) have shown that, for F' € L?(), the
relation

[AR(F) = Flli2) = O(1 = h) (7.188)

is equivalent to the fact there exists a function G € L2(2) such that
GNn,j) = —nFn,j),n = 0,1,..., 5 = 1,...,2n + 1. In other words,
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the ‘saturation class’ of the Abel-Poisson operators {Ac._,}, p € (0,00), is
given by

H(LA(Q); —n) = {F € LAQ)I3G € LA(Q) : G(n, j) = —nF"\(n, )},
(7.189)
whereas the ‘saturation order’ of {A,-,»},p € (0,00) is O(1 —e™?),p — 0.

A classical problem involving the Abel-Poisson mean is the Dirichlet prob-
lem of potential theory corresponding to a spherical boundary. More ex-
plicitly, for given F' € C(Q), the function V : Qi — R given by V(x) =
A (F)(&), x =71, € € Q, is the only solution of the interior Dirichlet prob-
lem (i) V € C(Qine) N C(Qine) (i) AV = 0 in Qis, (iii) V|Q = F. This
is the reason why this kernel is particularly useful in the approximation
of harmonic functions. By virtue of the maximum/minimum principle of
potential theory, we get for all £ € Q

min F () < A(F)(§) < max F(n), F € C(Q). (7.190)

Altogether, we are able to conclude that {A.-,»}, p € (0,00), forms a semi-
group of contraction operators on L2(£2).

Example 7.22. Next, we deal with the so-called ‘Gauf- Weierstrafs’ scaling
function {W,}e0,00), given by (see Fig. 7.10)

= 2n+1
Wp(t):Z%e*"("“)%’Pn(t), tel-1,1]. (7.191)
n=0

The integrals
/W € -nF(n)dw(n), €€, Fcl*Q), (7.192)

are called the ‘Gauf-Weierstrafp” means. {G,}pe(0,00) Satisfies the relation
1Go(F)lr2) < [1F 2 (o) (7.193)

for all F € L?(Q). Thus G, : L?(Q) — L*(Q2) defines a bounded linear
operator for every p € (0,00) such that G,y = G,G,. The set of all

operators G,,0 < p < oo, forms a semigroup of contraction operators on
L2(Q).

Since the series is absolutely and uniformly convergent, G,(F) can be
rewritten in the form

oo

G,(F)(€) :Zefan)pQ"“ / F()Pa(€ - ) dw(n). (7.194)

n=0
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For sufficiently small p > 0, the series

1 — 2 1
;Z(e*"“l“)ﬂ ”+ / F(n)Pa(€ - 1) dw(n) (7.195)
n=0

represents an approximation for the Beltrami derivative of F' at £ € Q.

1.4 $ 8 p=u1
L p=0.
12 x p=05
1t 0.8 o
0.8 ,
06 o
0.6/
0.4
0.4¢ oo
0.2r
0.2/
oP
0x oy — xR¢Eesepsesepees

Fig. 7.10: The Gauf}-Weierstrafl scaling function. Space representation (left)
and frequency representation (right). Both for various parameters p.

Theorem 7.23. Suppose that F' is twice continuously differentiable on Q.

Then
Go(F)—-F

lim —A'F =0.

p—0,p>0

)

Proof. The integral
p
/ G- (A*F) (&) dr (7.196)
0

exists for all p > 0, £ € Q and for all F € C®)(Q). Moreover, it is not
difficult to see that

p
/ / G (A F)(€) drYi 5 (€) du(€) (7.197)
= [" [ s dote) ar
—n(n+1l)p _ 1
= _(n—l—l/ AgF Y35 () dw(§).
Since (A*)™(n) = —n(n + 1) are the eigenvalues of the Beltrami operator

A*, we find for n =0,1, ...

p
/ / G (A F)(€) dr¥o ;(€) duw(€) = (e Dr — 1) / F(€)Y(€) dw(€).
S . (7.198)
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On the other hand,

/ (Gp(F)(E) — F(E)) Yoy (€) dun(€) = (0D 1) / F(€)Y(€) duw(€).
Q Q

(7.199)
By comparison of (7.198) and (7.199), we obtain

G,(F)(¢ / G, (A*F)( (7.200)

for all p > 0 and & € Q2. Therefore, it follows that

G,(F)-F . 1 [7 N N
[SA=E o ar] = sl G - (TR@)ar
P c(Q) ceq P Jo
1 P * *
< = [Cswlcnat P - AiF©)]ar
PJo ¢eQ
< sup [|GH(A'F) — A"Fll¢(q)- (7.201)
0<7<p
Letting p tend to 0, we obtain the desired result. O

In the same way, we obtain the following corollary:

Corollary 7.24. For F,H € L?(Q) the following statements are equivalent:

—n(n+1)F"n,j) = H (n,j), n=0,1,..., j=1,....2n+1,
and G (F)— F
lim | 2= — Hl|2(0) = 0
P
p>0

If H=0 in L2(Q), then F = const.

Moreover, H. Berens et al. (1969) have shown that the ‘saturation class’ of
the Gaufi-Weierstrafl singular integral operators {G,}, p € (0,00), is given
by

H(LA(Q); —n(n + 1)) (7.202)
= {Fel?Q)3G c13(Q): G (n,j) = —n(n+ 1)F (n,j)},

and the ‘saturation order’ of {G,}, p € (0,00), is O(p), p — 0.

A problem involving the Gaufi—~Weierstrafl kernel (cf. W. Freeden, M.
Schreiner (1995)) is the initial-value problem (heat equation)

—
st
)
~
|

Ut€), t>0, £€Q, (7.203)
F(), €. (7.204)

d
—~
L
o
~—

I
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The solution is given by convolution against the Gaufl—~Weierstrafl kernel

Ut:€) = Gi(F)(€) = /Q W€ - ) F () dw (). (7.205)

Formula (7.205) is of fundamental importance in multiscale descriptions of
spherical images.

All kernels that will be discussed now are chosen in such a way that the
support of their spectral generators, i.e., the Legendre symbol is compact.
In other words, our interest now is to list bandlimited Dirac families.

Example 7.25. The generator of the Shannon Dirac family, ®,, p € (0, c0),
is given by
1, nelo,p™)

@ ={ g neln ) (7.206)

Its associated kernel (see Fig. 7.11 for a graphical impression) reads

Opm) =) %Pn(ﬁ-n), &,neQ. (7.207)

n<p1

As already known, the kernel ®, may be interpreted as truncated Dirac
kernel. It is not surprising that the Shannon kernel as ‘finite polynomial
kernel’ shows strong oscillations in space. This is the price to be paid for the
sharp separation in frequency space. To suppress the oscillations, we are led
to ‘smoothed versions’ of the Shannon kernel (dependent on an additional
parameter a € (0,1)).

25

—,=1/16 ‘ ‘ Op=1/16
o s | ®88€000000000D oh= s
—ep=1/4 x p=1/4
0.8r ]
0.67
0.4r
0.2r
_S—n ‘ —ﬁ/2 ‘ 0 ‘ n/é ‘ T

Fig. 7.11: The Shannon scaling function ®, for p = 1/16, 1/8, 1/4. Space
representation ¥ — ®,(cos(¥)) (left) and frequency representation n +—

(®,)"(n) (right).
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15

—p=1/16 ‘ op=1/16|
—ep=1/4 o x p=1/4
10t 1 o8 |
’ (o] u]
0.6/ o
5 x 0 o
0.4 a
0
02l (o] o
o
_5—n ‘ —ﬁ/2 ‘ 0 ‘ n)2 ‘ T

Fig. 7.12:  The smoothed Shannon scaling function ®, for p =
1/16, 1/8, 1/4, and a = 0.5. Space representation ¢ — ®,(cos(1)) (left)
and frequency representation n — (®,)"(n) (right).

—p=1/16 $ ap=1/16|
"'p:%i 8o o,o:1§8
6r m—p = I x p=1/4
08 *© B ]
4+ o o
0.6t o
x O o
2 0.4} o
o o
0 i o
%20 x o o
[m]
20 2 0 w2 o 9% 5

Fig. 7.13: The CUP-Dirac family ®, for p = 1/16, 1/8, 1/4. Space repre-
sentation ¢ — ®@,(cos(?)) (left) and frequency representation n — (®,)"(n)
(right).

Example 7.26. The generator of the smoothed Shannon Dirac family (see
Figs. 7.12 and 7.13) reads as follows

1, nel0,pta)
R R (7.208)
0 , nelptoo)

Compared with the Shannon case, there is a linear transition from the value
1 at [0, p~'a] to the value 0 at [p~*, 00).

Example 7.27. Of course, many other suitable choices for @Q(n) can be
found for practical purposes. We only mention the CUP-Dirac family (see
M. Schreiner (1996)).

) (n) = { (()1 = pn)*(1+2pn) 7[;_617[%0’0)._1) (7.209)
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The illustrations show that the phenomena of oscillation that are still ex-
istent for the smoothed Shannon Dirac family can be suppressed by this
choice.

Next, we are interested in the kernels B}(Lk) in view of the uncertainty
relation. Using

1
1B = on / BE @) dt

-1

1-h
= 2T— 21
"okt 1 (7.210)
we define the kernel
~(k) 2k +1 (k)
B =\ e B (7.211)

since the uncertainty properties are normally defined for kernels with norm
one. We find

vore 2 1+ h+2k
oM _ (k) 3 _ 3
G50 () = 277/_175 (Bh (t)) dt b= = e (7.212)
Consequently,
2
o)) 12 1+ h+2k (1 ="h)(h+ 4k + 3)
0’ =1 = 21
(@0) < 2+ 2k 2k + 2)? (7.:213)
Using (7.25), we finally arrive at
1
A VA = h)(h+ 4k + 3). (7.214)

B T 11 h+t2k

For the localization in frequency, we assume k > 2. We have

1
o3 ~ (k > (k
@) = 2 [ BPWOLBL@
2k+1  —27 1 ) f
= t—h)"Le(t — h)" dt(7.21
 k(h+2k)
(1—-h)(2k—-1)’
so that
Ao k(h + 2k) (7.216)

B® T\ T —h)(2k - 1)
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Fig. 7.14: Uncertainty classification of the normalized smoothed Haar scal-

ing function B,(lk) (k =1, left; k = 3 right). A% A({(2> and the product

B(k)?
Bh Bh

1 3 .
A% A0 ) are shown as functions of h.
PO 10!

h h

The application of L; requires that the kernel is twice differentiable. How-
ever, using integration by parts, the results immediately carry over to the
case k = 1. Figure 7.14 gives a graphical impression of these results for the
special cases £k =1 and k = 3.

For the investigation of the uncertainty properties of the Shannon kernels,
we start from

L~
[@p]* = > 271; Lo i (e +D)+ 1t +1])  (7.217)

n=0

where, as usual, |p~!| is the largest integer which is less or equal p~!.

Observing this result, we define the normalized Shannon kernel by

1

&) = = Pp. 7.218)
N (
—1_ 2
e g L[5 e
o [@p2 \ = 4«
-1 _ -1 -1 _ 2
- (2“)1 Yo+l ULt -y >  (ram9)
Lo P+ 1]+ [p ot + 1]
so that
1- (2LLP‘11 —11JJ +Ltp—11JJLLp—11 —11JJ )2
o) p~ 41+~ +
A‘i‘p o 2|p=t—1]+[p=t][p~1-1] . (7220)

Lo~ 1]+ [p~ [p~ 1 +1]
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Moreover, we find

lp~!]
o3 B 4m 2n +1 ln
@, = T e e Y

LA+ [p )22+ Lp’lJ)

7.221
2 i+ 1+ )+ 1) (7220
such that
11p-11(1 -11)2(2 -1
po — [Ll 0+ LR+ () —
e 2 [ +1+[p e + 1)
The results are illustrated in Fig. 7.15.
10* -
A;“:p>
o AY Tl
10° Afﬂ)AU(s) ~~~~~~~~
- (EF i)P ........ il
100 [mm e o i i
1072
107 : :
107 107 107 107"

Fig. 7.15: Uncertainty classification of the normalized Shannon Dirac family
<I> Presented are Ao(l) A0(3 and the product AO( )AO( " as functions of p
p

in a double logarlthmlc setting. *

7.6 Bibliographical Notes

There is a long history of zonal kernel functions (also called radial basis
functions in the language of approximation theory). First essential results
are due to H. Funk (1916), E. Hecke (1918). The investigations involving
spherical convolutions lead back to S. Bochner (1954), W. Rudin (1950),
AP. Calderon, A. Zygmund (1955) and many others. H. Berens et al. (1969)
presents an overview about the activities in the first half of the last century.
F.J. Narcowich, J.D. Ward (1996) introduced an uncertainty principle for
the unit sphere Q C R3. Another approach which involves the usage of a dif-
ferential operator of second order has been made by W. Freeden (1998). The
articles by N. Lain Ferndndez (2003), N. Lain Ferndndez, J., Prestin (2003)
are further significant contributions to the topic of space/frequency local-
ization. The correspondence of the Dirac delta kernel to the so-called Dirac
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families is well-known in the analysis of symmetries in Euclidean space.
Zonal Dirac families of Abel-Poisson, Gaufl-Weierstrafl type were studied
e.g., by H. Berens et al. (1969), C. Miiller (1998), W. Freeden et al. (1998).

Scalar zonal kernel functions are basic tools for constructing spherical
splines (compare, e.g., W. Freeden (1981a), G. Wahba (1981), G.E. Backus
(1986), W. Freeden (1990), W. Freeden et al. (1996), W. Freeden et al.
(1997), W. Freeden, F. Schneider (1999), W. Freeden (1999). In the last
years, wavelets on the sphere have been the focus of several research groups
which led to different wavelet approaches. Common to all these proposals
is a multiresolution analysis which enables a balanced amount of both fre-
quency (more accurately, angular momentum) and space localization (see
e.g., S. Dahlke et al. (1995) and I. Weinreich (2001), D. Potts, M. Tasche
(1995), T. Lyche, L. Schumaker (2000), P. Schroder, W. Sweldens (1995)).
A group theoretical approach to a continuous wavelet transform on the
sphere is followed by J.-P. Antoine, P. Vandergheynst (1999), J.-P. Antoine
et al. (2002), and M. Holschneider (1996). The parameter choice of their
continuous wavelet transform is the product of SO(3) (for the motion on
the sphere) and RT (for the dilations). A continuous wavelet transform

approach for analyzing functions on the sphere is presented by Dahlke and
Maass (S. Dahlke, P. Maass (1996)).

The constructions of the Geomathematics Group in Kaiserslautern on
spherical wavelets (W. Freeden, M. Schreiner (1995), W. Freeden, U. Wind-
heuser (1996), W. Freeden, U. Windheuser (1997), W. Freeden et al. (1998),
W. Freeden, K. Hesse (2002), W. Freeden, C. Mayer (2003), W. Freeden
et al. (2003), W. Freeden, M. Schreiner (2007)) are intrinsically based on
the specific properties concerning the theory of spherical harmonics. W.
Freeden, M. Schreiner (2007) are interested in a compromise connecting
zonal function expressions and structured grids on the sphere to obtain fast
algorithms.
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In vector theory, the points of the departure to zonal kernel fields are the
addition theorems relating vector spherical harmonics to Legendre vector
rank-2 tensor fields and the counterparts of the Funk-Hecke formula in the
vectorial context. The corresponding kernel functions obtained by sum-
ming up the vectorial Legendre kernel functions to certain (bandlimited or
non-bandlimited) orthogonal series expansions are called zonal vector ker-
nel functions due to their intimate similarities in definition and structure
to scalar zonal functions and their relevance to (geo-)physically motivated
applications.

Of particular significance in the theory of vector fields is the coordinate-
free representation by vector zonal kernel functions. As is well known, co-
ordinate representations of vector spherical harmonics are not calculable
without singularities at the poles. Zonal vector functions, i.e., vector Leg-
endre kernel expansions, however, avoid this problem completely, as they
are constructed by application of the surface gradient and the surface curl
gradient to a scalar zonal kernel function. In fact, zonal vector functions
consist of a ‘directional term’ linked to a scalar zonal kernel function (for
the normal part) or a one-dimensional derivative (for the tangential parts).
Moreover, differential operators of vectorial nature like the surface gradient
or the surface curl gradient can completely be treated within an isotropic
(vector) framework. It should be pointed out that isotropic vector opera-
tors, i.e., operators mapping a scalar function to a vector field (or vice versa)
— thereby maintaining their form when subjected to orthogonal transforma-
tions — can be expressed by means of convolutions against a vector zonal
kernel function. In that sense, vector zonal functions form the canonical
bridge between scalar functions and vector fields. In addition, the inherent
orthogonal invariance reduces the structural complexity and dimension. It
should be mentioned that, in vectorial case, two different techniques can
be formulated for representing isotropic operators by convolution. Zonal
kernel functions to be used in the vector context can either be formulated
as vector fields generated by applying the operator o) once on scalar zonal
functions, or as rank-2 tensor fields by a double application of the operators
o) (see, e.g., M. Bayer et al. (1998), S. Beth (2000), H. Nutz (2002), C.
Mayer (2003)). In the first case, we are led to vector zonal kernel func-
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tions, whereas the second case leads to vectorial zonal rank-2 tensor kernel
functions (to be used within the vector context (see Table 8.1).

Table 8.1: Overview on (vectorial) zonal rank-2 tensor/vector kernel func-
tions in relation to Legendre kernel functions.

Zonal
kernel

(gen-
erating
system)

Scalar field
({Yn,j }*

system)

Vector field
(-

system)

Vector field
({5}

system)

Linear approach

scalar zonal kernel
function {P.}—
system)

(vectorial) zonal
rank-2 tensor kernel
function ({va ) =
system)

(vectorial) zonal
rank-2 tensor kernel
function ({”f)gf ’l)}f
system)

8.1 Preparatory Material

'Uk(i,i)

v (i9)

Bilinear approach

(vectorial)  zonal
vector kernel

tion({pﬁf ) }—system)

func-

(vectorial)  zonal
vector kernel func-
tion({f)g ) }—system)

(@)

()

As already mentioned, two approaches are evident based on the addition
theorems (Theorem 5.31 and Theorem 5.46): Zonal rank-2 tensor kernel
functions (within the vectorial context) — in this approach called (vectorial)
zonal rank-2 tensor kernel function — are defined by a double application of
the differential dual operators o on scalar zonal kernel functions, whereas
the zonal vectorial kernel functions are derived by a single application of
these operators to scalar zonal kernel functions. In doing so, we take ad-
vantage of the features from the operators oD 00, ;i =1,2 3. Indeed,
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the operators oY can be easily applied to scalar zonal kernel functions.
For example, for a (sufficiently smooth) scalar zonal kernel function K, the
following identities are well-known:

WE@E-n = KE-nn. (8.1)
OK@E-n) = K€ nn- (€ ne) (8.2)
DEE-n) = K€ n)EAn). (8.3)

Furthermore, we mention

offoVK(¢-m) = K(&-mE@n, (8.4)
oD@ K(E ) = Vie (K(E n)E— (€ ) (8.5)
— (VEK'(E-m) @ (€~ (- )

+ K'(§-n)Vi@ (E—(§-mn)
= K"E-n)n— (- (E—(E-nn)
+ K'(§ - ) (itan (&) — (n — (£ -m)&) ®@n),
oV oPK(Em) = K'(€-mErnenaE (8.6)
+ K'(€-n)((§ - itan(§) — (1 = (£-m)E) @),

provided that K : [-1,1] — R is sufficiently often differentiable.

These formulas show two advantages: First, we only have to calculate
the one-dimensional derivatives of a scalar zonal kernel function, which re-
duces the operational effort enormously (note that, in the case of double
application of the operators o), the two-dimensional derivatives of a scalar
zonal kernel function have to be evaluated). Second, no singularities occur
when the operators 02 and o® are applied to scalar zonal kernel func-
tions. Moreover, the basic principles that are governed by the uncertainty
relation canonically extend from the scalar to the vector context of zonal
kernel functions (even for tangential vector kernel fields).

8.2 Tensor Zonal Kernel Functions of Rank Two in
Vectorial Context

We start with the characterization of zonal rank-2 tensor kernel functions
(within the vectorial context). This approach arises directly from the scalar
theory (see W. Freeden et al. (1998)). To be more concrete, the zonal tensor
kernel functions are defined in terms of scalar zonal kernel functions by a
double application of the operators o).
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Definition 8.1. Assume that K() € C[-1,1] and K("') € CA-1,1],i €
{2,3}, are scalar zonal kernel functions. A function k() : QxQ — R3QR3,

KD (e n) = o o KOE ), EneQ, (&)

is called a (wectorial) zonal rank-2 tensor kernel function of type (i,i) (with

respect to {”pg’i)}). Moreover,
3 ..
k= vk (8.8)
i=1

is called a (vectorial) zonal rank-2 tensor kernel function (with respect to

{"Pn})-

Definition 8.2. A (vectorial) zonal rank-2 tensor kernel function of type
(i,7), "k : O x Q - R3@R3, i € {1,2,3}, is called an 1%1. i)(Q)-zonal rank-2
tensor kernel function, if”k(i’i)(f, -) is square-integrable on {2 for each £ € Q.
Furthermore, "k = Z?:l vk is called an 12(Q)-zonal rank-2 tensor kernel

function.

For the explicit representation of the (vectorial) zonal rank-2 tensor kernel
functions in terms of the Legendre polynomials, we take advantage of the
already known vectorial variants of the Funk-Hecke formula, which should
be recapitulated for the convenience of the reader.

Theorem 8.3. (Funk-Hecke Formula in Vectorial Context) Let n € Q2 be
fized. Assume that g(-,n) € ¢D(Q) satisfies tg(€,n) = g(t&,n) for all or-
thogonal transformations t € SO, (3) and all § € Q. Then, for all { € Q
and i € {1,2,3}, we have

/Q PG (e ) du©) = (1)) (0Vg) o Pu(Cm),  (89)

where

1
(0D g) Nn) = 2x /_ 1 Gi(t) Py (t) dt, (8.10)

and

Gi(&n) =0 g(&,m). (8.11)

Within the concept of (vectorial) zonal kernel functions, this theorem
leads us to the following statement.
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Theorem 8.4. Any 1(1 l)(Q)-zonal rank-2 tensor kernel function k%) can
be represented as a Legendre series of the form

. X 1.
v1,.(2,8) D) — 20T 2 (3,8)\A v (%,7)
k(¢ 1) nE:O. o &)n) ey (E ), (8.12)
where
(k)N ) = 27p) / K ) dt = p (KDY (n). (8.13)

Proof. We deal with the case i = 1. As vk (1) (&, ) is a member of the space
12(Q), we have

/ oél)ogl)K(l)(ﬁ K oél)ogl)K(l)(f -m) dw(n) < oo. (8.14)
Q

Furthermore, for f € 12(Q) and g € 1?(Q) we get

/Q £(n) - o g(n) () = /Q OWE(m) - g(n) don).  (8.15)
Hence, it follows that
/ WKW (g p) - oW EO(E ) du(i) (3.16)
Q

_ /ﬂogl)()gl)ognmn(g ) - oKD (¢ ) du(r)
- /Q oMoV KW (¢ ) - o VoV KWV (€ ) duoln).

Defining ge¢(n) = osli)K(l)(f 1), n € 2, we can express g¢ as a Fourier
(orthogonal) series. More explicitly, using the addition theorem and the
vectorial Funk—Hecke formula, we readily find

oDEW(E - n) = ge(n) (8.17)
oo 2n+1

= 33 (60)" (. m) )

n=0; m=1

co 2n+1

= 3% [ 060 (O d6) yntn)

n=0; m=1

-y /ﬂ "B (n, )ge(€) ()

7’7,:07j

= 2 I () (0%) om0,
n=0;
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where
(O(l)gg (n _27T/ Gi( (8.18)
with ‘
Gi(€-¢) = 0 ge(0). (8.19)
Therefore, for ¢ = 1, we have
(OWge)Nn) = 2 / K(t)P,(t)dt = 2 / KW@ P,(t)dt,  (8.20)
where

K(&-n) =0MoDED (. n) = (¢-6) KO )= KD(¢-y), (8.21)

thereby identifying, as usual, K:QxQ— R with K : [-1,1] — R3, (ie.,
K(t) = K(&-n)).

Summarizing our results for ¢ = 1, we therefore obtain
KW m) = o oNEW(E-n)
1
= o ge(n)

- “)ZQ”“ 1)1 (0W o)\ (m)ol) Pofe - )

= Z 2n4: H(OWge) ()" B (€., (8.22)
n=0

Observing the fact that u(l) =1, we finally get the wanted assertion.

Next, we come to the cases i = 2,3. Now, K (¢.) is differentiable and,
thus, in L2(2). The kernel K admits the Legendre series expansion

KO = 7;)2”4;1(1((1)) (1) P, (3.23)
where .
(K N(n) = 27 / KO ()P, (t) dt. (8.24)
This leads us to the desired identity B
kKO, n) = o oMKW (e n) (8.25)
=3 L RO ) B e, ).
n=0;

Altogether, Theorem 8.4 is verified. O
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A key property of an 12(2)-tensor zonal kernel function vk is its invariance
under orthogonal transformations t, i.e., *k(t&, tn) = tk(&,n)tT, &,n € Q.
In addition, it is not difficult to show the following result.

Theorem 8.5. A (vectorial) zonal rank-2 tensor kernel function of type i
vk O x Q — R3@R? is an l%i #(Q2)-zonal rank-2 tensor kernel function,
if and only if

o

3 2”4; ! ((vk@ﬂ)A(n))2 < 0, (8.26)
where B
(KDY () = ) (KO ). (827

Of course, this theorem follows directly from the addition theorem

2n+1

> (€)= %7 geq. (8.28)

m=1

The introduction of convolutions involving (vectorial) zonal rank-2 tensor
kernel functions is quite similar to the scalar case.

Definition 8.6. Let "k, “h be 12(Q)-zonal rank-2 tensor kernel functions.
Suppose that f is a vector field of class 12(€2). Then, "k * f defined by

("kx f) (€) = /Q () f() du(n), € €9, (8.29)

is called the convolution of "k against f. Furthermore, *h % Yk defined by

("h+"K) (€,7) = /Q Yh(€,O)"k(C,m) dw(C), £ € D, (8.30)

is said to be the convolution of “h against k.

Note that the symbol ‘x’ is again used simultaneously for different types
of convolutions.

Obviously, “k * f is a member of class 12(Q2). In spectral formulation, we
have

[eS) 2n+1
kO f = (KON ) Y () m)y s (8.31)
n=0; m=1
and
= 2n+1 y -
vh(z) Vg — vh(z,z) A vk(z,z) A (3,9) 39
o= 30 2L 60y ) (1) () (8.32)
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i=1,2,3.

By virtue of the orthogonal expansion in terms of Legendre tensors (8.32),
it is not hard to verify that, for every point £ € Q, (Yh x k) (&, ) is contin-
uous on the sphere (2.

Lemma 8.7. Let 'k = 0 "k be an 12(Q)-zonal rank-2 tensor kernel
function. Then

o1, (i — 2n+1, [ v

n=0;

§m e

Finally, we mention the representation of an 12(Q)-vector field f in terms

(i,%)

of Legendre tensors “py,

3 oo

2 1
F=303 i, (3.34)
=1 n=0;
where the equality in (8.34) is understood in || - [[j2(q)—sense.

(i+4)

Remark 8.8. As we have shown, the Legendre tensor fields Ypy’>’ can be
expressed in terms of the tensor fields ¥ (l ) This is the reason why it also
makes sense to introduce (vectorial) zonal rank—2 tensor kernel functions

with respect to the {“f)g ) }-system by letting

o (i = 20+ 1 e\ s (i
K0 = 3 Z= (kD) B Em),  (835)

n=0;
(&,m) € Q x Q, where
OL(LNA (0 (i) [ eni) 2”+1u plid)
(R ) en) = [ KO OTIR B ¢ o). (330

Clearly, all results being valid for the {”f)g ’i)}—system can be formulated in
parallel.

8.3 Vector Zonal Kernel Functions in Vectorial
Context

Remembering the second vectorial variant of the addition theorem (Theorem
5.46) in vector theory, we now turn to the definition of vector zonal kernel
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functions. As already announced, they are created by a single application
of the operators 0 to scalar zonal kernel functions.

Definition 8.9. Assume that K(®) ¢ C0)[—1,1], i € {1,2,3}, are scalar
zonal kernel functions, respectively. A function ED . QxQ— RS (more
precisely, "k(?)), given by

KO, m) = oKD (e -m), €neQ, (8.37)

is called a (vectorial) zonal vector kernel function of type i (with respect to
{pgf)}), and

3
k=Y k¥ (8.38)
=1

is called a (vectorial) zonal vector kernel function (with respect to {p,}).

Definition 8.10. A zonal vector kernel function k(® : Q x Q — R3 of type
i is called an l%i)(Q)fzonal vector kernel function, if k@ (€,-) is in 12(Q) for
each ¢ € Q. Furthermore, k = Z?:1 k@ is called an 12(Q)-zonal vector
kernel function.

The following result can be directly derived from the identities (8.4), (8.5),
and (8.6).

Theorem 8.11. An l?)(Q)fzonal vector kernel function k@ : Q x Q — R3

of type © can be expressed as a Legendre series in the form

o0

n=0;
where »
(k) (m) = ()" () (). (8.40)

Proof. Again, we first deal with the case i = 1. As k(M) (€,-) is in 12(Q), it is
easy to see that

/QK(U(& KY€ n) do(n) /QK(l)(g . n)Oél)og)K(l)(f -n) dw(n)
- /Q ol "KW (&) - o) KW (&) dun)

- /Q KO- ) - KO(E - 1) duo(i) < oo,
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Thus we have K(V(¢.) € L(Q), such that KM (¢.) can be written as a

Legendre series. This leads us to the identities

K = <1>22"“ KON )€, )

1/2 20 + 1
_ (1 YA (1) p)
Eﬁ (un ) 1 ) (e

= Z M(k(l))A(n)p(l)(& D,

where

kO ) = (D) (KO ).

(57 )

(8.41)

(8.42)

This is the required result for ¢ = 1. For the cases i = 2,3, we observe
that K (¢.) is assumed to be differentiable and, therefore, in L2(2). The
assertion of our theorem follows by the same arguments as shown for the

case 1 = 1.

O

Theorem 8.12. A vector zonal kernel function k@ : Q x Q — R3of type i

is an 1%1.) (Q)—vector zonal kernel function, if and only if

> 2L (0 () < .

4
77,:07;

where

(k0 () = ()" () )

Proof. Observing that x -y = tracez ® y, =,y € R?, we get

3 o0 '
. (Z Z 2l4"7; 1 (k(J))/\(l)pl(J)(&n)) dw(n)
2n+1

3 3
=X Z 2 KO ) i (©)

(4)

Yn,m

©)

(8.43)

(8.44)

(8.45)

3 3 o) , ' 2n+1 N
= 23 X ED @) ) T trace ("B (E€)).



8.4 Convolutions Involving Vector Zonal Kernel Functions 399

The desired assertion follows by taking into account that

trace("p{7) (¢, €)) = 6i;. (8.46)
This yields the proof of Theorem 8.12. O

Remark 8.13. From Lemma 5.63, we know that the vector Legendre ker-

nels p() can be written in terms of p;). Therefore, it also makes sense to

introduce, in parallel, (vectorial) zonal vector kernel functions with respect
(1) .

to {pn’} by letting

e = Y RGO e, (8.47)
n=0;
(&,m) € Q x Q, where
E e = [ OO do (549

8.4 Convolutions Involving Vector Zonal Kernel
Functions

Next, we introduce convolutions in the vectorial context.

Definition 8.14. Let k be an 12(£2)-zonal vector kernel function, f € 12(€2),
F € L%(Q). Then k * f defined by

kx () = /Q K(1,€) - F(n) duo(n) (8.49)

is called the convolution of k against f. Moreover, KD%F. i=1,2,3, given
by

KO % F(€) = /ﬂ KO (€, n)F () duo(1) (8.50)

is called the convolution of k9 against F.

Note that we use different symbols for the convolutions to point out their
different nature.

For k, k being 12(Q)-zonal vector kernel functions we let

3
Fx (ks ) =3 k0 « (k;(i) « f) . (8.51)

i=1
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Note that
B0 (K05 7) = [ [ R90.0 9 KOO ) dotmdale). (352

This motivates the following rank-2 tensorial setting.

Definition 8.15. Let k), k@ be two l%)( )-zonal vector kernel functions.
Then, we define the convolution of k@ against k@ by

(951 € = [ 1960019000, 3.5

Furthermore, k * k is understood to be

3
kxk =Y kW% k®. (8.54)

i=1

The following theorem can be verified easily by standard arguments.

Theorem 8.16. Let k), k) be two l%i)(Q)—zonal vector kernel functions.

Then the convolution k@ x k) is an 1%1.) (Q)-zonal tensor kernel function,
such that

oo 2n+1

K« = D N m)ED) (n )2n4;1”p,(f’”(§,-). (8.55)

n=0; m=1

From the expansion (8.55) in terms of Legendre rank-2 tensors, it can be
derived that k() % k:(i)(f, -) is continuous on the sphere Q) for every £ € Q.

The Parseval identity for vector spherical harmonics enables us to verify
the following theorem (see M. Bayer et al. (1998), S. Beth (2000)).

Theorem 8.17. Let f be of class 12(Q). Assume that k, k are 12(Q)-zonal
vector kernel functions, whereas k, k are 12(Q)-zonal rank-2 tensor kernel
functions with

("KW (n) = (KD)" (), (8.56)

and

(kD) (n) = (kD) (), (8.57)
for alli=1,2,3. Then

ko kx f = ok (k% f). (8.58)
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In other words, the different ways of forming convolutions (8.58) against
vector fields either by tensor zonal kernel function or vector zonal kernels are
equivalent. This is, in fact, a remarkable result. In consequence, due to The-
orem 8.17, we can substitute rank-2 tensor zonal kernel functions by vector
zonal kernel basis functions which is of importance not only for numerical
purposes: once again, vector zonal functions require first order derivatives
of the Legendre polynomials, whereas tensor zonal kernel functions make it
necessary to compute the second order derivatives. Furthermore, the opera-
tional effort is reduced as we do not have to calculate tensor products when
we turn over to vector zonal kernel functions. The structural price that
must be paid in comparison to the tensor approach, however, is a bilinear
framework for the vectorial kernels involved in the convolutions.

8.5 Dirac Families of Zonal Vector Kernel Functions

Starting from a Dirac family {®,} ¢ (0,00) of scalar zonal kernel functions, we
are able to construct a Dirac family of zonal rank-2 tensor kernel functions
{#p}pe(0,00) s follows (note that we restrict ourselves to the system of dual

operators o), 0 i € {1,2,3}):

3
@p(&m) =D el (E,m) (8.59)
=1
with
N o) 2n+1
vl ) = > (@ Z (&) @y (), (8.60)

n=0;

&,n € Q. Correspondingly, a Dirac family {gpp} pe(0,00) Of vector zonal kernel
functions ¢, reads as follows:

3
NEDINUE) (8.61)
i=1

with
D) = (@) ()Y ()yl (), (8.62)
n=0;
&,mn e

As an immediate consequence, we obtain the following linear and bilinear
approach for rank-2 tensor Dirac families and the bilinear approach for
vector Dirac families.
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Theorem 8.18. Let {®)},c(0,00) be a scalar Dirac family. Then

Lim 1f =@, flhz@) =0, (8.63)
and
;i_r%nf_‘ﬂp*@p*fuﬂ(ﬂ) =0 (8.65)

for all f €12(Q).

This means that we have extended the notion of an approximate identity
in a canonical way to spherical vector field thereby using two different, but
(in bilinear sense) equivalent approaches to Dirac families.

Seen from the point of spherical functions on the sphere, we should have
a closer look to the Dirac families involved in the approximation. It is clear
that

U(ngl,l)(g, n) = 021)07(71)‘1’,)(5 -n) (8.66)
and
vl (€, ) = —olofy) /QG(A*;E-C)‘I’;)(C 1) dw(§), (8.67)

&,n e Q, i =2,3. Equivalently, we have

@G (m) = o) Y0 TS (@) PE ). (369

n=

&,m e Q,i=2,3. In an analogous way, we find

P (€,m) —o“)Zznﬂ Jﬁ@pwn)mf-n), (8.69)

i=2,3.

Remark 8.19. Our approach has shown that an isotropic operator map-
ping a vector field onto a vector field refuses the representation in terms of a
vector zonal kernel function. In that context, in fact, zonal tensor functions
have to be taken into account. Zonal tensor functions, indeed, fall back
upon an addition theorem involving the tensor product of vector spherical
harmonics. Although they do not allow us to describe isotropic vector fields,
zonal rank-2 tensor fields are of advantage for the approximation of vector
fields in form of splines (W. Freeden, T. Gervens (1991)), W. Freeden et al.
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(1994) and wavelets (W. Freeden et al. (1998)) (by matrix-vector multipli-
cations with constant vectors). The numerical disadvantage of a representa-
tion of vector fields based on tensor zonal kernel fields is easily understood.
We have to deal with matrix-vector multiplications. In comparison with
vector zonal functions, a further drawback comes up. While vector zonal
functions require only the first derivative of a scalar radial zonal function,
zonal tensor functions even need second derivatives. This makes them more
difficult to handle in vector field modeling, particularly when the scalar
zonal function is not known elementary in a closed representation, but only
as series expansion in terms of Legendre polynomials. Nevertheless, tensor
zonal functions are an important tool in the characterization of vector fields
(comparable to the scalar case). Of course, tensor zonal functions are nat-
ural structures to observe rotational symmetry within a tensor framework,
and in this case, second derivatives for the occurring Legendre polynomials
are canonical.

8.6 Bibliographical Notes

Zonal kernel functions in the vector context have been introduced in a double
sense in twofold way (i) as vector fields generated by applying the operators
oW 5 respectively, on scalar zonal kernel functions (see M. Bayer et al.
(1998), S. Beth (2000), H. Nutz (2002), C. Mayer (2003)) (ii) as tensor fields
generated by a double application of the operators 0", (), respectively, on
scalar zonal functions (see W. Freeden et al. (1998), S. Beth (2000), H.
Nutz (2002), M.K. Abeyratne (2003)). In the first case, we are led to zonal
vector kernel functions, whereas the second case leads to zonal tensor kernel
functions (to be used within the vector context). Both types of isotropic
functions are basic tools for approximation techniques like spherical splines
and wavelets (see, e.g., G. Wahba (1982), W. Freeden, T. Gervens (1991),
W. Freeden, U. Windheuser (1996), U. Windheuser (1995), W. Freeden
et al. (1998), W. Freeden, M. Schreiner (1997), H. Nutz (2002), M.J. Fengler
(2005), W. Freeden, M. Schreiner (2006), S. Gramsch (2006), T. Fehlinger
et al. (2007)).
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Next, we come to zonal kernel functions in the tensor context. In analogy
to the vectorial case, we are able to derive two variants based on the known
addition theorems (Theorem 6.21 and Theorem 6.34). In more detail, we
obtain zonal kernel functions in the tensor context by applying the operators
olth) ik € {1,2,3}, once and twice to scalar zonal kernel functions (see

Table 9.1).

Table 9.1: Overview on (tensorial) zonal rank-4/rank-2 tensor kernel func-
tions in relation to Legendre kernel functions.

Zonal
kernel
(gen-
erating
system)

Scalar field
({Yn,}-

system)

Tens()lcr field
(e}

system)

Tens()lcr field
(T 1+
system)

Linear approach

scalar zonal kernel
function ({P}-
system)

(tensorial) zonal

rank-4 tensor kernel
function ({Pg,k,z,k) "
system)

(tensorial) zonal
rank-4 tensor kernel
function ({P{FH
system)

K

K k)

K k)

Bilinear approach

(tensorial) zonal rank-
2 tensor kernel func-
tion ({tpg’k)}—system)

(tensorial) zonal rank-
2 tensor kernel func-
tion ({*p\"™ }-system)

tk(i,k)

tf(i.k)
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9.1 Preparatory Material

Our work is based on the following already known lemma, which demon-
strates that the operators otk) are easily applicable to scalar zonal kernel
functions.

Lemma 9.1. Let K be of class C\%%)[—1,1]. Suppose that n € Q is fived.
Then, for all £ € Q,

o VK (Em) = K¢ mEen, O

ol VK m) = K'(€-mes (- (€ o), 9.2)

021’3)1((&77) = K'(€-n)E®(EAn), (9-3)

oPVK(E ) = K'(€-n)n—(€ 0k, (9.4)

oPVK(E ) = K(E-min(E), (9:5)

oYK& ) = K'(Em)((n—(EnO)em—(En  (96)
—(EAn @ (Enn),

oPVK(Em) = K'(E-n)EAn)aE, (5.7)

of VK (E-m) = K"(&m)((n— (& m&® (€A (9.8)
+ (€A @ (n— (& n))),

02373)]((5.77) = K(& n)jtan(§). (9.9)

For simplicity, we omit the explicit representations of a double application
of the operators 0(“*) to the scalar kernel K.

0.2 Tensor Zonal Kernel Functions of Rank Four in
Tensorial Context

First, we are interested in defining (tensorial) rank-4 tensor zonal kernel
functions by a double application of operators o(t%) on (sufficiently often
differentiable) scalar zonal kernel functions.
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Definition 9.2. Assume that K8 ¢ C0x)[—1,1], i,k € {1,2,3}, are
scalar zonal kernel functions. A function K% : Ox Q — RP*QR3@R3QR?,
(more precisely, “K(®*)) given by

KON, n) = of MoK (€. ), gneq,  (910)

is called a (tensorial) zonal rank-4 tensor kernel function of type (i, k) (with
respect to {Pﬁf”“’“’“)}). Furthermore, we let

3 3
K=> > Kb (9.11)

i=1 k=1

K is called a (tensorial) zonal rank-4 tensor kernel function (with respect
to {Pp}).

In close analogy to the vector case, we introduce the following setting.

Definition 9.3. A (tensorial) zonal rank-4 tensor kernel function of type
(i,k), KtF) - O xQ - RROR* @R @R, i,k € {1,2,3}, is called
an 12, (Q)~(tensorial) zonal rank-4 tensor kernel function, if KR (€, ")

(i,k)
is square-integrable on €2 for every £ € Q). Furthermore,

3 3
K=Y Y KM (9.12)

i=1 k=1

is called an 12(Q)-tensorial zonal rank-4 tensor kernel function, if KF) are
I%i k)(Q)—tensorial zonal rank-4 tensor kernel functions.

Clearly, (tensorial) zonal rank-4 tensor kernel functions can be expanded
in terms of the Legendre functions. For that purpose, we need the cor-
responding tensorial variant of the Funk—Hecke formula. As in the vector
case, for the convenience of the reader, it will be recapitulated briefly.

Theorem 9.4. (Funke-Hecke Formula in Tensorial Context) Let n € Q be
fized. Assume that h(-,n) € c®(Q) satisfies h(t&,n) = th(&, n)tT for all
orthogonal transformations t € SO,(3) and all & € Q. Then, for all ¢ € Q
and for all i,k € {1,2,3},

plikik) (@R Ak (i.k) )
| PEEHC O dute) = (189) 7 (04m)" (ol ()
(9.13)
where

(O@’f)h (n —27r/ Hig(t) Po(t) dt, (9.14)
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and )
Hii(€ ) = OF™h(g, n). (9.15)

In parallel to the vector case, we formulate the following result.

Theorem 9.5. An l%i k)(Q)—tensom‘al zonal rank-4 tensor kernel function

K@) can be represented as a Legendre series in the form

KM ) = S NI PR, (0.6)
sl 47
where ) ) )

The proof of Theorem 9.5 follows in close analogy to its vectorial coun-
terpart (Theorem 8.4). Thus, it is omitted here.

Theorem 9.6. A (tensorial) zonal rank-4 tensor kernel function of type
(i,k), KA QO x Q- R}QR*@R3 @ R? is an l?i k)(Q) (tensorial) zonal
rank—4 tensor kernel function, if and only if

o0

_ 2
Z 2n+1 <(K(l,k))/\(n)) < 0, (9.18)
47
n=0;
where ) ) )

Theorem 9.6 follows directly from the identity

2n+1

: 2 1
S iR P = 1 (9.20)
m=1

47

9.3 Convolutions Involving Zonal Tensor Kernel
Functions

We are now going to introduce convolutions in the tensor context.

Definition 9.7. Let H, K be 12(Q)-tensorial zonal rank-4 tensor kernel
functions. Suppose that f is of class 12(Q2). Then K * f defined by

(K« £)(€) = /Q K (&, ) () du(n), (9.21)
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& € Q, is called the convolution of K against f. Furthermore, H x K defined
by

(HK)(€) = [ H(E QK1) dolc). (9.22)
&,m € Q, is called the convolution of H against K.

Different variants of convolutions are definable.
From the addition theorem, the orthogonality of the tensor spherical har-

monics, together with the identity f(g - h) = (f ® g)h, we are able to show
that

KR 4 ¢ (9.23)
2n+1
= / > K6y Zy”“) @yl )
n= Ozk 7
oo 2p+1
X >N (EC) (p, @y S (n) dw(n)
p=0; g=1
00 4 2n+1 '
= D Y (n) Y (EE) (n,m) y ).
n=0,k m=1

Further on, because of (F® G)(H®I)= (G -H)F ®1I, we find

HOO L KO = 5 2L 0) () (D) () PER. (9.04)
™

n=0;p
Using the Legendre series expansion (9.24), we easily see that the convolu-
tion H®) x K(¢, ) is continuous on Q for each point £ € Q.
Lemma 9.8. Let K = Z?,k:l K5 be an 12(Q)-tensorial zonal rank-4

tensor kernel function. Then KK s expressible in the form

oo

i M4+1_ e
KOO m) = 3 = —PIEN(E )« K (), (9.25)

n=0;x

&neq.

Finally, we are able to deduce from (6.330) that every f € 12(Q) can be
represented in the form

3
f = ST o plikik) g 9.26

(in [| - [[12()-sense).
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Remark 9.9. The (tensorial) Legendre rank-4 tensor kernel functions P! ki)

are expressible in terms of Pg koK), Therefore, (tensorial) zonal rank-4 ten-

sor kernel functions with respect to the {1553 ’k’i’k)}—system read as follows:
- P41 s A o
KOP(en) = 3 == (REV) mpied, (0.21)

n=0;)
(&,m) € 2 x Q, where

2n+1~.,
P (ik,i.k) )
LB (€ ) d(Q)

(9.28)

KOO @RI €)= [ K9 (e,
Q

9.4 Tensor Zonal Kernel Functions of Rank Two in
Tensorial Context

Tensorial rank-2 tensor zonal kernel functions are defined by a single ap-
plication of the operators o(**) to (sufficiently smooth) scalar zonal kernel
functions. Seen from operational point of view, they are of importance for
two reasons: First, the computational effort is reduced because we do not
have to calculate the tensor product of a tensor of rank four and a tensor of
rank two. Furthermore, according to Lemma 9.1, we only need the second
order derivatives of the generating scalar zonal kernel functions, whereas in
the first approach involving tensorial rank-4 tensor zonal kernel functions,
we need fourth order derivatives.

Definition 9.10. Assume that K% : [—1,1] — R are (sufficiently often
differentiable) scalar zonal kernel functions, i.e., K% e COn)[—1 1], i, k €

1,2,3}. A function kM. ax 0> R3® R3, given by
3
k(e m) = o KD (€ ), gneq, (9.29)

is called a (tensorial) zonal rank-2 tensor kernel function of type (i,k) (with
res tplik) i
pect to {*p,""’}), while

3 3
k=>"> k0k (9.30)

i=1 k=1

is called a (tensorial) zonal rank-2 tensor kernel function (with respect to

{tp*).
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In analogy to our above considerations, we introduce the following defi-
nition.

Definition 9.11. A (tensorial) zonal rank-2 tensor kernel function of kind
(i, k), kKR - Q x Q — R? @ R3 is called an l%i’k)(Q)-tensom‘al zonal rank-2
tensor kernel function, if '"k(W%) (¢, ) is in 12(Q) for each & € Q. Furthermore,
tk = 23:1 Zi:l (k) s called an 12(Q)-(tensorial) zonal rank-2 tensor
kernel function, if k("%) are l%i k) (Q)-tensorial zonal rank-2 tensor kernel
functions. 7

In accordance with our approach, we are immediately able to prove the
following property of an l?i’ k) (Q)-(tensorial) zonal rank-2 tensor kernel func-
tion.

Theorem 9.12. An l%i k)(Q) -zonal rank-2 tensor zonal kernel function "k(F)
can be represented as a Legendre series in the form

, . on+1, ,
t1,(i,k) N — t1,(3,k)\A t. (i,k) .
k(€ ) nZo:k i (K)(n) pr ™ (6,0, (9.31)
where 2
(KD ) = () (KO (). (9:32)

The proof of Theorem 9.12 parallels that one known from the vectorial
case, hence, we do not formulate it.

Theorem 9.13. A (tensorial) zonal rank-2 tensor function of type (i, k)
(k) QO x Q) — R3QR? is an 1%1‘ 1y (Q)-zonal rank-2 tensor kernel function,
if and only if

— 2041 (a2
ZO = (( k() (n)) < o0, (9.33)
n=0;k

where
1/2

(tk(i’k))/\(n) _ (Ng’k)) (K(i,k)) A (n). (9.34)

Remark 9.14. From Lemma 6.43, we know that the (tensorial) Legen-
dre rank-2 tensor kernel functions tfn(f k) are expressible in terms of ij k),
Therefore, we are able to introduce zonal rank-2 tensor kernel functions

with respect to the {tf)gf ’k)}—system

oo

KR n) = 3 T (K) B e, 05)

n=0;
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(&,m) € Q x Q, where

(KDY () PR (€, ) = /th(””(& <>2"“ B(¢,m) dw(n). (9:36)

Next, we want to define the convolution in a (tensorial) rank-2 tensor
context .

Definition 9.15. Let 'k be a 1?(2)-tensorial zonal rank-2 tensor kernel
functions. Furthermore, assume that f € 12(Q2), F € L?(Q2). Then 'k * f
defined by

e £(6) = /Q (i, £) - £(n) duo(i) (9.37)

is called the convolution of 'k against f. Moreover, 'k*) « F i k € {1,2,3},
given by

K P(©) = [ RO Fn) dl) (9.38)

is called the convolution of k¥ against F.

For brevity, we write
3 3 (i) '
Hor (ke ) = 33 K (tk@»k) « f) . (9.39)
Since it is not difficult to see that

B x (K0 ) = [ (€)@ U 0, ) ) €
QJQ

we are finally led to the following setting.
Definition 9.16. Let th(t%) tk(:F) be two l? k)(Q)f(tensorial) zonal rank—

2 tensor kernel functions. Then, we define the convolution of th(-F) against
tk (k) 1y

L KO0 (€, ) = / DR E ) @ K (1, Q) dw(). (941
Q
Moreover, ‘h x 'k is given by
3 3
thx'k = ZZ h(k) ot k) (9.42)
i=1 k=1

Collecting our material on the rank-2 tensor context, we are led to for-
mulate the following result.
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Theorem 9.17. Let th(%) | tk(F) pe two 1% )( )-(tensorial) zonal rank-2

tensor kernel functions. Then the convolution Th(F) x tk(@k) s qn l%i)(Q)—
tensorial zonal rank-4 tensor kernel function, and we have

th(i,k) *tk(’L k: X i zil th(’L k tk 7, k:)) ( )271 + 1P(i,k,i,k) (é- )
ar " T

n=0; m=1

(9.43)

By observing the property (9.43) we are able to deduce that, for every
¢ € Q, hGR) x kG (¢ ) is continuous on Q.

Theorem 9.18. Let f of class 12(Q). Suppose that th and 'k are l? k:)( )-

zonal rank-2 tensor kernel functions, whereas K, K are l(i k)( )-zonal rank-
4 tensor kernel functions satisfying

HY)Nn) = (WD) (), (9.44)

and 4 '
(KON (n) = (KOP)A (), (9.45)
for all i,k € {1,2,3}, n > 0;,. Then

H+Kx+f="hx'k*f. (9.46)
Proof. Observing the Legendre series expansion of f and of the zonal ker-

nel functions, the addition theorem, and the orthogonality of the spherical
harmonics, we get for the left hand side

HxKx*f (9.47)
3 00 ) 2n+1 _
>0 3 (R KO ) 3 () 0, m) v
i k=1n=0 m=1

For the right hand side, we find

3
Thxksf = ) 'hOP KR o f (9.48)
i,k=1

S / / O (L, O (1, €) - £(n) deo() deo(C)

i,k=1
2n+1
_ Z Z th(zk tk(z k)/\( ) Z f(i,k)/\(n m) ygrlfz
i,k=1n=0; m=1

In connection with (9.44) and (9.45), we obtain the desired result. O
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9.5 Dirac Families of Zonal Tensor Kernel Functions

Starting once more from a scalar Dirac family {®,},c(0,00), We are able
to construct a Dirac family {®,},c(0,0c) Of zonal rank-4 tensorial kernel
functions as follows.

iiqﬂk”)gn &Eneq, (9.49)
i=1 k=1
with
o) 2n+1
e P(E ) = Y (@ Z Yam (€)@ yiw) (), (9.50)
n=0;x

§,n € Q. Correspondingly, a Dirac family {4} ,¢(0,00) 0f zonal rank-2 tensor
kernel functions reads as follows

3 3
@ (&) =D > TeliM(¢ (9.51)
i=1 k=1
with
‘ [e%9) 2n+1
g m =Y (@ Z Yom(©)ySE (), (9.52)
7’L:01 k
&neq.

From our consideration, it is clear that the following theorem holds true.

Theorem 9.19. Let {®)},c(0,00) be a scalar function as defined by (9.49).
Then

lim ||f — @, * le2(Q) =0, (9.53)
p—0
lim Hf_@p*(bp*f”lQ(Q) =0 (9.54)
p—0
and
fl)iir(l)”f—(pp*gop*lez(Q) =0. (9.55)

Theorem 9.19 extends the notion of an approximate identity to tensor
spherical fields.

Obviously,
@21,1,1,1)(5’ n) = 021’1)07(71’1)‘%(5 -1). (9.56)



9.6 Bibliographical Notes
&,n € Q. Forie {2,3} we have
06, ) = 5ol o, (€ ),
&, n € Q, while, for (i, k) € {(1,2),(1,3),(2,1),(3,1)},
B (6, m) = —of ol /Q G(A™:€- Q)®(C 1) dw (),

&, n € Q. Finally, for (i,k) € {(2,3),(3,2)},

1
(n+1)(n(n+1)—2)

o) fi) /Q G(A™(A" —2):£- )@, (C ) dw(C),

R ) = —

&neq.
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(1994), W. Freeden et al. (1998), and H. Nutz (2002).



10 Zonal Function Modeling
of Earth’s Mass Distribution

There is a growing public concern about the future of our planet, its cli-
mate, its environment and about expected shortage of natural resources.
Any consistent and efficient strategy of protection against these threats de-
pends on a profound understanding of the Earth system. In particular,
the knowledge of the Earth mass distribution is of crucial importance for
the exploration of processes driving deformation of the Earth surface and
influencing ocean surface topography. Closely interrelated with mass trans-
port and mass anomalies is the Earth’s gravity field and its constituting
ingredients (see Table 10.1).

Table 10.1: Scientific uses of gravity field observables.

Solid Earth Oceanography Glaciology Geodesy Climate
Crustal Dynamic Bedrock Leveling Sea level
density topography topography  (GPS) changes
Post glacial Heat Flux Height Coastal
rebound transport systems zones
Mass Orbit
transport determination

In what follows, we deal with a spherical approach to the so-called grav-
ity quantities, i.e., the geomathematically relevant functions on the sphere
characterizing the observables of the Earth’s gravity potential. Spherical
harmonics and zonal kernel functions are shown to be the essential tools for
the determination of mass anomalies and mass distribution between essen-
tial Earth system components, viz. gravity field, elastic field and oceanic
flow field. Our particular interest in this chapter is a systematic framework
of the gravity observables by the principles of spectral theory in terms of
spherical harmonics. Moreover, all representers of the observables can be
described by convolution against zonal kernels.

417
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It should be pointed out that our framework is not constructed in such
a way as to consist only of scalar ingredients. Indeed, two different choices
are viable, namely either as composition by scalar but anisotropic compo-
nents of the vectorial and tensorial building elements, or as composition by
isotropic vectorial and/or tensorial building blocks in their original nature.
Clearly, this work is concerned with the structural advantages of the sec-
ond variant (e.g., orthogonal invariance of fields and isotropy of operators)
avoiding decompositions into component ingredients thereby knowing that
vectorial /tensorial constituting elements are simpler in structure but larger
in dimension.

10.1 Key Observables

If the Earth had a perfectly spherical shape and if the mass inside the Earth
were distributed homogeneously or rotationally symmetric, then the line
along which a test mass fell would be a straight line, directed radially and
going exactly through the Earth’s center of mass. The gravitational field
obtained in this way would be spherically symmetric. In reality, however, the
situation is more complex. The topographic features, mountains and valleys,
are very irregular. The actual gravitational field is influenced by strong
irregularities in density within the Earth. As a result, the gravitational
force deviates from one place to the other from that of a homogeneous
sphere.

Earth’s surface

geoid
[geoidal  T——
undulation

e

ellipsoid

Fig. 10.1: Earth’s surface, geoid, ellipsoid

The knowledge of the gravitational field of the global Earth is of great im-
portance for many applications from which we only mention a few
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significant examples, for example, geodesy, civil engineering, solid Earth
physics, oceanography. A particular role is played for aspects of global ‘cli-
mate change’ in the Earth system: Indeed, there is a growing awareness of
global environmental problems (e.g., the COg-question, the rapid decrease
of rain forests, global sea level changes, etc.). What is the role of the future
airborne methods and satellite missions in this context? They do not tell us
the reasons for physical processes, but it is essential to bring the phenom-
ena into one system (e.g., to make sea level records comparable in different
parts of the world). In other words, equipotential surfaces such as the geoid
(see Figs. 10.1 and 10.2) are viewed as an almost static reference for many
rapidly changing processes and at the same time as a ‘frozen picture’ of
tectonic processes that evolved over geological time spans.

Fig. 10.2: Geoidal surface (GFZ-EIGEN-CGO1C geoid (2005)).

Indeed, the gravity field plays a peculiar dual role in Earth sciences. On
the one hand, by comparing the actual field with that of an idealized Earth
body (e.g., an idealized Earth in hydrostatic equilibrium) their deviations,
called gravity anomalies, are derivable. The gravity anomalies indicate the
state of mass imbalance in the Earth’s interior. On the other hand, the
geoid, i.e., the equipotential surface at (mean) sea-level of a hypothetical
ocean at rest, serves as the reference surface for all topographical features
(for more details see, e.g., ESA (1999)).

Internal density signatures of the Earth are reflected by gravitational field
signatures, and gravitational field signatures smooth out exponentially with
increasing distance from the Earth’s body. As a consequence, positioning
systems are ideally located as far as possible from the Earth, whereas gravity
field sensors are ideally located as close as possible to the Earth. Following
these basic principles, various positioning and gravity field determination
techniques have been designed. Sensors may be sensitive to local or global
features of the gravity field. Considering the spatial location of the data,
we may differentiate between terrestrial (surface), airborne, and spaceborne
methods. Regarding the data type we have various measurement principles
of the gravity field leading to different types of data:
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Fig. 10.3: Absolute gravimeter

To be more precise, the force of gravity provides a directional structure
to the space above the Earth’s surface. It is tangential to the vertical
plumb lines and perpendicular to all (level) equipotential surfaces (see also
Fig. 10.12). Any water surface at rest is part of a level surface. Level
(equipotential) surfaces are ideal reference surfaces, for example, for heights.
As already mentioned, the geoid is defined as that level surface of the gravity
field which best fits the mean sea level. Gravity can be measured by absolute
or relative gravimeters.

Absolute gravimeters are based directly on measuring the acceleration
of free fall (e.g., of a test mass in a vacuum tube (see Fig. 10.3, right).
Most common relative gravimeters are spring-based (see Fig. 10.4). By
determining the amount by which the weight stretches the spring, grav-
ity becomes available. The highest accuracy relative gravity measurements
are conducted at the Earth’s surface. Measurements on ships and in air-
craft deliver reasonably good data only after the removal of inertial noise.
Gravity data can be converted into gravity anomalies by subtracting a cor-
responding reference potential derived from a simple gravity field model
associated to an, e.g., ellipsoidal surface. Gravity anomalies are further-
more converted into mean gravity anomalies by a proper averaging process
over well defined areas. In future, gravity disturbances will become more
important than gravity anomalies, because the Global Positioning System
(GPS) determines the ellipsoidal coordinates directly at the surface point,
so that the gravity disturbances can be considered observational data in-
stead of the gravity anomalies. Classical spirit leveling measuring (via the
height difference between two points) potential differences is a very time-
consuming procedure. GPS leveling has introduced a revolution here. If the
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ellipsoidal height (above the reference ellipsoid) is measured by GPS, and
if there exists a reliable geoidal map, then the so-called orthometric height
(above the geoid) can be obtained immediately. In other words, geocentric
positions can be determined in a purely geometric way.

The direction of the gravity vector can be obtained by astronomical po-
sitioning. Measurements are possible on the Earth’s surface only. Observa-
tions of the gravity vector are converted into so-called wvertical deflections
by subtracting a corresponding reference direction derived from a simple
gravity field model, e.g., associated to an ellipsoidal surface. Vertical deflec-
tions are surface-curl free tangential fields generated by the surface gradient
applied to the disturbing potential (in a spherical Earth model). Due to the
high measurement effort required to acquire these types of data compared to
a gravity measurement, the data density of vertical deflections is much less
than that of gravity anomalies. Gravitational field determination based on
the observation of vertical deflections and combined with gravity is feasible
in smaller areas with good data coverage.

Fig. 10.4: The principle of a relative gravimeter

Concerning gravity, however, it should be pointed out that the terrestrial
distribution of Earth’s gravity data on a global scale is far from being ho-
mogeneous with large gaps, in particular over oceans but also over land. In
addition, the quality of the data is very distinct. Thus, terrestrial gravity
data coverage now and in the foreseeable future is far from being satisfac-
tory. This is the reason why spaceborne measurements have to come into

play.

Airborne gravimetry is a highly sensitive detection method of the grav-
itational potential of the Earth by a gravity accelerometer. Proposals to
implement airborne gravimetry go back to the late fifties of the last cen-
tury, and first flight experiments were already done in the early 1960s. A
major obstacle of such techniques at that time was the inaccuracy of nav-
igational information (e.g., velocity and acceleration of the space vehicle)
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which is needed to obtain the desired precision. Although at an appropri-
ate level of accuracy, airborne gravimetry is vastly superior in economy and
efficiency to pointwise terrestrial methods, there were serious doubts in the
seventies and eighties of ever achieving useful results. In the early 1990s,
however, great advances in GPS technology opened new ways to resolve the
navigational problems. More explicitly, attitude, position, and velocity of
the airborne gravity system become sufficiently computable from the iner-
tial measurements updated by GPS carrier phase and Doppler observations
for GPS leveling). Vehicle accelerations are derivable from GPS data only,
so that in a third step, the airborne gravity disturbance is determinable
from the difference between the force vector and the GPS-derived accel-
eration vector. Nowadays, some industrial companies are perfecting their
system concepts by paying careful attention to the operational conditions
under which an airborne gravimeter works best. Major advances in airborne
gravimetry will be expected in the coming years.
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Fig. 10.5: Essential satellite methods (due to G. Seeber (1984)).

A variety of observational techniques exploiting satellites from the ground
(see Fig. 10.5) have been used to determine the Earth’s geoid. Two of
them provide essential inputs to the recent elaboration of global gravity
models: Satellite laser ranging (SLR) delivers the distance of a satellite
from a ground station with accuracy depending on the quality of the SLR
station. Worldwide, there exist a large number of operational SLR, systems.
SLR data contain information about the orbit of the satellite, the position of
the measurement site and Earth’s rotation and plate tectonic parameters.
It remains today the most accurate technique (in the absolute sense) to
which others can be compared and calibrated. Range rate measurements
are based on the observation of the Doppler effect by which the frequency
of a transmitted signal is observed with a modified value proportional to the
line-of-sight velocity between the transmitter and the observer. Plenty of
such measurements have been collected between satellite borne transmitters
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and ground stations but to a limited precision. The system can also be
inverted, where transmitters are at the stations and the receiver is onboard
a satellite.

Satellite radar altimetry has demonstrated an impressive capability of
mapping the surface of the oceans. As already pointed out, the ocean sur-
face is a good approximation of an equipotential surface and, as such, its
offset from the geoid at mean sea level (mean in terms of time) is called sea
surface topography. This offset reflects many effects including the variables
salinity, ocean temperature, ocean currents, variable atmospheric conditions
such as wind and air pressure perturbations, tides, etc. Since the sea surface
topography refers to the geoid, the precise and sufficiently detailed knowl-
edge of the geoid is mandatory. In a geostrophic approach (divergence-free),
surface flow and sea surface topography are related by virtue of the surface
curl gradient. In fact, satellite altimetry has revolutionized the understand-
ing of ocean variability and dynamics.

Fig. 10.6: Orbit illustration: Homogeneous spherical Earth’s model (right)
and space fixed ellipse, ellipsoidal Earth’s model and spirals, real Earth (left)
and modulation by the gravity signal (due to R. Rummel, TAPG Munich).

The three satellite concepts under present operation are satellite-to-satel-
lite tracking in the high-low mode (SST hi-lo), satellite-to-satellite track-
ing in the low-low mode (SST lo-lo), and satellite gravity gradiometry
(SGG). Representatives of these three concepts (see Figs. 10.7 and 10.8) are
CHAMP (SST hi-lo), GRACE (SST lo-lo combined with SST hi-lo), GOCE
(SGG combined with SST hi-lo). Common to all three concepts is that the
determination of the Earth’s gravity field is based on the measurement of
the relative motion (in the Earth’s gravity field) of test masses.

The concept of satellite-to-satellite tracking (SST) goes back almost three
decades. The original idea was to fly two satellites in an identical low or-
bit with a separation of a few hundred kilometers between the spacecrafts
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IGS

Fig. 10.7: The CHAMP concept (left) and the GRACE concept (right)(cf.
ESA (1998)).

(low—low SST). Between the satellites, the distance and the Doppler fre-
quency shift can be measured. As such, the data represent admittedly, to
some degree of approximation, first order tangential derivatives of the grav-
itational potential. The alternative to low-low SST is high-low SST: Nowa-
days GPS is fully operational with a number of satellites in space which
can track a Low Earth Orbiter (LEO). From continuous carrier phase mea-
surements of all visible GPS satellites, the orbit can be determined to an
accuracy of a few centimeters (cf. Fig. 10.6). Such data, when collected by
a dedicated gravity field satellite over a period of several months, can deliver
estimates of the long wavelength part of the global gravity field, represented
by the geoid.

o GPS - satellites

mass
anomaly

Fig. 10.8: The GOCE concept (cf. ESA (1998)).
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In the case of SST hi-lo, the low flying test mass is a low earth orbiter
(LEO) and the high flying test masses are the satellites of the Global Po-
sitioning System (GPS). As the GPS receiver mounted on the LEO always
‘contacts’ four or even more of the GPS satellites, the relative motion of
the LEO can be monitored three-dimensionally, i.e. in all three coordinate
directions. The lower the orbit of the LEO, the higher is its sensitivity with
respect to the spatial variations of the gravitational forces but by skin forces
as well (atmospheric drag, solar radiation, albedo, etc.), the latter have ei-
ther to be compensated for by a drag-free mechanism or, as for CHAMP,
be measured by a three axis accelerometer. Also the high orbiters, the GPS
satellites, are affected by non-gravitational forces. However, the latter can
be modeled quite well. They affect mainly the very long spatial scales, and
to a large extent, their effect averages out. In addition, the ephemerides
of the GPS satellites are determined very accurately by the large network
of ground stations that constitute the International Geodynamic Service
(IGS). In the case of SST lo-lo, the relative motion between two LEO’s,
chasing each other, is measured with highest precision. The quantity of
interest is the relative motion of the center of mass of the two satellites.
Again, the effect of non-gravitational forces on the two spacecrafts either
has to be compensated actively or measured (GRACE). Over land, it is for
the first time demonstrated with GRACE, that satellites are able to glob-
ally probe the Earth for largely unknown soil moisture and aquifer changes
on seasonal and interannual time scales. Being important for the under-
standing of the global water cycle, a GRACE-based system shall continue
to trace global hydrology.

Satellite gravity gradiometry (SGG) is a technique of measuring the
relative acceleration, not between free falling test masses like satellites,
but of measuring test masses at different locations inside one satellite (see
Fig. 10.8). Each test mass is enclosed in a housing and kept levitated (float-
ing, without ever touching the walls) by a capacitive or inductive feedback
mechanism. The difference in feedback signals between two test masses is
proportional to their relative acceleration and exerted purely by the differ-
ential gravitational field. Non-gravitational acceleration of the spacecraft
affects all accelerometers inside the satellite in the same manner and so ide-
ally drops out during differencing. The rotational motion of the satellite
affects the measured differences. However, the rotational signal (angular
velocities and accelerations) can be separated from the gravitational signal,
if acceleration differences are taken in all possible (spatial) combinations
(= full tensor gradiometer). Again, low orbit means high sensitivity. The
GOCE mission (see Fig. 10.8) opens a completely new range of spatial scales
to research.
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Fig. 10.9: The principle of a gradiometer.

One can argue that the basic observable in all three cases (SST hi-lo,
SST lo-lo, SGG) is the gravitational acceleration. In the case of SST hi-lo,
with the motion of the high orbiting GPS satellites assumed to be perfectly
known, this corresponds to an in situ 3-D acceleration measurement in the
LEO. For the case of SST lo-lo, it is the measurement of acceleration dif-
ference over the intersatellite distance and in the line-of-sight (LOS) of the
LEOs. Finally, in the case of gradiometry, it is the measurement of acceler-
ation differences in 3-D over the tiny baseline of the gradiometer. In short,
we are confronted with the following situation:

SST hi-lo: 3-D acceleration = gravitational gradient,
SST lo-lo: acceleration difference = difference in gradient,

SGG: differential = gradient of gradient (‘tensor’).

Thus, in the mathematical sense, it is a transition from the first derivative
of the gravitational potential via a difference in the first derivative to the
second derivative. The guiding parameter that determines sensitivity with
respect to the spatial scales of the Earth’s gravitational potential is the
distance between the test masses, being almost infinity for SST hi-lo and
almost zero for gradiometry (cf. Fig. 10.9).

Summarizing our introductory remarks on gravity quantities, we come to
following conclusion: Over the years, geoscientists have realized the great
complexity of the Earth and its environment. In particular, the knowledge
of the gravity potential and its level (equipotential) surfaces giving infor-
mation about mass distribution and mass transport in the Earth’s system
has become an important issue. In this respect, the gravity field is the key
component of future investigation. Seen from numerical point of view, it
must be remarked for future work that combining data from different sen-
sors and sources is the way forward. Only coordinated research between
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geodesy, geophysics, and geomathematics will provide a breakthrough in
understanding and modeling of important processes in the Earth system.

An overview of gravitational quantities (GQ) involved in the modeling of
Earth’s mass distribution is given in Table 10.2.

Table 10.2: Gravity quantities (actual situation) for determining the Earth’s
gravitational potential.

GPS—leveling High altitude
(— positions z,y, heights N, H)
Conventional satellite techniques Medium altitude

Laser, Doppler, etc. (— positions z,y, x + y)
satellite altimetry

(— dynamic ocean topography Z(z), gravita-
tional potential V(x) at ocean positions x)

Satellite-to-satellite tracking (high-low) Medium altitude

(— gravitational gradient VV (z) at satellite po-
sitions z)

Satellite-to-satellite tracking (low-low) Medium altitude

(— difference VV (z) — VV (y) of gradients at
satellite positions z,y)

Satellite—gravity—gradiometry Low altitude

(— gravitational tensor V@)V (z) at satellite po-
sitions z)

Gravimetry, astrogeodesy Ground level

(— gravity anomalies A(x), gravity distur-
bances D(x), vertical deflections O(z), gravita-
tional magnitude |VV(z)|, gravitational direc-
tion VV (z)/|VV (z)|, torsion balance VAV (z))
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10.2 Gravity Potential

Gravity, as observed on the Earth’s surface, is the combined effect of the
gravitational mass attraction and the centrifugal force due to the Earth’s
rotation. The force of gravity provides a directional structure to the space
above the Earth’s surface. It is tangential to the vertical plumb lines and
perpendicular to all level surfaces. Any water surface at rest is part of a level
surface. As if the Earth were a homogeneous, spherical body, gravity turns
out to be constant all over the Earth’s surface, the well-known quantity
9.8 ms~2. The plumb lines are directed toward the Earth’s center of mass,
and this implies that all level surfaces are nearly spherical, too.

g= 9.8072467...m/s . The constituents of 'g

Fig. 10.10: Hlustration of the components of the gravity acceleration (ESA
medialab, ESA communication production SP-1314)

First, the gravity decreases from the poles to the equator by about 0.05 ms >
(see Fig. 10.10). This is caused by the flattening of the Earth’s figure and
the negative effect of the centrifugal force, which is maximal at the equator.
Second, high mountains and deep ocean trenches cause the gravity to vary.
Third, materials within the Earth’s interior are not uniformly distributed.
The irregular gravity field shapes as virtual surface, the geoid. The level
surfaces ideal reference surfaces, for example, for heights.

In more detail, the gravity acceleration (gravity) w is the resultant of grav-
itation v and centrifugal acceleration c :

w=v+c. (10.1)

The centrifugal force c arises as a result of the rotation of the Earth about
its axis. We assume here a rotation of constant angular velocity wg about
the rotational axis xg, which is further assumed to be fixed with respect to
the Earth. The centrifugal acceleration acting on a unit mass is directed
outward perpendicular to the spin axis (see Fig. 10.11).

If the e3-axis of an Earth-fixed coordinate system coincides with the axis
of rotation, then we have
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direction of plumb line

k_/‘ III

center of mass

Fig. 10.11: Gravitation v, centrifugal acceleration ¢, gravity acceleration w.

c(x) = —wde3 A (3 A ). (10.2)
Using the so—called centrifugal potential

W w2 W
C(x) = 70|53 NGIIIE 70 (- e? + (- 52)2) = ?O(x% +22) (10.3)
we can write ¢ = VC. Applying the Laplace operator gives us AC = 2w8,
thus, the function C is not harmonic.

The direction of the gravity w is known as the direction of the plumb
line, the quantity |w| is called the gravity intensity (often just gravity). The
gravity potential of the Farth can be expressed in the form:

W=V+C. (10.4)
The gravity acceleration w is given by
w=VW =VV +VC. (10.5)

The surfaces of constant gravity potential W (z) = const, z € R3, are desig-
nated as equipotential (level,) or geopotential surfaces of gravity (for more
details see, e.g., E. Groten (1979), W.A. Heiskanen, H. Moritz (1967), W.
Torge (1991)).

The gravity potential W of the Earth is the sum of the gravitational
potential V and the centrifugal potential C, ie., W =V 4+ C. In the Earth’s
fixed coordinate system, the centrifugal potential C' is explicitly known.
Hence, the determination of equipotential surfaces of the potential W is
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strongly related to the knowledge of the potential V. The gravity vector
w given by w(z) = V,W(z) where the point x € R? is located outside
and on a sphere around the origin with Earth’s radius R (see Fig. 10.12),
is normal to the equipotential surface passing through the same point (for
the specification of the (mean) Earth’s radius R see, e.g., E. Groten (1979),
W.A. Heiskanen, H. Moritz (1967), W. Torge (1991)). Thus, equipotential
surfaces intuitively express the notion of tangential surfaces, as they are
normal to the plumb lines given by the direction of the gravity vector.

level surface

1
1
1
1
1

plumb line

Fig. 10.12: Level surface and plumb line.

According to the classical Newton Law of Gravitation (1687), knowing
the density distribution F' of a body, the gravitational potential can be
computed everywhere in R3. More explicitly, the gravitational potential V'
of the Earth’s exterior is given by

F(y)
Earth |x - yl

V(z)=G dV(y),  x € R3\Earth, (10.6)

where G is the gravitational constant (G = 6.6742 - 10~ m? kg=! s72).

The properties of the gravitational potential (10.6) in the Earth’s exterior
are easily described as follows:

AV (z) =0, z € R¥\Earth. (10.7)
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Fig. 10.13: Regularity at infinity.

Moreover, the gravitational potential V' is regular at infinity, i.e.,

vel=0(r) . -, (108)

YV (2)] = O <|x1|2) | = oo (10.9)

Note that, for suitably large values |z| (see Fig. 10.13), we have |y| < $|z|,
hence, |& —y| > ||z| = |yl| = 3]z].

Clearly, the gravitational field v = VV fulfills the following identities:

L-VV(z) = 0, (10.10)
V. -VV(z) = AV(z)=0, (10.11)

x € R3\Earth.

However, the problem is that in reality the density distribution is very
irregular and known only for parts of the upper crust of the Earth. It
is actually so that geoscientists would like to know it from measuring the
gravitational field. Even if the Earth is supposed to be spherical, the deter-
mination of the gravitational potential by integrating Newton’s potential is
not achievable. This is the reason why, in spherical nomenclature, we first
expand the gravitational potential of the spherical Earth th into a series
of spherical harmonics. In doing so, we observe that the so- called reciprocal
distance can be expressed as a Legendre series as follows:

\x—y\ lez(iD <|z| |i~|>’ (10.12)

y € Ot 2 € Q9 e, [y <R < |z
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Relating (10.12) to the radius R, we obtain

oo 2n+1 47TR
z)H,;! 10.1

where H i 1S an inner harmonic of degree n and order k given by

H(x) = % ('Z) Yor(€), z=|z[¢, &€, (10.14)

and H _1 1s an outer harmonic of degree n and order k given by

i) = 4 (i

]

n+1

Note that {Y}, k} n=o.L.. is an L?({2)-orthonormal system of scalar spher-
2n+1

,,,,,

ical harmonics.

Insertion of the series expansion (10.13) into the Newton formula for the
gravitational potential yields for x € Q‘j%‘t:

oo 2n+1

=6 Y s [ ) ) Vi) B @), (0.16)

n—=0 k=1 Rt

At first sight, we might conclude that we end up with an infinite series of
integrals, where we have only one integral in the beginning. However, the
integrals involving inner/outer harmonics are regular, and a closer look at
the individual terms reveals their geophysical relevance:

The zero term gives the potential with mass equal to that of the gravitating
mass distribution of the spherical Earth’s body Qilf-ilt. The first order term
relates to dipole mass moments. The quadrupole moments obtained by the
second order term reflect the oblateness of the mass distribution.

As already pointed out, the expansion coefficients of the series (10.16)

47 RG
2n+1 Qint

F(y) HY.(y) dV(y) (10.17)

are not computable, since their determination requires the knowledge of the
density function F' in the Earth’s interior Qi}é’t. In fact, it turns out that there
are infinitely many mass distributions, which have the given gravitational
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potential of the Earth as exterior potential. To overcome the difficulties, the
solution of the (Dirichlet) boundary-value problem AV (z) =0, z € Q¢
corresponding to the boundary condition V|Qr € C(Q2g) would suffice for
purposes of determining the exterior gravitational potential, in principle,
from geophysical point of view, the expansion coefficients (10.17) can be
expressed by the ‘boundary function’” V|Q2r. However, the comparison of
the spherical harmonic coefficients leads to an infinite number of equations
relating V|Q2g on the (spherical) Earth’s surface Qp to the density distri-
bution F inside the (spherical) Earth Q5*. In other words, the knowledge
of the density function inside the Earth allows the Fourier (orthogonal) ex-
pansion in terms of the potential coefficients. Inversely, given the potential
coefficients as derived from the terrestrial potential, V'|Q2r does not suffice to
determine the density distribution. In geophysics, this ambiguity is known
as the gravimetry problem of determining Earth’s density distribution.

Table 10.3: Gravimetric units.

Physical quantity SI units Traditional units
Gravity 10~2ms—2 1 Gal
Gravity 10~°ms ™2 1 mGal
Gravity 10~ 3ms—2 1uGal
Gravity potential 108m?2s~2 1kGal- m
Gravity gradients 1079572 1E

Collecting the results on the Earth’s gravitational field v for the outer
space of the Earth (in spherical approximation, of course, Q5*), we are con-
fronted with the following (mathematical) characterization: v is an infinitely
often differentiable vector field in the exterior of the Earth such that

(v1)

dive=V-v=0, curlv=L-v=0 (10.18)

in the Earth’s exterior,
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(v2) v is regular at infinity:

()| = O <|x1|2> C ja] > . (10.19)

Seen from mathematical point of view, the properties (v1) and (v2) imply
that the Earth’s gravitational field v in the exterior of the Earth (see, e.g.,
0.D. Kellogg (1929), M.E. Gurtin (1971), A. Wangerin (1921)) is a gradient
field

v=VV, (10.20)

where the gravitational potential V' fulfills the properties: V is an infinitely
often differentiable scalar field in the exterior of the Earth such that

(V1) V is harmonic in the Earth’s exterior, i.e., AV =0,

(V2) V is regular at infinity, i.e.,

V()| = O(;'), 2| — oo, (10.21)
VV(z)| = O<|x1|2>7 2| — oo, (10.22)

and vice versa.

Moreover, the gradient field of the Earth’s gravitational field (i.e., the
Jacobi matriz field)
v = Vo, (10.23)

obeys the following properties: v is an infinitely often differentiable tensor
field in the exterior of the Earth such that

(v1)
divv=V.-v=0, curlv=L-v=0 (10.24)

in the Earth’s exterior,
(v2) v is regular at infinity:
1
v =0 (). o] = o0 , (10.25)
and vice versa.

Combining (10.24) with (10.20), we see that v can be represented as the
Hesse tensor of the scalar field V, i.e.,

v=(VeV)V=v3y (10.26)
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10.3 Inner/Outer Harmonics

As preparation for the theory of boundary-value problems in terms of outer
harmonics, some results known from potential theory should be recapitu-
lated briefly. More explicitly, we are interested in essential ingredients of
potential theory in their specific formulation for the outer space Q%* of the
sphere around the origin with radius R.

Let V: Q% - R, v: Q5 — R?, and v : Q5 — R3®R3, respectively, be a
scalar, vector, and tensor field on the set Q3. We say that V,v, v , respec-
tively, are harmonic on Q%" if V,v,v are twice continuously differentiable
on Q5" and AV =0, Av =0, Av =0 on Q@".

Without proof, we mention some well-known theorems concerning har-
monic fields on Q@ (for the proofs see, for example, M.E. Gurtin (1971),
0.D. Kellogg (1929)):

(1) Every harmonic field in Q% is analytic in Q%®, i.e., every harmonic
field is determined by its local properties .

(2) Harnack’s convergence theorem: Let Vs : Q%% — R, vs : Q3¢ — R3,
and vy : Q‘}E‘t — R3 @ R3, respectively, be harmonic on Qj’%‘t for each
value 0 (0 < § < dp), and regular at infinity. Moreover, let

Vs—V , 6§—0,6>0,
vs—v , 6—0,6>0,
vi—v , 0—0,0>0,
uniformly on each subset K of Q5 with dist(K, 9Q%) > 0. Then
V. Q‘;%‘t —R,v: Q‘;%‘t — R3, and v : Q;’%‘t — R3 @ R3, respectively, is
harmonic on Q%' and regular at infinity. Furthermore, for each fixed
integer n
vy — vV L5 -0, 5> 0,
vy — vy, 50, 6> 0,
Vlvs — Vv, §-0,46>0,

holds uniformly on each subset K of Q&' with dist(K, 9Q%") > 0.

(3) Let V : Q%' — R be twice continuously differentiable on Q%* and
continuous on Q% ie., V € C(Q%Y) N CP(QXY), harmonic on QEL,
and regular at infinity. Then, the mazimum/minimum principle tells
us that

sup |V (z)| < sup [V(z)] . (10.27)
zeQgt zeflR
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(4) There is a so-called fundamental solution (singularity function) S :
r — |z —y|™!, = # y with respect to the Laplace operator A such
that the fundamental theorem of potential theory (see Theorem 2.4)

/a%xt( LV vy )dw(y) (10.28)

| —y| Ov Ovy |z —y|
—4rV(x) , z€ Q%
= —2rV(x) , x€ 90,
0 , x ¢ Q5

holds true.

Consider the sphere Qr C R? around the origin with radius R > 0. As
usual, Q% is the inner space of Qp, and Q5 is the outer space. By virtue of
the isomorphism 2 5 £ — RE € Qp, we assume functions F': Qr — R to be
defined on €. It is clear that the function spaces defined on €2 admit their
natural generalizations as spaces of functions defined on (2. We have, for
example, C(®)(Qr), LP(Qg), etc. Obviously, an L?(Q)-orthonormal system
of spherical harmonics forms an orthogonal system on Qr (with respect to
(s )12(Qp))- More explicitly, we have

X X
Yoy Yp.a)r2p) :/ Yok () Ypq <) dw(z) = R*6pporg. (10.29)
Qn || |

With the relationship ¢ « RE, the surface gradient VT and the Bel-
trami operator A% on Qp, respectively, have the representation V*%# =
(1/R)V*! = (1/R)V*, A%F = (1/R?)A*! = (1/R?)A*, where V*, A* are
the surface gradient and the Beltrami operator of the unit sphere €. For
Y,, € Harm,,(Q2), we have A*?Y,, = (1/R?)(A*)(n)Y,.

We now introduce the system {Y,2} .o,
’ k=1,..., 2n+

by letting
1

1 x
V() = 5 Yk <|x> , z€Qp . (10.30)
Due to (10.29), the system {Y%,} .-01.. is an orthonormal basis in
W =1, 2041
L*(Qr):
L?(QR) = span n-o.1.... (Yan)‘HIL%QR) . (10.31)

k=1,...2n+1 )
The system {ka} n=0,1,... of inner harmonics ka of degree n and order
W k=1,...,2n+1 ,

k can be written as

HfY(2) = <m>n Vi (z), zeR. (10.32)
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It satisfies the following properties:
. Hﬁk is of class C(°)(RR3)
° Hﬁk satisfies Laplace’s equation in R>:

AHE (z) =0, z€eR?
R _yvR _ 1
> n,k:lQR - Yn,k: - EYn,k

O (Hr]zkagfq)Lz(QR) :/Q Ynl?k (x)yplj] (z) dw(z) = Onplkq
R

(note that in the case of Qr = 2, we have Hfi’k |p=1 = H%k =Y, for all
n=0,1,..;k=1,...,2n+1).

From the addition theorem of spherical harmonics, we obtain

2n+1

2n+1 (|zlly[\" Ty
R R _
gfl Hy (2 Hy ke (y) = ( 7 ) I (10.33)

lz| [yl

for all (z,y) € QI8* x QI8 which is known as the addition theorem of inner
harmonics (see (3.26)).

In accordance with our notation, Harm,, (Q2%) denotes the space of all

inner harmonics of degree n on Qiﬁt, ie., Harmn(Qiﬁt) is equal to the space

of all linear combinations of the 2n + 1 elements Hﬁl, - Hf’%“. Conse-
quently, d(Harm,, (%)) = 2n + 1. We let

[ q [
Harm,, o (QK) = @Harmn(ﬂiﬁt), 0<p<gq. (10.34)

n—=

2n+1
R R i i
Harm, . 4 (@) (m,y) = Z Hn,k(I)Hn,k(y)a (:L’,y) € Q?%t X Q]%ta
n=p k=1
(10.35)
is the reproducing kernel of the space Harmp,wq(Qiﬁt) with respect to
- llr2p), i-e:

(i) For every y € Qi  the functions K

— -) as well as
Harm,, ..., q(Qlf{t)(y’)

(-,y) belong to Harm,, _,(Qn)

Harm,, q(QF")
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(ii) For any H € Harm,, _,(Q2%) and any = € Qiit, the reproducing prop-
erty

H($) = (KHarmp,.“,q(Qiiﬁt)(.’m)yH)LZ(QR)

holds true.

The system {an_Lk} =0

—oL... of outer harmonics Hﬁn—lJﬂ of degree n
and order k defined by

n+1
hue) = (5) Y@, cem\on (10.36)

satisfies the following properties:
° Hﬁn—l,k is of class C(OO)(R3\{O})
° Hfﬂn—Lk satisfies Laplace’s equation in R3\{0}:

AxHEn—l,k(m) =0, z¢€ R3\{0}

H flnfl is regular at infinity, i.e.

1
|HE,_; 1(2)| =0 (m) , o] =00 (10.37)

and )
R
VEE, 14@] =0 (5 ) el = oc

R _yvR _ 1
H—n—l,k ’QR - Yn,k - EYn,k

R R —

The addition theorem of spherical harmonics now yields

2n+1

2n+1 Rz \"M x oy
HE | (o)HE | (y) = — <> P, — L) (10.38
kZ:l l,k( ) l,k( ) AmR2 |JJ| |y‘ |JJ| |y‘ ( )

for all (z,y) € Q5" x QF*, which is known as the addition theorem of outer
harmonics.
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We let
Harm,, (Qgt) = span (an_mmﬁgt) (10.39)
k=1,..,2n+1
and
— q (R
Harm, ., (Q%‘t) = @Harmn (Q%‘t) . (10.40)
n=p

The kernel KHarmp q(QT}%“)(.’ 0 Q5 x Q9P — R given by

-----

q 2n+1
KHarm’ Sext Z Z H—n 1 k: ian—l,k(y)a (1041)
Pyeens (Q ) p =1

z,y) € QF x Q% is the reproducing kernel of the space Harm,, ., (Q*
R R p,.,a 3R
with respect to || - ||l 2(qp)-

For brevity, we set
Harm,__,(K) = Harm,__, (Q‘};‘t) K (10.42)
for every subset K of Q.

It should be noted that an inner harmonic H ok is related to the correspond-

ing outer harmonic H% = _1 in the following way:

HE | (z) = (R>2n+1 HE (z) = RHR (i; ) . (10.43)

] ||

In other words, the outer harmonic is obtainable by the ‘ Kelvin transform’
K relative to the sphere Qg from its inner counterpart as follows:

R R

HE (o) = KR (HY) (2) = @), (10.44)
where the map z — T defined by
R
T = W:c, x#0 (10.45)

is called the inversion of R3 relative to the sphere Q. Note that T lies on
the ray from the origin determined by z, with

2o (10.46)
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It is well known (see, for example, W. Walter (1971)) that the inversion map
of R3 relative to the sphere Qg is continuous and its own inverse. Moreover,
it is the identity on Q. Furthermore, it is easily seen that

HIy (@) = Tl @) = KR () @), (047

which demonstrates that it is reasonable to introduce the Kelvin transform
for the compactification R? U {oco} of R? (by additionally letting T = oo for
x=0and T =0 for x = c0).

Next, we discuss the representations of outer harmonics on spheres of
different altitudes. By convention, throughout this work, R is the height of
the ground level, while S describes the satellite level such that S > R > 0.

By virtue of (10.36), we are immediately able to deduce that

R R\" r
anfl,k: o —n—1,k (10.48)

for all » > R. Moreover, the radial derivative 0, admits the following
representations

Il
|
3
+
—_
7 N
| =
~
3
| 3
3
L
o
—~
—_
e
Tt
=

Furthermore, for all » > R, we have

n+1 n+2 R\" .
ot = () (222 (B e

(n+1)(n+2) <R>"+2 " (10.51)

R2 ? —n—1,k"

These results about ‘upward continuation’ can be arranged in a scheme as
shown in Table 10.4.
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Table 10.4: Outer harmonics characterizing ‘upward continuation’.

_n+1

S
Qg-level: an_l,k 5 87'H§n—1,k
R\ R\ t+1
T : (?) T ' (§)
-
Qpr-level: an—l,k 5 aTan—l,k

The concise scheme in Table 10.4 connects the outer harmonics and their
derivatives at the altitudes R (ground level) and S (satellite level), respec-
tively. This scheme applies per degree and order. The vertical arrows char-
acterize ‘upward continuation’, while the horizontal arrows describe transi-
tion from the function to its radial derivative.

Finding the solution of the Laplace equation subject to certain boundary
conditions (see, e.g., O.D. Kellogg (1929), F. Neumann (1887)) is what we
call a boundary-value problem (BVP). Of particular importance in classi-
cal potential theory is the Dirichlet and Neumann boundary-value problem,
i.e., the determination of a potential from given potential values and normal
derivatives, respectively. Our considerations are restricted to (the geophys-
ically relevant) exterior boundary-value problems (note that the interior
boundary-value problems can be discussed analogously). If the boundary
is a sphere Qp around the origin, then it is well known (see, for example,
O.D. Kellogg (1929), F. Neumann (1887)) that the solutions of the classical
boundary-value problems can be given in explicit integral form.

Ezterior Dirichlet Problem (EDP): Given F' € C(Qg). Then the function
U : Q%' — R given by

Uz) = A D(z,y)F(y) dw(y) (10.52)
R
with the Abel-Poisson kernel function (briefly called Abel-Poisson kernel)
1 |z — R? ¢
D =5 T 3 QF 10.53
(@y) =% w oy TEOR (10.53)

is the unique solution of the exterior Dirichlet boundary—value problem:

(i) U is continuous in Q%' and twice continuously differentiable in Q3
ie., U € CQH) NCO@Qg).
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(ii) U is harmonic on Q5*, i.e., AU = 0 in Q.
(iii) U is regular at infinity, i.e., |U(z)| = O(|x\) VU (z)| = O(ﬁ)

(iv) U|Qp = F

Furthermore, U can be represented by a Fourier series expansion in terms
of outer harmonics
oo 2n+1

0= 335 Pty 1050

n=0 k=1

where the Fourier coefficients are given by
Fen o) = [ FOHS L) dely),  (1059)
Qr

n=0,1,..;k=1,...,2n 4+ 1, and the series expansion is absolutely and
uniformly convergent on each subset K C Q%" with dist(K, Qp) > 0.

Exterior Neumann Problem (ENP): Given F' € C(Qg). Then the funtion
U : Q% — R given by

Um:—g [ N F@)do)

with the Neumann kernel function (Neumann kernel)

9R 2| +lo—y| — R t
N = +1 Qex
(@) y+“(|x|+|x_y|+3 e

is the unique solution of the exterior Neumann boundary-value problem:

(i) U is continuously differentiable in QeXt and twice continuously differ-
entiable in Q% i.e., U € CH(QFH) N CA(QF)
(ii) U is harmonic on Q%*, i.e., AU =0 in Q%"

(iii) U is regular at infinity, i.e., |U(z)| = O(I:c\) VU (z)| = O(ﬁ) as

2| — oo

(iv) O,Ul,=p=v-(VU)|Qgr=F
where v : Qr — R?® (more explicitly, vo, : Qg — R3) is the (unit)
normal field pointing into the exterior space Q;’%‘t.

Furthermore, U can be represented by a Fourier series expansion in terms
of outer harmonics

oo 2n+1

/\ 2
-y S EN e (n k) H, (10.56)
n=0 k=1
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where the Fourier coefficients are given by (10.55), and the series expan-
sion is absolutely and uniformly convergent on each subset K C Q‘;%‘t with
dist(K,Qp) > 0.

The solution of the classical boundary-value problems leads us to the
schemes of Tables 10.5 and 10.6 (characterizing ‘upward continuation’).

Table 10.5: (Frequency) Meissl scheme for ‘upward continuation’ (involving
outer harmonics).

n+1

S
Qg-level: VAL Q) (n, k) = (8, V)N 29) (n, k)
n n+1
T ® T-®
-
Qp-level: VALA@R) (n, k)= (8, V)" (OR) (n, k)

The vertical arrows characterizing ‘upward continuation’ amount to an
attenuation by the factor (%)n The opposite directions characterizing

‘downward continuation’ amount to an amplification by the factor (%)n

Table 10.6: (Space) Meissl scheme for ‘upward continuation’ (involving
zonal kernel functions).

*N (S€,Sn)

stlevelz V(ST)) H 87’V(Sa ’5)
D(sn.Re) | T bsera)
*N(Ra,RC)
Qp-level: V(RC) 8,V (Ra)

The vertical arrows characterizing ‘upward continuation’ describe the con-
volution with the (zonal) Abel-Poisson kernel, while the transition to the
Neumann problem amounts to the convolution with the (zonal) Neumann
kernel function.
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Fig. 10.14: The disturbing potential EGM96 and its first and second radial
derivatives 0,7 and 02T, respectively, at Earth’s surface [Okm| and at al-
titude [200km] (illustrated in the upper row), Geomathematics Group, TU
Kaiserslautern, W. Freeden (1999).

A system {®,}n=01,..,Pn € L%(QR), is called complete in the Hilbert
space L2(QR) if it satisfies the following property: For every ® € L?(Qg),
the condition

(@, D0)2y) = /Q ()P () deo() = 0 (10.57)

R

for all n = 0,1,... implies ® = 0 (in the sense of L?(Qg)).

In classical potential theory (see e.g. O.D. Kellogg (1929)), a large number

of systems {®, }n=01.., Pp : Q% — R, is known satisfying the following
properties:

(i) @, is continuous on Q%' and twice continuously differentiable on Q5*

forn=0,1,...
(ii) @, is harmonic on Q% i.e. Ay®,(z) = 0 for all 2 € QF* and n =
0,1,...

(ili) {Pn}n=0,1,. with @, = ‘i)n|QR, n=0,1,..., is complete in L2(Qg).

The most important system (e.g., in geosciences) is the already known
system of outer harmonics (i.e., multipoles). A proof can be found, for
example, in W. Freeden (1979a), C. Miiller (1998).

Lemma 10.1. Let {HE .} non be a system of outer harmonics.
) k=

1,...,2n+1
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Then
{Hi%n—Lk‘QR}k n=0,1,... (1058)

=1,...,2n+1

is a linearly independent complete system in L2(Qg).

In order to illustrate the role of single poles, we use the concept of fun-
damental systems in Qi}%t.

Definition 10.2. A system Y = {y, }n=0,1,.. C QB (y, # yy, for all n # k)
with sup,_g 1 |yn] = p < R is called a fundamental system in Q" if the
conditions

(i) F is twice continuously differentiable in Qi

(ii) F is harmonic on QB ie. AF = 0 in QB¢

(iii) F(yn) =0forn=0,1,...
imply the property
in Qiﬁt.

Analogously, a system Y = {y,}n—01,.. C Q%‘t (yn # y for all n # k)
with inf,—o1,. |yn| = 7 > R is called a fundamental system in QF* if the
conditions

(i) F is twice continuously differentiable in Q%

(ii) F is harmonic on Q%*, i.e. AF =0 in QY

1

0] <||> sz — o0,
x
1

0 (jop) el ==

(iii) F is regular at infinity, i.e.

|F ()]

| (VF) ()|

(iv) F(y,) =0forn=0,1,...

imply the property
in Q‘j%‘t.

Observing this definition, we are able to formulate the following lemma.
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Lemma 10.3. Suppose that Y = {yn}tn=01,.. is a fundamental system in
Qiﬁt with
SUPp—q,1,..|yn| = p < R . (10.59)

Denote by

x— M(z,yn) = , we Q. (10.60)

|7 — Y
the single poles (mass points) at y, € Y, n=0,1,....Then
{M ('xmyn) |13€QR }HZO,L“. (1061)

is a linearly independent complete system in L2(Qg).

Proof. Provided that y, # yi for all n # k, we are immediately able to
verify the linear independence.

Our aim is to prove the completeness. Consider a function ® € L?(Qg)
and require that

@ (g = [ M) doly) =0 (1062
R
for n =0,1,.... Then, the (single-layer) potential U defined by

U(x) = . M(y,z)®(y) dw(y) (10.63)

vanishes at all points y,, € Y. Since Y is a fundamental system in Qi}%‘t, this
fact shows us that U = 0 in Q5. Observing the fact that

A T

B =T 2 Z <||y||> <|x| |§|>  veln (1064

we obtain for all z € Q® with |z| = p

Uy = LS AR o)y @ [ @Y de
o ko 2n " Qr "
= 0 (10.65)
This tells us that

(@15 1oy = || L) der) =0 (1060

forn =0,1,...; k =1,...,2n+ 1. Thus, the completeness of the system
{Hﬁ'k} n=01,.. shows us that ® =0 in L?(Qg), as required. O

k=1,...,.2n+1
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Some examples of fundamental systems in Qiﬁt should be listed below:

(i) If Y is a countable dense set of points on a closed surface = C Qint
with dist(Z,Qg) > 0, then Y is a fundamental system in QI5°,

(ii) 'Y is a countable dense set of points in the inner space Ziy of a closed
surface Z with dist(Z,Qg) > 0, then Y is a fundamental system in
i

(iii) Let wp be a point in Qiﬁt. Let {zp}n=01,. C Qié‘t be an infinite system
of points (with z,, # x; for all n # k) converging to wy. For the set

S = {(xpfl,wq-eQ,x,«~53)T‘p,q,rGNO} (10.67)

we assume S C Qi}%t. Let Y = {yk}r=0,1,.. be an enumeration of S.
Then Y is a fundamental system in Q5°,

Further, complete systems which are of relevance in potential theory can be
obtained by using {K(z,yn)}n=0,1,. with

2k + 1 |y>k ( r oy >
K(z,y) = ( P.{— - -—], (10.68
( o] 4 Z wre s W o) el ) 1089

z € Q% yeY Qi

instead of the system {M(x,yn)}n=0,1,. provided that Y is a fundamen-
tal system in Q% with p = supyey |yl < R, and the coefficients K" (k),
K"(k) #0 for k =0,1,..., have to be chosen in such a way that

3 | (2) < o . |
kz_o(%—l—l)‘l{ (k;)‘(R) < (10.69)

Lemma 10.4. Suppose that Y = {yn}tn—o,1,.. is a fundamental system in
QB satisfying supyey |yl = p < R. Let K(x,yn) be given by (10.68) (with
coefficients K"(k) # 0 for k = 0,1,..., satisfying the condition (10.69)).

Then
{K(L Yn) |erR }nzo,l,...

is a linearly independent complete system in L2(Qg).

The proof of the completeness for the system {K (-, yn) }n=0,1,.. in L%(Qr)
again follows from the completeness of the system of spherical harmonics.

Of numerical significance are series expansions (10.68) with explicit (i.e.
elementary) representations (as, for example, the single poles).
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Lemma 10.5. Let yo be a fized point in QB¢ and K be given by (10.68).
Denote by P%O (), n=0,1,..., the expression given by

<8>ﬂK($,yO)7

Yo

y A (6]
(B € No®: muli-inde, [5] = 61+ 52 + 05, () = oo b

Y1 -2 vo

Then

(;’y@)ﬂff (. w0)

€08 ) []=n; n=0,1,...

is a linearly independent complete system in L2(Qg).

The proof follows from Maxwell’s representation theorem (cf. W. Freeden
et al. (1994)) in connection with the completeness of the system of spherical
harmonics.

Applying the Kelvin transform with respect to the sphere Qg with radius
R around the origin (cf. O.D. Kellogg (1929)), we are led to systems

{K(:c,yn>

t
LSO }n:o,Lm

with

|| 7] 7l
e, yeY Oy,

where Y = {y, }n—0,1,.. is the point system generated by Y by letting

R2
Up =13, n=01,... (10.71)
ynl
(thereby assuming 0 ¢ Y'). Note that our above assumptions imply the
estimate

e R k
S @n+ 1)’1@(/%)‘ () < o0, (10.72)
k=0 P
where p is given by
p=infy v gl > R . (10.73)

Therefore, we are able to formulate the following result.
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Lemma 10.6. Suppose that Y = {Untn=01,.. is given as described above.
Let K (x,7,,) be given as above (with coefficients K"\(k) # 0 for k =0,1,...,
satisfying (10.72)). Then

{F (2, Un) lzcon }n:0,1,...
is a linearly independent complete system in L?(QR).
The kernels of the form (10.70) play a central role in the Sobolev space
theory of harmonic functions. Typical examples are as follows:
(i) Abel-Poisson kernel:
KMNE)=1, k=0,1,... . (10.74)
The kernel reads as follows:
7= 1 |zPg)* - R?

K(xz,y) =

— Qext 7€YY Qext 10.
I (L) T € , JEY C ,  (10.75)

where we have introduced the abbreviation

L(z,5) = |z|’[g]> - 2R*x -7+ R* . (10.76)

(ii) Singularity kernel:

2
K"k) = kE=0,1,... . 10.
()= g, k=01 (10.7)
The kernel is now given by
K ( *)—i; QX yeY c Oy (10.78)
PO ey TR Y L
(iii) Logarithmic kernel:
KA(k):;,k‘zo,l,... . (10.79)
(k+1)(2k+ 1)
Now we have
= 1 R’ —z-g+ (L(z, )"
K(x,y) = 1 10.80

e, eV CcQFt .
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Remark 10.7. Choosing (instead of (10.69) and (10.72)) K" (k) (with
K"(k)#0 for k=0,1,...) in such a way that

oo
S (2K + 1)‘}(%)‘ < o0, (10.81)
k=0
i.e. the sequence
A -1/2
{15 ®) }n:O,L... (10.82)

is assumed to be summable (in the sense of W. Freeden (1998)), p and p are
even allowed to satisfy p < R and p > R, respectively.

An equivalent statement to the completeness of a system {@n}nzo,l’_, C
L2(Qp) is the closure (see e.g. P.J. Davis (1963) for the proof of equivalence):
For a given function ® € L?(Qg) and an arbitrary value e > 0, there exist
an integer N(= N(¢e)) and constants ag, ..., axn such that

2 1/2
L

dw(y) <e. (10.83)
This property means that any ® € L2(Qg) can be approximated by a mem-
ber of the span of {®,,},—01,.. C L?(Qg) in the sense of the L?(Qpg)-metric.

N
O(y) = Y an®u(y)
n=0

The step from approximation on the sphere (g to approximation in the
outer space Q%" can be performed as indicated by the following theorem.

Theorem 10.8. Let K be a (not necessarily congzact) subset of the space
Q% satisfying dist(K,Qp) > p > 0. Let ®,V be functions of class
C(Q‘j{“) N C(Q)(Q‘;%‘t), being harmonic on Q5 and regular at infinity, such
that ®|Qr=® and V|Qr =V. Then, there exists a positive constant
C(=C(K,QR)) such that

sup (& () —‘i’(fc)‘2 <C (/Q (2(y) = ¥(y))® dW(y)>1/2 - (10.84)

zeK

Proof. Theorem 10.8 is easily verified by application of the Abel-Poisson
integral formula (see Section 3.6)

®(z) — V() = ) D(z,y) (®(y) — ¥(y)) dw(y), (10.85)

where D(x,y) denotes the Abel-Poisson kernel (see (10.53)). Put

1/2
C = C(K,Qp) = sup ( /Q (D(z,1))? dw(y)> . (10.86)

zeK
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Then, for each z € K, the Cauchy—Schwarz inequality yields

b(a) W) <0 [ @) - vw)? duty) (1087

This is the desired result. O

Let ® be the unique solutign of the Dirichlet problem in Q%‘i correspond-
ing to the boundary values <I>|QR =, & € C(QpR). If now {®p}p=01,.. is
given such that each ®,, is the unique solution of the Dirichlet problem in

Q%% corresponding to the boundary values o, |Qr = ®,,n=0,1,..., and
{®n}n=0,1,.. C C(Qr) forms a complete system in L2(Qg), then, for every
e > 0, there exist an integer N(= N(¢)) and coefficients ag, . ..,ax such
that
~ N ~
sup |®(z) — Z an®,(x) (10.88)
reK n—0
N 2 1/2
< C(K,Qr) / O(y) = Y an®uly) | dw(y)
Qr n=0
< C(K,Qgp)e

for each subset K C Q' with dist(K,Qg) > p > 0. In other words,
approximation in quadratic sense on the sphere (g implies uniform approx-
imation for each subset K C Q%* with dist(K,Qg) > p > 0. This result is
illustrated for typical satellite problems in the scheme of Table 10.7.

Table 10.7: Dirichlet’s problem.

Satellite’s height
convergence in C(Q2g)— topology

N 2n41

lim sup |U(z) — Z Z U™2@R) (p, k)Hfzn,l’k(:r) =0

N=oozeas n=0 k=1
Earth’s height

convergence in L2(Qg)- topology
N 2n+1 9 1/2
]\}11’1’1 </ ’U({E) — Z Z U/\L2(QR) (n’ k) Hi{n—l k(l‘)‘ dw(x)) =0
—00 Qg ne0 kel N————— ?

_r\L2(2p) (n,k)

A similar result is true for the Neumann problem:

Theorem 10.9. Let K be a (not necessarily compact) subset of the space
QS satisfying dist(K, Qg) > p > 0. Let @, U be functions of class CH (Q3Y)
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00(2)(96’“) being harmonic on Q5 and regular at infinity, such that O,
®|Qpr=F and 8,9 |Qr = G. Then there exists a positive constant C(=
C(K,QR)) such that

. 1/2

sup @(m)—\if(x)fgc( /Q (F(y) - G(y))? dw<y>) (10.89)

zeK

This result enables us to formulate a solution procedure for the exte-
rior Neumann problem: Let ® be the unique solution of the Neumann
problem in Qe"t corresponding to the boundary values 8,,<I>’Q r=F F ¢

C(Qr). If now {q)n}n:0717,__ is given such that each ®,, is the unique solu-

tion of the Neumann problem in Q5 corresponding to the boundary values
0, ®,, Qr = F,,n=0,1,..., and {Fy}n=01,.. C C(Qr) forms a complete
system in L%(Qg), then, for every e > 0, there exist an integer N(= N(¢))
and coefficients ag, ..., ay such that

;2}3 & (x Zan n (10.90)
N 9 1/2
< C(K,Qg) /QR <F(y)—7§)anFn(y)> dw(y)
< C(Ka QR)g

for each subset K C Q$' with dist(K,Qg) > p > 0. In other words,
approximation in quadratlc sense on the sphere Qg of the normal derivative
implies uniform approximation for each subset K C Q%" with dist(K, Qg) >
p > 0. An illustration of this result for a satellite situation is given in the
scheme of Table 10.8.

Table 10.8: Neumann’s problem.

Satellite’s height

convergence in C(Q2g)— topology
N 2n41

R A
lim sup (0,U)"v*@r) (n, k)HE _ =0
dm s 00) =32 3 55 O0) o0 (o) =
Earth’s height
convergence in L2(€2g)— topology
N 2n+1 ) 1/2
Jim (/ )= Y @) R (0, k) HE, (@) dw(@)) =0
o n=0 k=1

=F L2(QR)(nk
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We conclude our considerations with the following extension of Theorem
10.8.

Theorem 10.10. Under the assumptions of Theorem 10.8, there exists for
every k € N a constant D(= D(K,Qpg)) such that

sup ‘ (v“%) (z) - (v“ﬁ@) (m)‘ <D ( /Q

1/2
(@(y) — U(y))? dw<y>) .

R
(10.91)
Proof. From (10.85) it follows that for k € N
(VO2) (@) = (VPT) (@) = | VIID(,y) (@) — ¥(y)) dw(n)
Q
: (10.92)
for all x € K. Hence, we get from the Cauchy—Schwarz inequality
(v99) (@) = (VO9) @] < D* | (@) - ¥(w)* dut),
R
where
9 1/2
D =D (K,Qr) = sup (/ (V;k)D(m,y)) dw(n)) : (10.93)
zeK Qr
This proves Theorem 10.10. ]

Let @ be the unique solution of the Dirichlet problem in Qe"t correspond-
ing to the boundary values @‘QR =&, & € C(Qp). If now {@n}n 0,1,.. 18
given such that each ®,, is the unique solution of the Dirichlet problem in

QSt corresponding to the boundary values én}Q rR=®,,n=0,1,..., and
{®,}n—01,.. C C(Qg) forms a complete system in L?(Q2g), then, for every
€ > 0, there exist an integer N(= N(¢)) and coefficients ay,...,an such
that
N
su ( ) a (V(k)q) )
melg TLZ:O " )
N 2 1/2
< pon) | [ (00 - ati)) )
Qr n=0
< D(K,Qg)e

for each subset K C Q%" with dist(K,Qg) > p > 0.
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10.4 Limit Formulas and Jump Relations

Let F' be a continuous function on the sphere Qg. Then the functions
U, :R\Qp — R, n=1,2,..., defined by

o \"!' 1
Una) = | FO) (My)) —dely) (1009

are infinitely often differentiable and satisfy the Laplace equation in Qi;{“
and Q%*(v is the (unit) normal field pointing into the outer space Q5" such
that v(z) = /R for all z € Qr). In addition, the functions U, are regular

at infinity. The function U; given by

1
Uile) = [ Pt dotw) (10.95)
QR |z =yl
is called the potential of the single layer on Q g, while Us given by

0 1
Cln)= | P e

dw(y) (10.96)
is called the potential of the double layer on Qp.

For F' € C(Q2R), the functions U,,n = 1,2, can be continued continuously
to the surface g, but the limits depend from which parallel surface (inner
or outer) the points z tend to 2. On the other hand, the functions U,,n =
1,2, also are defined on the surface Qpg, i.e., the integrals (10.95), (10.96)
exist for x € Qr. Furthermore, the integral

o o1
Ui = [ Pty (10.97)

exists for all z € Q0 and can be continued continuously to Qr. However,
the integrals do not coincide, in general, with the inner or outer limits of
the potentials (see, for example, S.G. Michlin (1975), R. Leis (1967), W.
Walter (1971)).

From classical potential theory (see, for example, O.D. Kellogg (1929), W.
Walter (1971)) and the references therein), it is known that for all xz € Qg
and F' € C(Q R)

lim Ui(z £ 1v(x)) = Us(x), (10.98)

lim 20U (z + Tv(z)) = F20F (2) + U} (2), (10.99)
o @)

lim Us(x £ 1v(x)) = £27F (x) + Us(z), (10.100)

7>0
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(limit relations)

lim (Uy (2 + 7v(z)) — Ur(z — 1v(x))) =0, (10.101)
. Uy oUy (s
lgré <81/(x) (x +71v(2)) — () (x — TI/(QC))) = —4nF(z), (10.102)

lim (Ua(z + tv(z) — Us(z — Tv(2)) = 47 F (2), (10.103)
lim ( a?/[(];) (z + Tv(x)) — a?f(];) (z — w(x))> =0 (10.104)

(jump relations).

In addition, it was shown by O.D. Kellogg (1929) that the preceding
relations hold uniformly with respect to all € . This means that

lim sup |Ui(x £ 1v(x)) — Ui(x)| =0, (10.105)
T>0 TEQR
. 1 7! _
lim xseué)R () (x £ 71v(x)) £ 27F (x) — Ui(z)| =0, (10.106)
>0
lim sup |Uz(x & 7v(z)) F 20F(2) — Us(z)| =0 (10.107)
70 aep
and
lim sup |Uy(z + 7v(z)) — Ui(z — Tv(z))| =0, (10.108)
750 T€0R
: oU; oUy
lm sup |t (z + - - L 4rF(z)| =0, (10.109
i s |55 o ) = e = () ()| =0, (10109
lim sup |Uz(x + 7v(z)) — Uz(x — 7v(z)) — 4nF(z)| = 0, (10.110)
728 netrn
. oU, oU,
lim s + — — =0. 10.111
i e o) (z + Tv(2)) () (z —Tv(2)) ( )
Here we have written, as usual,
ou x
() (x £71v(2)) = R (VU)(z £ 7v(x)) . (10.112)

Furthermore, by means of functional analysis, W. Freeden (1980a) (see also
W. Freeden, C. Mayer (2003)) was able to show that the limit and jump
relations also hold true in L2-topology. In more detail,

1/2
. 2 —
lim (/Q |Ui(x £ tv(x)) — Ur(x) dw(w)) =0, (10.113)

7>0
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lim /
T—0 Q

7>0

oU;
ov(zx)

) 1/2
(x +1v(x)) £ 2rF(x) — Uy (x) dw(x)) =0, (10.114)

T—0

>0

1/2
lim </Q |Uz(z + 7v(2)) F 27F () — U2(3J~)|2 dw(as)) =0 (10.115)

and

1/2
lim (/Q U (@ + 70(2)) — Ui (2 — 70(2)) dw(m)) —0,  (10.116)

: aUl 8U1 2 1/2 B
= </ﬂ Aoy ) = Gy T @) HAnE()| duta) | =0
(10.117)
) 1/2
lim (/Q |Ua(z + () — Us(x — Tv/(2)) — 4T F (2)| dw(x)) =0,
h (10.118)
. 8U2 8U2 2 1/2
lim /Q () (x4 Tv(z)) — () (z —1v(z))| dw(z) =0.
o (10.119)

The classical boundary-value problems can be solved in terms of layer
potentials. We recapitulate the essential results for the Dirichlet and Neu-
mann problem (for more details the reader is referred, e.g., to S.G. Michlin
(1975), W. Walter (1971) and the references therein).

Exterior Dirichlet Problem (EDP): Given F € C(Q2g), find a function U €
C(Q$t) N C@ Q%) which is harmonic in Q% and regular at infinity such
that

Ua'R(a:) = lim U(x+7tv(z)) =F(zx), z€Qpg. (10.120)

7>0

Exterior Neumann Problem (ENP): Given a function F' € C(Qg), find U €
C(l)(Q‘}E‘t) 00(2)(9‘}%“) which is harmonic in Q% and regular at infinity such
that

SZ; (z) = lim v(z) - (VU)(z + Tv(2)) = F(2), z€Qr.  (10.121)

Existence and Uniqueness: We recall the role of layer potentials in the
aforementioned boundary-value problems.
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(EDP) Let D" (more accurately, D;gR) denote the set consisting of all H, *R,

where H is of class C(Q$") N C(2)(Qj§t), harmonic in Q%*, and regular at
infinity.

By virtue of the maximum/minimum principle, the solution of (EDP) is
uniquely determined, hence,

Dt = C(Qg). (10.122)

It can be formulated in terms of a potential of the form

U(x) (10.123)
0 1 1
= d — d , C(Qp),
o Q(y)ay(y) P w(y) + 2l Jo, Qy) dw(y), Q€ C(Qr)
such that @ satisfies the integral equation
F=U§ = (2rl+ P+ P3(0,0)), Qe C(Qr), (10.124)
where )
PQ):xw+— m A Q(y) dw(y). (10.125)
and 5 1
P5(0,0 = —— d 10.126
Setting
T =2nl+ P+ P5(0,0) (10.127)
we obtain
kern(7T™) = {0}, (10.128)
T (C(QR)) = D. (10.129)

By completion,

L) = DT e = Crag)! Pen (10.130)

(ENP) Let N* (more accurately, Ng ) denote the set consisting of all gﬂ,
R VO
where H is of class CV) Q%) N C3) (Q$), harmonic in QY and regular at

infinity.

By virtue of the first Green theorem (cf. Theorem 2.2), the solution of
(ENP) can be shown to be uniquely determined, hence,

NT = C(Qg). (10.131)
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It can be formulated in terms of a single-layer potential

Ulx) = [ Q(y)

Qr |z —yl

dw(y), Q€ C(Qr), (10.132)

such that @ satisfies the integral equations

F= T _ (=271 + P1(0,0)) Q (10.133)
= 8VQR = T ‘1 5 5 .
where 5 )
P|1(070)Q($) = (%(I)/QQ(?J)M dw(y). (10.134)
Setting
T = (—2nI + P;4(0,0)) (10.135)
we obtain
kern (T*) = {0}, (10.136)
T(C(Qr))=NT. (10.137)
By completion,
12(Qg) = NT ' h2en) (10.138)

Analogous arguments, of course, hold for the inner boundary-value prob-
lems. The details are left to the reader. A more comprehensive treatment
of classical potential theory may be found in standard textbooks, e.g., O.D.
Kellogg (1929), W. Walter (1971).

10.5 Gravity Anomalies and Deflections of the
Vertical

The traditional concept of physical geodesy (for more details, the reader is
referred to the survey article given by, e.g., R. Rummel (1992)) is based
on the assumption that all over the Earth, the position (e.g., latitude and
longitude) and scalar gravity g are available. Moreover, it is common prac-
tice that the gravitational effects of the sun and moon and of the Earth’s
atmosphere are accounted for by means of corrections. The gravitational
part of the gravity potential can then be regarded as a harmonic func-
tion. A classical approach to gravity field modeling was conceived by G.G.
Stokes (1849). He proposed reducing the given gravity accelerations from
the Earth’s surface to the geoid. As the geoid is a level surface, its poten-
tial value is constant. The difference between the reduced gravity on the
geoid and the reference gravity on the so-called normal ellipsoid is called the
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gravity anomaly. The disturbing potential, i.e., the difference between the
actual and the reference potential, can be obtained from a (third) boundary
value problem of potential theory. Its solution is representable in integral
form, i.e., by the Stokes integral. The disadvantage of the Stokes approach
is that the reduction to the geoid requires the introduction of assumptions
concerning the unknown mass distribution between the Earth’s surface and
the geoid.

In this paper, we briefly recapitulate the classical approach to global grav-
ity field determination due to Stokes (1849), Bruns (1878), and Neumann
(1887) by formulating the differential /integral relations between gravity dis-
turbance, gravity anomaly, vertical deflections on the one hand, and the
disturbing potential and the geoidal undulations on the other hand. The
representation of the disturbing potential in terms of gravity disturbances,
gravity anomalies, and deflections of the vertical are written in terms of
well-known integral representations over the geoid. For practical purposes,
the integrals are replaced by approximate formulas using certain integration
weights and knots within a spherical framework.

Equipotential surfaces of the gravity potential W allow, in general, no
simple representation. This is the reason why a reference surface, in physi-
cal geodesy usually an ellipsoid of revolution, is chosen for the (approximate)
construction of the geoid. As a matter of fact, the deviations of the gravity
field of the Earth from the normal field of such an ellipsoid are small. The
remaining parts of the gravity field are gathered in a so-called disturbing
gravity field VT corresponding to the disturbing potential T. Knowing the
gravity potential, all equipotential surfaces — including the geoid — are given
by an equation of the form W (z) = const. By introducing U as the normal
gravity potential corresponding to the ellipsoidal field and T as the dis-
turbing potential (for details see, e.g., E. Groten (1979), W.A. Heiskanen,
H. Moritz (1967), W. Torge (1991)) we are led to a decomposition of the
gravity potential in the form

W=U+T (10.139)

such that

(1) the center of the ellipsoid coincides with the center of gravity of the
Earth,

(2) the difference of the mass of the Earth and the mass of the ellipsoid
is zero.

Consequently, in accordance with the classical approach (see, e.g., E. Groten
(1979); W.A. Heiskanen, H. Moritz (1967); W. Torge (1991)), T is given in
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such a way that

1)
| T@H o) doti) = (10.140)

(2)
/ T(y)HE, ,(y) dw(y) =0, k=1,2,3. (10.141)
Qr

The series expansion of T in terms of scalar (outer) harmonics (see Figs.
10.14 and 10.15) is given by

oo 2n-+1
T(x)=> Y T'?Cr(nk)HE, | (2), =€ (10.142)
n=2 k=1

where T"1%@n) (n, k) is given by

e ) = [ TR, ) dety). (10.143)

Degree RMS
T
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spherical harmonic degres

Fig. 10.15: Degree variances Zi@{l T2 @p) (n, k) for the anomalous poten-
tial derived from satellite data (see ESA (1998)).

A point x of the geoid is projected onto the point y of the ellipsoid by
means of the ellipsoidal normal (see Fig. 10.16). The distance between z
and y is called the geoidal height, or geoidal undulation.
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The gravity anomaly vector is defined as the difference between the gravity
vector w(zx) and the normal gravity vector u(y), u = VU, i.e.,

a(z) = w(z) — u(y) (10.144)

(see Fig. 10.16). Tt is also possible to subtract the vectors w and u at the
same point x to get the gravity disturbance vector

0(z) = w(x) — u(z). (10.145)

geoid
........................ W=const =W

w(x) |N(x) geoidal height

y
_—— - —~reference
ellipsoid
U=const=U
\ u(y) 0

Fig. 10.16: Ilustration of the definition of the gravity anomaly vector a(x) =
w(z) — u(y) and the gravity disturbance vector 6(z) = w(z) — u(x).

Of course, several basic mathematical relations between the quantities
just mentioned are known. In what follows, we only describe heuristically
the fundamental relations (in spherical nomenclature). We start by observ-
ing that the gravity disturbance vector at the point x can be written as

§(z) =w(x) —u(z) =V(W(z) = U(z)) = VT'(x). (10.146)

Expanding the potential U at x according to Taylor’s theorem and trun-
cating the series at the linear term, we get

U(z) =U(y) + %(y)N(m) (10.147)

(= means approximation in linearized sense). Here, /(y) is the ellipsoidal
normal at y, ie., V' (y) = —u(y)/v(y), 7(y) = |u(y)|, and the geoid un-
dulation N(z), as indicated in Fig. 10.16, is the aforementioned distance
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between z and y, i.e., between the geoid and the reference ellipsoid. Using

) = |u(y)=—v'(y) uly)
= ) VUW) = 9o ) (10.148)
we arrive at
_ T(x) = (W(z) - U(y))
Na) = fal)
_ T(x) = (W(x) - Uly))
- ) . (10.149)

Letting U(y) = W (x) = const = Wy we obtain the so-called Bruns’ formula
(cf. E.H. Bruns (1878))
T(x)
N(z) = ——. 10.150
=20 ( )
It should be noted that Bruns’ formula (10.1
T to the geometric quantity V.

50) relates the physical quantity

In what follows, we are interested in introducing the deflections of the
vertical of the gravity disturbing potential T'. For this purpose, let us con-
sider the vector field v(z) = —w(x)/|w(z)|. This gives us the identity (with

9(x) = [w(z)| and y(z) = |u(z)|)

w(z) = VW (z) = —|w ()| v(z) = —g(z)v(x). (10.151)
Furthermore, we have

u(@) = VU(x) = —|u(@)] V' (z) = —y(2)v/(z). (10.152)

The deflection of the vertical ©(x) at the point x on the geoid is defined
to be the angular (i.e., tangential) difference between the directions v(x)
and /(z), i.e., the plumb line and the ellipsoidal normal through the same
point:

O(z) =v(z) —v'(z) — ((v(z) — V' (2)) - v(z)) v(z). (10.153)
Clearly, because of (10.153), ©(z) is orthogonal to v(x), i.e., ©(z)-v(z) = 0.
Since the plumb lines are orthogonal to the level surfaces of the geoid and
the ellipsoid, respectively, the deflections of the vertical give, briefly spoken,

a measure of the gradient of the level surfaces. This aspect will be described
in more detail below: From (10.151) we obtain, in connection with (10.153),

w(z) = VW(zx) (10.154)
= —|w(@) (6() +V(z) + ((v(z) = V(2)) - v(2))v(z)) .
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Altogether, we get for the gravity disturbance vector
w(z) —u(x) = VT (z) (10.155)
= —|w(@)](6(z) + ((v(z) —V'(2)) - v(z)) v(z))
— (Jw(@)| = Ju(@)]) V().

The magnitude

D(z) = Jw(z)| — |u(z)| = g(z) — 7(2) (10.156)
is called the gravity disturbance, while

A(z) = lw(@)| = |u(y)] = g(z) —(y) (10.157)

is called the gravity anomaly.

Since the vector v(x) — v/(x) is (almost) orthogonal to v/(x), physical
geodesy tells us that it can be neglected in (10.155). Hence, it follows that

w(z) —u(x) = VT(x) (10.158)
= —|w(@)|0() - (jw(@)| - u)]) /().
The gradient VT'(x) can be split into a normal part (pointing into the

direction of v(z)) and an angular (tangential) part (characterized by the
surface gradient V*). Tt follows that

oT 1,
VT(z) = %(x)u(x) + mv T(x). (10.159)
By comparison of (10.158) and (10.159), we therefore obtain
or
D(z) = g(z) = ~(2) = [w(2)] = |u(z)] = -7~ (), (10.160)

i.e., the gravity disturbance, beside being the difference in magnitude of
the actual and the normal gravity vector, is also the normal component of
the gravity disturbance vector. In addition, we are led to the angular, i.e.,
(tangential) differential equation

1

HV*T<1') = —|w(z)| O(x). (10.161)
x
Since |O(z)| is a small quantity, it may be (without loss of precision) mul-
tiplied either by —|w(x)| or by —|u(z)|, i.e., by —g(x) or by —v(x).

The reference ellipsoid deviates from a sphere only by quantities of the
order of the flattening. Therefore, in numerical calculations, if we treat
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the reference ellipsoid as a sphere Qr (with mean radius R as defined by,
e.g., W.A. Heiskanen, H. Moritz (1967), B. Hofmann—Wellenhof, H. Moritz
(2005)), this may cause a relative error of the same order (for more details,
the reader is referred to standard textbooks of physical geodesy (e.g., W.A.
Heiskanen, H. Moritz (1967)). If this error is permissible, we are allowed to

replace |u(RE)| by its spherical approximation GM/R? such that
. GM
VET(RS) =~~~ O(RY), (10.162)

where G is the gravitational constant and M is the constant of the mass.

By virtue of Bruns’ formula, we finally find the relation between geoidal
undulations and deflections of the vertical

GM GM
FVEN(R{) = —?@(Rﬁ), e, (10.163)
i.e.,
ViN(RE) = —R O(RE), €. (10.164)

In other words, the knowledge of the geoid undulations allows the determi-
nation of the deflections of the vertical by taking the surface gradient on
the unit sphere.

From the identity (10.160), it follows that
or
"o

= D(x) [w(@)| = [y(2)] (10.165)

w(@) = )~ 5 5(6) N)

2l

= Az) - w(y) N(z),
where A represents the scalar gravity anomaly as defined by (10.157). Ob-
serving Bruns’ formula we get

Ax) = —%(m) + L@(y) T(x). (10.166)

In well-known spherical approzimation, we have (see, e.g., W.A. Heiska-
nen, H. Moritz (1967))

GM

Yy) = |u(y)l = W7 (10.167)
Oy Yy GM

“Zr = 2.y =2 10.168
o' (y) |y| y’Y(y) |y|3 ( )

and 1 8 5

y

_— = ——, 10.169
v(y) oV’ ) Y| ( )
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0.00008 0.00015 0.00023

Fig. 10.17: The normal derivative [in 100 Gal] and the surface gradient illus-
trated for EGM96 (in 100 Gal), Geomathematics Group, TU Kaiserslautern,
S. Beth (2000).

This leads us to the basic relations (cf. Figs. 10.17, 10.20 and 10.21)

a5

—D(x) 2]

VT(z), x€Qg, (10.170)

and
2

|I|T(x), x € Qp, (10.171)

—A(z) = % VT (z) +

as so-called fundamental equations of physical geodesy.
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In the sense of physical geodesy (cf., e.g., A.A. Aardalan, EEW. Gra-
farend, G. Finn (2006), W.A. Heiskanen, H. Moritz (1967)), the meaning
of the spherical approximation should be carefully kept in mind. It is used
only for expressions relating to small quantities of the disturbing potential,
the geoidal undulations, the gravity disturbances, the gravity anomalies,
etc. Actually, in all geodetic approaches, the reference surface will never
be understood to be a sphere in any geometrical sense, but it always is an
ellipsoid. However, as the flattening of this ellipsoid is very small, the ellip-
soidal formulas are expandable into Taylor series in terms of the flattening,
and then all terms containing higher order expressions of the flattening may
be neglected. In this way, together with suitable pre-reduction processes of
gravity, formulas are obtained that are rigorously valid for the sphere.

Remark 10.11. In physical geodesy, the deflections of the vertical are
usually decomposed into mutually perpendicular scalar components, and the
so-called Vening Meinesz’ kernel comes into play (see W.A. Heiskanen, H.
Moritz (1967)). In fact, there are various distinctions in the introduction of
the deflections of the vertical (see, e.g., C. Jekeli (1999), W.E. Featherstone,
J.M. Riieger (2000), E.W. Grafarend (2001), W. Torge (1991)). Recently,
an ellipsoidally based approach to gravity field modeling is given by A.A.
Aardalan, E.-W. Grafarend, G. Finn (2006) (see also the references therein).

Remark 10.12. The advantages of ‘zooming-in’ techniques for global and/or
local approximation in physical geodesy is discussed appropriately, e.g., in
E. Groten (2003) (see also the references therein).

Since the disturbing potential T is a harmonic function in Q%}ft, we are
confronted with boundary-value problems of potential theory to determine
T in QF* from prescribed gravity disturbance D or the gravity anomaly A,
respectively.

Remark 10.13. It should be noted that, at the present state of practice,
much more gravity anomalies are available than gravity disturbances. In
future, because of GPS, it may be expected that the gravity disturbances
become more important than the gravity anomalies (for more details see,
e.g., B. Hofmann—Wellenhof, H. Moritz (2005)). This is the reason why
both problems will be discussed here.

As is well known, standard methods for solving boundary—value problems
corresponding to a spherical boundary are as follows:

(1) The expansion method in terms of outer harmonics,

(2) The representation by means of layer-potentials.
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In what follows, we explain these methods both for the (modified) exterior
Neumann problem and for the exterior Stokes problem. Furthermore, we
deal with new procedures of regularization for the integral expression of the
solution on the boundary g, respectively.

Ezpansion method in terms of outer harmonics. The determination of
the disturbing potential T in Q%! from known gravity disturbances on Qg
leads us to the (modified) Neumann boundary-value problem:

(Modified) Exterior Neumann Problem (ENP): We are given D € C(QR)
with

D(y)HE, _ (y)dw(y) =0

Qr
n=20,1; and k=1,...,2n+ 1. Then the function T : Qg‘t — R given by
R
T() = [ Nz,y)D(y) dw(y) (10.172)
7 Qr

with the Neumann kernel function

2R |x|+|:v—y|—R>
N(z,y) = ¥l 7 10.173
@9 =77y “(|x|+|x—y|+R (10.173)

is the unique solution of the exterior Neumann boundary-value problem:

(i) T is continuously differentiable in Q%' and twice continuously differ-
entiable in Q% i.e., T € CH Q) N CA(QE),

(ii) T is harmonic on Q% ie., AT = 0 in QT

(iii) T is regular at infinity, i.e., |T'(z)| = O (ﬁ) VT (z)| = O (ﬁ) as
|z = o0,

(iv) Jo,TWHE, | 4(y) do(y) =0,n=0,1; and k=1,...,2n+1.
(v) —ﬁ -V T(x) =D(z), z€Qg.

The solution T' can be represented by a Fourier series expansion in terms
of outer harmonics

oo 2n+1

o3 S et e (d0am)
n=2 k=1
where
D\2@p) (n, k) = A D(y)an_Lk(y) dw(y), (10.175)
R
n=23,....,k=1,...,2n+ 1, where the series expansion is absolutely and

uniformly convergent on each subset K C Q%" with dist (K, Qg) > 0.
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For points z,y € Qp, we (formally) get the so-called Neumann formula
which is an improper integral over Qg

T (@) _ b L (10.176)
|| 4R Jo, 1- 2. %
[z [yl
2 _9o& . U
+In e D<@> dw(y).
2+, /2- 2% & lyl

Note that the surface integral (10.176) indeed has to be extended over
the whole surface. In accordance with our approach, it is valid under the
following assumptions: (i) The mass within the reference ellipsoid is equal
to the mass of the Earth, (ii) The potential of the geoid and the reference
ellipsoid are equal, (iii) The center of the reference ellipsoid is coincident
with the center of the Earth, (iv) There are no masses outside, (v) The
approximation is simplified in spherical sense.

The identity (10.176) formulated in an equivalent way over the unit sphere
Q yields

T(RE) = /Q N(-n)D(Rn) dw(n), €€, (10.177)

where the Neumann kernel is given by

V2 V2
Note that

N(RE, Bn) = N(&§-n), &neQ (10.179)

The essential idea now is that the improper integral (10.177) can be regu-
larized, e.g., by replacing the zonal kernel (cf. W. Freeden, K. Wolf (2008))

V2
VI—En

via the space-regularized zonal kernel (see Figs. 10.18 and 10.19)

S(E-n) = 1—¢-n#£0, (10.180)

SP(E-n) (10.181)

R 2R? 2
p<3—p2(1—5'77)>, 0<1-¢n<dm

02
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T(RE) (10.182)

R V2
= /2 ﬁD(RU) dw(n)

1—-&n>L

R V2
- = / 2 In (Hm) D(Rn) dw(n)
1-&n> s
R R 2R?
1-¢n<5
R R R?
- /m (1+;(37%(1f§'n))>D(Rn) dw(n).
1-¢ N<3q2

-1 0 1—p2‘/(2R2) 1
Fig. 10.18: The function S and its ‘regularization’ S” on the intervals [—1,1)
and [—1, 1], respectively.
In other words, a low-pass filtered version of T is given by
R
TO(RS) = 1= [ N7(€-mD(Ra) dt). (10.183)

where the regularized Neumann kernel reads as follows

NP(&-m) = SP(E-n) —In(1+5°(&- ), &ne (10.184)
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Note (cf. Fig. 10.20) that ¢ — S”(t),t € [-1, 1], given by

SP(t) (10.185)
R 2R? 2
p<3p2(1t)>, 0<1—t<

V2 >
VieTa g <1-t<2
is continuously differentiable. Moreover, we have (cf. Fig. 10.18)
2 2
S (1 - ;R2) = Sr (1 - 2[)32) (10.186)
and
P’ P’
S’ (1 - 2R2) = (S*) (1 - 2R2> : (10.187)
12 ™ ——
i cep— R/2
9 A p=R/A
8 o
:
[
4, R
/£ \}
QA
Qn =7 0 R T

Fig. 10.19: The kernel ¥ — S?(cos¥) (10.181) for several p.

Furthermore, S and S” are monotonically increasing with

S(t) > S°(t) > 1 (10.188)
for all t € [-1,1). Thus,
S(t) — S(t) (10.189)
_ {{i—fj(—i}@zu—t)), 0<1—t< Lo
0, L <1-t<2
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Elementary calculations give

1 1
/ (1) — S°(1)] di = / (S(t) — S°(1)) dt
1 P

-1

" 2R2
= O(p) (10.190)
as p — 0, hence, it follows that
1
lim |S(t) — SPi(t)| dt = 0. (10.191)

i )1
Observing the properties of the functions S and S?, we find
[ In(S(2)) — In(S7(¢))] < [S(t) — S°(2)] (10.192)

and
lIn(1+ S(t)) — (1 + S* ()] < % 1S(8) — S°(2)] (10.193)

Consequently, we have
/{; In(1+ S(&-n)) —In(1+ S -n))| dw(n) = O(p). (10.194)

Since D(R-) :  — R is continuous and, therefore, uniformly bounded on
Qpr, we finally obtain in connection with (10.194)

lim sup |T'(RE) — T°(RE)| (10.195)
p—0 ¢eT

. R
= lim sup —
p=0¢eT 4T

= 0

/Q (N(€ ) — N?(¢ - ) D(Rn) duo(n)

for all subsets 7 C €.

The determination of the disturbing potential 7" on Q%" from known
gravity anomalies on Qp leads us to Stokes boundary-value problem.

Ezterior Stokes Problem (ESP): We are given A € C(Qg) with

AW H_p—1x(y) dw(y) =0, n=0,1, k=1,...,2n+1. (10.196)
Qr

Then, the function 7" : Q% — R given by

R

R

A(y)St(z,y) dw(y) (10.197)
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0

]

Fig. 10.20: EIGEN-GL04C derived gravity disturbances and disturbing po-
tential (reconstructed by use of smoothed Haar scaling functions, Geomath-
ematics Group, TU Kaiserslautern, D. Mathar (2008)).

with the Stokes kernel function (briefly called Stokes kernel)

R 2R 5R> z y 3R

St(z,y) = —+——— 57— 5 — x—y 10.198
@) = Gt ey PR REc Y (10199
g R ey (Rt
2P Tl Ty 2]

is the unique solution of the exterior Stokes boundary-value problem(see,
e.g., W. Freeden (1978a)):
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(i) T is continuously differentiable in Q' and twice continuously differ-
entiable in Aex, i.e., U € CH(Q5H) N CR(Q),

(ii) 7 is harmonic in Q% ie., AT =0 in Q%

(iii) T is regular at infinity,

(iv) fQ (y)HE 1xW) dw(y) =0,n=0,1, k=1,...2n+1,
(v) = VaT'(2) - mT(x) =A(z), x€Qpg.

The potential T' can be represented by a Fourier series expansion in terms
of outer harmonics

oo 2n-+1
T=> Z AN (n, k)HE, (10.199)
n=2 k=1
with
Aok = [ AH, () deto), (10.200)
R
n=23,....k=1,...,2n 4+ 1, and the series expansion is absolutely and

uniformly convergent on each subset K C Q%*with dist(K,Qg) > 0.

For points z,y € Qp, we (formally) get an analogue to the Neumann
formula, called Stokes’ formula, which again represents an improper integral
over Qg

T(RE) = ﬁ A St(RE, Rn)A(Rn) dw(Rn). (10.201)

Equivalently, we have

T(R¢) = / SH(E - m)A(R) dw(n), (10.202)
where
St(&-n) = S(E-n)—6(SE-m) ' +1-5-7 (10.203)
1 1
e <S(§-n) i (S(é'n))2> '
Note that
St(RE, Rn) = St(&-n), & nell. (10.204)
From Bruns’ formula
R2
N(RE) = T(RE) =7 (10.205)

we get the geodial undulations (see Fig. 10.21).
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]

Fig. 10.21: EIGEN-GL04C derived gravity anomalies and geoidal undula-
tions (reconstructed by use of smoothed Haar scaling functions, Geomath-
ematics Group, TU Kaiserslautern, D. Mathar (2008)).

Again, the improper integral (10.202) can be regularized, e.g., by replac-
ing the zonal kernel S (see (10.180) by the space-regularized zonal kernel
SP (see (10.181)).

In fact, the regularization (10.181) leads us to the following regularized
global representation of the disturbing potential corresponding to gravity
anomalies as boundary data (see W. Freeden, K. Wolf (2008))

T(R) = 1= [ (6 m)A(Fn) dun) (10.206)
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with (see Fig. 10.22)
Ste(€-m) = S m) —6(S(E-m) T +1-5¢ 7

1 1
—3¢-n In ( + ) . (10.207
sien e wr) 10
The integrands of T'(R¢) and T7(R¢) differ only on the spherical cap S?(§) =
{ne Q|1 —€&-n< %}. Here we have

St(§-n) — StP(§-n) (10.208)
= (8(§-m)—S(§-m)

1 1
3 In (5(5 at <s<s-n>>2)

+3¢-n 1 ( ! + ! >

-1 In .
SP(€-m)  (S°(€-m)?

Now it follows that for all ¢ € [-1,1) with 1 —¢ < %

1 1 1 1
In|—— —1 10.2
(5 * wor) ~ (5 * ) 10
= In(1+4+S()) —In(1+ S°(t))
—2(In (S(t)) — In(S”(t))) .
Furthermore, by use of the already known properties of the functions S and
SP on [—1,1), we get

‘1“ <szt> * <s<1t>>2) - (s:(w * <Sﬂ1t>>2>'

= O(|S(t) — SP(1)]). (10.210)
In connection with (10.189), we therefore find
lim sup |T'(R¢) — TP(RE)| =0 (10.211)
P_’OﬁeT

for every subset 7 C €.

Remark 10.14. The last identity can be used to guarantee a multiscale ap-
proximation by locally supported scalar zonal wavelets (see W. Freeden, K.
Wolf (2008)). Hence, a new efficient and economical method has been found
for determining geoid undulations from local data, i.e., gravity anomalies.

The gravity anomalies obtained from EGM96 (see F.G. Lemoine et al.
(1998)) are shown in Fig. 10.21. In the gravity anomalies, all significantly
tectonic processes become visible. In accordance with Newton’s law, the
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% —p=1/2
25 N “eep =174
i --p=1/8
20, : : . il
157 ;:"il b
13 ‘i
!
10/ [

I~
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Fig. 10.22: The regularized Stokes kernel ¢ — St?(cos) for several p.

gravity anomalies and gravity disturbances permit the conclusion of an ir-
regular density distribution inside the Earth. Unfortunately, gravity anoma-
lies do not determine uniquely the interior density distribution of the Earth
(this point will be made clear later on, when both density and gravity by
virtue of the Poisson integral representation will be explained in more de-
tail). Geoid undulations (see Fig. 10.21) are the measure of the pertubations
in the hydrostatic equilibrium. They do not show essential correlations to
the distribution of the continents.

12000

- 10000

Fig. 10.23: Plot of the regularized EGM-geopotential in [m?/s?] (left), the
deflections of the vertical (right) in [m/s?], Geomathematics Group, TU
Kaiserslautern, T. Fehlinger et al. (2007).
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The (unique) solution T of the differential equation for the surface gradi-
ent (cf. Figs. 10.17 and 10.23)

ViT(RE) = —G?M@(Rf), £eq, (10.212)
satisfying
/ T(RE) duw(€) = 0, (10.213)
Q
/QT(Rg)(g M dw(e) =0, k=1,2,3, (10.214)

can be formulated in terms of the Green function with respect to the Bel-
trami operator given by (cf. Section 4.1)

GE-n)=1+1In ((5(5177))2) 1—¢-n#0, (10.215)
as follows
T(RE) = %/QV:;G(@U) -O(Rn) dw(n), €£eq. (10.216)

An easy calculation yields

ViG(E- ) = Vi(l—2M(S(E - n) (10.217)
Y ().

= (5 )€~ (€ m)

Thus, it follows that

1(RS) = - [ g(€m) - ©(Rn) dut) (10.218)
T JQ
where
o) =~ S (SE P (€~ (€ nm), Ene (10219

Replacing S by S”, we get as regularization T of T corresponding to
deflections of the vertical as data set

R
T(RE) = 1 /Q #(€n) - O(Rn) dw(n), (10.220)
where
e =-Misoe e - nm. enen (10.221)

2R?
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Fig. 10.24: Multiscale reconstruction of the regularized anomalous potential
T in [m?s72] from vertical deflections for the Hawaiian (plume) area using
regularized vector Green functions. (A rough low pass filtering at scale 6 is
improved with several band pass filters of scale 6,...,11. The last illustration
shows the approximation of T at scale J = 12), Geomathematics Group,
TU Kaiserslautern, T. Fehlinger (2008).
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From the properties known for S and S”, we are able to derive that

/Q ((S€-m)* = (SP(€-m)?) (€= (£-m)m) - O(Rn) dw(n)
- /kiq_ - ((S(€-m)* = (S°(&-m)?)

— g §—(E-mn "
VIS E ey O dot)

= 0(p) (10.222)

provided that O(R-) is a continuous vector field on Q. Consequently, we
have
lim sup |[T(RE) — T?(RE)| =0 (10.223)
p—=0¢eT
for all subsets 7" C €.

Representation by layer potentials. We again begin with the (modified)
Neumann problem.

(Modified) Ezterior Neumann Problem (ENP): We are given D € C(§2r)
with
D(y)HE, 4 (y)dw(y) =0
QR
n=0,1,k=1,...,2n+ 1.

Let N2+ denote the set consisting of all gfé h corresponding to the func-
R

tions H : Q%" — R satisfying the following conditions:

(i) H is continuously differentiable in QTI%“ and twice continuously differ-
entiable in Q% i.e., H € CH(Q5H) N CA(QFY),
(ii) H is harmonic in Q%*, i.e., AH =0 in Q%°,
(iii) H is regular at infinity,
(iv) Jo, HWHE, | (y) do(y) =0,n=0,1, k=1,.., 2n+1.

Obviously, the potential T satisfying the properties

(i) T is continuously differentiable in Q5" and twice continuously differ-
entiable in Q% i.e., T € CH(Q5H) N CA(QE),

(ii) 7 is harmonic on QY ie., AT =0 in Q&

(iii) T is regular at infinity, i.e., |T'(z)| = O (ﬁ) VT (z)| = O ( 12> as

EH
2] — ox,
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(iv) Jo,TWHE, 1 4(y) do(y) =0,n=0,1, k=1,..., 2n+ L

(v) e V.T(z) =—-D(z), x€Qpg.
is uniquely determined, hence,
Ny = Ca(Qr),

where Ca({2r) is the space of all G € C(Q2g) with

G)HE, 1 4(y) dw(y) =0, n=0,1, k=1,...,2n+1.

QR

T can be formulated in terms of a single-layer potential

T = [ Q) ——

On |.Z' — y| (y)7 Q S CZ(QR)a

such that @ € Co(Qp) satisfies the integral equations

T+

—-D=
8UQR

= (—27T'I + ]:)‘1(0,0)) Q7
where (cf. (10.134) )
Au0.0Q) = 5 [ QU= dsto)

Setting
T = (—2nI + P;1(0,0))

we obtain
kern (T%) = {0},

T (C2(QR)) = Ny
By completion,
12(Q5) = Ni;_l\‘HLz(gR)’
where L3(2R) is the space of all G € L%(Qg) with

G)HE, 1 ,(y) dw(y) =0, n=0,1, k=1,....2n+1.

Qr

Exterior Stokes Problem (ESP): We are given A € Ca(QR).

(10.224)

(10.225)

(10.226)

(10.227)

(10.228)

(10.229)

(10.230)
(10.231)

(10.232)

(10.233)

Let Sj denote the set consisting of all % + %H |Qr corresponding to
R

functions H : Q%" — R satisfying the following conditions:
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(i) H is continuously differentiable in Q%* and twice continuously differ-
entiable in Q% i.e., H € CH(QFY) N CA(QFY),

(ii) H is harmonic in Q*, i.e., AH =0 in QFF,
( i) H is regular at infinity,
(iv) fQR HE 1k()dw(y):(),n:(),l,k:17...,2n—i—1.

Obviously, the potential T satisfying the properties

(i) T is continuously differentiable in QTé‘t and twice continuously differ-
entiable in Aex, i.e., U € CH(Q%H) 0 CR(Q),
(ii) 7 is harmonic in QY i.e., AT =0 in Q%
(iii) T is regular at infinity,
(iv) Jo, ( VHE 1 (y) dw(y) =0,n=0,1, k=1,....2n+1,
)

(v oI (z) + %T(aj) =—A(x), =€ Qpg.

is uniquely determined, hence,
Sy = Ca(QpR). (10.234)

T can be formulated in terms of a single-layer potential

T = | Qu—:

dw(y), Q€ Co(Qr), (10.235)
Qg |z — vl

such that @ € Cy(QR) satisfies the integral equations

A= gz;; + %T - <—2n1 + P(0,0) + %P(O, 0)) Q. (10.236)
where (see (10.134))
~ [a) . dotw) (10.237)
Q |z —y
and 9 .
Ru0.0)Q) = 5o [ Q= dsty). (10.238)
Setting
T = <—27TI 4+ Pu(0,0) + %P(O, 0)> (10.239)
we obtain
kern (T™) = {0}, (10.240)
T (C2(QR)) = S5 (10.241)

By completion,
L3(QR) = 57;”'”“(%). (10.242)
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Remark 10.15. It should be remarked that, in all integral expressions both
for the (modified) exterior Neumann problem and for the exterior Stokes
problem, the kernel |z — y|~! can be replaced by

L1 1 <|y|> [z 1yl (10.243)

[z =yl el 2| \zl) |2yl

(ct. (10.12)).

On the sphere Qp, the (improper) layer-integrals occurring in the solu-
tion process yielding the disturbing potential from known (discretely given)
gravity disturbances and gravity anomalies, respectively, can be regularized
by use of the kernel function (10.181). The resulting regularized integral
equations (10.227), (10.236), respectively, can be solved, e.g., by colloca-
tion, least squares techniques, or Galerkin approximation (note that S as
well as S” as defined by (10.180) and (10.181) are scalar zonal functions).
Even more, the whole discretization process corresponding to discrete data
can be formulated as multiscale procedure (in analogy to the algorithm
proposed by W. Freeden, C. Mayer (2003)).

10.6 Geostrophic Ocean Flow and Dynamic Ocean
Topography

First, we are interested in deriving the known set of equations describing
the dynamic of a fluid from the physical laws of conservation. For discussing
the local and total time derivation, we start from a field u, which depends
on a space and time variable and which is assumed to be differentiable with
respect to each variable. Applying the Taylor expansion up to the first
order, we obtain

u(z + 0z, t + 6t) = u(x,t) + (dz - Vy)u(z,t) + (%u(m,t})ét, (10.244)

where, as usual, dx and §t are infinitesimal displacements in space and time.

Setting dx = z(t + 0t) — x(t) and observing the limit

xr
lim — = v(x,t 10.245
Jim = = v(z, ), ( )

where v(z,t) is the velocity of the fluid under consideration, we are led to
the total time derivative of u
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u(z(t +6t),t + 6t) —u(x,t)

— t) = 1l 10.246
gt = Jlimy 3t ( )
0
0
= (v(z,t)-Vy)u(z,t)+ au(m,t).
In fluid mechanics, the term @ characterizes the rate of change of u
following a particle of the fluid. It is called the Lagrangian time derivative

of u. The term % is called the Eulerian time derivative. It indicates the

rate of change of u at a fixed point in a coordinate frame.

Let us assume that the inner space th of the sphere Qpr with radius R
around the origin is occupied by a ﬂuld If p: (x,t) — p(x,t), p(a,t) is
the time and space dependent density of the fluid at position z € th and
time t > 0, then the mass of the fluid enclosed by the sphere Qr at the
time ¢ is fﬂiﬁt p(z,t)dV (x) and the rate of mass across the sphere is given
by fQR plx, t)v(x,t) - v(z)dw(x), where v(z,t) is the velocity of the fluid at
the point x and time ¢ ( v is the unit normal vector field on Qg pointing
into the outer space Q3*).

The conservation of mass of the fluid is guaranteed by the balance equa-
tion

;/@ﬁt p(z,t) dV(z) = —/QR p(x,t) v(z,t) - v(z) dw(z). (10.247)

By observing the time derivative in the Eulerian framework

d 7]
- =— 10.24
il +o(z,t) - Vg (10.248)
we consequently find via the Theorem of Gauss
gt (z,t) + V- (p(z, t)v(z,t)) = 0. (10.249)
or p

The conservation of momentum states that the rate of change in the mo-
mentum is equal to the sum of the total volume force and the total surface
force acting on the fluid. In detail,

% - opla, t)u(x,t) dV(z) = - f(z,t) p(x,t) dV(x) (10.251)
Qint Qint

_|_/QR f(z, t)v(z) do(x),
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where f is the stress tensor. Assuming the incompressibility of the fluid,
i.e. that the time changes of the density %p(m, t) are negligible, we find in
connection with the Theorem of Gauss

/QR P(x,t)%v(m,t) av (z) —/QR flx, t)p(z,t) dV(z) (10.252)

+ Vo - f(z,t) dV ().
Qint

Since the last equation is also valid for all subsets in Qe"t, we are able to
deduce that

oz, t)%v(x,t) = p(z,t)f(x,t) + Vg - £(z,1). (10.253)

This differential equation connects the acceleration of a fluid with the vol-
ume force and the stress tensor.

Note that the application of the divergence to a tensor of rank 2 is un-
derstood rowwise, i.e., for f(z,t) = (fij(x,t))ij=123,

3
Ve Zai fii(z,1) 5 (10.254)

i=1,2,3

The third fundamental physical axiom, the conservation of angular mo-
mentum, implies the symmetry of the Cauchy stress tensor f, i.e.,

f(x,t) = (f(z, )T (10.255)

Equivalently,
fij(x,t) = fii(z,) (10.256)
forall 7,7 =1,2,3.

It should be remarked that the fourth fundamental axiom of physics, the
conservation of energy, does not play a role in this context. Some aspects of
the behavior of the medium in motion are characterizable by the properties
of the Cauchy stress tensor.

In a fluid at rest, the principal stresses are all the same and equal at all
points of the fluid, i.e., the stress tensor of a fluid at rest is isotropic and
only normal stresses act on the fluid. The fluid is normally in a state of
compression and therefore the stress tensor can be written as

f(x,t) = —P(x,t)i, (10.257)
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where P(z,t) = —1/3(f11(z,t) + foo(z,t) + f33(x,t)) is the hydrostatic pres-
sure (which is generally a function of the variable x).

In a fluid motion, the Cauchy stress tensor f is usually expressed as a sum
of the isotropic part —P(x,t)i and the remaining non-isotropic part d(z, t)
as follows

f(z,t) = —P(x,t)i+ d(z,1). (10.258)

The expression of the non-isotropic stress field is usually written as
1 .
d(z,t) =2u | e(z,t) — g(Vx ~o(z, )i, (10.259)

where p is the viscosity of the fluid. The first part in (10.259) is called
the rate of strain tensor and the second part is called the rate of expansion
tensor. The rate of strain reads

1
e(w,t) = 5(Va @ v(z,t) + (Vo @ v(a, t)h). (10.260)
Using the expression (10.259) for d, the total stress tensor becomes
f(x,t) (10.261)

— _P(a, )i+ 2p(a, ) (e(:r:,t) - %(vz . v(:r,t))i) .

Substituting this equation for the stress tensor into the equation of motion
(10.253), we get

ol 1) 0 1)

= p(z,t)f(x,t) — VaP(z,8) + V- (2/,L(x,t) <e(x,t) - %(vm : v(x,t))i)) .

The last equation is called the Navier—Stokes equation of motion. If the
viscosity p is supposed to be uniform over the fluid and constant in time,
(10.262) can be formulated as follows

ol 1) S0 1

1
= J0pte.0) = VaPle.0)+ p (Bu(a,t) + 39T, 0(a.0) ).
If incompressible flow is assumed, the equation of mass conservation leads

to V-v(z,t) = 0 for all x and ¢. The Navier—Stokes equation then takes the
form

p(x,t)%v(m, t) = p(x,t) f(z,t) — Vo P(z,t) + pAgv(x, t). (10.262)
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By introducing the kinematic viscosity v = p p, the last equation is repre-
sentable in the form

1
p(z,t)

For incompressible fluids (with 4 p(z,t) = 0), it is sufficient to determine v
and P, if additional boundary and initial conditions are given (see, e.g., R.
Temam (1979)). For a spherical approach and its numerical realization, cf.
M.J. Fengler, W. Freeden (2005), M.J. Fengler (2005)).

d
ﬁv(m,t) = f(z,t) —

VeP(z,t) +vAzv(x,t). (10.263)

Remark 10.16. In order to compare the different magnitudes in (10.263),
the equation is written in dimensionless variables. For a representative
length L and a representative velocity V', we define

r_ v r_ T V P,:P—PO
L’ L pV2 '’

(10.264)

where P is a representative value of the pressure of the fluid. The Reynolds
number is defined by

_pLv _ LV
=TT
In the dimensionless coordinates, the Navier—Stokes equation can be formu-
lated as

Re (10.265)

d 1
—' (2, ) = =V, P, t')+ —ALv(2/,t'), V- (2, ¢')=0. (10.266)
dt Re

After renaming the variables, this equation becomes in the Eulerian frame-
work

x,t)+(v(z,t)-Vyi)v(z, t) = —VZP(Lt)—}—éAmU(:C,t), Vev(z,t) =0.

(10.267)
In the context of the representative magnitudes, the convection term (v(z,t)-
V.)Tv(z,t) is of magnitude V2/L and the diffusion term Ajv(z,t) is of
magnitude V/L?. Consequently, the Reynolds number is a measure for the
relative magnitude of the convective and the viscous forces. More explicitly,

AT

(v(z,t) - Vx)v(ac,t).

Re vAv(z,t)

%

(10.268)

Re essentially smaller than 1, i.e., Re < 1 means that the inertia force is
much smaller than the viscous force, such that the viscous force and the
pressure force are dominant in (10.267), whereas Re essentially larger than
1, i.e., Re > 1 tells us that the inertia force is dominant.

The Stokes flow problem is characterized by very small velocities, respec-
tively, by very low Reynolds numbers Re such that the non linear convection
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term can be neglected. In the case, the equation (10.267) takes the simpli-
fied form

0 1
av(x,t) = —V,.P(z,t) + asz(a:,t), Ve -v(z,t)=0. (10.269)

If, in addition, the flow is steady, i.e., v and P do not depend on ¢, the
whole inertia flow is small in magnitude compared to pressure forces and to
viscous forces. Thus, the inertia force is negligible and (10.269) simplifies
to

Agv(xz) = =V P(x), Vg -v(z) =0, (10.270)

which is the so-called Stokes system of equations (for more details, the
reader is referred to C. Mayer (2007)).

After these general preparations, we now come to the particular problem
of modeling the ocean flow:

The point of departure in the Eulerian framework is the so-called Euler
equation of motion of a fluid in the form

p(z,t) <§tv(x,t) + (v(z,t) - Vg)u(z, t)> = p(z,t) f(x,t) + Vy - f(x,1),

(10.271)
where

e p is the scalar mass density of the medium,
e v is the velocity of the medium,
e f is the (body) force field acting on the medium,

e f is the Cauchy stress tensor.

Under the assumption of a perfect (ideal) fluid, we are allowed to require
the property that f(x,t)z is parallel to = for all x € R3\{0}. In fact, for a
perfect fluid, we have

f(x,t) = —P(xz, t)i. (10.272)

In addition, the relevant exterior forces may be assumed to consist of the
following ingredients:

e the gravity force, V,W(x,t), where, as usual, W is the sum of the
gravitational and the centrifugal potential,

e the Coriolis force, —2p w A\ v(x,t), where w is the angular velocity of
the Earth’s rotation,
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o the frictional force, fgic, is due to the geometry, especially the bound-
ary and the internal forces.

Thus, we arrive at the following equation

p(x,t) (gtv(x,t) + (v(z,t) - Vy)v(x, t) + 2w A v, t)>
= —p(a,t)VW(x,t) — VzP(z,1). (10.273)

Even more, for purposes of modeling the ocean flow, the last equation
may be reduced by further approximations:

Large scale approzimation: For large scale ocean flow, the non-linearity
does not play a significant role, i.e., the term (v(z,t) - V)v(x,t) can be
neglected.

Hydrostatic approximation: The scale of the vertical motion is small com-
pared with the scale of the horizontal motion. The vertical Coriolis accel-
eration due to the horizontal motion is neglected in the vertical momentum
equation, as well as the inertial and frictional forces. The assumption of
hydrostatic equilibrium filters out non-hydrostatic gravity waves.

Coriolis force approximation: The horizontal Coriolis acceleration due to
the vertical motion is neglected in the horizontal momentum equations. The
approximations above leave only the horizontal Coriolis acceleration due to
the horizontal motion.

Boussinesq approxzimation: The vertical scale of the motion is small com-
pared with the scale height. The density variations are neglected except in
the vertical momentum equation when coupled to gravity.

With these approximations, the Euler equation changes drastically. Our
task below is to extract explicitly the spherical currents out of these as-
sumptions, i.e., to separate horizontal and vertical velocities.

In the sense of the Boussinesq approximation, oceanic water is assumed
to be incompressible and homogeneous. In consequence, the density p is
replaced by a mean density pg. Further, in case of incompressible fluids, the
continuity equation % + p(V - v) = 0 changes to the equation

V-v=0 (10.274)

providing divergence—free motions. Under the assumption of incompress-
ibility, observing the well-known splitting of the gradient V = & % + %V*,
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we are able to express vertical velocities by horizontal ones (see, e.g., D.
Michel (2007)).

Theorem 10.17. Let v: Q%" — R, r > 0, be divergence free. Then

(aar + i) (v(ré) - &) = —% (V" pran(v)) - (10.275)

Proof. The vector v(r€), £ € Q, can be written as follows:
(7€) = (0(r€) " (€)"(€) + (0(r€)-<(€)e(€) + (0(rE) () (6). (10.276)
Separating V in radial and tangential parts, we have
0 = Ve o(rf) (10.277)
= (- §v<rs> IV 0(rg)
Gl (<< §) <€) "(6) + (o(rE) - £9(€)) £°(0)
+ (v(re £(9))
A ((v(r@ EE)(E) + (0(rE) - () 4 (€)
+ (v(r€) - £(9)) (9)).

The first part of this identity can be rewritten in the form

(@ (oo 'af@)) £ (©)+ (509 -£(0)) (0

N (;v re) > > (10.278)
SORC

0
- w(rs) 7€) = o (0(r) - (6)

The second part allows the reformulation
vZ'((( §) - €"())€"(€) + (v(ré) - €7(£)) €7(€) (10.279)

: )

+ Ve (009 ) () + (00 -(€) €(6) ).
=pran(v(r€))
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Summarizing our calculations, we finally obtain

0= 2 (0(r) - ") +200(r€) -(€) + TVE puan(o(r)). (10.280)
This is the desired result. ]

For the shallow water approximation, the ocean is assumed to be a thin
stratified layer with small aspect ratio (see, e.g., J. Pedlovsky (1979)), i.e.,
the fraction of vertical length scale D to horizontal length scale L satisfies

D<<1
7 .

In doing so, we can also assume that small variations in the fluid occur
mainly in horizontal direction, i.e., that the vertical velocity is by far smaller
than its horizontal counterpart. By introducing a characteristic time scale,
we obtain immediately characteristic values for tangential and for vertical
velocities respectively, where the vertical velocities are considerably smaller
than the horizontal ones. This leads us to a separation of the total velocity
vector field into a tangential and a normal field in the form

U = Vtan + Unor, (10.281)

where Vgan = Pran (v) is the tangential part of v and vnor = ppor(v) = (v &) €
is the normal part. In accordance with this decomposition, we obtain

d

%Utan(rfa t) = _ploivzp(r§7t) - 2ptan(w A U(vat)) +ptan(ffric)7
(10.282)

d 10

avnor(r& t) = _%Ep(rg,t)f - 2pnor(w A U(’I"f, t)) + (w(rf) : 5)5
(10.283)

where w = —VIW.

For a decorrelation of these equations, we consider the Coriolis part ex-
plicitly. For being energetically consistent, we use the shallow water ap-
proximations and simplify this set of equations by stating some additional
assumptions. Their detailed motivation can be found in J. Pedlovsky (1979).

The first assumption is based on the fact that |vyer| < |vgan|. Conse-
quently, the expression pian(w A vner) is very small. In fact, it follows that

|ptan(w Avnor)| = ‘w A Vnor — ((W A Vnor) - f)f‘ (10.284)
=0
< |w][vnor| sin <t(e?, €),
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where <((e3,€) is the angle between € and &, i.e., between the normalized
versions of w and vner. Since Pran(w A vpner) is a part of the equation for
|vtan|, the factors of the estimation have to be compared to it. We see that
all are very small, but especially |v,o|- Hence, we are able to omit this
term. Thus, (10.282) can be rewritten as follows

ivtan(rga t) = _i ! VEP(’If, t) — 2ptan (w A Utan@fy t)) + ptan(ffric)

dt Po ;
(10.285)

Moreover, pyor(w A v) is very small when compared to (w(r€) - £)¢, since
we have

[Pror(w A0)| = |((w A ) - €)E] (10.286)
|=(wAg) vl ¢

~—
=1

|~ ll2(e* A.€) - (Vo +1an)
113

|w| ‘(83 A 5) ' Utan|
jw|sin <t(e”, €) | veanl

IN

where <(3,¢) again is the angle between €% and ¢. This means that the
vertical component of the Coriolis force is negligible with respect to the term
(w(rg) - £)&, since the rotation rate and the absolute horizontal velocity are
very small. The remaining equation from (10.283) is given by

d 190
Gnn{r.1) = == L P(rE 1€ + (w(re) - €)€ (10.287)
The only two terms being significant in size within the last equation are
gravity (with w(r) - € assumed to be constant, Wy, for our purposes) and
the radial variation of the pressure field. Therefore, we can assume that
these two cancel out each other (see, e.g., J. Pedlovsky (1979)).

In the sense of the hydrostatic approximation, it is assumed that

0

—P = Wopo-

5 (7€) 0P0

This is the reason why we are able to integrate the equation dP/dr = Wypq
vertically within a small area slightly below the surface. We understand the
ocean height along the ray to be described as follows:

R R+E(8)
P(r§) — P(RE) = Wopo (/ SdS>E+WOPO/ ds,

R
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where P(R¢) is the atmospheric pressure at the ocean surface. Since we
will not model wind-driven circulation here, we can assume that there are
no pressure differences on the surface, i.e., that P(R¢) is constant and will,
therefore, vanish within the dynamical equations. The first integral can, at
least within the upper ocean, be assumed to be nearly constant, such that
its surface gradient is very small compared to WopOVZE(f). Thus, in the
upper layer of the ocean, we finally arrive at

ViP(ré) = WopaVIE(E) (10.288)

i.e., the horizontal pressure gradient is given by differences in the water
column heights. In more detail, determining the distance H () of a satellite
to the sea surface by satellite altimetry, the difference to the satellite height
Hgot (&) gives us the height Hocean(§) on the ocean surface: Hocean(§) =
Hgat(§) — H(E). If, in addition, the geoidal height Hgeoiqa(§) is known, then
the dynamic topography (see Fig. 10.25)

[1]

(€) = Hocean(§) — Hgeoid (§) (10.289)

is obtainable. Consequently, the dynamic topography is understood to be
the difference between the sea surface height and the geoidal height (see
Fig. 10.25 for the definition and Fig. 10.26 for a graphical illustration).

Fig. 10.25: Ocean dynamic topography.

Remark 10.18. In our reduction process of Euler’s equation, it remains
to consider the viscous friction. Its inclusion, though viscosity is commonly
small, is unfortunately a mixture of horizontal and vertical components.
Since we use shallow-water approximations, we can neglect certain terms
here, too. Viscous friction fgc, as considered here, is given by

1 *
ffric(v) = O‘tanﬁA Unor + QinVtan, (10290)
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where ajy is an (artifical) linear friction (to stabilize the solution pro-
cess). This finally enables us to state the horizontal shallow water equation
(10.285) in the form

d . —
Dvantrt) =~ Egim(e ) (10:291)
ptan (=20 A vian (76, 8) + S5 Advian (r€) )

7«2
+alinUtan(T§7 t)-

Written explicitly out in polar coordinates and keeping r € R fixed, equa-
tion (10.291) is identical to the two-dimensional Navier—Stokes equation on
the sphere as discussed by R. Temam (1979). Note that one can use the
continuity equation (10.275) for the vertical component instead of (10.287).
The consideration is omitted, since tangential currents are our main con-
cern in this approach. Summarizing our results, we finally get the following
equation

d Wo o,
77 Vtan (76, 1) — tocetian (16, 1) = —TOVéz(ﬁ,t) , (10.292)

where we used the abbreviations

Oltan »
toccVtan (7€, ) =  Ptan (—2w A Van(ré, t) + %Agvtan(rﬁ,tn (10.293)
+inVtan (7€, 1).
In case of linearized, steady state motion (%vtan(rf ,t) = 0) we have

focettan (7€) = @vga(g). (10.294)

In case of frictionless currents, the only term left in (10.285) is the Coriolis
force balancing the horizontal pressure gradient, i.e., combining (10.285) and
(10.294) we find

2Ptan (W A Vian(7€)) = —@V@(é). (10.295)

This is the so-called geostrophic balance and results in the geostrophic flow
assumption. Considerations of this type of oceanic velocity have already
been investigated, for example, in S. Levitus (1982), R.S. Nerem, C.J.
Koblinsky (1994), R.S. Nerem et al. (1990), S. Beth (2000), W. Freeden
et al. (2005), D. Michel (2007).

Altogether, by assuming frictionless motion (far away from coasts, ocean
surfaces, and ocean beds) of a homogeneous fluid, neglecting turbulent flows
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cm

Fig. 10.26: Dynamic topography, as difference between the original altimet-
ric and geoidal data set, Geomathematics Group, TU Kaiserslautern, D.
Michel (2005) (see also W. Freeden et al. (2005)).

and vertical velocities, the Euler equations simplify to two common con-
servations laws, the hydrostatic and the geostrophic balance. In spherical
nomenclature, on the Earth’s surface Qr with w = |w|(£-€%)¢, we are able to
relate the horizontal velocity to the dynamic topography = in the following
way (cf. R. Coleman (1980))

Wo

20w](€ - %) (€ A vean (RE)) = — 1 VEE(©), (10.296)
i.e., "
_ 0 .
Vtan (1§) = W%u(f)a (10.297)

(note that (10.297) is valid for all £ € Q with €% - ¢ # 0, i.e., the equator is
excluded). Clearly, for all £ € Q, the geostrophic flow v,y given by (10.297)
is perpendicular to the tangential surface gradient V*= of the sea surface
topography on €. This is a remarkable feature of the geostrophic velocity
field. The currents flow along and not across the lines of constant sea surface
topography.

As already known, the knowledge of the dynamic topography allows the
determination of the geostrophic flow by taking the surface curl gradient
(see Fig. 10.27). Conversely, the knowledge of the geostrophic flow implies
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Fig. 10.27: Dynamic topography [cm] and geostrophic flow [cm/s] of the
Gulf stream, Geomathematics Group, TU Kaiserslautern, D. Michel (2005)
(see also W. Freeden et al. (2005)).
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the dynamic topography by taking Green’s surface identity with respect to
L* (cf. Section 2.6)

wiR
7TWO

(1]

€)=

1
/Q e 1Ne) &%) vgan(Rn) dw(n). (10.298)

10.7 Elastic Field

In the case of motion of material in the Earth’s interior, we are concerned
with solid material in the interior of the Earth such that the assumption of
a perfect fluid is not valid anymore.

For small displacements d : Qif%t x R — R3, Euler’s equation of motion
can be linearized in the following way:

0%d
oz, t)w(x,t) = f(z,t) + Vg - £(z,1), (10.299)

where f(ac,t) = (fiyj(m,t))i’jzlygyg with

3 3
— Ody(x,t)  Ody(z,t)
Bl = 325 2oy (MDD, )

k=1 1=1

i,7 € {1,2,3}. The occuring tensor of rank 4, &, is called elasticity tensor
with the following symmetries

Eijkl = Sklij = Zijlk- (10.301)
An idealized case is an isotropic medium, where we have
ikt (@, 1) = A, )0i56k + fi(2, 1) (0050 + Siubje), (10.302)
where A and it are the so-called Lamé parameters.

Lemma 10.19. Under the assumption of an isotropic medium, we have for
the Cauchy stress tensor

f(z,t) = Az, 1)(Va - d(z, )i+ iz, 1) (Ve @ d(z,t) + (Ve @ d(z,
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Proof. For the components of the Cauchy stress tensor, we have

fij(z,t)

3
! 8dk($, t) 3dl(m, t)
N - Ody(z,t)  Ody(x,t)

iz, t) (‘9‘%(;%) +8dj8(xmi, H 8d8(a; Z 0, 6d:-9(x:i,t)>>

= S\(x,t)éij(vx ~d(z,t)) + iz, 1) <adé($j» t) " 8(%(2 t)> .

O

Lemma 10.20. Under the assumption of an isotropic medium, FEuler’s
equation of motion becomes

2 xT
p@)TWED ) 4 (i, 0) + i )Vl - dla, )

+ (Vo - d(z, 1)) Vo (2, t) + fi(z, 1) Agd(z, t)
+ (Ve @d(z,t)+ (Ve @d(z, 1)) Veu(z,t).

Proof. For the proof of this assertion, we have to calculate the divergence
of the Cauchy stress tensor. We split this calculation into two parts and for
the first part we obtain

Vo - (M, 1)(Vy - d(z, 1))i)

0
= V. A&, t)V, - d(z, 1))
= (Vod(2,))Val(@, t) + Mz, t) Vo (Vs - d(z,1)).
For the second part, we first get
Vi (Ve®@d(z,t) + (Ve @ d(z,1)7)

B i 0 (0d;(x.t) | ddix,1)
-\ &0\ Oy dx;
i=1,2,3

9 8dj<x,t)) (3 azdi(x,t))
<J_1 ! i=1,2,3 J=1 J i=1,2,3
\Y

(Vg -d(z,t)) + Agd(z, ).

( (,8)(Va - d(z,1)) 0 0 )
=V, 0 Ma,t)(Vy - d(z,t)) 0
0 S‘(x7t)(vaﬁ : d(l‘,t))
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Thus, we obtain for the second part of V - f,

Vo o (fi(2,t)(Ve @ d(x,t) + (Vo @ d(z,1)T))
= 1(z,t) (Vi (Vg - d(z, 1)) + Agd(x, 1))
+ (Ve ®@d(z,t) + (Vo @ d(z,1)") Vafi(z, t),
which finishes the proof. O

If the Lamé constants A and [ are real constants that are not dependent on
the spatial variable x, then we are confronted with a homogeneous medium.
If we, furthermore, neglect the body forces f in the Cauchy—Navier equation,
we obtain a simplified version of this equation given by

2

p(x)%d(x, t) = A+ @) Va(Vy - d(z, 1) + iAgd(x, ). (10.304)

Moreover, when we treat equilibrium problems of an isotropic homogeneous
elastic body, the field equations reduce to the Navier equation (also called
the Cauchy—Navier equation)

A d(z) + (X + ;1) Va(Ve - d(z)) =0, e Q. (10.305)

This equation plays in the theory of elasticity the same part as the Laplace
equation in the theory of harmonic functions, and it formally reduces to it
for p=1,A=—1.

The Cauchy—Navier equation admits the equivalent formulation

Opd(z) = Agd(z) + 7V (Ve -d(z)) =0, =€ QB (10.306)
where _
S 0= A . (10.307)
1=20" " 2(\+j)
(8 is called Poisson’s ratio). Since
Ayd(z) = Vo (Ve -d(z)) — Vi A (Ve Ad(z)), € QB (10.308)

we equivalently have
Opd(a) = (R + 2,1) Vao(Va-d(z)) — iVe A(Ve Ad(z)), =€ QB (10.309)

Suppose now that d is a (sufficiently often differentiable) vector field satis-
fying the Navier equation. Then it follows that

0=V (Gud(z)) = Vo (Aled(@) + (A+ ) Vo (Va( Vs - d(2))))
= By d(@)) + (At 1) Au(V - d(2))

= (A +20) Au(V, - d(a)), (10.310)
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0= Vo A (Ord(®) = i(Va Ad(@)+ (A+ ) Vo A (Voo - d(2)))
0= iBo(Oad) = idA(x) + (A4 i) Val(Au(V, - d(2)))

= A Ad(x). (10.312)

Summarizing our results, we therefore obtain for a sufficiently often differ-
entiable field d : QB — R3 satisfying O d(z) =0, x € Qi

Ay (Vg -d(z)) = 0, ze€Qf (10.313)
A(VeAd(z)) = 0, zeQpt (10.314)
Ay(Agd(z)) = 0, ze€Qibt (10.315)

In other words, our considerations have led to the conclusions that the
displacement field d is biharmonic, and its divergence and curl are harmonic.

This shows a deep relation between linear elasticity and potential theory.
Moreover it should be noted that, according to the invariance of the dif-
ferential operators V, A with respect to orthogonal transformations, we are
able to derive that {d = 0 is equivalent to (tTd(t-)) = 0 for all orthogonal
transformations t (for d € c(?(Qipt)).

Let nav,, (more explicitly: nav, (R3)) be the class of homogeneous vector
polynomials of degree n satisfying Navier’s equations in R3:

A+ fi

Qu=Au+7V(V-u)=0, 7=
Q

} . (10.316)

nav,, = {u € hom,,

Remark 10.21. If 7 = 0, (10.316) leads back to the space of harm,, (R3) of
vectorial harmonic polynomials (well known from W. Freeden et al. (1994)).

Every vector field v € nav,, can be written in the form

n
u(z) = ch_j(xl,xg) xé, z € R3, x = (x1, 22, 23)7, (10.317)
j=0

where ¢,_; : R? — R? denote homogeneous vector polynomials of degree
n — j. It readily can be seen that {$u allows the following representation:

Orulz) = Agu(z) + 7V (Ve - u(z)) (10.318)
2
“0a3

u(z) + bmg;u(x) + ¢y, x €R3,



500 10 Zonal Function Modeling of Earth’s Mass Distribution

where we have used the matrix operators a, b, c, given by

10 0
a = 01 0 ,
00 147
o)
0 0 T@
ba; = Oa 08 7'87:”2 y
TT&U 787382 0
9?2 9?2 9 0
U+7)5z 83 Tomom 0
2 2
9?2 9?2
0 0 37 + R
Observing the fact that
ou n—1 )
sz(l’l,xg,x?,) = (j + 1)Cn_j_1<$1, acg)xé, (10.319)
=0
82’11, n—2 )
@(%1,1’2,1’3) = (j + 2)(] + 1)Cn_j_2($1, xg)xé (10.320)
3 =0

we get from (10.317) the recursion relation
(J+2)J+ Dacp—j—2(Z) + (j + 1)bgcn—j—1(Z) + czcn—j(T) =0, (10.321)

# = (v1,29)T, 5 = 0,...,n — 2. Since the matrix a is regular (notice that
T # —1), all polynomials ¢; are determined provided that ¢, and c,—1 are
known.

By summarizing our results, we obtain the following theorem.
Theorem 10.22. Let ¢, cp_1 : R? — R3 be homogeneous polynomials of

degree n, n — 1, respectively. For j =0,....,n — 2 we define recursively

acy—j—2(71,72) = — ( ((G+1)brcnj1(x1,22)+Cacnj(x1, 22)).

J+2)@+1)

Then u, : R? — R? given by

3

un (1, 2, 3) = cn,j(ml,mg)xé
=0
is a homogeneous polynomial of degree n in R> satisfying the Navier equa-
tion Opun(z) = 0, © € R3. Moreover, the number of linearly independent

homogeneous polynomials is equal to the total number of coefficients of ¢,

and c,_1, that is
d(nav,) =3(2n+1) . (10.322)
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Remark 10.23. We know (see, e.g., W. Freeden et al. (1994))) that ho-
mogeneous harmonic polynomials of different degree are orthogonal (in the
12-sense). This fact, however, is not true for the spaces nav,, (7 # 0), as the
following example shows. The vector fields

0 122
up(z)=| 1 |, ua(z) = *ﬁ(aj% + 23 + 23)
0 0

are elements of navy and navs, respectively. But it follows by an easy
calculation that

2rT
T+3

/m@%w@dM®=—

Q

£0

Nevertheless, we are able to prove the following result.

Theorem 10.24. Let u, € nav,, U, € nav,,. Then

(vt = [ (€)1 (6) do(€) =0
if [In —m| # 2 and n # m.
Proof. Applying Green’s formula and the Gauss theorem, we see that
0 = Up (1) - Cptim () — U () - Opun(x)) do
[, Outon) — (@) - O

= /||<1(un(x) cAp i (2) — um () - Agun(x)) de (10.323)

(m —n) Un () - U (z) dw(z)
lz|=1

+T/| |<1(Vz (un(2)Vyg - um(2)) — Vg - (um(2)Vy - up(z))) da

(m—n) /x_l Un () - U,

—|—T/ ((z - up(2))Vy - tm(x) — (2 - U (2))Vy - up(x)) dw(z).
|z|=1

(x) dw()

The functions @ — (V- up)(z) and x — (V- u,)(z), z € R3, are harmonic
and the functions

T x-uy(r) and T x-uy(z), e R3
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are biharmonic. For example,

Ap(zup(x)) = x Agup(z) +2Vy - up(x) (10.324)
= 2Vg-up(x) — 7(x - Va)Vy - up(x)
= 2—-7(n—1))Vy-uy(x)
so that we have A, A (z - un(z)) = 0, z € R3. In an analogous way, it
follows that Ay Ay (2w, () = 0, x € R3. Therefore (see W. Freeden et al.

(1994)), there exist scalar homogeneous harmonic polynomials H,,_1, Hyp+1,
H,,—1, and Hy,4+1 of degree n—1,n+1,m—1, and m+ 1, respectively, with

T up(z) = Hypq(z) + 2> Hy o () (10.325)

and

T U () = Hpi1 (2) + 2> Hp 1 (2). (10.326)
According to our assumptions, we have m — 1 #n+1and m+1#n— 1.
Thus we find

/Hl(x.un(a:))vx U () dw(z) =0, (10.327)
/| (@ em(@)Ve (@) duo(e) = 0. (10.328)
Hence, Equation (10.323) reduces to

0= /Q Un(€) - tm (€) duw(€) (10.329)

if n # m. This is the required result. O

Next, we are interested in giving explicit representations of homogeneous
polynomials of degree n which solve the Navier equation in R3. This can
be done, for example, by using the recursion formula (10.321). But we are
also able to use known information about scalar homogeneous harmonic
polynomials. We start with a preparatory lemma.

Lemma 10.25. Let H, : R3 — R, n > 0, be a scalar homogeneous har-
monic polynomial of degree n. Then

(1)  Ay(Hp(z)x) =2V, H,(x),
(i) Ag(|z|™Hy(x)) = m(m + 2n + 1)|z|™ 2 H,(z), m > 2,
(i11) Ay (2*ViHp(2)) = 2(2n + 1)V, H, ().

Proof. The formulas (i), (ii), and (iii) can be obtained by straightforward
calculations. O
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We are now interested in the following lemma.

Lemma 10.26. Let H, : R3 — R be a homogeneous harmonic polynomial
of degree n. Then the following identities are valid:

(i) For all z € R, $p(VaHy(2)) = 0.
(ii) For all x € R3, $p(x A Vi Hy(z)) = 0.
(iii) For all x € R, {p(xHy(2) + an|z|?VeHy(x)) = 0, where

AB+n)+ ad+n) .
2 (n:\ + f(3n + 1))

Ap = —

(10.330)

(iv) For all x € R3, $u(Hy(2)eb + B>V Vy - (Hpu(z)e¥)) = 0, where

X ~
By = ——— TR . (10.331)
(2)\+6ﬁ)n—2)\—4ﬁ

(v) For all x € R3, Oz(Hn(a:)sk + Y (¥ - Van(x))x) =0, where

X ~
o = — AR (10.332)
(n+2) A+ (n+4)i
Proof. The formulas can be obtained by elementary calculations. O

Lemma 10.26 enables us to develop three important systems of polynomial
solutions of the Navier equation.

Lemma 10.27. Let {Hy j}j=1,. 2n+1 be a linearly independent system of
scalar homogeneous harmonic polynomials of degree n. Then the functions
Wk - R3 — R3, k=1,2,3, defined by

Wy k(X)) = Hmj(m)sk + ﬂn\vax (Vm . (Hnj(x)sk)) , xR, (10.333)

form a set of 3(2n + 1) linearly independent elements of nav, (R3), where
By, is given by (10.831).

Lemma 10.28. Let {H,, j}j=1,. 2n+1 be a linearly independent system of
scalar homogeneous harmonic polynomials of degree n. Then the functions
Unjk R? — R3, k = 1,2,3, defined by

U k() = Hnd(aj)sk + Yn (5’“ . Vanyj(x)) z, r € R3, (10.334)

form a set of 3(2n + 1) linearly independent elements of nav, (R3), where
Y 18 given by (10.832).
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Fig. 10.28: Reference (left) and deformed (right) configurations of 2 associ-
ated to the displacement function z — xH;(z) + a1|z|*VHy(z), A = 2, i =
3, Hi(x) =2 % x € R

Remark 10.29. The system (10.333) can be found in A. Lurje (1963), while
the system (10.334) has been discussed in H. Bauch (1981), W. Freeden, R.
Reuter (1989). Unfortunately, both systems are not orthogonal invariant,
that is, tTv, ;x(t-) (resp. tTw, ;x(t-)) generally is not a member of the
span of the system {vy ;i} (resp. {wpjr}). A polynomial system showing
this property will be listed now (for the case n=2 see Figs. 10.28, 10.29, and
10.30).

Lemma 10.30. Let {Hj j} k=n—1,nnt1 be a linearly independent system of
j=1

=1,..., 2n+1
scalar homogeneous harmonic polynomials. Then, the functions us)] ‘R3—
R3,i=1,2,3, defined by

uh@) = Hpo1j(@0)z + i |2PVeHpo1 (@), (10.335)
n=1,2,, j=1,...2n—1,

uPH@) = VeHnir(x), n=0,1,.., j=1,..2n+3, (10.336)

ull@) = @ AVeHuy(z), n=1,2,., j=1,.,2n+1,(10.337)

form a set of 3(2n + 1) linearly independent elements of nav, (R3), where
oy, 1s given by (10.350).
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The functions u®), u®) are characterized by the properties:

n?j’ n?J
Vo ul)(@) =0, Vo Aul)(@) =0, (10.338)
zoul)(x) =0, V- ul)(z) = 0. (10.339)

@)

n)]
a vector field free of dilatation and torsion), while uf; is a toroidal field.

Only the functions ug; are responsible for volume change.

From a physical point of view, this means that « " is a poloidal field (i.e.,

Fig. 10.29: Radial (grey) and tangential (arrows) displacements of €2 associ-
ated to the displacement function  — xHj(x) + oy |2V Hy(z), A = 2, i =
3, Hi(x) =2 -e% x € R3.

Remark 10.31. There is a very interesting relation between the systems
{wn ik}t {vnjkts k=1,2,3, introduced above and the system {ugrl’j},i =
1,2,3. Replacing H,_1; by Zi:l ek . VH,; (note that e* - VH,; is a
homogeneous harmonic polynomial of degree n — 1 due to a result in W.
Freeden et al. (1994)) in the representation of neo)

n,j’
defined as follows:

Znj(x) = (23: (5’“ . Van](x))> T+ ap_12°V, (23: (5’“ . VmHn](m)>> )

k=1 k=1
(10.340)
It is clear that z, ; satisfies the Navier equation. Moreover, it is easy to see
that v, = (=fn)/an—1. But this shows that

we obtain a field z, ;

Upj = Wnj — K’ilznj n=0,1,...,5=1,...,2n+1, (10.341)
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where we have used the abbreviations

3 3

Ung = O Vngks Wng = Y Wk (10.342)

k=1 k=1

Assuming that the scalar system {H, ;}n=01,.. j=1,.,2n+1 forms an or-
thonormal system of homogeneous harmonic polynomials with respect to
L2(€2), the following orthogonal relations can be guaranteed:

/ ulL(€) u)(€) dw(©) =0 ifi#korj#L (10.343)

Q

/ W) - ul (€) dw(€) =0 i n£morj£ki=1,23, (10344)
A ,

/Q WD) € dw(€) =0 ifi=12 . (10.345)

This shows us the following lemma.

Lemma 10.32. The space nav,,n > 0, defined by (10.316) can be decom-
(4)

posed into three subspaces navy’, 1 =1,2,3, given by

nav?) = span {US)J} (10.346)
j=1,....2n+1 ’
such that
nav,, = navt!) @ nav® @ nav(®. (10.347)

Moreover, we have the following dimensions:
d (navfll)) =2n—-1,d (nav%2)> =2n+3, d (navgf’)) =2n+1. (10.348)

Forn =0,

navg = navéz) = span u(()zj}, d (navg) = 3. (10.349)
j=1,2,3

As mentioned above, the spaces nav,(f ), 1 =1,2,3, are orthogonal invariant
in the sense that u € navgf) is equivalent to tu(t-) € navgf)7 1=1,2,3, for
every orthogonal transformation t. Thus, we have found a decomposition

of nav,, into three invariant subspaces.

Next, assume that wg) is a member of navg). Consider the space hgf
(4)

of all linear combinations of functions wy’(t-), where t is an orthogonal
transformation:

)

) = span{wﬁj) (t-)’ te 0(3)} . (10.350)
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Fig. 10.30: Radial (grey) and tangential (arrows) displacements of €/,

associated to the displacement function z +— xHy(x) + o |2|*V,Hi(z), A =
2,ji=3,Hi(z) =2 % xR

Then it is clear that 0 < d(hﬁf) ) < d(nav,(f)). Moreover, it can be shown

that there exists no orthogonal invariant subspace in navg ). Thus, it follows

immediately that navg ) — h,(f ). This leads us to the following lemma.

Lemma 10.33. Let wg) be of class navg). Then, there exist d(navg))

()

orthogonal transformations tj,j = 1,...,d(navy’), such that any element
(4)

u € navy,’ can be written in the form

(4)

d(navn)
u® =5 DTt (10.351)
j=1
(i)

where c;  are real numbers.

Finally, we formulate the addition theorem for the system {uflkg} devel-
oped in Lemma 10.30. By separation of radial and angular tangential com-
ponents, we first obtain after simple calculations

@) = A0y ) + 50Dy ;). (10352)
W (2) = ARy ;€ + 5P (D ;©).  (10353)
uPa) = Ay, (10.354)
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where we have used the abbreviations

(Iz]) = |z[*"(1+ (n—1an-1), ( )
(|]) 2|"an-1v/(n = 1)n, ( )
Y2z = |2[*(1+n), (10.357)
(|]) 2"/ (n + 1)(n + 2), ( )
(|z]) jz|"/n(n+1) . ( )

Remembering the addition theorem for vector spherical harmonics (see The-
orem 5.31), we obtain the following theorem.

Theorem 10.34. Forz,y € R, o =r& y=pn, r=|z|,p = |y|,

2n—1
3 uM@) © ul)(y)
j=1

= A ED (P8 € m) + AP ()W ()P ()
+ 5D (YD ()P (€, m) + 6V ()5 ()2 (€, m),

2n+3

3 d@) @ uD(y)
j=1

— Q2P ), 1 ()82 (0P (€, m)
+ 5(2)(7")%(?)( W (En) + 6P )52 (P2 €, m),
2n+1

3 (@) @ uP (y) = 1B (D ()PP (€, m).
j=1

In particular, we find the following result.

Lemma 10.35. If 2 € R3 r = |z|,z = r¢, then

- (1) 2 _ 2n 2 2 2n—1
Z um(aE) =7 ((1 +(n—Dap—1)"+a,_n(n— 1)) yr
j=1
3 2 2
S @@ = p2a (0 1)@n+3)7
" 4
j=1
2n+1
i u® (2) 2 Tgnn(n +1)(2n+1)
o [P A '

From our considerations given above, it is clear that there are different
ways of computing linearly independent systems of homogeneous polynomial
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solutions to the Navier equations. Of course, the recursion procedure of
Theorem 10.22 can be used to derive an algorithm quite analogously to the
method used for scalar homogeneous polynomials.

Next, we are interested in determining elastic potentials corresponding to
vector spherical harmonics as boundary values.

Lemma 10.36. Let vg)j,RS — R3.i=1,2,3, be defined by

vff}(ﬂ«") = Hyj(@)z+ an (2% — 1) Vo Hyj(2), (10.360)
n=01,.,7=1,..,2n+1,

vD(z) = (n(n+1)72 (van,j(x) _ nug{;(m)) ., (10.361)
n=1,2..,j=1..,2n+1,

vh(@) = (n(n+1))"2w A VeH, (), (10.362)
n=12..,7=1..,2n+1,

where 943
nr T
n=—— 10.363
@ 2n(t +2) + 1) ( )
H, j(x) = |z]"Ys,5(8), z=|zl§, £ €. (10.364)

Then Ux)] satisfies the Cauchy—Navier equation OUS))](ZIJ) =0 in Q" with
v(i)v|Q — y(i)_ )

5] n,J

Proof. It is not hard to see that

Ouoi(@) = 2VoHyj (@) +7(3 +n)VyHn, () (10.365)
+a,((6 +4(n — 1))V Hy j(x) + 207V Hy, ()
= 0,
Oatil(@) = (n(n+1)72(0aVaHn,(x) (10.366)
—n(n(n+1))7% ((©2)v)(@))
= 0,
O0N@) = (n(n+1))"30u(x A VoHy (@) (10.367)
= —QVQ; A\ van,j(l')
= 0.

Using the polar coordinates © = 1€, r = |z|, £ € 0, we obtain after simple
calculations

w@) = oD@y + D r)yie), (10.368)
oD@ = o) + 72 ue), (10.369)
o) = @), (10.370)

n?]
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where
oMy = 7t (r* + nay, (r* — 1)), (10.371)
@) = (n(n+1) " 2n(1+na)r™ ' (1-12),  (10.372)
oPr) = 1, (10.373)
D) = an(n(n+ )3 (P2 = 1), (10.374)
) = (1= nap (P = 1)) (10.375)
This shows us that vﬁi)j_ = vs)]\Q = yﬁf)j, as required. O

It should be mentioned that

o= ) - VHu n=0,1,.5 = 1,204 1,
Ug]) = (n(n+ 1))_% (“512—)1,]‘ - nvf}}) ,n=12..,57=1,..,2n+1.

(@)

.37

(@)

. Ol ) is not

Thus the polynomial solution v
homogeneous.

1 = 1,2 corresponding to y

Remark 10.37. Observe that, under the assumption 3\ + 20 >0, o> 0,
it follows that

A 1 33 +20 1
ot 1 Rk T (10.376)
m 3 30 3
Therefore, it is not difficult to deduce that for all n > 3
1nr+37+2
= == - 10.377
o] 2nt+2n+1 ( )
114324+ 2 1242
S A T | (10.378)
21+ 4 L =274 1
while for alln > 1 ;
1 2
lo| < = + =20 < 2. (10.379)

T2 1+2Z2°

The sequence () therefore is uniformly bounded with respect to 7.

Remark 10.38. Let us denote by Ur(f’ )]»;R :R? — R3 the vector fields

. a;' a;.
o t@) = oV <|R|> Y& + 7 <|R|> y2(€),  (10.380)

z| |

5 X
v @) = o (R> y () + 7 <R|> y2(€),  (10381)

|z]

v @) = o) (R) Y(E), (10.382)
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where © = |z|¢, |z| < R and JT(LI), 7V are given as follows

oV <|”“°R|> = (g)nl (('g)z + na, (lxR|>2 —~ 1) : (10.383)

- ('2') _ (g)nl an(n(n + 1))1/2 <<|”““R|>2 - 1) . (10.384)
e <|”3R|> _ (g)nln(l + nag)(n(n + 1))/ (1 - <|f%|>2> ,

(10.385)

e <|2|> _ (g)nl (1 i <<|IR|>2 _ 1)) 7 (10.386)

- <|2|> _ (g)n (10.387)

with ]
) : 3 (10.388)

Then vg,)j;R is the unique solution of the first boundary-value problem
o € e () ne® (), 0ol = 0in O, (10.389)
corresponding the boundary values

o5P (i)
QR =y (10.390)

We easily obtain the following theorem (see T. Gervens (1989)).

Theorem 10.39. Suppose that f is of class c(Q). Then, the unique solution
u of the Dirichlet problem u € ¢ (Q"™) N c(Qint), Gu = 0 in Q™ u|Q = f
is representable in the form

3 oo ]
u(@) =37 3 3 () (n.d) ()

for all x € K with K C Qi and dist(K, Q) > 0, where (f%)"(n,5) are the
Fourier coefficients of f with respect to the system {yn)]}

(1) 00) = (£:3)) gy = [ 705 (0) o),
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From Lemma 10.36, it is not difficult to determine the stress vector field
Ty(v(z)l)(az) for any point © € Qint:

n,J

2IT, (v1)) (@)

(ﬁ(n +2) + An+3) + oy (f\ + ﬁ)) H, j(x)x

+ (it + 2imay,) 22V Hy () — 2anji(n — 1)V Hy, (),
n=01..,7=1..2n4+1,

1

(n(n +1))73 (2fi(n — 1))V oy (2) = 0T, (00 () ),
n=1,2.,j=1,..2n+]1,

(n(n+1))"2ji(n — V)a A Vo H, ;(z),
n=1,2,..,7=1,..,2n+1.

2IT, (+)) ()

2IT; (o)) @)

This leads us to the following theorem.

Theorem 10.40. Let f be of class ¢(Q2). Suppose that u is the solution of
the inner Dirichlet problem u of the Dirichlet problem u € ¢ (Q™) N ¢(Qint),
Qu =0 in QU u|Q = f. Then

3 oo 2n+1 )
ol (u)(e) = 32 30 30 () ()T, (433) (@

=1 n=0; ]:1

for each x € Q.

Next, we note that the fields e )j admit a decomposition into curl-free and
divergence-free parts. For that purpose, we formulate the following lemma
(see T. Gervens (1989)).

Lemma 10.41. Under the assumptions of Lemma 10.36

v(@) = 6,Va (62 Hj(2)) +€nVo A Vo A (22 Hayj(2)) 2)
vD(@) = (n(n+1))"2V, (Huj(x) — ndpa?Hy ()

—(n(n+ 1))7%n5nvz AVgz A ((xQHnJ(:L“)) :U) ,
vl @) = —(n(n+1))"2V, A (Hyj(2)2),

where
n+ 3+ 2nay, 2noy, — 1

o = P TS
22n+3) " 2(2n+3)

(10.391)

Proof. Elementary calculations show us that

Vo (22 H, (7)) = 2H, j(z)z + V,H, j(z), (10.392)
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and

Vo AV A ((22Hpj(2)) 2) (10.393)
= -V, (mQx A VIHnJ(m))
= 22 A (2 AVeH, j(2)) +2°Ve A (Ve A Hyj(2)z)
—2nH, j(z)x + 20V H, ;(x) + 2>V, (Vi - Hy j(z)x)
—22 A, (Hy (7))
= —2nH, ;(z)z + (n+ 3)2*V,H, j(z) .

This implies

Hy j(z)x (10.394)
= (2(2n+3)) " ((n+3)V, (22 Hp j(2)) = V4 AV A (22 H, j(7)1))
x2VmHn7]~ ()
= (2n+3)" (nV, (22 Hpj(2)) + Ve A Ve A (22 Hp j(2)2))

(@)

Therefore, the vector fields v,, j,z = 1,2,3, can be written as indicated by
Lemma 10.41. O

Lemma 10.41 leads us to the following result.

Theorem 10.42. For given f € ¢(Q), the uniquely determined solution u
of the Dirichlet problem u of the Dirichlet problem u € ¢(2(Q"*) N ¢(Qint),
Qu =0 in QM u|Q = f is given by

w(x) =VaoZi1(x) + Ve AV A (ac2Z2(:1:):r) + Vi A (Z3(z)x)
for all x € K with K C Qi and dist(?, Q) > 0, where the functions
Zii =1,2,3, can be written as follows:

oo 2n+1

20 = 33 (O
n=0 j=1
U (m,)on
* nn+1)
oo 2n+1

L) = 33 ((FD) @) = n (aln+ 1) V2(FO) (m, )

n=0 j=1

enHn (7)),
co 2n+1

Zy(x) = =Y > (aln+ 1)) 2(FO) N (n, ) Hayj(x),

n=1 j=1

(Hn](x) — n5nx2Hn,j(:v))> ,

where og =0 and o, =1 for n > 0.
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Obviously, the vector fields u;, 7 = 1,2, 3, given by

wi(z) = V.Zi(x),

ug(x) = VgiAVzA (mQZg(x)x) ,

us(x) = ViA(Z3(x)x)

satisfy

Ve Aui(z) =0,
Vie-ug(x) =0, x-VyAug(z)=0,
Ve - U3(x) =0, z- U3(.T) =0,

for all 2 € K C Qi with dist(K,Q) > 0. The vector field uy is of
type, while ug is of toroidal type.

(10.395)
(10.396)
(10.397)

(10.398)
(10.399)
(10.400)

poloidal

Finally, we discuss the Neumann problem of determining polynomial so-

Gervens

lutions from given surface tractions on the unit sphere (see T.
(1989)).
Lemma 10.43. The vector fields wfi)j,i =1,2,3, defined by

(1 9 14 2nay,

n=20,2,3,..,5=1,....2n+1,
wi(@) = 3¢ (Hyy(2)z + 012>V, H j(x))

7=1,2,3,

wil (@) = (n(n+ 1))~ %<2ﬂ< 1))"V2V, Hyj(2) — (n(n + 1) 20w (@),
n=273,. =1,...2n+1,

wl (@) = (n(n+1)> %< (n— 1) A Vo Hoy(x),
n=23,...,7=1..,2n+1,

where
o — nt + 2+ 371 ¢ = 1
T 2n(r+2)+ D) " A+ W)B+n+2n0m) — i

Hn (JJ) = |I|nYn,](£)> T = “/E|§7 f € Qa
satisfy w ;€ c@(Qnt) N C(th) Su =0 in Q™ and

T, (wfj]))_ = 4 n=023., j=1..20+1,
T, (wf)) = 2l -vayl =123,

T, (w(i)<>7 =y i=23n=23.., j=1..2n+1
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Note that ¢, is well defined for all n > 1 provided that 3\ + 2ji > 0,
i > 0.

We conclude our considerations with the following theorem.

Theorem 10.44. Suppose that f is of class C(OW)(Q), i.e., v — Hoélder con-
tinuous on  satisfying the conditions

/ £(€) dul(€) = 0, / (F(6) A €) duw(€) = 0. (10.401)
Q Q

Then the series
oo 2n+1

w= (D)0 w612+2 Foy w1]+222 IO (g,
i=1 n=2 j=1

solves Neumann’s problem u € 0(2)(Qif) N cBN(Qint), Su = 0 in QM
T,(u) = f on every K C Qiy with dist(K,Q) > 0.

The extension of our results to the sphere Q2 around the origin with
radius R is obvious (see W. Freeden et al. (1990)) and will not be worked
out here.

10.8 Density Distribution

A classical problem in Earth’s sciences is gravimetry, i.e., the determination
of the Earth’s mass density distribution from measurements of the gravita-
tional potential or related quantities. From a mathematical point of view,
the gravimetry problem amounts to the inversion of a Fredholm integral
equation of first kind involving Newton’s law of gravitation (see, e.g., L.L.
Helms (1969), V. Michel (2002a, 2002b), W. Walter (1971) and the refer-
ences therein). The gravimetry problem is ill-posed, as the inversion is not
continuous (for more details see L. Ballani et al. (1993), E.-W. Grafarend
(1982), E. Groten (1979), W.A. Heiskanen, H. Moritz (1967), H. Moritz
(1980), W. Torge (1991) and the references therein). However, this is not the
only reason for the ill-posedness of the solution of the gravimetry problem.
Within Hadamard’s classification (existence, stability, uniqueness), we are
confronted with the following situation: (Existence) It is well known that the
gravitational potential is harmonic outside the Earth. Therefore, the Fred-
holm integral equation is unsolvable if the right hand side is non-harmonic.
Moreover, there even does not exist a solution for a certain set of harmonic
right hand sides. However, in our approach, it is not difficult to give a neces-
sary and sufficient condition for the existence of a solution. Furthermore, the
image of the corresponding Fredholm integral operator is dense in the space
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of harmonic functions with respect to the L2-topology. Moreover, a per-
turbed potential outside the image can still be treated in such a way that ap-
proximations to the exact solution of the unperturbed problem can be found
in an appropriate way. (Stability) The inversion of the operator, i.e., the de-
termination of a density distribution that corresponds to a given potential,
is not continuous. This means that unavoidable errors in the measurements
of the potential are able to lead to a completely different density function.
In consequence, regularization procedures are unavoidable. (Uniqueness)
The most serious difficulty is the non-uniqueness of the solution. Essential
parts of the density distribution cannot be reconstructed from the gravi-
tational potential (for more details see V. Michel (1998), W. Freeden, V.
Michel (2004), V. Michel (2005), V. Michel, K. Wolf (2008)). For every
arbitrary density distribution, there exists an infinite-dimensional set of
different density distributions which generate exactly the same potential.
Within this context, it should be noted that a square-integrable function on
a sphere, i.e., the surface of a ball, can be approximated arbitrarily well by a
harmonic function. However, this is not true for square-integrable functions
defined on the whole ball, i.e., including the interior. The reason is that
in the second case, the anharmonic functions come into play. Therefore,
a determination of a harmonic function as density distribution makes no
sense if the anharmonic part of the solution is not taken into account. It
should be noted that a radially symmetric density distribution, such as the
standard layer model PREM (Preliminary Reference Earth Model), has a
constant harmonic part, such that it will never be possible to obtain the
characteristic layers of the Earth’s interior if only harmonic functions are in
use. The considerations of this work definitely show that methods only with
harmonic functions are not able to solve the gravimetry problem. However,
in general, it is necessary to include an anharmonic concept that is supposed
to determine the inner composition of the Earth.

From the mathematical point of view, the gravimetry problem can be
formulated by a Fredholm integral equation of the first kind,

:/ Fly) v (y), (10.402)

Qipt ly —-|

where Qiﬁt is the Earth’s interior, i.e., the inner space of the sphere with
(mean) Earth’s radius R around the origin, F' is the unknown mass density
function, and V is the gravitational potential, which is usually only given
on a finite discrete set of points. In V. Michel (1998), V. Michel (1999),
and V. Michel (2002), a multiscale approach to this problem is developed.
Moreover, in W. Freeden, V. Michel (2004), V. Michel (2005), this theory is
extended to the more general case of a regular (Earth’s) surface 3. It should
be remarked that we are not concerned here with the determination of the
potential F' from the usual observables of V', such as gravity disturbances,
the radial derivative, the gradient, or the Hessian of V' on satellite’s orbits.
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We simply assume that V itself is given on the (actual) Earth’s surface Qg
(supposed here to be spherical). For more details on spaceborne gravimetry,
see V. Michel (2005).

Definition 10.45. The so-called gravimetry operator T on L2 (Qilf-{lt) is given
by

V) = (TF) () = / F@) v, yem, (10.403)

Qint |z -yl

F e LX),
Theorem 10.46. The operator introduced by Definition 10.45 is bounded.

Proof. By the Cauchy-Schwarz inequality, we obtain

1 1
(F,

T in < F int 7 10404
e < WPl | (10.404)

L2y
Then

1
ITFlizmgc) = / (F, _y|)L2(th) dv(y) (10.405)

W) [ [ gy V@ V0

By introducing polar coordinates we find

21
/ / / / —r sin(¢) d¥ dp dr =4wR.  (10.406)
th ‘$|2 0

IN

Thus | H
TF 2 mt
ITI? = sup  —— B <4xR. (10.407)
FeLQ(Q"}‘%‘t) ||F||L2(th)
F#£0
J

Common Earth models like PREM (cf. A. Dziewonski, D.L. Anderson
(1981), A. Dziewonski, D.L. Anderson (1984)) consider the density to be
radially symmetric. This property is inherited by the operator.

Theorem 10.47. For radially symmetric functions, i.e., all F € L*(QEt)
satisfying F(z) = F(|z|) with F € L?[0, R], the image under T is radially
symmetric

R
(TF)(re) = 72%/5}%(3)(% 8| (r+5)) ds,r € [0, R], € €Q, (10.408)

0

ie., TF only depends on the radius r.
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Proof. Let x = r§ and y = sn, with r,s € [0, R] and &, € Q. Then, the
Funk-Hecke formula shows us

(TF)(x) = /Q FW gy (y)

e |z — |

= R32~s L w s
B /0 F()/sz\/r2+822(r§)-(s77)d (n) d

dt ds,

R 1 1
/ sQF(s)QW / —_—
0 1 Vr? + 52— 2rst
The last equations only depends on 7, i.e., the solution is radially symmetric.
For the explicit calculation, we use

/_11 \/al—ibt dt = —% (Va=b-Va+p). (10.409)

Observing this integral, we obtain

- R 1
(TF)(r§) = —/ SQF(»T)27TE (\/7‘2 + 82— 2rs — /12 4+ 82+ 27’5) ds,
0

(10.410)
£ € Q, which is the desired result. O

The radial symmetry of the Earth’s interior is obviously just a first ap-
proximation. However, deviations from this will still be small compared to
the discontinuity of the radial parts.

It is a well-known fact that Newton volume integral representing the grav-
itational potential V' as introduced by Definition 10.45 satisfies the Laplace
equation in the outer space. In fact, the proof of Theorem 10.48 is an
immediate consequence of the harmonicity of the integrand in Qi}gt.

Theorem 10.48. Let F : Qi}%‘t — R be an integrable bounded function.
Then

- V() :/ Q) vy (10.411)
Qint |z -yl
satisfies
A, W) gy =0 (10.412)
Qint [z -yl

for all x € Q5.

Next, we are interested in showing that the Newton integral in the inner
space satisfies the Poisson equation at least under some canonical conditions
on the density function. Our considerations below essentially follow R. Leis
(1967) and S.G. Michlin (1975).
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Theorem 10.49. Let F : Qiﬁt — R be a continuous function. Then V is
of class C(QRY). Furthermore, we have

vv%x):t/ Fly)Va—— av(y). (10.413)

Qipt [z -y

Proof. We replace the fundamental solution of potential theory S : (z,y) —
S(|lz —yl), z # y, given by

1
ﬂm—yDZM_y| (10.414)
by a ‘regularization’ of the form
1 1
2p(3—p2w—y2>, =yl <p
SP(le—yl) = . (10.415)
=g lz =yl > p,
p > 0. In other words, by letting r = |z — y|, we replace
1
Sry=—, >0, (10.416)
by
1 1,
27) 3— ?r , r<p
SP(r) = (10.417)
1
Pt r>p.

SP is continuously differentiable for all » > 0. Furthermore, S(r) = S°(r)
for all r > p.

We set

Vs(z) = Fy)S(jz —yl) dV(y) (10.418)

int
QR

and

Ve (2) = /Q P (@)S () dV () (10.419)

The integrands of Vg and Vg» differ only in the ball around the point  with
radius p. Moreover, the function F : Qiﬁt — R is supposed to be continuous

on Q. Hence, it is uniformly bounded on Q5. This shows us that

[Vs(z) = Vse(x)] = O / (S(lz —yl) = $°(|z —y]) aV(y) | = O(?).

z—y|<p
(10.420)
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Therefore, Vg is of class C(Q8%) as limit of a uniformly convergent sequence

of continuous functions on Q°.

Furthermore, we let

vs(z) = /Q P)V,S () dV () (10.421)

vge () = /ﬂ

Because of | V,S(|z — y|) |= O((S(Jx — y[)?), the integrals vs and v% exist
for all z € Qiﬁt. It is not difficult to see that

and
F(y)VaS°(lz —y[) dV(y). (10.422)

int
R

sup |vg(z) —vge(z)| = sup |VVs(z) — VVse(z)| = O(p).  (10.423)

zeQint zeQint

Consequently, vs is a continuous vector field on Qiﬁt. Moreover, as the

relation (10.423) holds uniformly on Qi8%, we obtain in connection with
well-known theorems of classical analysis

vs(z) = VVs(z) = | F(y)VaS(|z —yl) dV(y). (10.424)

int
QR

This is the desired result. ]

Next, we come to the Poisson equation under the assumption of Holder
continuity of the function F' on QIBt.

Theorem 10.50. If F' is Hélder continuous on Q}f—llt, then the Poisson equa-

tion .
Ay F(y) dV (y) = —4rF(z) (10.425)
it |z -yl
holds for all x € Qiﬁt.
Proof. We introduce
1 3 ,
2p3(5_p2|x_y|>v [z =yl <p
HP(|z —y|) = (10.426)
1
|z =yl > p.

|z —y[3
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With r = |z — y|, we have

1 3
(5= m). e
HP(r) = (10.427)
1
—, > p.
r3 e

HP? is continuously differentiable for all » > 0. Moreover, by already known
arguments, it can be shown (cf. Theorem 10.49 ) that the vector field

- /QMF@)HP(w @ —y) dV(y) (10.428)

converges uniformly on Qi;{“ to the limit field

VV(z) = —/WF(y)lj_ny AV (y). (10.429)

For all z € R3 with |2 — y| < p, a simple calculation yields

T — 2
Vo (2~ ) (o — ) = 2 (plg _| pj" ) . (10.430)
Furthermore,
Vo - ((x —y)H(|z — y])) dV(y) = 4m. (10.431)
lz—yl<p

Hence it is not hard to verify that

Ve [ FWH (2= yl)(z =) dViy) (10.432)

- —/ < Fy)Va - (H(Jz — y)(z —y)) dV(y)

= —4nF(x)
+ / (F(z) = F(y))Ve - (H(lz —y)(z — y)) dV(y).
lz—yl<p

The Holder continuity of F' assures the estimate

sup
it

~Ve [ F(y)(z —y)H"(Jx —y|) dV(y) + 4 F(x)| = O(p")

int
QR

(10.433)
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uniformly as to z € Q. In an analogous way, we are able to show that the
first partial derivatives of (10.428) uniformly converge to continuous limit
fields. Again, well known theorems of classical analysis show us that VV is
differentiable in Q2% and we have

F(y)
smﬂx—m

Ay dV(y) = —4nF(z), x€Qf, (10.434)

as required. O

Remark 10.51. Theorem 10.49 shows us that, for € Q* and F €
C(QipY), the improper integral

1
V(z) = /7F(y) v (y) (10.435)
Qint |z -yl
can be regularized by
| Pws"a =) av(y (10.436)
such that
. 1
i sup | [ F)—— avy)— [P (e =) avi) =0,
=0 e |/ -y ap
(10.437)
Even more, the vector field
vV £y
(x)=—|__F(y) 5 dV(y) (10.438)
Qint [z — |
admits the regularization
- [ @V =) V). (10.430)
such that
. x—y
lim sup |/ F(y)m dV(y) — [ F(y)V.H(lx —y|) dV(y)| = 0.
=0 cqu |/ -y ap’
(10.440)

Whereas boundary-value problems require tools for the approximation of
functions on the boundary Qg (i.e., in our case, the Earth’s surface), we
have to deal with functions which are defined on the inner or outer space
of Qp, i.e., on three-dimensional domains. For this purpose, the following
well known theorems are important. Concerning the proofs we refer to, for
example, W. Freeden (1980a) and V. Michel (1999).
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Theorem 10.52. The set of harmonic functions on a ball th
Harm () = {F e C@ (it ‘AF ~0in th} (10.441)

18 a closed subspace of LQ(Qiﬁt). Moreover, the inner harmonics

int/ .
{H;Lrvlj(R’ ')}nzo,l,...,j:1,...,2n+1 ) (10.442)

; 2n+3 (|z|\" x
HM (R;x) = — =) Yl ),
s (1) R < R> ! <Il‘|>

T € Qiﬁt, constitute a complete orthonormal system in the Hilbert space

given by

Harm(QIE®), with respect to the inner product (-, -)LQ(QT?“).

Theorem 10.53. The set of square-integrable harmonic functions on the
outer space QX

Harm(Q%*) (10.443)

/ (F(ac))2 dV(z) < 0o, AF =0in Q%ﬁ‘t} ,
Qo

- {recnam

s a closed subspace of L2( oxt). Moreover, the system of outer harmonics

{Hixnt,l,]( Vn=12,....5=1,..2n+1, given by

om—1 [ R\" x
He | (R; \ = [ — Yoil— ), 10.444
—n— 1]( l‘) R3 <|x) 7J<|x|> ( )

QeXt, constitutes a complete orthonormal system in the Hilbert space
Harm(QeXt) with respect to the inner product (-,-)

L@
Note that an outer harmonic of degree n = 0 possesses the form

T

>_ C
2l Vazlal

C € R\{0} constant. In consequence, this function is not an element of
LZ(Qext)
).

1 _
HY (R z) = CmYo 1 < € Qs (10.445)

The series expansion of the single pole in terms of Legendre polynomials
allows us to investigate the Fredholm integral operator 7' in the case of a
spherical surface Qi (see also N. Weck (1972) for a more general surface
and V. Michel (1999) in the spherical case).
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Theorem 10.54. If Qg is a sphere with (Earth’s) radius R > 0, then the
operator T : L2(QIst) — T(L2(QIR)), given by

(TF) (y):/ @ vy, e, (10.446)

Qint |z =y

has the null space (kernel)

ker T = {GeL2 ()

G(z)H(x) dV(z) =0, H € Harm (Q]gt>
i

(10.447)
i.e., ker T is the LQ(Qiﬁt)—orthogonal space of Harm (Qiﬁt>.

Proof. Let F € L2(Q*) with TF = 0. Since Harm(Qi2%) is a closed subspace
of L2(Qint), there exists a unique orthogonal decomposition

F = Foam + G, (10.448)

where Fyam € Harm(QY) and G L Harm(Q5Y), i.e.,

/ _ G(a)H(x) dV(x) =0 (10.449)
th

for all H € Harm(@). We have to show that TF = 0 is equivalent to
Fharm = 0.

For that purpose, Fharm allows the representation as a Fourier series in
terms of inner harmonics as follows:

oo 2n+1

F=> > (FHYR )L2(ﬂm)Hlnt(R )+ G, (10.450)

n=0 j=1

where the equality is understood in the topology of L? (Qiﬁt). Let y € Q&
be arbitrary but fixed. Then, the potential at y corresponding to the mass
density distribution F' can written in the form

(TF ) (v)
- /QlF(ar) dv (z)

int |£C — y|

" oArm Intl Y T
= Yoil = Y|l — -
/next ylz<y|> 2n+1 Z ’]<|y|> ]<I$l>
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Note that the sequence of functions

N

3 LY 4= 2§1Y» LA g (10.451)
2 \t) anrn & gy ) a1 |

NeN

converges uniformly and, therefore, in the L*(€2i1t) sense:

> () s 2 () (1)
yl) 2n+1 &= "™ \Jyl) "\ -]

B> <|||) P, <|y| : |> (10.452)
n=N+1 Yy Yy LQ(@)
4 3 - | | " Y :
n=N+1 Yy Yy C(@)
4 = "
< gﬂ'Rg Z (|R|> —0, N — oo .
e Y

Since the strong convergence in a Hilbert space always implies the weak
convergence in the same space, we obtain

oo 2n+1

(TR w = XX |y\n+1 TRt <|§|>

n=0 j=1

,/2n+3 /QmHmtRx F(z) dV(x)

oo 2n+1

1
— R2 Hext ) R7
Z Z 27’l +1 \/ (2n + 3) —n—1,j ( y)

HX(R;2) F(x) dV (x).

th

Consequently, TF = 0 is equivalent to (H;Lrj;(a;~),F)L2(@) =0,n =

0,1,...,7=1,...,2n+ 1. But this means that Fyasm =0 . O

An appropriate coordinate transformation (see, e.g., W.A. Heiskanen, H.
Moritz (1967)) allows the representation of the potential T'F in the basis
{HR 1’]} nel2e such that the coefficient of Hf, | vanish. We assume
that such a Coordlnate transformation has already been performed such that
we are able to deal with basis functions in L?(Q%).




526 10 Zonal Function Modeling of Earth’s Mass Distribution

Theorem 10.54 implies the following corollary.

Corollary 10.55. Let the operator T be given by Theorem 10.54. If P is
of class Harm(QE®) and if there exists a harmonic solution of the problem

TF = P, (10.453)

with F € Harm(QRY) unknown, then F is unique and given by its Fourier
coefficients

F(x)Hy5 (R x) dV (z)

int
Q R

- %\/(%7 1)(2n +3) /—P(x)Hi};zt—l,j(R§x>dV($),

int
QR

n=12...,5=1,...,2n+1 and

(F, HE (R; ) sy = O (10.454)
i.e.,
oo 2n+1 m + 1 .
F=3" % G V@ D@n+3) (PH | j(Rs)) o) Hij(R: )
n=1 j=1
(10.455)

in the sense of LQ(@), where

P(z)H™!_((Ryz) dV(z).  (10.456)

(P7 HSXJLLL]’(R; '))LZ(Q?th) = /

ext
QR

The null space of the operator T, which is the LQ(Qiﬁt)—orthogonal space

of the space of harmonic functions on Qi is called the space of anharmonic
functions.

Anharm (@) = {F € LQ(@) (£, H)LQ(QT?) =0, it H e Harm(@)}

= Harm(Qint) @R

The elements of space Anharm(Q8%) are called anharmonic functions. A
theoretical characterization of this space in terms of distributions and within
a Sobolev space nomenclature is given in N. Weck (1972). The non
-uniqueness of the solution of the gravimetry problem is a serious diffi-
culty. Only a few publications, such as L. Ballani et al. (1993), and V.
Michel (1999), have further investigated the treatment of the anharmonic
functions. In our approach, we follow W. Freeden, V. Michel (2004).

Concerning the solvability of the equation TF = P, we are led to formu-
late another corollary of Theorem 10.54.
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Corollary 10.56. The equation TF = P of Corollary 10.55 is solvable if
and only if P is harmonic and the series

oo 2n+1

2
S>> @n+1)°(@2n—1)(2n +3) ( WP( 2)H? | (Ryx) dV(x))

n=1 j=1
(10.457)
18 convergent.

This inequality is obtained by observing the requirement

I

F € Harm (Tg) - {Hj;;;.(R; NneNo,je{l,....2n+ 1}} R

(10.458)
which implies
oo 2n+1 2
>y (/ (x)HM(Ry ) dV (x )) (10.459)
=0 ] 1 Qint

It is a well known result in functional analysis that operators of the type
T are compact, where compact operators are never continuously invertible.
Note that for this purpose, the operators should be regarded as operators
from L2(Q) to L(Q%), since the kernel (z,y) — ﬁ_y‘ is not a member

of L2(Qint x Q).

Theorem 10.57. Let T be giwen as in Theorem 10.54. Then the restricted
operator

T|Harm(@) : Harm (Qiﬁt) —T (Harm (Q}‘%’t)) (10.460)

is invertible. However, the inverse operator (T‘Harm(Qiﬁt))*l is discontin-
uous.

According to Hadamard, an inverse problem TF = P is classified in the
following way: The problem is called well-posed if the following three criteria
are satisfied: (a) A solution F exists. (b) The solution F' is unique. (c) The
solution F is stable, i.e., T~! is continuous. Otherwise, the problem is called
ill-posed. The results that we derived up to now show that the gravimetry
problem (as formulated here in a spherical setup) is ill-posed. Unavoidable
errors in measurements can perturb the right hand side such that a formerly
solvable problem can become unsolvable. In such a case, a projection of the
measured potential on the space

}IALZ(Q?) (10.461)

{Hi’if j(Ri)neN,jefl,... .2n+1}
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allows us to regain solvability, provided that the Fourier coeflicients of
the right hand side decay sufficiently fast. However, errors in measure-
ments do not only affect the solvability. They can, in particular, seriously
change the calculated solution, since the instability, i.e., the discontinuity of
(T|Harm(Qi24)) ™!, causes a high sensitivity of the solution to variations of
the right hand side of the equation. Last but not least, the non-uniqueness
of the solution has to be taken into account.

An (with respect to L?(Qint)) orthogonal basis for Anharm(Qit) has
been constructed in L. Ballani et al. (1993) in the spherical case. A non-
orthogonal anharmonic basis has been developed in V. Michel (1999) (also
in the spherical case). We omit the proofs here and only quote the results.

Theorem 10.58. The following statements hold true.

(a) A complete LQ(@)—orthogonal system in Anharm(@) s given by

{ré = 1" Pen(r)Yan (10.462)

aj(g)}kEN,nENo,j€{1w72"+1} ’

where { Py n }reNinen, 5 a system of polynomials defined by

[ 2 3 3 x

The functions Gy, k € Ny, are the Jacobi polynomials, which are the
only polynomials on [0, 1] that satisfy the following conditions for all
n,m € Ny:
(i) Gn(a,b;-) is a polynomial of degree n on [0,1].

(ii) Gp(a,b;0) = 1.
(i) fol 21— 2)7°G,(a, b; £) G (a, b;2) dx =0 for n #m,
provided that a >0 and b > a — 1.

(b) A closed system in Anharm(@) is given by (see V. Michel (1999))

o2n + 3)R2k
{r§ <Tn+2k a (Qn + Zk)—{— 3 Tn) "’j(g)}
keN,neNp,j€{1,...,.2n+1}

(10.464)
Moreover, the basis functions form polynomials of degree < N € N\{1}
if and only if the index triple (k,n,j) is within the range

N —
nef0,.. . N—2},je{l,... 2m+1} ke {1{ 2 n]}
where [] is the Gauss bracket, defined by [x] = max{v € Z|v < x},
x € R. The set of anharmonic polynomials with degree < N has the
dimension %N?’ — %N,
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Note that the set of harmonic polynomials on Qiﬁt with degree < N has
the dimension (N + 1)2. Most surprisingly, in the case of a bandlimited
reconstruction of the mass density function, the reconstructable part has a
lower dimension than the null space.

The obvious advantage of the system in part (a) of Theorem 10.58 is
its orthogonality. On the other hand, the system described in part (b)
has a radial part, which is explicitly given, whereas the radial part of the
orthogonal system has to be calculated iteratively by means of recurrence
formulas.

The important role of the anharmonic functions in the theory of the
gravimetry problem is also stressed if we investigate a radially symmetric
density distribution which is approximately given for the mantle and the
outer and inner core of the Earth. Such a structure of spherical layers
leaves (almost) no information in the gravitational potential and, therefore,
cannot be recovered by means of harmonic functions (see also V. Michel
(1999)).

Theorem 10.59. Let F € LQ(@) and G € L%([0, R]) be given functions
such that
F(z) = G(|z|) (10.465)

forallz € th, where Qg is the sphere around the origin with radius R > 0.
Then

R
" 1
(TF) (y) = 47 /O r2G(r) dr o Ve Qo (10.466)

Moreover, the unique harmonic solution H € Harm(Q‘m) of the equation
TH = TF is constant and given by

3 (B,
o= /0 2G(r) dr | (10.467)

Proof. We know that the application of the operator T to F yields
(TF) )
_ / Z <|”“") in 2§1y (y> Y, (“””) F(x)dV ()
a1yl = \lyl) 2n+1 "\ Jyl/) "z
A 2n+1 y T
= Yl = / x"Yn<>Fm dV (x),
vl £ Z A 2 Yoo <|y> a1 ) O V)

y € Q5. since the strong convergence in a Hilbert space implies the weak
convergence in the same space. The application of the radial symmetry of




530 10 Zonal Function Modeling of Earth’s Mass Distribution
F' to the inner products in the obtained series implies
" x
/_ |z|"Ys, <) F(z)dV(xz) = / / i (E)F(r&) dw(§) dr
Qint ||
_ / e dr/ Yo i(€) - 1 dw(€)
= v4 / d’f’ 5n05j17

where we have observed the L?(Q)-orthonormality of the spherical harmon-
ics system {Y, j}n=0,1,....j=1,...2n+1. Consequently, the potential of ' can be
written as

R
= 1
(TF) () = 4 / PG dr oy € O, (10.468)
0 Y
since Yp1 = \/11?' If we are now looking for a harmonic function H €
Harm(QE*) with
oo 2n+1
H=> > () HXS(R;y) dV (y) HIM(R; ) (10.469)

n—0 ] 1 th

(in the sense of L?(Q8%)) that solves the equation TH = TF, then we obtain
the identity

(7H) )
N /nm ly| &= Z (Igy:D 2n4+ 1 i Y (IYZI) Yrd (él) Hz) &Viz)

2n+1
47 Yy o3 int
_ }: E:Y- Y ) o/ Hi™ (0; VH (2) dV
/nim lyl & Iy\”2n+1 "’J<Iy|>0 on 13 im0 JH (@) dV(z)

Z A 2n+1 o2n+3 H Hint( ) dv( )
N |y‘n+1 2n + 1 7L,] |y| 2n + 3 th LY 7T t

y c Qext

= 47r/ r2G(r dr—,
0 ) lyl

Obviously, the linear independence of the functions y +— WY”J (ﬁ)

implies that all but one of the Fourier coefficients of H vanish:

HmtRm H(z)dV(x) = 0, neNj=1,....2n+1,

th

i & 3
/Q HM(Ryz)H(z) dV(z) = m/o PG dr | 55 -
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Consequently, the unique harmonic solution H of the equation TH =TF
is given by
R ) 3
H :/ r*G(r) dr " (10.470)
0
This is the desired result. U

This result indeed shows us that a reconstruction of the (deep) Earth’s
interior with a harmonic function system makes no sense. Therefore, a reli-
able method for the approximation of the density distribution of the Earth
requires a treatment of both orthogonal projections: the harmonic part and
the anharmonic part. Moreover, remember that the contribution of H*, to
the (outer) gravitational potential can be neglected when applying an appro-
priate coordinate transformation, as we mentioned above. This operation
can, therefore, physically be interpreted as filtering out the contribution of
the radially symmetric density structures in the Earth’s interior.

Note that the total mass of an anharmonic density function is zero.

Theorem 10.60. Let F' be a member of class Anharm (). Then we have

/  F(2) dV(2) =0 . (10.471)
it

Proof. Since F is L?(Qiat)-orthogonal to every harmonic function on Qit,

it is in particular orthogonal to every constant function on Qiﬁt. Thus,

f

F(z)-1dV(z)=0 . (10.472)

int
R

O

Therefore, the constant harmonic solution, obtained in the case of a ra-
dially symmetric Earth’s interior, can be interpreted as the average mass
density of the Earth. In the case of PREM (the Preliminary Reference Earth
Model, see, e.g., A. Dziewonski, D.L. Anderson (1981) and A. Dziewonski,
D.L. Anderson (1984)), we obtain for this average density according to The-
orem 10.59 the approximate value 5.5134 g/cm?® (V. Michel (1999)).

Note that every function HEE(R, Jyn=1,2....5=1,...,2n+ 1, has
the total mass zero, since Hé“lt (R;-) is constant and L*(Q8%)-orthogonal to

each HEE(R,), n=12,...,57=1,...,2n+ 1, such that

in 47 R3
L Pe)ms (i) vy
R
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may in general be interpreted as the total mass of a mass density distribution
F e L2(Qipt).

Our results will now be used to investigate the inverse problem TF =
P, where TF is a gravitational potential on Qi]r%’t with and a mass density

distribution F.

Remember the families of functions

{H}™(R; ) Ynenoj=1....2n11 (10.473)
and
{HS);LLJ‘(R; ')}neN,j:L...,szrh (10.474)

respectively, ~which are complete orthonormal systems in the
Hilbert spaces (Harm(Q5°), (-, -)LQ(QTE"‘)) and (Harm(Q$Y), (-, -)LQ(QTRX:)). Sup-

pose that {k"(n)}nen, is the symbol of T': L2(Qint) — T(L?(QinY)), i.e.,

~ oo 2n+1 .
(TF)0) =32 3 K0 [ F@RS(Ra) av@ o (R,
n=0 j=1 R

y € O3, F e L2(Q"), where H*' | (R;-) (¢ L*(Q%")) is a given function.
We are able to formulate the following result.

Theorem 10.61. The inverse problem
TF =P

)

Pe LQ(QEI’%“) given and F € Harm(@) unknown, is solvable if and only if
P € Harm(Q$%*) with

2
0o 2n+1 <P7 Hi’%—Lj(R;')) ot
>0 () PO ) <o (10.475)

n=1 j=1

In this case, the harmonic solution F € Harm(QIE®) is unique and given by

(Fa H(l)l,jf(Ra ))

— = F(z)HM™(R; z) dV
v = fo PR V)

(Fv H;E;(Ra .))L2(Qi7é‘t) = /

int
QR

F(x)Hy5(2)(R; ) dV (z)

/ P@)H®, (R;x) dV(x)
Qo

(P, Hi);ffl,j(}ﬁ ’))]_ﬁ(ﬂTﬁct)
k™ (n) 7




10.8 Density Distribution 533

n=1,2....5=1,...,2n+1.

As we have seen, the inverse operator (T |Harm(Qi¢))~!, defined on the

image imT = T(L2(Qi§t)), is discontinuous. Due to unavoidable errors in
the measurements of the gravitational field, the application of this inverse
operator to the observed potential for a direct reconstruction of the mass
density distribution is not reasonable. Therefore, we have to develop a
method which uses the principle of regularization, i.e., we do not calcu-
late the exact solution but determine a sequence of approximations, which
continuously depend on the potential and converge to the exact solution.

Definition 10.62. Let K : X — K(X') C ) be an invertible linear opera-
tor, where (X, || - ||x) and (), ] - ||y) are Banach spaces. A family of linear
operators K,, : K(X) — X, n € Ny, is called a regularization of K ! if it
satisfies the following properties:

(i) K, is continuous for every n € Ny.
(ii) For every P € K(X) the identity

lim K,P=K"'P
holds with respect to || - ||x. The element K, P is called an n-level
regularization of the inverse problem KF = P.

For further details on regularizations and their application to geoscientific
problems, the reader is referred to, for example, W. Freeden, F. Schneider
(1998), F. Schneider (1997). In our case, the operator T is the Fredholm
integral operator of the first kind given by Newton’s gravitational potential.
This leads us to the following statement.

Definition 10.63. Let T|Harm(@) : Harm(Q2') — T(L2(QI2%)) be the
restriction of the linear operator to the space of harmonic functions. Then
the operator S : T(L?(Q)) — Harm(QILY) is defined by

S = (T|Harm(@)) o

A regularization of the operator S can be constructed in several ways.
The ‘classical’ approach given by a truncated singular-value decomposition
(TSVD) is discussed for example in W. Freeden, V. Michel (2004). However,
a TSVD represents the regularizations T}, P in terms of polynomials, which
have no space localization. Therefore, a local determination of an approx-
imation with high spatial resolutions requires the use of polynomials with
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very high degrees which can coincide with an extremely ‘oscillating’ behav-
ior. For this reason, a multiscale regularization concept (based on V. Michel
(1999)) is proposed in V. Michel (2005). The advantage of a multiscale reg-
ularization is the use of functions like wavelets, which are space localizing
as well as frequency (momentum) localizing. Moreover, the variation of the
scales allows different weightings of the two kinds of localizations.

In our approach, we restrict ourselves to the spectral reconstruction of
the mass density distribution.

Harmonic part. The spectral reconstruction is based on the fact that
F =8P, PeT(L*Q3) NL2(QFY), is represented by
int . - _
(F H (R7))L2(Ql}¥t) - 07
(P Hi}% 1,‘](R;'))L2(QT}%(1:)
L@ kA () ’

(F.H,5 (R;))

n=12,....,57=1,...,2n+ 1, according to Theorem 10.61. Before we are
going to calculate the solution, we have to take the possible non-existence
of the solution due to errors in the measurements into account. Note that
we defined Harm(Q%*) as a subset of L2(Q%®).

Theorem 10.64. Let P € T(L?(Qi)) N L2(Q%Y) be a gravitational po-
tential. The corresponding perturbed function is given by P + €FE, where
E € L*(Q%Y) and € > 0. Then the projection operator P : L2(Q%Y) —

Harm(Q$Y), defined by

oo 2n+1

PG = Z Z G H?;t 1j ))LZ(QTth) HS);}Z 1,]<R )

n=1 j=1

(in the sense of L2(Q%Y)), has the property
HP (P + EE) - PHLZ(QTth) <e HEHL2(QTR’,“)

Proof. The L2(Q%")-norm of the difference P(P+&cE)— P can be calculated

by using Parseval’s identity:
oo 2n+1

IP(P+eB) = Plfage) = D Y (6B H%15(Rs))
T
QZ Z HEG 1 (B ))iQ(QTé‘t)
n=1 j=1
eI

IN

L2 (Qext
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Obviously, we are able to use the projection operator P to obtain the
(in the sense of L%(Q2%")) best possible approximation to the unperturbed
potential P.

However, it does not suffice to know that P(P + €FE) is harmonic and
square integrable on Q%*. For the solvability of TF = P(P +¢E), F €
Harm(Qi%), we need the property P(P + ¢E) € im T. This requirement
can be satisfied by an appropriate approximation, as the following theorem
and its proof demonstrate.

Theorem 10.65. The projection P(im T) of the image im T of the operator
T is dense in Harm(Q$Y) with respect to L2(QEY):

m”'HLQ(@) — Harm(Q(])%ct) =P (LQ(Q%{t))

Proof. According to the construction of the operator P, it is clear that
P(im T) C Harm(Qg) = P (L2(QTI§)>

Now let P € Harm(Q%*) be an arbitrary function with the representation
_ ext ext
P = Z Z P an 1] R ))LQ(Q%&) an l,j(R )
n=1

in the L2(Q%")-topology. Then the sequence { Py} e, defined by

N 2n+1
Z Z PHE)S 1] (R; ))LQ(QTI;“) HE, 17J(R ),
n=1 j=1

obviously satisfies the properties

1= Pl gy = 0

and

22 e
X (P H () e
ZZ_:( ) Eall )> < o0,

ie, Py €eP (im T) for all N € N. 0

0 2n+1< (Pn, H  (R; ))LQ(Q?)>2
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This result does not only show that it is rather improbable to find a pro-
jected potential P(P + ¢F) outside the image of the operator. It also tells
us that such an exceptional harmonic function, for which solvability is not
given, can be approximated arbitrarily well by a function that corresponds
to a solvable problem. As we could see, a TSVD represents, like every
bandlimited approach, a trivial way of satisfying the summability condi-
tion. W. Freeden, V. Michel (2004) show that a multiscale technique also
allows the construction of non-bandlimited approximations which guarantee
solvability.

Using Theorem 10.61, we can now formulate a spectral regularization
technique for the gravimetry problem.

Theorem 10.66. Let P € L*(QSY) be an arbitrary function. Then the
sequence {Fn}nen of harmonic functions given by

N 2n+1 (P Hix; 1](R ))L2
. , (Qext) int )
INEDD ) EZHIM(R;-) (10.476)
n=1 j=1

shows the property

hm ’PP FN’

L2Ogh)

Moreover, if PP € im T, then {Fn}nen converges to the harmonic solution
F of the integral equation

TF = PP,
i.e.,
-1
lim H<T|Harm(§zl,gt)) (PP) — =0 .
N—o0 LQ(Qi}x%n)
Proof. From the results derived above, we find
N 2n+1
TFN = Z Z P Hi}% 1,] R ))LQ(QTFE(t) HE}% l,j(R ')a
n=1 j=1

such that obviously {TF y} yen converges to PP with respect to ||- HLQ(W).
R
Moreover, according to Theorem 10.61 the harmonic solution

F = (T’Harm(@))_l (PP)

is given by
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ext .
oo 2n+1 (P’ anfl’j(R7 .)>L2(QT1%¢)

n=1 j=1

(with respect to L2 (@)), provided that PP € im T. Thus,

2
0o 2n+1 (P; Hi’if_l j(R§ )) —
] 9 B . ), LZ(Q%xt)
i N = Evl gy = Jdm >0 3 )
n=N+1 j=1
= 0.
This is the wanted result. ]

The approximations as defined by (10.476) require the calculation of the
Fourier coefficients

P(z)H | ;(Ryx) dV(z) .

(Pa Hi)frf—l,j(R; '))L2(QTth) =

ext
QR

In reality, we only know P on a discrete set of points, such that the above
integral has to be determined numerically with an appropriate integration
formula.

More explicitly, the Fourier coefficients of the potential P are given by

(Pa Hi);;cfl,j(R; ))L2(QTR3ct)

= / P(x)Hf’;t_lyj(R;x) dv (z)
Qe

= (Y [ egvase ae

n=1,2...,5=1,....2n+1.

Let a be the radius of a sphere A around the origin with o < R. If we
assume that the potential P can be represented by

- E 8 (e (2), 3 ) )

m=0 k=1
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€ Q% then we find that

(P He—x’rﬁ IJ(R. ))LQ(QTR’“)

2n—1
= g
RnJrl oo 2m+l am—1
X / Z Z (PYmk<| |>) ) TerlYm,k:Yn,j dr
m=0 k=1 L2(A) L2(Q)
2n—1

OoRn+1 oo 2m+1 m—l
X — P Ymk ( )) (Ym,an") dr
2n — 1 g
e /R1 o (220 (7))
e |1/ ) L2

B \/m;%2 (PYM( >)L2A)

B R(21n—1 nl/P ’”(H)dw()

n=12...,5=1,...,2n+ 1. This means that, in this simplified case,
the numerical integration can be reduced to the calculation of a spherical
integral over a sphere A, with radius « around the origin.

Note that the integrals that have to be determined approximately are L2-
scalar products with polynomials. Due to the non-space localizing character
of polynomials, the grid for the numerical integration should be equidis-
tributed. However, this requirement does not fit the real data situation.
In North America, western Europe, and Australia, gravitational data are
available on a comparatively dense grid, whereas one of the lowest densities
of available data points is, for example, given in the polar regions. Such
datasets can be better handled by the multiscale approach as described by
W. Freeden, V. Michel (2004), V. Michel (2005).

We have seen that it is only possible to recover the harmonic part of the
Earth’s density distribution from the gravitational potential (for graphical
illustration see Figs. 10.31 and 10.32). Therefore, we need a strategy to
determine an approximation to the anharmonic part of the unknown mass
density function from non-gravitational data. We will represent such a
priori information by linear functionals 7" : L2(Qt) — R . The idea is
that, a given set of measurements related to the true mass density function
F' can be represented by F"F =b,, n €Z CN . The application of those
functionals to the already calculated (approximation to the) harmonic part
Fyarm of F' allows us to formulate an equation system for the anharmonic
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Fig. 10.31: (Harmonic) Density [%’} from EGMO96, Geomathematics

Group, TU Kaiserslautern, K. Wolf (2006) ( see also V. Michel, K. Wolf
(2008)).

part Fanharm of F:
FnFanharm = bn - anharm, nel . (10477)

Consequently, it suffices to assume that the linear functionals F™ are de-
fined on Anharm(QE*): F” : Anharm(Qif*) — R. For the determination of
an anharmonic function satisfying (10.477), several methods exist. In the
following, we explain a “classical” spectral approximation. For a wavelet
approach, see V. Michel (2002). A spline approximation method is devel-
oped in V. Michel (1999). For alternative methods we refer to, for example,
L. Ballani et al. (1993) and the references therein.

Since the available information for the mass density function of the Earth
and related quantities is always finite, it suffices to assume that the index
set Z has the form Z = {1,..., N}. In other words, our a priori information
is represented by

F'G=b,, n=1,...,N, (10.478)

where G € Anharm(QTf{m) is unknown.

Motivated by Theorem 10.58, we assume that we have a countable basis
of Anharm (). In Theorem 10.58, we listed for the spherical Earth two

closed systems A; in Anharm(Qiﬁ‘t), namely

{7‘5 = TnPk,n(TQ)Yn,j(f)}keN,neNo,je{l,...,2n+1} ’ (10.479)
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where P ,(x) is a polynomial of degree k, and

{’I‘f — <,rn+2k _ (2n + 3)R2krn> ng(&)}
2n+2k+3 ’ keN,neNg,j€{1,... 2n+1}
(10.480)
In both cases, the degree of the polynomial corresponding to an index triple
(k,n,j) is n + 2k. It appears to be reasonable to choose the enumeration
(k,n,j) — i in the last definition in a way such that

deg A;, < degA;,, if i1 <ia. (10.481)

A fixed degree N = n + 2k corresponds to pairs

{(n,k)’k_l,...,w],n_N—zk}, (10.482)

where [-] is the Gauss bracket. Hence, the number of polynomials of degree
N in one of the above mentioned systems is

o [Y] -4 BLGEL e

r-a[2] ) 3] v

Note that every polynomial of degree 0 or 1 is harmonic.

=

(2(N —2k)+1)
k=1

Thus, the indices of {A4;};en can be divided (in the spherical case) into
consecutive sections of length (2N -2 [%] - 1) [%] , such that, in each
section, the degree of A; is constant. The arrangement of the polynomi-
als within each index section is, therefore, not influenced by the condition
(10.481) and is, consequently, from this point of view, arbitrary. We are in-
terested in an harmonic function G satisfying (10.478). To obtain a unique
solution, the most simple approach would be to take a function of the kind

N
G=> aid . (10.483)
i=1

The set of coefficients {a;}i=1,..n has to be determined from the a priori

conditions
N

> aiF " Ai=by, n=1,...,N . (10.484)
i=1
If the rank of the matrix
(F"A;) n=1..N (10.485)

i=1,..., N
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is less than N, we can add additional a priori information (or, alternatively,
decrease the number of coefficients) to obtain a matrix of maximal rank.
The solution of the obtained linear equation system can be calculated with
the common algorithms such as the Householder method.

An example of such a system of functionals is given by the point function-
als. Let {zn}n=1,.~ be a system of pairwise distinct points in Q. Then

the functionals 7™ : Anharm(Qt) — R, given by F'G = G(z,), G €

Anharm(QF), n € {1,..., N}, are linear. The corresponding linear equa-

tion system has the matrix (A;(xy,))n=1,....5~ However, in reality direct mea-
i=1,....N

,,,,,

crust of the Earth. It is obvious that an anharmonic function calculated
from such datasets cannot represent the situation in the deep Earth. This
fact is stressed by the discovery that the (almost) radially symmetric layer
structure of the mantle and the core is nearly fully described by the anhar-
monic part of the density distribution (see Theorem 10.59 and V. Michel
(1999)). Therefore, additional datasets which are also influenced by deep
structures have to be included in the calculations, such as data from seis-
mology and geomagnetism. A priori information represented by point func-
tionals F"G = G(xy,) are, therefore, usually pointwise solutions of further
inverse problems.

Fig. 10.32: Multiresolution of density [%’5} from EGM96, Geomathematics
Group, TU Kaiserslautern, K. Wolf (2006).
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10.9 Vector Outer Harmonics and the Gravitational
Gradient

In what follows, we extend the results obtained for scalar outer harmonics to
the vectorial case (cf. H. Nutz (2002)). It should be noted that the system
of vector spherical harmonics {g}(f)m} and not the system {yﬁf )m} is used to

(i);R }

generate the set of vector outer harmonics {hZ,";
To be more concrete, the vectorial outer (solid spherical) harmonics (briefly

called vector outer harmonics) hg%@R of degree n, order m, and kind ¢ are
given by

h)E =~ (=) O —0,1,...om=1,...2n 41
7n71,m(m) R |.%'| yn,m ‘.CE| y T P y T 3 n+1,
(10.486)
(2R _ L (BN e (= _ _
h = —=|— =1,2,... =1,...2 1
—n—l,m(x) R <|IE|> yn,m |l‘| ) n ) 4y , M ) n+1,
(10.487)
(3R L(R\" 3 (=
R () = = m INES m , n=12....m=1,...2n+1,
(10.488)
r € R3\{0}.

From our results about the systems {gr(f)m} (see Chapter 5), we are im-
mediately able to deduce the following properties:

R s of class <) (R3\{0}), i € {1,2,3},

—n—1m

Azh@;i,m =0 for all z € R3\{0} and i € {1,2,3}, i.e., every com-

ponent function h@n_Lm - e satisfies the Laplace equation,

R 10r = L35, i € {1,2,3},

—n—1,m

PO (@) = O(le| ™), lal = oo, i€ {1,2,3},

(AR @), B9 Vagan = /Q RO (@) 9 (@) dw(x)
R

= 5ij5nl6ms> i,j S {1, 2, 3}
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. . —— (%)
As in the scalar case, we introduce the harm,, —spaces to be

h/E;I‘_I/Il:) Q%) = span {h(l) Rl m|Q‘j‘§t } .
m=1,...,2n+1
Furthermore,

Ao () oot

harmg(Q%*) = harmg (QF),
3 .

harm,, (Q$Y) = @harms)(ﬁg‘t).
i=1

As usual, harm( )~ (QeXt) 0; < p < g, denotes the space

(@)

harm

q ,
(Q‘”“E @ harm;) (Q5).
n=p

We are now able to formulate the addition theorems for the

543

(10.489)

(10.490)

(10.491)

(10.492)

vector outer

harmonics. Again, we have two choices involving Legendre tensors or Leg-

endre vectors, respectively.

Theorem 10.67. Let {h(zn 1 m}mzl,m’QnJ’_l be a system of vect

or outer har-

monics of degree n, order m, and kind i. Then, for (z,y) € Q‘;’%‘t X Q%t, the

addition theorem for vector outer harmonics reads as follows:

mi ARy erMR 0y = i( R2 >n+22n+1 (11)( y)
_ 1,m = 1, -
e b R? \[e]ly] ar EN
(10.493)
2n+1 2 "
" B 1 R R 2n +1 Y
S @er®h 6 = () (2) Btete (2.).
m=1 Y ‘ " ’ !
(10.494)
. 1 ( RR\"" R\ 2n+1._ Y
rOE @R 6 = (o) (o) Tt (2 )
Z " m n—1,m AT lz[/ 4 =" \Ja|’ |yl
(10.495)
i 1 R2\"/R 2n+1_(21 Y
ROE @y ertE ) = — < ) < > W < >
Z e 1.m n—1,m 2 \ Jz|ly] [yl 4 " E
(10.496)
: 1 ( R2\"2n+1 Ty
R (@ erE W) = = (7> Py <7’ 7) ’
Z n—1,m n—1,m R2 ‘Q;Hy‘ 47 |$| ‘yl
(10.497)
2n+1 2 "
1 /R R\ 2n+1_
S AR (@ er®® q) = L ( ) ( > EAF L2 ( y )
Py 72 \Jally] ) 4r || [yl

(10.498)
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2n+1 nt1
nzh(S)R ()®h(1)31 W = L( R2 ) <£> 2n+1ﬁ£3,1)<17£)7
== R2 \ |z|ly| lyl/ 4r lz| " [yl
(10.499)
2n+1 2 n
1 R R\ 2n+1 _ 3,2 Yy
oo = () () 2 ).
2t @ Ormnin®) = g () () T o e
(10.500)
2n+1 +1
nz: RB)R 2) ® JROR o) = 1 R2 \"tlop 4+ lp(s 3) v
=t SO R\ |z|ly| ar " |f| lyl
(10.501)

Combining scalar and vector outer harmonics and observing the concept
of Legendre vectors, we are led to the following addition theorem:

Theorem 10.68. Let {HE - 1m}m:1,.,.72n+1 be a system of scalar outer
harmonics of degree n and order m. Suppose that {h@rii,m}m:l,-»-,?nﬂ
forms the associated system of vector outer harmonics of degree n, order m,
and kind i. Then, for (z,y) € Q%' x QF*, the addition theorem for scalar
and vector outer harmonics reads as follows

2n+1 oLl
Z he) Rl 1my) = L <R2 ) (ﬂ) Mp(l) < Y )
—n m 7717 ,m RZ |$||y| |y‘ AT |x‘ |y|
(10.502)
2n—+1 n
Zh@)ﬂl @) = 1<R2) <£>2n+1ﬁ(2)( y)
el R \[aflyl) \|a]) 4= 2]’ Tyl
(10.503)
2n—+1 3 P
1 R 2n+ 1. r oy
h(_??lR m(x)Hfﬂf m(y) = — < ) p(3) <7 7) )
2 i R \lyl) 4 7 \Jel'Ty]
(10.504)

Our purpose now is to mention some important properties involving vec-
tor outer harmonics.

Lemma 10.69. (Linear Independence of Vector Outer Harmonics) Assume

R . .
that {h(lzl 1 m}1:172,3’n:0i,_“’ is a system of vector outer harmonics as defined
m=1,...,2n+1

by (10.486), (10.48’7) and (10.488). Then, for all v > 0, the system

)R
{h(jglfl,m|Qr}i:1,2,3;n:0i,...,

m=1,...,2n+1

is linearly independent.
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Next we are interested in the completeness for vector outer harmonics on
Qpr. Our results can be based on the corresponding theorems of the scalar
theory.

Lemma 10.70. Let {H”

—n—1m
outer harmonics. The n

bn=01,...m=1,...2n+1 be a system of scalar

Span{Hf 6l-|(2R}I|'H12(QR) — IQ(QR)7

n—1m

and

span{H% )£i|QR}I‘.HC(QR) = c(QpR).

—n—1,m

Lemma 10.70 enables us to formulate the following theorem.

sR

n—1lm
m=1,...,2n+1

harmonics as defined by (10.486), (10.487) and (10.488). Then, for all

r > 0 the following statements hold true:

Theorem 10.71. Let {h(f }ic1.23m—0,,.; be a system of vector outer

D) -2 q,
12(Qr) = span {h(l),R |Qr}l 12(Q)

i=1,2,3;n=0;,..., © —n—Lm ’
m=1,..., 2n+1
and '
()R Wlle(@r)
c(£),.) = span h Q
( 7”) p i:172,3§n20i7--~7{ —n—l,m| R}
m=1,...,2n+1

The purpose of high-low satellite-to-satellite tracking (hi-lo SST) by use
of GPS (as realized, e.g., by the German satellite CHAMP of the GFZ) is
to develop the geopotential from measured ranges (geometrical distances)
between a low earth orbiter (LEO) and the high flying GPS satellites. In
what follows, hi-lo SST is discussed from a mathematical point of view as
the problem of determining the external gravitational field of the Earth from
the gradient vector at the altitude of the LEO.

In order to translate hi-lo SST into a mathematical formulation (see W.
Freeden (1999), W. Freeden et al. (1999), W. Freeden et al. (2002), and, for
alternative approaches, ESA (1996), ESA (1998), ESA (1999) and the ref-
erences therein), we start from the following spherically oriented situation:
Let Qg denote the Earth’s surface, while Qg denotes the orbital surface.
The arrangement of the GPS satellites is such that at least four satellites
are simultaneously visible above the horizon anywhere on the Earth’s surface
Qg and the orbit Qg of the LEO satellite as well, all the time. Moreover,
the GPS satellites (see Fig. 10.33) are supposed to be placed in circular
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Fig. 10.33: Principle of spaceborne GPS.

orbits €., of radii around the origin with ; > S; and n is the total number
of GPS satellites. To every LEO position z € g, therefore, there exist at
least m(> 4) visible GPS satellites located at y;,,...,u,,, li € {1,...,n}
for i =1,...,m, such that the geometrical distances (ranges) d, = |z —yy,|,
l; € {1,...,n} for ¢ = 1,...,m, are measurable (see Fig. 10.33). Since
the orbits of the GPS satellites are assumed to be known, the coordinates
of the LEO satellite located at x € Qg can be derived from simultaneous
range measurements to the satellites. From this, the relative positions of
the satellites at « and y;,, i.e., p, =x—y,, L €{l,...,n}, i1=1,...,m,
become available at time ¢. The relative velocities v;; and accelerations
a;, are obtainable by differentiating the relative positions with respect to
t. We may assume that the measurements are produced at a sufficiently
dense rate so that (numerical) differentiation can be performed without any
difficulty. The interesting expressions now are the relative accelerations a;,,
i=1,...,m, all of which are determined for inertial motion (in accordance
with the Newton—Euler equation) by the gravitational field only and may
be equated by the difference of the gradient field of the geopotential, V,
here evaluated at the locations of z and y;,, l; € {1,...,n} fori=1,...,m.
To be more specific,

a () = (VV)(@) = (VV)(u,), € Qs, (10.505)

i =1,...,m. (Note that the gravitational force is considered now to be
independent of time ¢ at a certain position. In other words, we assume here
that the time-like variations of the field are so slow as to be negligible.)
From (10.505), it follows that

(VV)(2) =) ai (a,(x) + (VV) (), € Qs, (10.506)
i=1
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for all selections (a,...,am)T € R™ satisfying > /" | a; = 1. The influence
of the GPS on the choice of the coefficients ay, ..., ay, will not be investi-
gated here. (Usually, in practice, (VV')(y;,) are supposed to be so small as
to be negligible.)

The hi-low SST problem can be described as follows: Let Qp be the Earth’s
surface, and let Q25 denote the orbital surface of the LEO under considera-
tion. Let there be known the gradient vectors

v(z) = (VV)(x), x€Qg, (10.507)
at the flight positions of the LEO. Find the geopotential V on Q%, i.e., on
and outside the Earth’s surface Qg.

Low-low satellite-to-satellite tracking (lo-lo SST) (as used, for example,
by the GFZ/NASA two satellite configuration GRACE) is a tandem mode
procedure. By lo-lo SST (see the explanations in ESA (1996, 1998, 1999),
the vectors a,, ¢ = 1,...,m, are measurable at two different positions x and
r* with o* = x 4+ h(z), z € Qg, where h : Qg — R? is the difference vector
field between the two satellite positions (i.e., |h(z)| > ¢ > 0 with + denoting
the intersatellite range).

Consequently, the mathematical scenario of the lo-lo SST problem is char-
acterized as follows: Let there be known the vectors v(z) = (VV)(z) and
v(x + h(z)) = (VV)(z + h(z)), z € Qs. Find V on Q%" from the values
v(z) = v(x + h(z)).

We begin our considerations with the uniqueness of the SST problem from
given vector values (in spherical geometry).

Theorem 10.72. Suppose that X C Qg (i.e., the subset of observational
points on the satellite orbit Qg, S > R) is a dense system on Qg. If v
satisfies V-v =0, L-v =0 in Q" such that

v(z) =0, zeAX,
then v =0 in QF*.

Proof. Any field v satisfying V-v =0, L-v = 0 in Q%" can be expressed in
the form VV, hence, the coordinate functions v - &*, i = 1,2, 3, satisfy

Aw-e)=A((-V)V)= (e V)AV =0 (10.508)

in Q. Note that the harmonic function V' is arbitrarily often differentiable
in Q%*. Moreover, according to our assumption, (¢' - V)V (z) = 0 for all
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points x of the dense system X on g, hence, X is a fundamental system in
Qe"t in the sense of Definition 10.2. This implies v-¢ = 0 in QeXt 1=1,2,3,
as requlred O

Furthermore, we are able to verify the following result.

Theorem 10.73. Suppose that X C Qg, S > R, is a dense system of points
on the satellite orbit Qg, S > R. If v satisfies V-v =, L-v =0 in QF* with

(—z)-v(x) =0, z€lX, (10.509)
then v = 0 in QF*.

Proof. We again base our arguments on the identity v = VV. The potential
V|Qg*, S > R, may be expanded in terms of outer harmonics

oo 2n+1
=3 S VRO (k) HS, (), z€Q,  (10510)
n=0 k=1
where V"'1?©@s)(n,k), n = 0,1,..., k = 1,...,2n + 1, are the expansion
coefficients
Vi@ (n k) = | V(2)HS,_, 4(z) dw(), (10.511)

Qg

and the series expansion in (10.510) is absolutely and uniformly convergent
in QF*. It is not hard to see that

S io:QnZ—i-:l n—+1 /\Lz(QS)(n k)HS (x) = Qext
|| i LR 5
(10.512)
Hence,
z— (—z)- (VV)(z), =eQ, (10.513)

is continuous in QFF, twice continuously differentiable in Qg®, harmonic in
Q. and regular at mﬁmty By virtue of (—z) - (VV)(z) = 0 for all z € X,
we therefore obtain

oo 2n+1

Z Z 1% LQ(QS> n k)(n+1) n 1k( )—O, rxe X . (10.514)
n=0 k=1

Since X is assumed to be a dense system on §2g, S > R, the identity (10.514)
holds true for all € Q*. The completeness property of the theory of
spherical harmonics then tells us that

V2@ (n, k) (n + 1) = 0, (10.515)
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hence,
vV 2©@s) (n, k) =0 (10.516)

for all n = 0,1,..., k = 1,...,2n + 1. This yields V = 0 in QF*. By
analytical continuation, we get V' =0 in QF*, hence, v = 0 in Q%*. This is
the desired result. O

Theorem 10.73 means that the Earth’s external gravitational field is
uniquely recoverable from (negative) radial derivatives corresponding to a
fundamental system X on the satellite orbit. In other words, the Earth’s
external gravitational field is uniquely detectable on and outside Qg from
GPS-SST data corresponding gradient vectors given on a dense system &
on the satellite orbit €g.

In conclusion, the results concerning satellite-to-satellite tracking (SST)
show that the problem of developing the gravitational potential outside the
Earth from given gradients in point systems on spherical orbits is overde-
termined; it suffices to prescribe, e.g., the normal (i.e. radial) component
(cf. Theorem 10.73). In fact, the Earth’s gravitational potential can be
detected alternatively from a dense system of surface gradients (i.e., ver-
tical deflections) on the satellite orbit. Both aspects of gravitational field
determination from SST-data will be described now in more detail:

Let the gravitational potential V' € C(Q%‘t)ﬂC@)(Q?{‘t) satisfying AV =0
in Q& V()] = O(%), [VV(2)| = O(ﬁ), |z| — oo, be given in the form

Jal

oo 2n+1

V=33 viheew (b EE, (10.517)

n=0 k=1

We have to derive V' from its gravitational gradient VV on the external
sphere 2g. For that purpose, we remember the decomposition of VV into
its horizontal and tangential parts:

oV (r§)
or

(VV)(5¢) = 3 , >R (10.518)

1 *
S

r=

First, we show that V' (as defined by (10.517)) is uniquely determined by
its normal derivative on 2g. Observing the identity

oV (r§)
or

oo 2n+1

— Z Z V2@ (n, k:)Aa% (n)Hﬁnka(sg)

n=0 k=1

0V (ré) lr=s = (10.519)

r=S
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n+1 /R\" n+1 /R\"
A _ R\"_ kR 10.520
o5 (") S (S) R (S) ( )

we find 0,V|,_g = 0 if and only if V' = 0. This means that V' is uniquely
determined by its radial derivative 0,V on Qg.

with

Second, it is not difficult to verify that

1 *
r=S
2 oo 2n+1 ]
SN ST ven (A, s mnt) | L (S¢),
i=1 k=0; k=1
where
n ( R\ n+l . .
() o -s (?) 2n+17 t= 1’
Agns(n) = wil (B S (10.522)
S S 2n+1° - e
This leads us to the conclusion that
1 *
;VfV(r§)|r:S =0 (10.523)
if and only if
C
Vi(z) = |07|1, Co1 €R. (10.524)
T

Turning over from the gravitational potential V' to the disturbing potential
T as indicated by (10.139), we get the following results:

0T|,_¢=0 ifand only if T =0,
VST =0  ifand only if T =0.
In other words, the anomalous potential is uniquely determined by its radial

derivative or its surface gradient on the (orbital) surface g, respectively.

Finally, we remember

vHE o= AR = e ea+ Dpl) R L (10525)

This enables us to write the gravitational field VV as follows:

oo 2n+1
=575 viheEen (n, k) R E (10.526)

n=0 k=1

Moreover, it is easily seen that

—p—1lyq

p+1
vV (y) L) dw(y)=<R> Vien (p,g)\ Al (10.527)
Qs
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Therefore, we finally obtain the following reformulation of V' from the series
representation (10.517)

oo 2n+1 (1) S ( ) / S ntl
— ; ~(1)\—1/2 R
v=> > (VV, h—nfl,k)IQ(QS) (i) <R> HE |, (10.528)

n=0 k=1

The last formula expresses the gravitational potential on Q% in terms of the
gravitational gradient on the satellite orbit {2g. Essential tools are the vector
outer harmonics. The same result holds true for the anomalous potential.
Clearly, in (10.528), the equality on Qg is understood in L?(Qg)-sense, while
the convergence on each €, » > R is understood in C(£2,)-sense.

10.10 Tensor Outer Harmonics and the Gravitational
Tensor

The extension of the vectorial theory of outer harmonics to the tensorial
case is straightforward. By use of the systems {SISZ”]%);R} of tensor spheri-

cal harmonics, we are able to write down a set of tensor outer harmonics

{hgffﬁm}, where the arguments are quite similar to the vectorial case.
The system
i,k);R 0 0
{h(,nil,m(')}i,ke{laﬁ}a n =0k, 0ip +1,...,m=1,....2n+1 (10.529)
of tensor outer harmonics of degree n, order m, and kind (i,k) is given by
. 1 R n+3 T
pLR - (= LN el 10.
“n1m () R \ 7] Yn,m ] ) (10.530)
. 1 R n+1 T
h(L2sR - (2 g(1,2) [ 2 10.531
—n—l,m(x) R |(£| yn,m |Ll?| ) ( )
. 1 R n+1 P
h(ZiR - (2 (2.1 [ 2 10.532
—n—l,m(‘r) R |$| Yn,m |IE| ) ( )
: 1 (R\"! T
h(272)aR — - JE— Y, 272) —_— 10533
_n_l’m(m) R |I| Yn,m |£C| ’ ( )
n+1
(3,3);R _ 1 (R ~(33) [ %
h - (== ©) [ 10.534
RN € R <|x|> Yn,m 1z )’ ( )
n+2
(1,3);R 1 (R <13 [~
h e i L — 10.535
,nfl,m(x) R <|$|> Yn,m |CL’| ’ ( )
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Ry 1(Rr ng,(2,3) -z (10.536)
—n—1,m R |$| un,m |l’| s
) 1 R n+2 T
L3R _ 1 ~31) ([ * 10.
_n_Lm(ZL’) R |,1‘| yn7m |x‘ ’ ( 0537)
. 1 (R\" x
32k _ 1 <32 [T 10.
7n71,m(x) R |fL’| y”»m |$| b ( 0538)

z € R3\{0}, n = 04,05 +1,...,m=1,...,2n+1 (for the definition of the

ngffn), see Chapter 6).

The following properties are valid:
. hﬁ;fjffm is of class c¢(>)(R3\{0}),

o A;hUME (1) = 0 for z € R3\{0}, i.e., the component functions of

n—1m

hSan) Fflfill the Laplace equation,

i,k); _
o WME (@) = O(le|™), |z| — oo,

—n—1,m

° (h(j’:}ﬁma h(_pig)l;i)IQ(QR) = 6ip5kq5nl5ms~

In analogy to the vector case, we set

i) B —
harm, (Q%') = span {h( k)R (IS m =1,...,2n + 1} , (10.539)

—n—1,m

and

(k) — 1 (k) —r
harm,  (QF)= @ harm, (Q%), 0 <p<gq. (10.540)
n=p

As in the case of spherical harmonics, we define

3 .
—~— /-\_/(1,1)7
harmg (%) = Pharm, (QF) (10.541)
i=1
harm; (Q%Y) = B  bharm, (O3, (10.542)
ik=1
(i,k)#(2,2),(3,2)

—~—

JE— k) ——
harm, Q%) = P harm,” (Q%Y), n>2.  (10.543)
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The addition theorems can be formulated in analogy to the vectorial
case both for the tensor product of two tensor outer harmonics and for
the product of a scalar and a tensor outer harmonic. They are very easy to
derive, but lengthy to write down; so, we will omit them.

In parallel to the vectorial case, we find the following lemma.

Lemma 10.74. (Linear Independence of Tensor Outer Harmonics) Let

(i,k);
{h—n 1m}zk 1,2,3n 0iks--
I Y

in (10.530)- (10 538). Then, for all r > 0 the system

be a system of tensor outer harmonics as defined

ik
{h%m) |Qr}i,k:172,3;n:(~)ik,...; (10.544)
m= 2n+1

[RRRS)

1s linearly independent for all Q.

It is obvious from the corresponding results of scalar outer harmonics that
the following lemma holds true.

Lemma 10.75. Let {H® _ 1m }n=0,1

A1,...m=1,..2n+1 be a system of scalar
outer harmonics. Then

span{ H® | ®€k|Qr}‘|.”12(QT> = 1%(Q,), (10.545)

m

span{H ®€k|QT)}‘|'HC(Q” = c(). (10.546)

m

Finally, we mention the following theorem.

Theorem 10.76. Let {h(ln 1 m}  be a system of tensor outer

i,k=1,2,3,n=0,1,...
m= 17 L2n+1

harmonics. Then, for all r > 0, the following statements hold true:

H'Hﬂ(gr)

Q) = span (3t @ e T (10.547)
1 77 7’L 1k7 )
: . e,
o) = A 1230 (h(—:)f{m)m’" - (10.548)
34y 1k7 )
m= 1,,,,

As already mentioned, current knowledge of the Earth’s gravity field,
as derived from various observing techniques, is incomplete. We can only
expect substantial improvements by exploiting new approaches based on
satellite gravitational observation methods. Our intent now is to provide
an overview at the sattelite-gravity-gradiometry (SGG) techniques to be
realized by the ESA satellite GOCE. The concept considered for the GOCE
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mission (see ESA (1999)) is satellite-gravity-gradiometry (SGG), i.e., the
measurement of the relative acceleration of test masses at different locations
inside one satellite.

In an idealized situation, free of non-gravitational influences, the accel-
eration vector of a proof mass in free fall at the center x of mass of a
space vehicle is, according to Newton’s law, equal to the gradient of the
gravitational potential: v = VV. Considering now the motion of a second
proof mass at y close to x relative to the first one, its acceleration is in the
linearized sense

v(y) =v(z) +vx)(y —x) . (10.549)

The matrix v(z) = (Vv)(z) is the Hesse matrix
v(z) =V&®VV(x) (10.550)

consisting of all second order derivatives of the Earth’s gravitational poten-
tial V. Because of its tensor properties, v is called the gravitational tensor.
In other words, measurements of the relative accelerations between two test
masses provide information about the second order partial derivatives of the
gravitational potential V. In an ideal observational situation, the full Hesse
matrix is available by an array of test masses.

An illustrative view on satellite gradiometry based on Newton’s theory of
gravitation is as follows: Newton, when working on his law of gravitation,
is said to have been inspired by a falling apple. Referring to the theory
of gravitation as the tale of the falling apple, it would be appropriate to
view gradiometry as the story of two falling apples. In C.W. Misner et al.
(1973) this point is made clear. In one of their examples, it is shown that
by measuring the relative distance between the shortest paths taken by
two ants walking on the skin of an apple, from two adjacent beginning to
two adjacent end points, the geometry of its curved surface can be derived.
Translated to our case, shortest path means geodesic or free fall of two test
particles (apples), from the relative motion of which the geometry of the
curved space can be inferred, curved by the gravitational field of the Earth.
Interpreting gravity in terms of geometry in the sense of Einstein, when all
nine observable gradient components are measured at a point, gradiometry
shows the complete local geometry of the relative motion of adjacent proof
masses in free fall. However, it is more practical to constrain their rela-
tive motion by highly sensitive springs and measure instead the tension and
compression of the springs. This is equivalent to saying that a gradiome-
ter is realized by a coupled system of highly sensitive micro accelerometers.
(A gradiometer of this kind is envisaged for the GOCE mission (see ESA
(1999)) planned by ESA to produce a coverage of the entire Earth with
measurements.) The one-dimensional principle is shown in Fig. 10.34. The
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gravitational force acting on the test masses results in an elongation of the
springs, where (assuming linear stiffness) the elongation is proportional to
the forces. Measuring the differences of the two elongations gives infor-
mation on the differences of the forces, which is an approximation of the
space derivative of the force field, and thus an approximation of the order
derivative of the potential.

Fig. 10.34: Principle of gradiometry. Two masses are connected with springs
at the satellite. Measured are differences of the elongation of the two springs.

In conclusion, the mathematical formulation of the SGG problem (after
separating all non-gravitational influences) reads as follows:

Let there be known from the gravitational field v on Q% the gradients
v=(Vu)=VeVYV, (10.551)

on the orbital surface 2g of the LEO satellite. Find the geopotential V'
from the knowledge of the gravitational tensor V ® VV on Qg.

We first deal with the problem of uniqueness corresponding to the model
situation of a system X C {2g of known GPS-SST data.

Theorem 10.77. Suppose that X C Qg (i.e., the subset of observational
points on the satellite orbit Qg,S > R) is a dense system on Qg. If v
satisfies V-v =0, L-v =0 in QF" such that

v(z) =0, z€X,

then the associated field v satisfying V- v = 0, L-v = 0 in Q% with
v = Vv = VAV satisfies v =0 in Q.

Proof. Any field v with V-v = 0, L-v = 0, in Q%' can be expressed
in the form V@V = (V ® V)V. Furthermore, the coordinate functions
vij = ¢t vel, i, € {1,2,3}, satisfy Av;; =0 in Q@*. This implies v;; =0
in Q% 4,5 € {1,2,3}, since X is a fundamental system in QF*. From
v =VAV = (Ve V)V =0, we finally get V = 0 in QF* and, thus,
v =VV =0, as required. O
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In other words, the Earth’s external gravitational field v is uniquely de-
tectable on and outside the Earth’s surface Qg if SGG data (i.e., second
order derivatives of the Earth’s gravitational potential V') are given on a
dense system X' (on the satellite orbit Qg).

Furthermore, we are able to verify the following result.

Theorem 10.78. Suppose that X is a dense system of points on Qg. If v
satisfies V-v =0, L-v =0 in QF" with

z - (v(z)x) =0, reX,
then v =0 in QF* (with v = Vv = vAy).

Proof. We base our arguments on the identity

v(z) =VAV(z) = (Vo V)V(z), zecQ$. (10.552)
From our assumptions, it is clear that Q%*, .S > R, is a strict subset of Q3.
Clearly, the potential V[QE*" may be expanded in terms of outer harmonics

oo 2n+1

=3 Ve k)HS, | ,(2), ©eQg, (10.553)
n=0 k=1

where V"12@) (n, k) are the orthogonal coefficients (10.511). By elementary
calculations, we get

. ((vmv)( )li|> _ (flv) <|”;| . vz) V(@) (10.554)

] 2n+1

1)( 2
53 O D B s, 0,
) |

n=0 k=1
T € QTS’“ Hence,
T (V(Q)V> (x)r, =€QF,
is a harmonic function in Q. In accordance with x - ((V(Q)V)(m)m) =0,

x € X, we thus obtain

oo 2n+1
Z Z V/\LQ(QS)(TL, EY(n+1)(n+ Q)an—l,k(x) =0, xze€X. (10.555)
n=0 k=1

Since X is a fundamental system in QF*, the identity (10.555) holds true in
Q‘j%‘t. The theory of spherical harmonics then tells us that

V/\LQ(QR) (’I”L7 k) (n + 1)(TL + 2) =0, (10556)
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hence, VALZ(QS)(n, kEy=0forn=0,1,..., k =1,...,2n+ 1. This yields
V =0 in QZ*. By analytical continuation, we have V' = 0 in Q%®, and
hence v = VV = 0 in Q5. O

Theorem 10.78 means that the Earth’s external gravitational field is
uniquely recoverable from ’second radial derivatives’ corresponding to a fun-
damental system X C Qg.

Next, we remember the decomposition of V® V into its well-known radial
and tangential parts:

o 1_, o 1_,
V. ®V, = <§8T+Tvg> ® (58T+TV§> (10.557)

0 0 0 1,
E§®E€+E§®;V§

1, 0 1_, N
It will be seen that the operators 8/0r, (9/0r)?, V*,0/0r V*, and V* @ V*
form the constituting ingredients of the gravitational tensor V @ VV. It
should be noted that operators 9/9r and V* have already been described

within the SST-context for specifying the gravitational gradient. Therefore,
it remains to discuss the derivatives (9/9r)?, /0r V*, and V* @ V*.

First, an easy calculation gives

2 r
@)V (r&)l=s = agir(f) . (10.558)
oo 2n+1 "
= Z Z V/\L2(QR) (TL, k)A(n)an—l,kv
n=0 k=1
where
_( n+1 n+2\ (R\" (n+1)(n+2) (R\""
wo-(-57) (5) 5) - 6)
(10.559)

Thus it follows that (0r)?V = 0 if and only if V = 0.

R
S
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Second, we are able to write

]' *
;a§V§V(T, f) g == ;EV§V(T§) s (10560)
2 oo 2n+1
= 33 3 Ve (kG VS m)hE, (56),
i=1 n=0; k=1
where
n(n+1) n+2 (R\n =1
() B 57/ serils)” =1
Ay s (N )—{ ! T me g (10.561)
S2 2n+1\S/ » - e
This shows us that )
(TaRvgv(ro) lr=s =0 (10.562)
if and only if
V() = El CeRr. (10.563)
Third, it can be shown that
1 * *
—VE @ VeV (ré)|r=s (10.564)
2 co 2n+1 ]
- XXXV M2 (n,m)AEE G (BT L (S€),
6,k=1n= 07 P
where
(1,1) n(n+1 R\n . _
Vi saitmms (8" . (k) = (1,1),
(1,2) n+1)(n—1 Ry\n ; _
\iB =) Ve e ) 6 h =0.2),
VS QVH* ( 1) n(n+2 R )
—Vbn 52(2n+3 (Z)n—l—l (E)n , (i, k) = (2,1),
Vit sty (B (k) = (2,2).
(10.565)
This implies
1 * *
T—QVE ® VeV (1) s =0 (10.566)
if and only if
1 2n41
V=> > CumHE ., Cuim€cR (10.567)

n=0 m=1
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Turning over from the gravitational potential V' to the disturbing potential
T (where the Fourier coefficients of order 0 and 1 are zero), we get the
following result:

Corollary 10.79. For the disturbing potential T, each of the following
statements is equivalent to T = 0:

(i) 0, T =0 on a sphere at satellite’s height,
(ii) (0,)?T =0 on a sphere at satellite’s height,
(iii) V5T =0 on a sphere at satellite’s height,
(iv) 0.V*5T =0 on a sphere at satellite’s height,
(v) V*5 @ VST =0 on a sphere at satellite’s height.

Finally, we mention that

VeovH? | = bl (10.568)

1,1);R
= ¢<n+2><n+2><2n—3>< —DhDE
Consequently, we find
oo 2n+1
Vovy =3 3 v kel nGDE (10.569)
k=0 k=1

This enables us to verify that

R p+2
Ve vV(y)-hBYE (y) duly) = <> v'i2@n (p, )\ il

—p—14q S
(10.570)
Therefore, from (10.517), we finally obtain the following reformulation of
v,

Qg

oo 2n+1
S

S
V=3 > (Ve vVihEDE e (i) (3
n=0 k=1

)"PPHE . (10.571)

This formula expresses the gravitational potential V' in Q‘}%‘t in terms of the
gravitational tensor V ® VV on the satellite orbit {g. Essential tools are
the tensor outer harmonics. The equality in (10.571) is understood in the
standard sense. The result is also true for the anomalous potential.
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[mis?] [kgemd|
0

Fig. 10.35: Terrestrial EGM96-potential (left) and terrestrial harmonic den-
sity of the EGM96-potential (right) for South America (Geomathematics
Group, TU Kaiserslautern (2008)).

Jve?]

Fig. 10.36: First radial derivative at 400 km (left) and second radial deriva-
tive at 200 km (right) of the EGM96-potential for South America (Geo-
mathematics Group, TU Kaiserslautern (2008)).

10.11 Gravity Quantities in Spherical Nomenclature

Finally, we list all essential material of our spherically oriented approach to
gravity quantities (GQ) of the anomalous potential in a formal setup (see
Figs. 10.35, 10.36 for getting a graphical impression):

Assume that the anomalous potential T satisfies the properties

o T e Cgh)nCo(Qgyh),
o AT =0in Q%Y

e T is regular at infinity,

T =0 (%) 1@l =0 (1) el - o
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o T"?@R) (n,k) =0, n=0,1,and k=1,...,2n+ 1.

Then T is given in form

oo 2n+1

=% > 2@ (n, k)HE |, (10.572)

n=2 k=1

where the equality is understood in the sense

N 2n+1 2 1/2
lim / Ty -3 S 700 () HE, ()| de(y)| =0
N=oo \ Jag n=2 k=1
(10.573)
and
N 2n+1
lim sup |T'(z T2 @R (n, k)HE =0, 10.574
N%%E(gl g}; VHZ, 1 k()] ( )

r > R. Relevant scalar gravity quantities (GQ) are characterized by the
operator AéQ given by

oo 2n+1
NagT(a) = 3 37 M) (n, k) B, () (10.575)
n=2 k=1
= Kpr, (@,9)T(y) dw(y)
Qr
with
oo 2n+1
Kz Z Z k@ HE (), (10.576)
n=2 k=1

L € {R, S}, where R is the ground level and S is the satellite level.

By virtue of the addition theorem, we are allowed to write (10.576) in the
form

Ky, (2.) = RlLiAéQ(n) (RLYH P, <|z|y> (10.577)

|z[ly| |yl

where P, is the one-dimensional Legendre polynomial of degree n. Obvi-
ously, from (10.577), we see that K Al (+,-) is a zonal function provided that

x € Qp,y € Q. We summarize the results in Table 10.9.
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Table 10.9: ‘L-upward continued’ scalar gravity quantities.

Symbol Operator Quantity

(%)n T anomalous potential

— ”;1 (%)n A gravity anomaly

—nfl (%)Wrl O, first radial derivative
(—2£2) (—-21) (%)n+2 (0,)? - second radial derivative

If the anomalous potential T is assumed to be bandlimited, i.e.,
TR (k) =0, n>N+1,k=1,...,2n+1, (10.578)

then T can be recovered from the ‘L-upward continued’ gravity quantities
as follows

/ K(AL )1 (z y)AéQ(y) dw(y), (10.579)
where
N 2n+1 X
Kl @) =3 > (M) HE, (@) HE, 1 k(y), (10.580)
n=2 k=1

(x,y) € QF* x QF*.

The (relevant) vectorial gravity quantity in SST is the ‘L-upward contin-
ued’ gradient VI given by

NooT (w) = /Q ks, (@ 9)T(y) dw(y), (10.581)
L
where
oo 2n+1
1);
e, (1.9) = > D Aal A @) HE, (), (10.582)
n=2 k=1

(x,y) € QF x QF* (see Table 10.10).
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Table 10.10: ‘L-upward continued’ anomalous gradient.

Symbol Operator Quantity
A/ ;"zﬁ}) (%)n+1 vT anomalous field

A bandlimited potential T' can be recovered from the ‘L-upward contin-
ued’ gradient VT as follows

T(z) = /Q kEVAL 1 @) AT (y) dwly), (10.583)
L
where
N 2n+1 ) ;
- 1
ké\;L - Z (o) HE,_y j(x )h(—r)L 1k(y),  (10.584)
n=2 k=1

(z,y) € QF x Q.
The addition theorem enables us to rewrite kAéQ(" -) in the form
1 241 (L\"? R\ z
by 1) = = 3 2L (EYVT (BN (o)
(o) RL = 4m \lyl ] " \lyl |zl
(10.585)

As (relevant) tensorial gravity quantity for satellite-gravity-gradiometry
(SGG), we finally mention the ‘L-upward continued’ anomalous tensor
V ® VT given by

AGoT = /Q kz, (2:9)T(y) dw(y), (10.586)
R
where
oo 2n+1
hD;
k>‘L Z Z )‘L —nf ( )HLn 1k(y), (10.587)
n=2 k=1

(x,y) € QF* x QF* (see Table 10.11).
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Table 10.11: ‘L-upward continued’ anomalous tensor.

symbol Operator Quantity
\ asy (%)HJr2 VeVT anomalous tensor

10.12 Pseudodifferential Operators and
Geomathematics

In the preceding chapters of this book, we put particular emphasis on the
usefulness and the beauty of orthogonality and rotational invariance for
sphere oriented applications. It has been shown how scalar, vectorial and
tensorial problems can be dealt with in a unified concept. All these things
led quite naturally to zonal kernels of different types. In this section, we
like to focus our attention on (invariant) pseudodifferential operators and
their usefulness in the described setting.

An invariant pseudodifferential operator (for brevity, we will leave out
the word invariant in the following) can be seen as a linear operator such
that its effect on the orthogonal system of spherical harmonics is only on
the degree, but not on the order, i.e.,

AYpm=AN(n)Ypm, m=1,....2n+1. (10.588)

The spherical symbol A”(n) has many appealing properties. For example,
it is easily seen that

(A" +A")(n) = (A)"(n) + (A")"(n) (10.589)

and
(A'A")(n) = (A)(n)(A")"(n), (10.590)

for alln =0,1,...

Since pseudodifferential operators on the sphere belong to the traditional
equipment, we do not give a general description (within a Sobolev space
framework). Instead, we restrict ourselves to certain geophysically relevant
examples of pseudodifferential operators. A more detailed discussion (e.g.,
from the point of physical geodesy) can be found in S.L. Svensson (1983)
and W. Freeden et al. (1998).
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The perhaps best known scalar example is the Laplace Beltrami operator
on the unit sphere  with the symbol (A*)"(n) = —n(n+1),n=0,1,....

(1)

Beltrami operator A*. Tt is not invertible since (A*)"(0) = 0, but
—A*+1 has the symbol {(—A*+ 1) (n)} with (—A*+ 1" (n) = (n+
%)2, n =0,1,... and, hence, has an inverse (—A* + %)_1 which is a ra-
tional pseudodifferential operator of order -2, ie. n +—
((—A* + 1H)™H)(n), n € Ny, is a rational function of order —2. More
generally, (—A*+ i)s is a rational pseudodifferential operator of order

2s and has the spherical symbol {((—A* 4 1)*)"(n)} with

<<_N N DS)A (n) = <n + ;)2 n=01,.  (10.591)

Green’s integral operator. The operator A given by
1 *
AUYE) = 3= [ GAT U det), €€ (10.592)

has the spherical symbol {(A)"(n)}, where

0 for n=0

()" () _{ “1(n(n+1)) for n=1,2,... (10.593)

Note that the operator A given by
1 L 1
AUNE) = 3= [ G+ e U dstn), €e0 (10504

has the spherical symbol {(A)"(n)}, where

N —4 for n=0
(A) (n)—{ —1/(n(n+l)+%)=—1/(n+%)2 for n=1,2,...
(10.595)

A pseudodifferential operator A satisfying A™(n) — 0 is called a smoothing
operator, because A™(n) — 0 means that the higher order harmonics are
subdued by the operator. An example is the Green integral operator. The
Beltrami operator has an opposite effect, because the higher order harmonics
are amplified.

This concept can be generalized in natural way to the vectorial, tensorial
and mixed cases. A pseudodifferential operator mapping scalar functions to
vector fields on 2 is given by a symbol

M(n) = (/\(Al)(n), )\(AQ) (n), )\f\d)(n)) (10.596)
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such that
AYom = A0y (M) 4 Aoy (M0 + Ay (W)Y (10.597)

Similarly, we can use such an operator representation for the mapping of
vector fields to scalar ones:

Aygzl)m, _ )‘z\z‘)(n)Y"vm' (10.598)
Obvious generalizations lead to pseudodifferential operators mapping scalar

fields to tensor fields, vector fields to tensor fields, and so on.

In this context, the surface gradient o(2) = V*, e.g., can be interpreted as
a pseudodifferential operator with symbol

(VM) = (0, /n(n +1),0), (10.599)

since V*Y = v/n(n + 1)y7(L2m The surface curl gradient 0B = L* defined

by Lz =¢AN Vg,ﬁ € Q, can be seen to have the symbol

(L*)(n) = (0,0, /n(n + 1)). (10.600)

Using this terminology the operators O are found to be pseudodiffer-
ential operators of order 0 if i = 1 and order 1 if 4 = 2,3. More explicitly,
we have

(O n) = 1,
ON ) = /nn+1), i=23.

Similarly, the tensorial case can be attacked.
AYpm = )\f\lvl)(n)yg1 Dy )\(A )(n)y7(1 24 )\A (n)
+ Ay )y + Ay (My ) + AG 3)(n)y (10 601)
+ Al My + M) (yS) + Mg )y

For example, the symbol of the operator 012) defined by 0 =(® Vg,
& € (), can be characterized by
0 N%LQ) 0 0 nin+1) 0
"N m) [ o "9 o |=]0 0 0 |. (10.602)
0 0 0 0 0 0

In particular, the operators O9) i = 1,2, 3, can be interpreted to be
pseudodifferential operators of order 0, while the operators O®F) are of



10.12 Pseudodifferential Operators and Geomathematics 567

order 1 for (i,k) € {(1,2),(1,3),(2,1),(3,1)}, or of order 2 if (i,k) €
{(2,3),(3,2)}, respectively. Their symbols are given by

(O (n)
1 if (i,k) = (1,1)
_ V2 if (i,k) € {(2,2),(3,3)}
n(n + 1) if (i, k) € {(1,2),(1,3),(2,1), (3, 1)}
Vnln+1)(n(n+1) —2) if (i, k) € {(2,3),(3,2)}

The strong connection of orthogonal invariance and zonal kernels gets
obvious, when applying these pseudodifferential operators to Legendre ker-
nels. To be more concrete, the addition theorem of spherical harmonics is
on the one hand

Pn(€ : 77) = Z Yn,m(&)Yn,m(n)' (10603)

On the other hand, we already know that the vectorial Legendre vector
kernel satisfies

‘ ) 2n+1
P (e.m) = (1) 20 Pa(€ - m)

m(n).  (10.604)

That means that the transition from P,(§-n) to p(l)(g, 1) can be described
with the application of the pseudodifferential operator d; with

5@)(”) = (01, 6i2, 0i3)- (10.605)

Similarly, the transition from P,(§ - n) to p(l k)(f,n) can be seen as the
application of a (tensorial) pseudodifferential operator with symbol

01015 01i02; 01403,
éa’j)(n) = 62i51j 521'(52]' 531‘533' (10.606)
02;01; 024025 03i03;

Thus, we have developed an efficient and clear calculus for the solution
of many problems in sphere oriented geomathematics. We can switch from
orthogonal systems with scalar, vectorial or tensorial spherical harmonics, to
zonal kernels or pseudodifferential operators to get the best representation
for the underlying problems. Furthermore, as illustrated in many examples
in this book, efficient numerical schemes can be implemented with the help
of these techniques.
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den and C. Mayer (2003), W. Freeden, V. Michel (2004b). Starting from
important investigations by N. Weck (1972), L. Ballani et al. (1993a,b),
the theses of V. Michel (1999, 2002) and V. Michel (2002, 2005), W. Free-
den, V. Michel (2004b), V. Michel, K. Wolf (2008) significantly contribute
to the specification of function systems involved in the inversion of New-
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Concluding Remarks

Today’s geosciences profit so much from the possibilities that result from
highly advanced electronic measurement concepts, modern computer tech-
nology and, most of all, artificial satellites. In fact, the exceptional situation
of getting simultaneous and complementary observations from a multiple of
low-orbiting satellites opens new opportunities to contribute significantly
to the understanding of our planet, its climate, its environment and about
an expected shortage of natural resources. All of a sudden, key parameters
for the study of the dynamics of our planet and the interaction of its solid
part with ice, oceans, atmosphere etc become accessible. In this context,
new types of vector and tensor data measured on (almost) spherical refer-
ence surfaces such as the (spherical) Earth or (near-)circular orbits are very
likely the greatest challenge. These data help geodesists to determine the
Earth’s gravitational field from spaceborne gravity sensors, the oceanogra-
phers to see the oceans flow, people from geomagnetics to get insight in
the spatio-time variation of the magnetic field, solid Earth physicists to
better understand the dynamics of the Earth’s interior, meteorologists to
simulate wind fields, a.s.o. However, (non-standard) observations and data
having a different type, location, and distribution cannot be handled by
traditional modeling and simulation techniques. This is the reason why
adequate components of mathematical thinking, adapted formulations of
theories and models, and economical and efficient numerical developments
are indispensable. Up to now, the modeling of vector and tensor data is done
on global scale by orthogonal expansions by means of polynomial structures
such as (certain types of) vector and tensor spherical harmonics. But so
far, they can not keep pace with the prospects and the expectations of the
‘Earth system sciences’. Moreover, there is an increasing need for high-
precision modeling on local areas. In this respect, zonal kernel functions,
i.e., in the jargon of constructive approximation, radial basis functions, be-
come more and more important because of their space localizing properties
even in the vectorial and tensorial context. The current book shows that
the addition theorem of the theory of spherical harmonics enables us to
express all types of zonal kernel functions in terms of a one-dimensional
function, viz. the Legendre polynomial. In other words, additive clustering
of spherical harmonics generates specific classes of space localizing zonal
kernel functions, i.e., Legendre series expansions, ready for approximation

571
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within scalar, vectorial, and tensorial framework. Furthermore, our inves-
tigations demonstrate that the closer the Legendre series expansion is to
the Dirac kernel, the more localized is the zonal kernel in space, and the
more economical is its role in (spatial) local computation. In addition, the
Funke—Hecke formula provides the natural tool for establishing convolutions
of spherical fields against zonal kernels. In consequence, by specifying scal-
ing functions, i.e., sequences of zonal functions tending to the Dirac kernel,
(space-localized) filtered versions of (square-integrable) spherical fields are
obtainable by convolution leading to ‘zooming-in’ approximation within a
multiscale procedure. Altogether, the vectorial and tensorial counterparts
of the Legendre polynomial are the essential keystones in our work. They
enable the transition from spherical harmonics via zonal kernels up to the
Dirac kernel. In addition, the Funk—Hecke formula and its consequences in
spherical convolutions opens new methological perspectives for global as
well as local approximation in vectorial and tensorial physically motivated
application.

It should be remarked that only the joint use of mathematical technol-
ogy and highly accurate sensors combining (globally available) spaceborne
data with local airborne and/or terrestrial observations will contribute to
a deeper knowledge of the Earth system and, in turn, to the development
of sustainable strategies to safeguard the human habitat for future gener-
ations. In this respect, the spherically oriented structures, methods and
procedures presented in this book form an essential step for handling ter-
restrial, airborne, and spaceborne data under relevant physical as well as
numerical assumptions.

Finally, the authors want to point out that much of the material of this
book can be readily formulated for non-spherical reference surfaces. Never-
theless, it remains to work with more realistic geometries such as (actual)
Earth’s surface, real satellite orbits, etc. This is the great challenge for
future research.
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harm, ............. space of vector spherical harmonics of degree n
(with respect to o, 0OW): 5.3

harmg k. space of tensor spherical harmonics of degree n
and type (i, k) (with respect to o("F), O(:4)):6.13

harm, ............. space of tensor spherical harmonics of degree n

(with respect to o(#F) O(:4)):6.13

space of vector spherical harmonics of degree n
and type (i) (with respect to 6@, 0("):5.14

harm,, ............. space of vector spherical harmonics of degree n

(with respect to 6, 0()):5.14

harm,, .......... space of tensor spherical harmonics of degree n
and type (i, k) (with respect to 6% O0:+)):6.13
harm, ............. space of tensor spherical harmonics of degree n

(with respect to 6(+%), O:F)):6.13
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Zonal Kernel Functions

K(E M) oo scalar zonal kernel function:7.1

KOG (vectorial) zonal kernel function of type i
(with respect to the Legendre {p,(f)(~, -)} — system ):8.3

B(eye) (vectorial) zonal kernel function
(with respect to the Legendre {py(-,-)}— system):8.3

k@) (vectorial) rank-2 tensor zonal kernel function

of type i (with respect to the Legendre {“pg’i)(-, -)} —system) :8.3
UR(, ) e (vectorial) rank-2 tensor zonal kernel function
(with respect to the Legendre {"p,(-,-)} —system ) :8.3

eGRIC Y (tensorial) rank-2 tensor zonal kernel function
of type (i, k) (with respect to the Legendre {tpg’k)(-, -)}-system) :9.2

0 O (tensorial) rank-2 tensor zonal kernel function
(with respect to the Legendre {'p,(-,-)} —system) :9.2

KOO (tensorial) rank-4 tensor zonal kernel function
of type (i, k) (with respect to the Legendre {P,(f’k’i’k)(-7 )} —system):9.2

K(,) voviiiiin (tensorial) rank-4 tensor zonal kernel function

(with respect to the Legendre {P(-,-)} —system):9.2

L (vectorial) zonal kernel function
of type ¢ (with respect to the Legendre {;B{ni)(-, -)} —system):8.3

%(-, o T (vectorial) zonal kernel function
(with respect to the Legendre {p,(-,)} —system):8.3

VKO (vectorial) rank-2 tensor zonal kernel function
of type i (with respect to the Legendre {UN(I ! (,-)} —system):8.3

VK(y ) e (vectorial) rank-2 tensor zonal kernel function
(with respect to the Legendre {"py,(-,-)} —system) :8.3

RER Y (tensorial) rank-2 tensor zonal kernel function
of type (i, k) (with respect to the Legendre {'py, ph) (+,)} —system):9.2

() e (tensorial) rank-2 tensor zonal kernel function
(with respect to the Legendre {p,(-,-)} —system) :9.2

KGR () (tensorial) rank-4 tensor zonal kernel function
of type (i, k) (with respect to the Legendre {P . k)( -)} —system):9.2

K(,) oo (tensorial) rank-4 tensor zonal kernel function

(with respect to the Legendre {P,(-,+)} —system):9.2
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