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Preface

Tropical cyclones are becoming more powerful with the most dramatic increase

occurring over the North Atlantic. The increase is correlated with an increase in

ocean temperature. A debate concerns the nature of this increase with some

researchers attributing it to natural climate fluctuations while other researchers

attributing it to anthropogenic increases in forcing from greenhouse gases. A

Summit on Hurricanes and Climate Change held May 27–30, 2007 at the Aldemar

Knossos Royal Village in Hersonissos, Crete brought together leading academics

and researchers to discuss the issues and to address what research is needed to

advance the science of hurricane climate.

The Summit was hosted by Aegean Conferences and supported by the Bermuda

Institute for Ocean Sciences (BIOS) Risk Prediction Initiative and by the U.S.

National Science Foundation. It was organized to provide a venue for encouraging a

lively, spirited exchange of ideas. In this spirit, it was appropriate to convene at the

birthplace of the Socratic method. This volume is a collection of research papers

from participants of the Summit.

Tropical cyclones are typically analyzed as a passive response to climate

forcing: the hurricane as a product of its environment. A warm ocean provides

sustenance, a calm atmosphere nurturing, and a subtropical high-pressure cell

forward direction. An increase in oceanic heat will raise a hurricane’s potential

intensity, yet an increase in shearing winds could counter by dispersing the heat in a

fledgling storm. This perspective is useful for identifying the mechanisms respon-

sible for making some seasons active while others inactive. A point of emphasis at

the Summit was that statistical modeling is superior to data analysis (trend lines,

etc) as it avoids cherry-picking the evidence and provides a framework for making

use of older, less reliable data.

For example, a Poisson distribution is useful for modeling tropical storm counts

over time. The benefit of a statistical approach is that it provides a context that is

consistent with the nature of the underlying physical process, analogous to the way

the laws of physics provide a context for studying meteorology. It was shown at the

Summit that smoothing (filtering) the hurricane count data introduces low frequency

patterns that may not be significant and that a statistical model of Atlantic hurri-

canes indicates a recent upswing in the number of strongest hurricanes with little or

no multidecadal variation.



Although the question of whether we can ascribe a change in tropical cyclone

intensity to anthropogenic climate change (attribution) is still open, it was argued

based on statistical models for extreme winds that the difference in hurricane

intensity for storms near the U.S. coast between globally warm and cool years is

consistent in sign and magnitude with theory and simulations. In this regard it was

noted that the discrepancy between numerical model results and observations is

likely due to a reliance on data analysis rather than statistical models.

The collective role that hurricanes play in changing the climate was another

point of emphasis at the Summit. Over the Atlantic Ocean, heat and moisture

transport out of the tropics by an ensemble of hurricanes moving poleward in a

given season was shown to have a detectable influence on the baroclinic activity at

high latitudes the following winter, which in turn influences the preferred hurricane

track type (recurving or straight-moving) during the subsequent hurricane season.

Thus a communication between the tropics and the middle latitudes on the biennial

time scale is accomplished through tropical cyclone track changes and middle

latitude baroclinicity. This finding has important implications for financial markets

because it provides a way to hedge risk through diversification.

Also, the relationship between global warming and ENSO was explained in

terms of warming rather than warmth. A warming planet is associated with more El

Nino events, which on the biennial time scale leads to cooling. These are intriguing

hypotheses about climate change and tropical cyclones that merit further investiga-

tion. It was also shown that super typhoons in the western North Pacific need a deep

ocean mixed layer for rapid intensification only in regions where the sub surface

water temperatures are marginally supportive of tropical cyclone intensification. It

was demonstrated that high aerosol concentrations lead to an invigoration of the

convection in tropical cyclones through enhancement of the ice/water microphysi-

cal processes inside the clouds.

Another important theme of the Summit was paleotempestology—the study of

prehistoric storms from geological and biological evidence. For instance, coastal

wetlands and lakes are subject to overwash processes during hurricane strikes when

barrier sand dunes are overtopped by storm surge. The assumption is that during

landfall the waves and wind-driven storm surge reach high enough over the barrier

to deposit sand in the lake. In a sediment core taken from the lake bottom, a sand

layer will appear distinct from the fine organic mud that accumulates slowly under

normal conditions. Sediment cores taken from the northeastern Caribbean show

more sand layers during the second half of the Little Ice Age when sea temperatures

near Puerto Rico were a few degrees C cooler than today providing some evidence

that today’s warmth is not needed for increased storminess. Not surprisingly

intervals of more hurricanes correspond with periods of fewer El Nino events. It

was shown that sedimentary ridges in Australia left behind by ancient tropical

cyclones indicate activity from the last century under represents the continent’s

stormy past. It was argued that proxy techniques based on oxygen isotopes from

tree rings and cave deposits show promise for studying prehistoric tropical cyclone

events because of the signature left in the annual layers by the isotopically lighter

tropical cyclone rainwater.
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It was mentioned that a spatially limited set of proxies or historical records are

not able to resolve changes in overall activity from changes in local activity due to

shifts in tracks. While the northeastern Caribbean region is in the direct path of

today’s hurricanes, was it always? Network analysis of hurricane activity might be

able to shed light on this question. The answer is important as more hurricanes

locally could mean changes in steering rather than changes in abundance. Proxy

data from the U.S. Gulf coast show a pattern of frequent hurricanes between 3800

and 1000 years ago followed by relatively few hurricanes during the most recent

millennium which is explained in terms of the position of the subtropical North

Atlantic High. Moreover it was shown that recent increases in typhoon intensities

affecting Korea can be explained by an eastward shift in the subtropical North

Pacific High allowing the storms to recurve over the warmer waters of the Kuroshio

Current rather than over the colder subsurface waters of the Yellow Sea. In order to

understand how climate influences local changes in tropical cyclone activity, it was

remarked that more research is needed to identify factors influencing tropical

cyclone tracks.

Results from high-resolution numerical models, including a 20 km-mesh model,

were consistent in showing stronger tropical cyclones in a warmer future. Most

models indicate an overall decrease in the number of storms, attributable in one

study to greater atmospheric stability and a decrease in the vertical mass flux. Not

all models agree on the change in individual basin numbers with some models

showing an increase in the Atlantic and others a decrease. It was shown that models

without tropical cyclones remove the oceanic heat in the tropics through stronger

trade winds. It was noted that models may be better at identifying changes to the

large-scale genesis fields and that models still do not have the resolution to be useful

to society. Climate model projections can be downscaled to construct tropical

cyclone climatologies using a method that combines rejection sampling by numeri-

cal models to determine genesis points with simple physical models for storm

motion and winds. A few participants focused on the perception and politics of

tropical cyclone risk in a changing climate.

This volume provides a cross-section of the topics that were covered during the

Summit. It is broadly organized around study type with empirical analyses first

followed by statistical models, then by numerical simulations.

We would like to extend our gratitude to the following individuals for helping

with the review process: George Kallos. Kevin Hodges, Constantin Adronache.

Anastasios Tsonis. Kyle Swanson. Fabrice Chauvin, Auguste Boissonnade, Bob

Rohli, Claudia Mora, William Read, Kevin Walsh, Kerry Emanuel, Byron Daynes,

and Greg Holland. Special thanks goes to Robert Hodges for his help with copy

editing.

James B. Elsner
March 2008 Thomas H. Jagger
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Stéphane Hallegatte

The Science and Politics Problem: Policymaking, Climate

Change and Hurricanes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387

Glen Sussman

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413

Contents xi



Contributors

Enrica Bellone

Risk Management Solutions, London, UK

Zafer Boybeyi

College of Science, George Mason University, Fairfax, VA 22030, USA

John A.T. Bye

The University of Melbourne, Melbourne, Victoria, Australia

Wenju Cai

CSIRO Marine and Atmospheric Research, Melbourne, Victoria, Australia

Fabrice Chauvin
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Detection and Attribution of Climate

Change Effects on Tropical Cyclones

Kevin Walsh, David Karoly, and Neville Nicholls

Abstract The status of attempts to detect climate trends in tropical cyclone data

and the possible attribution of such trends to anthropogenic climate change are

reviewed. A number of trends have been detected in tropical cyclone data but some

of these are likely due to data inhomogeneities. Where the data is good, for instance

in the Atlantic basin, detected trends are more likely to be real. Whether such trends

can be attributed at this time to anthropogenic climate change relies not only upon

good data but also upon the physical basis of the hypothesized links between global

warming and variables related to tropical cyclone characteristics. These links may

be made stronger through the use of numerical models and theoretically-based

parameters. A process is outlined by which this might be achieved.

Introduction

The detection and attribution of the possible effects of anthropogenic climate

change on tropical cyclones is one of the most controversial topics in present-day

science. The increase in tropical cyclone numbers in the Atlantic since the mid

1990s, combined with the devastating impacts of individual hurricanes such as

Katrina in 2005, has led to an urgent examination of trends in the available tropical

cyclone data to see if these can be explained by man’s effect on the climate.

To examine these issues, numerous recent studies have been performed to

analyze the data record, to simulate future occurrence and intensity of tropical

cyclones and to determine the influence of various environmental parameters on

tropical cyclone characteristics. But no study has yet applied the standard, formal

methodology to tropical cyclones that has been used previously to conclude, with

high confidence, that a particular change in atmospheric or oceanic behavior is

likely due to anthropogenic climate change. The formal process of detection and

attribution is the most powerful tool available to climate scientists to build confi-

dence in ascribing detected climate trends to man-made influences. This article

discusses the relevance of this methodology for studies of tropical cyclones, out-

lines the current issues that limit its application to tropical cyclones and suggests

J.B. Elsner and T.H. Jagger (eds.), Hurricanes and Climate Change, 1
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ways in which these limitations can be addressed. The formal process of detection

and attribution is first described and examples are given of its successful application

in providing robust, high-confidence conclusions regarding the effects of anthropo-

genic climate change.

Detection and Attribution

Definition

Detection is the process of determining whether a climate signal has emerged from

the background noise of the data. Typically this ‘‘noise’’ constitutes the natural

climate variability of the atmosphere-ocean system., particularly variability on

decadal time scales which can often be aliased onto longer-time scales trends

such as those associated with global warming, thus making these trends difficult

to detect unambiguously. A recent summary of the detection process is provided in

Hegerl et al. (2007). Detection is largely a statistical issue and is usually determined

by statistical techniques, ranging from simple trend analyses to multi-variate

analysis.

For a signal to be detected unambiguously, good data for both the signal and the

noise must exist. Like all good climate data, cyclone data must be free of inhomo-

geneities caused by changes in observing practices. The data must also be complete

in that the data sample being analysed must be consistently collected at similar time

intervals over the entire period of record. To estimate the magnitude of the climate

noise in a particular climate parameter, it may not be possible to just use the

available observational record, as this may be too short to fully characterize the

long-term variability due to noise alone. In principle, data records much longer than

the duration of the climate change signal are required to estimate the range of long-

term variability that may occur due to climate noise alone (Santer et al., 1995). In

practice, such lengthy observational records do not exist for any climate variables

and so alternative approaches must be used to estimate the long term variability due

to noise. Often, long control simulations from coupled ocean-atmosphere climate

models performed with no changes in external forcing factors are used to estimate

the long-term variability of climate variables due to climate noise alone, assuming

that the models provide realistic simulations of the noise in such variables.

It is clear that the mere detection of a signal is not an indication of its cause.

Further analysis needs to be undertaken to ascribe causes for any detected signals;

this is known as the process of attribution. In the case of anthropogenic climate

change, we are interested in whether the detected signal can be attributed to man-

made global warming. As defined by the IPCC, in order for high confidence

attribution conclusions to be reached, a signal needs to be detected that is not

only of the expected pattern of change but also of the correct magnitude expected

2 K. Walsh et al.



from the response to anthropogenic climate forcing. This response is usually

estimated using simulations with climate models forced by increases in atmospheric

concentrations of greenhouse gases and aerosols, although theoretically-based

approaches have also been used in some instances. Inherent in this process is the

assumption that the simulations of climate models have reasonable skill, an as-

sumption that is not justified at present for some small-scale, complex phenomena

such as tropical cyclones (e.g. Randall et al. 2007; Walsh 2008).

Therefore, based on the formal Intergovernmental Panel on Climate Change

(IPCC) definition of detection and attribution, the following conditions must be

satisfied for successful detection and attribution:

l A signal must be detected;
l The signal must be consistent with the esimated response from modeling or

theoretical techniques of a given combination of anthropogenic and natural

forcings; and
l The detected signal must be inconsistent with alternative, plausible explanations

that exclude important elements of the given combination of proposed forcings.

The last point is particularly important in that it provides a means of eliminating

alternative explanations to a signal that might otherwise appear completely consis-

tent with anthropogenic warming.

Attribution can also be achieved, but with considerably less confidence, by using

statistical techniques to relate well-attributed variables to other climate phenomena.

In this case, the confidence of the attribution would depend upon the plausibility of

the hypothesized physical association between the variables. The current contro-

versy regarding the influence to date of anthropogenic warming on tropical

cyclones arises from this lower level of confidence.

Confident attribution of an anthropogenic effect depends on the likely magnitude

of the anthropogenic effect as well as on the data and model simulations and

theoretical understanding available for testing. Thus, if over the next few years a

series of strong tropical cyclones were observed in the South Atlantic (a region

where such events have been exceedingly rare in the past), we would be justified

in concluding, with little formal studies, that this was likely the result of anthropo-

genic climate change. Similarly, if tropical cyclones off the east coast of Australia

regularly started to retain their tropical characteristics as far away from the equator

as, say, Sydney, we would again be justified in concluding that this was the result of

anthropogenic changes. However, we do not expect such massive changes any time

soon. So the question of attribution, given the expected degree of change from

anthropogenic causes, is more difficult. This means that it is essential that we

contrast the various formal and less-formal approaches to detection and attribution,

so that we present balanced expressions of our confidence in any attribution

statement. Quite simply, there are approaches than can yield strong statements

about attribution, and others that can only yield weaker statements of confidence,

given the tools and data available and the expected degree of change due to

anthropogenic causes.

Detection and Attribution of Climate Change Effects on Tropical Cyclones 3



Examples of Detection and Attribution Studies

Before detailing the numerous obstacles facing detection and attribution studies of

tropical cyclone behavior, we illustrate the process of detection and attribution

through the use of a few examples. One of the easiest variables that can be used to

demonstrate successful detection and attribution is global mean near-surface air

temperature. Such a study is relatively straightforward for a number of reasons. The

detected signal for global mean temperature increase in the past 100 years is highly

statistically significant (e.g. Trenberth et al. 2007). The data used to estimate this

trend have been extensively analyzed over many years and have small error bars.

The main tool used for attributing this trend to man-made climate change,

the global climate model, simulates global average temperature variability well

(Randall et al. 2007). When global climate models are driven by the best available

estimates of the radiative forcing of the 20th century, they reproduce well the

observed temperature global average increase in the latter part of that century.

Finally, when the key man-made elements of the forcing are removed, leaving only

the naturally-varying components such as solar forcing, the models fail to repro-

duce the observed temperature increase. Thus the observed increase in global

average temperature in the 20th century can be confidently ascribed to man-made

global warming (Hegerl et al. 2007). Numerous earlier studies showed this (e.g Tett

et al. 1999; Stott et al. 2001); more recently (Hegerl et al. 2007), this work has been

extended to continental-average temperatures over most areas of the globe, demon-

strating that these temperature increases can also be attributed to anthropogenic

climate change.

Other observed climate trends have been formally ascribed to anthropogenic

climate change. Barnett et al. (2005) and Pierce et al. (2006) analyzed trends in

upper ocean temperatures in various ocean basins over the period 1960–2000,

examining the observed change of temperature with depth and comparing it with

the results of climate model simulations. They found that the oceanic warming over

this period had been most pronounced in the upper part of the ocean and that this

profile of temperature change was well simulated by numerical models using

anthropogenic forcing, and could not be simulated when this forcing was removed.

An increasing number of attribution studies have considered variables other than

temperature. An anthropogenic influence has been formally identified in the in-

creasing height of the tropopause over the last 3 decades (Santer et al. 2003),

associated with stratospheric cooling due to ozone depletion and tropospheric

warming due to increasing greenhouse gases. Observed multi-decadal changes in

global patterns of mean sea level pressure have been attributed to anthropogenic

forcing (Gillett 2005), as the observed changes cannot be explained by natural

variability and are consistent with the response to anthropogenic forcing. However,

the simulated pressure response to anthropogenic forcing is much weaker than the

observed pressure trends, even though there is general agreement in the large scale

spatial pattern of pressure changes.

These standard techniques have not been successfully applied to all climate

variables, however. Problems have been encountered in detection and attribution
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studies of variables such as precipitation, due to the generally poor ability of models

to simulate precipitation trends, the expected strong regional variations in trends

due to climate change and large interannual variability in current and future

climates (e.g. Lambert et al. 2004). Similar problems would be encountered in

any similar formal attribution studies for tropical cyclones, beginning with the

effect of data quality on signal detection.

Detected Trends in Tropical Cyclone Characteristics

Tropical Cyclone Data

The data that are typically used in trend analyses of tropical cyclones are the so-

called ‘‘best track’’ data (Neumann et al. 1993). The process of compiling the best

track data involves a review of the available tropical cyclone data by tropical

cyclone forecasters, usually at the end of the tropical cyclone season, using all

data sources available at the time that the review is performed. Thus for climate

analysis there are immediate issues regarding the homogeneity of such data,

particularly for less well-estimated variables such as tropical cyclone intensity, as

the best available techniques for estimating this have changed over time (Landsea

et al. 2006).

There are really two questions that need to be addressed in a reanalysis of the

best track data, depending on the ultimate use of the data. The data can be made as

accurate as possible for each storm, using all data available at the time and our

present-day improved knowledge of tropical cyclones to update earlier estimates of

variables contained in the data sets. Nevertheless, a data set that was reanalyzed in

this fashion would not be homogeneous, as observational data and techniques have

improved over time, thus potentially introducing spurious trends into the data. An

argument can therefore be made for the creation of a ‘‘degraded’’ but uniform data

set, one in which only a base level of data is used, combined with present-day

analysis techniques (e.g. Kossin et al. 2007).

There are good reasons to believe that inhomogeneities have been introduced

into the tropical cyclone best track record (e.g. Harper 2006; Kepert 2006). A very

obvious change was the introduction of weather satellites in the 1960s; before this,

many storms would have gone unrecorded. By the 1970s, these polar-orbiting

satellites were providing regular, twice-daily visible and infrared images. By the

1980s, geostationary satellites provided 3-hourly coverage. The introduction of

passive microwave sensors, followed by scatterometer data and cloud drift winds

in the 1990s, provided improved delineation of tropical cyclone structure. Finally,

in recent years, 3-axis stabilized geostationary satellites have provided rapid inter-

val scans of tropical cyclones.

Moreover, analysis techniques have themselves changed. The gradual introduc-

tion and evolution of the Dvorak (1975, 1984) technique (Velden et al. 2006) of
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estimating tropical cyclone intensity from the appearance of the satellite image will

have led to changes in estimated tropical cyclone intensities. This is particularly

important in regions of the globe where there is no ground truthing of this technique

as there is in the Atlantic ocean. More recently, objective techniques (Olander and

Velden 2006) have further improved our ability to estimate tropical cyclone

intensity.

It can be easily argued that even recent tropical cyclone records are not free from

data inhomogeneities. The most telling example of this so far is the analysis of

Kamahori et al. (2006) and Wu et al. (2006). Wu et al. (2006) examine trends in

severe tropical cyclone numbers in different competing ‘‘best-track’’ data sets in the

northwest Pacific region, those of the Joint Typhoon Warning Center, the Hong

Kong Observatory and the Japanese Regional Specialized Meteorological Center

(RSMC). The JTWC analyzed substantially greater numbers of intense cyclones

than the other two forecast offices even in very recent times, when the data should

be best. Wu et al. (2006) ascribe this result to the different analysis techniques used

in the rival data sets; Kamahori et al. (2006) attribute these differences to modifica-

tions made by the Japan Meteorological Agency (JMA) to the original Dvorak

technique so that it agreed better with surface observations. At present, it is not

clear which data set best represents reality. Other best track data sets have similar

issues. In the Australian best data set, three different versions of the Atkinson and

Holliday (1977) wind-pressure relationship have been used at various times (Harper

2002; Kepert 2006).

In recognition of these problems, reanalyses of the tropical cylone record have

been performed (Landsea et al. 2004; Harper 2006). Recent partial reanalyses of the

tropical cyclone record have shown substantial corrections in trends compared with

studies that have analysed existing best-track data. Kossin et al. (2007) use geosta-

tionary satellite images degraded to a consistent horizontal resolution over the

period 1983 to 2005 to remove time-dependent biases, finding that detected changes

in a measure of cyclone intensity in basins other than the Atlantic are smaller than in

previous analyses. A recent reanalysis of the record in the western Australian region

(Harper 2006) has also found that increases in severe tropical cyclone numbers are

less than previously estimated using best track data. Landsea et al. (2006) use

modern intensity estimation methods applied to satellite images of non-Atlantic

tropical cyclones from the late 70s and early 80s to show that the intensities of the

storms are likely significantly underestimated in the best track data that were

compiled at that time.

There is a limit, however, to the ability of such studies to recreate completely the

tropical cyclone record. Clearly, cyclones that have never been observed are lost

forever and only estimates can be made of the numbers of storms that have been

missed from the record. Landsea (2007) make such an estimate for the Atlantic

basin, noting that although this region has been monitored by aircraft reconnais-

sance since 1944, such observations would not have covered the portion of the

Atlantic east of 55W. Landsea (2007) estimates that about 2.2 storms per year

would have been missed over the period 1900–1965, before the advent of routine

satellite monitoring. In contrast, Holland and Webster (2007) estimate considerably
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smaller numbers of missing storms. Moreover, Holland (2007) questions Landsea’s

(2007) assumption that the ratio of landfalling storms to oceanic storms has been

constant over this period, showing that this ratio may have changed due to cyclical

variations in the formation locations of tropical cyclones. This conclusion was

reinforced by Chang and Guo (2007), who estimate about 1.2 missing storms per

year over the same period. In any event, the magnitude of the detected trend in

Atlantic tropical cyclone numbers appears only to be reduced, not eliminated

entirely when missing storm numbers similar to those assumed by Landsea

(2007) are included in the data record (Mann et al. 2007). Any trend analyses of

best track data would need to consider this and other data issues.

Trend Analyses

Numerous studies have analyzed tropical cyclone best track data for trends in

tropical cyclone numbers and various measures of tropical cyclone intntensity.

All recent work suggests that there is no current detectable trend in global tropical

cyclone numbers, with numbers typically 80–90 per year (Emanuel 2005; Webster

et al. 2005). Regional trends are somewhat more difficult to analyze, given the

lower signal to noise ratio due to the high interannual variability of tropical cyclone

numbers in many formation basins (e.g. McBride 1995). Analyses that have been

performed show different trends in different basins. Most work has been performed

in the Atlantic, since this is the basin with the best data. Trends in tropical cyclone

indicators in the Atlantic have shown substantial positive trends since 1980, and

these trends appear to be real (e.g. Mann et al. 2007). Kossin et al. (2007) show that

since 1980, the Atlantic has experienced very large upward trends in an intensity-

related variable, the Power Dissipation Index (PDI), a measure of the total integrated

power in the storm. According to Kossin et al. (2007), trends in the northwest Pacific

have been modest, have been downwards in the northeast Pacific and approximately

flat in the other regions.

In other basins, where the data are poorer, there is more dispute regarding trends,

particularly of variables like intensity that are more difficult to estimate, leading to

uncertainty in detected trends. Intensity trends in the Australian region differ by

geographical location, with the northwest region showing some increases in inten-

sity since 1980, but the eastern region exhibiting no trend (Harper 2006; Hassim

and Walsh 2008).

In contrast, Webster et al. (2005) found large trends in global tropical cyclone

intensities in the period from 1970 to 2004, noting a doubling in the global number

of intense category 4 and 5 storms over this period. The value of this paper was that

it identified that there were such unexplained trends in the best track cyclone data, a
fact that was not previously generally appreciated. Nevertheless, subsequent

worked showed that these detected trends were likely at least partly the result of

artifacts of the data. Kossin et al. (2007) showed that there was no apparent trend in

global tropical cyclone intensity over that period, a time during which there was a
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substantial increase in category 4 and 5 storms numbers analysed by Webster et al.

(2005). Instead, large decadal variations in global numbers of intense hurricanes

were found. As already stated, there are a number of reasons to suspect that the best

track data analysed by Webster et al. (2005) has artificial trends within it due to

changes in observing practices. However, it is not clear to what extent correcting

the existing data for inhomogeneities would alter the trends detected by Webster

et al. (2005) and others: in other words, whether the trends would be eliminated,

reversed or only modified.

In summary, the analysis of tropical cyclone trends is complicated by a lack of

consensus regarding the state of the current tropical cyclone data used to determine

such trends. The detected trends in the Atlantic ocean basin since 1980 appear to be

real, however.

Attribution of Detected Trends in Tropical Cyclones

If a real trend is detected, attribution of such trends could be accomplished in a

number of ways. A well-tested theory of tropical cyclone numbers or intensities

could be compared with observed trends. Alternatively, a numerical simulation of

tropical cyclones could be performed analogous to previously performed simula-

tions of 20th century climate and the results with and without anthropogenic forcing

compared with observations. Less confidently, statistical links could be made

between well-attributed variables and tropical cyclone characteristics.

Studies that are largely statistical can give indications of associations that need

to be investigated, but as tools for attribution they naturally provide less confident

results. For example, Holland and Webster (2007) demonstrate a very plausible

causal connection between the observed global warming, the warming of sea

surface temperatures (SSTs) in the Atlantic and the subsequent changes in tropical

cyclone behaviour in that region. A mechanism for this is proposed by Vimont and

Kossin (2007), who show that there are apparent strong relationships between

variations in tropical cyclone characteristics and the Atlantic Meridional Mode

(AMM; see the review by Xie and Carton 2004). This is due to the circulation

changes induced by the AMM, including changes to SST anomalies, whereby the

main genesis regions of tropical cyclones tend to move equatorward to regions

where the MPI is larger and where they are more likely to reach their MPI due to

lower wind shear during positive phases of the AMM. One way to improve the

confidence of the attribution to global warming in the analysis of Holland and

Webster (2007) would be to employ physically-based modelling studies to show

that a consequence of warming in the late 20th century is that changes in atmo-

spheric circulation in models forced by changes in anthropogenic factors are

consistent with a southward move in the main Atlantic tropical cyclone genesis

regions, and that such circulation changes do not occur in unforced simulations.

In this way, confidence would be improved in the Holland and Webster (2007)
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conclusion that tropical cyclone trends in the Atlantic are due to global warming.

Thus such attribution studies need not take the form of direct simulation of tropical

cyclones in climate models – and, given the current state of the art, this would be

difficult (Walsh 2008). But they should include, where possible, an assessment of

how anthropogenic climate change is likely to affect the crucial variables used in

detected statistical relationships, employing either simulations or theoretical tech-

niques to do so.

Theoretical Techniques

Tropical Cyclone Numbers

One difficulty with applying theoretical concepts to predict tropical cyclone forma-

tion for this purpose is that there is no widely accepted quantitative theory of

tropical cyclone formation (Emanuel 1986; Rotunno and Emanuel 1987; Bister

and Emanuel 1997; Simpson et al. 1997; Ritchie and Holland 1997; Ritchie et al.

2003; Montgomery and Enagonio 1998; Reasor et al. 2005; Tory et al. 2006). In the

absence of such a theory, tropical cyclone genesis parameters have been developed

that statistically relate large-scale atmospheric and oceanic fields to formation of

tropical cyclones. The earlier work of Gray (1975) and the more recent parameters

of Royer et al. (1998), DeMaria et al (2001) and Emanuel and Nolan (2004) all

show an ability to diagnose tropical cyclone formation when forced by large-scale

fields, but since they are diagnostic parameters, none of them necessarily constitute

a predictive theory of formation that would be valid in a changed climate. In

particular, Gray’s parameter is unrealistically sensitive to changes in SST (Ryan

et al. 1992), which severely limits its application to climate change studies.

One way to build confidence that these parameters may be useful in a changed

climate would be to compare their predictions with the number of tropical cyclones

directly simulated by a climate model in current and enhanced greenhouse climates,

applying the large-scale fields generated by the models to the genesis parameters.

This approach was employed by McDonald et al. (2005), who found reasonable

agreement between the predictions of the Royer et al. (1998) Convective Yearly

Genesis Parameter (CYGP) and the model simulation of tropical cyclone formation.

Chauvin et al. (2006) reached a similar conclusion, while Camargo et al. (2007)

showed mixed results. Royer et al. (2008; this volume) apply the CYGP to the

enhanced greenhouse predictions of fifteen general circulation models, finding a

wide variation of responses of the CYGP, due to the considerable differences in the

models’ SST predictions in a warmer world. These conclusions are also subject to

the criteria used to identify tropical cyclones in the output of climate models (Walsh

et al. 2007); if different selection criteria are used, different numbers of tropical

cyclones would be detected. One potential use of these cyclone genesis parameters

in a detection and attribution study would be to apply them to a suite of forced
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and unforced model simulations to determine whether there are any systematic

differences in the genesis potential between the two and compare the differences to

observed trends.

Tropical Cyclone Intensities

In contrast to tropical cyclone numbers, the theory of tropical cyclone intensities

appears to be on a firmer foundation. The theory of tropical cyclone maximum

potential intensity (MPI; Emanuel 1986, 1988) suggests that a tropical cyclone may

be viewed as a Carnot cycle heat engine, with the warm reservoir being the sea

surface temperature (or upper ocean heat content) and the cold reservoir being the

upper tropospheric outflow temperature. The alternative, thermodynamic adjust-

ment theory of Holland (1997) gives similar results. The application of earlier

versions of these theories to the output of GCM simulations has suggested that

increases in peak tropical cyclone intensities of 5–10% could occur some time after

2050 (Emanuel 1987; Henderson-Sellers et al. 1998; Walsh 2004).

Emanuel (2007) points out that the MPI predictions of Emanuel (1987) for the

rate of change of intensity increase in the Atlantic since the 1970s, based upon the

observed increase in SST, are considerably less than the observed changes in

intensity in the Atlantic during that time. Emanuel (2007) has presented a new

calculation based on the revised technique of Bister and Emanuel (2002). This

version results in much better agreement with the observed intensity change in the

Atlantic. Emanuel (2007) investigated the causes of the observed increase of

tropical cyclone power dissipation index (PDI) over the period since 1950. He

also created a diagnostic parameter that included the effects of changes in potential

intensity, low-level vorticity and vertical wind shear. The results showed that the

observed increase of PDI in the Atlantic since 1980 was consistent with changes in

these three factors, including increases in low-level vorticity and potential intensity.

The increases in potential intensity since 1980 were caused by increases in SST and

decreases in upper troposphere temperature in the tropical Atlantic, thus increasing

the thermodynamic efficiency of tropical cyclones. Note that the PDI is an

integrated measure of cyclone characteristics and as such may not be the most

sensitive variable for use in studies of detection and attribution.

Thus these results appear to indicate, with good skill, relationships between

trends in large-scale variables and tropical cyclone PDI. Regarding attribution of

these trends, it is clear that there is a relationship between the increases in Atlantic

tropical SST and similar increases in global temperatures that have been well

ascribed to global warming (Elsner 2006; Mann and Emanuel 2006; Trenberth

and Shea 2006; Elsner 2007). In particular, Santer et al. (2006) showed this by using

the standard formal attribution methodology in which a number of model simula-

tions of 20th century climate were run with and without greenhouse gas forcings, so

this is a conclusion with high confidence. It is also true that a number of studies

have demonstrated a plausible statistical relationship between SST increases and

intense tropical cyclone numbers in the Atlantic (Hoyos et al. 2006; Holland and
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Webster 2007) and increases in SST are an expected consequence of global warm-

ing. Nevertheless, the decreases in tropical upper troposphere (100 hPa) tempera-

ture, which Emanuel (2007) found contributed to increased Atlantic tropical

cyclone intensity, are not expected consequences of global warming. Meehl et al.

(2007), among many others, show that tropical temperatures are expected to warm

at this altitude in the 21st century, which is inconsistent with an anthropogenic

cause for the observed cooling. It is also not clear why the low-level vorticity in the

tropical Atlantic has been increasing. Nor is it clear what the relationship is between

low-level vorticity and global warming. Thus the attribution of the increases in

Atlantic tropical cyclone PDI to factors related to global warming is of less

confidence as a result. For increased confidence, one would have to examine the

simulation of Emanuel’s (2007) diagnostic PDI in climate models forced with and

without anthropogenic factors over the late 20th century. Additionally, the relation-

ship between SST and PDI is much weaker in the northwest Pacific than in the

Atlantic, where SSTs have also been increasing since 1980, but where the trend in

PDI is not pronounced (Klotzbach 2006; Emanuel 2007). This is due to different

trends in vertical wind shear and vorticity in this region. These different regional

trends would also have to be seen in 20th-century climate simulations for confident

attribution.

Simulation Techniques

Numerous studies have employed climate models to directly simulate the formation

and intensification of tropical cyclones. Since the early work of Manabe et al.

(1970), the ability of climate models to generate lows that resemble tropical

cyclones has developed considerably. Currently, numerous groups worldwide are

developing a capability to perform these types of simulations. A recent review is

given in Walsh (2008).

Climate models have varying abilities to simulate tropical cyclone characteris-

tics. In general, though, they usually do not simulate numbers that are very close to

observed formation rates. One difficulty, as detailed in Walsh et al. (2007), is that

the storm detection schemes used to determine the rate of formation within the

models are often tuned to the observed formation rate, thus making it impossible to

determine the actual ability of the model to generate tropical cyclones in the current

amount.

The situation is even worse for intensities, with climate models having an

inadequate simulation of the observed cyclone intensity distribution, mostly simu-

lating tropical cyclones that are considerably weaker than observed. Thus simulat-

ing observed intensity trends as part of a model-based attribution study would be

problematic.

Nevertheless, in general agreement with the earlier predictions of MPI theory,

direct simulations of the effect of global warming on tropical cyclones suggest

intensity increases of 5–10% by some time after 2050 (Knutson and Tuleya 1999;

Walsh and Ryan 2000; Knutson et al. 2001; Knutson and Tuleya 2004).
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Thus at present direct simulation as a tool for detection and attribution studies is

in its infancy. Recently, though, Knutson et al. (2007) showed that a modeling

system could reproduce the observed trend in Atlantic tropical cyclone numbers

over the period 1980–2005. Emanuel et al. (2008) use a downscaling methodology

employing a synthetic track generator to produce climatologies of tropical cyclones

from climate model output. Similar modeling systems have the potential to eluci-

date the causes of the increase in numbers in the Atlantic by performing attribution

experiments that change aspects of the simulation and examine their effects on

simulated formation rates.

What is Required to Improve Detection and Attribution?

At present, the possibility that anthropogenic warming has affected tropical cyclone

behavior in the Atlantic is a plausible hypothesis. Hegerl et al. (2007) indicate that it

is more likely than not that anthropogenic warming has affected tropical cyclone

behavior. This is a fairly weak conclusion but it is the best that we can obtain at

present. It should be noted that the detection and attribution of a human influence on

global climate has been an evolutionary process, with relatively weaker conclusions

based on less formal approaches reached in the IPCC Second Assessment (Santer

et al 1995). The Summary for Policymakers of that assessment concluded ‘‘The

balance of evidence suggests a discernible human influence on global climate’’

(Houghton et al. 1995), which is much weaker than the conclusions of the IPCC

Fourth Assessment: ‘‘Most of the observed increase in globally averaged tempera-

tures since the mid-20th century is very likely due to the observed increase in

anthropogenic greenhouse gas concentrations’’ (Hegerl et al. 2007).

The formal attribution process as clearly defined by the IPCC is the best way to

make strong conclusions about climate change effects. Due to the current inade-

quacies of tropical cyclone models and theories, formal attribution following the

IPCC approach is not possible at this time. Therefore we must also employ other

methods, as has been done in the past for assessing the possible effects of global

warming on the future behavior of tropical cyclones (e.g. Henderson–Sellers et al.

1998; Walsh 2004). It is inevitable that this will involve making hypotheses about

the physical reality of statistical relationships between variations in variables that

have already been formally attributed and variations in tropical cyclone character-

istics. The level of confidence for attribution of these statistical relationships is

directly related to the level of confidence that we have in the hypothesized physical

relationship that explains them. If these physical relationships are well-established,

either by theory, simulation or observation at shorter time scales, then this confi-

dence can be reasonably high. Moreover, there must also be some reason to believe

that this physical relationship will remain the same in a warmer world. These ideas

could provide the basis for a more structured approach to attribution until such time

as simulations and theory improve to the point when the much stronger formal

attribution process becomes possible.
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The first step in any attribution process, formal or otherwise, is detection of a

trend. Improved tropical cyclone data records would increase our confidence that

trends had actually been detected and were simply not due to data inhomogeneities.

There are a number of approaches that could be undertaken: a consistent reanalysis

of the polar-orbiting satellite record, for instance, could be performed similar to the

method used Kossin et al. (2007) for the geostationary satellite data. Given the finer

resolution or the polar-orbiting satellites, this may lead to a more accurate determi-

nation of intensity trends. There are a number of limitations of any reanalysis

procedure, however. As mentioned previously, storms that were never observed

by anyone are gone forever, and only estimates can be made of their effect on any

detected trends. For a reanalysed tropical cyclone data set to most useful for climate

analysis, there have to be no artificial trends in the data caused by changes in

observing practices. The reanalysis of Kossin et al. (2007) attempts this but at the

cost of a degraded resolution of recent satellite data. One possibility would be

instead to create a best track dataset with all available data but include error

estimates that are larger for earlier storms. In this way, climate trends could still

be analysed with statistical techniques that take into account the change in the

error distribution with time when statistical significance of trends is calculated.

Additionally, change points in the observing systems should have created change

points in the data, and these can be corrected using well-established methods (e.g.

Lanzante et al. 2003).

Once a robust trend is detected, the attribution step would ideally utilize an

excellent climate model that produces tropical cyclones of about the right intensity

and numbers, run with and without anthropogenic forcing, that would reproduce

with reasonable fidelity the observed intensity trends, particularly in the Atlantic.

The work of Knutson et al. (2007) is an important step in this direction, as their

results imply that the increase in tropical cyclone numbers in the Atlantic is related

to the pattern of the observed SSTs that were used to force their model. Since the

SST anomalies are likely related to global warming, at first glance this suggests a

causal link between global warming and tropical cyclone numbers in the Atlantic.

Similar models will be used to run coupled climate runs that could then help

identify the anthropogenically-forced transient climate response of tropical

cyclones in the Atlantic and elsewhere.

In the absence of excellent climate model simulations, studies such as those of

Emanuel (2007) could be further analysed to strengthen their conclusions. Specifi-

cally, it is presently unclear whether all of the individual components of his PDI

parameter (MPI, vorticity and vertical wind shear) are varying in a manner consis-

tent with an anthropogenic cause. An anthropogenic influence on MPI is likely,

based on its formulation and our theoretical understanding of influences on tropical

cyclone intensity, but this is not clear for vorticity or vertical wind shear. For

instance, Vecchi and Soden (2007) show that multi-model projections of vertical

wind shear trends in the Atlantic over the 21st century are strongly positive in parts

of the tropical Atlantic (i.e. more hostile to cyclone formation), although trends are

neutral in the main development region. This issue can be addressed by examining

changes in the large-scale atmospheric fields between two sets of GCM simulations,
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with and without anthropogenic forcing, to determine whether the observed trends

in vorticity and vertical wind shear are similar to those expected from anthropo-

genic forcing. Similar studies could be performed with other hypothesized combi-

nations of variables. If a quantitative theory of tropical cyclone formation were to

be developed, studies along these lines could also address the issue of the relative

responses of formation and intensification to anthropogenic forcing. Important in all

of these type of studies is whether there are good reasons to believe that relation-

ships between parameters will remain the same in a warmer world. Such reasons

would include a theory successfully tested at shorter time scales, such as the

Emanuel MPI theory or a well-established observed relationship that is not

expected to change in a warmer world, such as that between vertical wind shear

and tropical cyclone intensification (e.g. Vecchi and Soden 2007).

Excellent climate model simulations have the potential to suggest where and when

the detection of an anthropogenically-forced tropical cyclone signal might be

achieved. Leslie andKaroly (2007) examine this issue usingmulti-member ensembles

of simulations with a variable-resolution climate model, including both control and

climate change simulations. They show that there is large natural decadal variability in

the simulated number of strong tropical cyclones per decade in the northeast Austra-

lian region but that the simulated increase in strong tropical cyclones due to anthropo-

genic climate change should appear above the noise some time in the 2020s or later.

The confidence of this prediction would be substantially increased if other indepen-

dent models were to make similar predictions.

The formal detection and attribution methods described above and in Hegerl

et al. (2007) use a null hypothesis of no expected change in the climate variable

being considered, apart from that due to natural internal climate variations. Now

that there is a substantial body of scientific research supporting the conclusion that

most of the observed global average temperature increase since the mid-20th

century is very likely (more than 90% certain) due to the increase in anthropogenic

greenhouse gases in the atmosphere (Hegerl et al., 2007), it may be more appropri-

ate to use a different null hypothesis. It is now appropriate to use a null hypothesis

that global scale temperature increases, including sea surface temperature

increases, over the past fifty years have a significant anthropogenic influence and

then apply the same attribution methods to detect and attribute an anthropogenic

climate change influence on tropical cyclones. The problem is substantially

changed, now making use of the prior information that anthropogenic climate

change is causing large scale warming and then seeking to quantify the specific

changes expected to occur in the frequency and intensity of tropical cyclones. This

is essentially a Bayesian statistical approach (e.g. Lee et al. 2005).

The use of Bayesian statistics has the potential to increase the sensitivity of

detection and attribution studies and make it easier to increase the confidence that

observed changes are due to anthropogenic influences. Bayesian techniques are

being increasingly employed in atmospheric and oceanic statistical models (Wikle

2000; Berliner et al. 2002; Katz 2002). Elsner et al. (2004) apply Bayesian statistics

to detect discontinuities (‘‘change points’’) in hurricane data, while Elsner and

Jagger (2004) show that the inclusion of 19th century data as priors improved the
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significance of relationships between indices of ENSO and the NAO and 20th

century North American coastal hurricane incidence. Jagger and Elsner (2006)

used Bayesian extreme value statistics to show that warmer global temperatures

were associated with larger numbers of intense hurricanes, although this result was

not highly significant. Their results could also be interpreted to show that observed

increases in global temperature and increases in maximum hurricane intensity are

consistent with MPI theory.

Conclusion

Fundamentally, the main issue here is that the more sound, physically-based

methods there are that make the same prediction, the more confidence that can be

placed in that prediction. Formal detection and attribution of a climate change

signal requires more than a plausible physical association between variables; it

requires that predictive tools are employed to distinguish anthropogenic effects

from natural variability. Current studies clearly show a detected signal of tropical

cyclone changes in the Atlantic and there have been plausible arguments relating

these changes to global warming. But formal attribution of these trends, quantifying

the fraction of the observed change due to anthropogenic climate change and the

fraction due to natural climate variations, has not taken place—yet. For this to

occur, climate model simulations and theories of tropical cyclones need to improve.

In the meantime, improved inferences can be made using a combination of large-

scale numerical simulation and statistical methods. Such a process is vital in

increasing the confidence of future projections of climate change.
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Electrification in Hurricanes: Implications

for Water Vapor in the Tropical

Tropopause Layer

Jasna V. Pittman, Themis G. Chronis, Franklin R. Robertson,

and Timothy L. Miller

Abstract This study explores the relation between lightning frequency associated

with hurricanes and water vapor in the Tropical Tropopause Layer (TTL) over the

Tropical Americas (Caribbean and Gulf of Mexico) during the 2005 hurricane

season. The hypothesis herein is that hurricanes that exhibit increases in lightning

frequency are associated with stronger updrafts that can transport more moisture

into the TTL. This added moisture can potentially be transported irreversibly into

the stratosphere and alter the chemical and radiative properties of this layer of the

atmosphere. Several studies predict increases in hurricane intensity, particularly in

the Atlantic basin, as a result of increases in sea surface temperature due to global

warming. Given that climate forecasts are very sensitive to water vapor concentra-

tions in the TTL and in the stratosphere, it is essential to understand the effect that

hurricanes have on TTL moisture.

In our analysis, we use a combination of ground-based and space-borne mea-

surements. These measurements consist of cloud-to-ground lightning data from the

Long Range Lightning Detection Network, GOES–12 infrared brightness tempera-

tures, and water vapor from the Microwave Limb Sounder instrument aboard the

Aura satellite obtained at 100, 147, and 215 hPa. In general, we find a negative

correlation between lightning frequency and storm intensification (i.e., minimum

central pressure) with a significant storm-to-storm variability. On hurricane days,

we find hydration within 5� from the center of the storm at the 215 and 147 hPa

levels, and practically no perturbation to the 100 hPa water vapor field by the

storms. Statistical analysis show weak but statistically significant correlations

between lightning frequency and 215 hPa MLS water vapor (r = þ0.2115), 215

hPa and 147 hPa MLS water vapor (r = þ0.2689), and 147 hPa and 100 hPa MLS

water vapor (r = �0.2936) within the uncertainty of the measurements. These

correlations suggest that increases in lightning frequency correspond to hydration

of the upper troposphere and dehydration of the 100 hPa level within the hurricane.

J.B. Elsner and T.H. Jagger (eds.), Hurricanes and Climate Change, 21
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Introduction

The accurate forecast of changes in the climate system requires understanding of

processes that control the chemical composition and the radiative balance of the

atmosphere. One of such processes is troposphere-to-stratosphere transport (TST).

Exchange between these two regions of the atmosphere occurs predominantly in the

tropics and requires crossing of the cold-point tropopause. In the extratropics, the

tropopause acts a material surface separating tropospheric from stratospheric air,

whereas in the tropics this separation occurs gradually within a layer. This layer is

referred to as the Tropical Tropopause Layer (TTL), where air transitions from the

convectively-dominated troposphere into the radiatively-dominated stratosphere.

This layer is physically bound from below by the level of neutral buoyancy or

height of main convective outflow (located at �350 K, or �150 hPa, or �14 km)

and from above by the cold-point tropopause (located at�380 K,�100 hPa,�17 km)

(Gettelman and Forster 2002).

The most powerful and naturally encountered greenhouse gas in the atmosphere

is water vapor. This gas plays a critical role in the radiative balance of the TTL,

which contains the transition from the net radiative cooling region where air sinks

to the net radiative heating region where air rises. The net radiative cooling is

dominated by longwave cooling due to water vapor, while the net radiative heating

is dominated by shortwave heating due to ozone (Gettelman et al. 2004). Water

vapor, however, offsets both the longwave and the shortwave heating by ozone.

In addition to locally impacting heating and cooling rates, model runs and observa-

tions have shown that water vapor at the bottom of the TTL has a positive climate

feedback on surface temperatures (i.e., warmer surface temperatures drive deeper

convective systems that increase the concentration of water vapor at the bottom of

the TTL via deep convection, which in return serves to further increase surface

warming) (Minschwaner et al. 2006; Minschwaner and Dessler 2004).

The thermodynamic and convective properties of the TTL regulate the amount

of water vapor that eventually reaches into the tropical stratosphere. Mechanisms

ranging from freeze-drying by the cold-point tropical tropopause (Brewer 1949) to

freeze-drying by horizontal advection through cold pools during slow diabatic

ascent in the TTL (Holton and Gettelman 2001) to overshooting convection

(Danielsen 1993) to mixing of dry and moist air in the TTL (Sherwood and Dessler

2001) to cloud microphysics (Jensen et al. 2001; Jensen and Pfister 2004) have been

proposed to control TTL water vapor. Once in the stratosphere, water vapor plays a

critical role in stratospheric ozone chemistry by providing OH radicals that can

directly destroy ozone molecules and by providing one of the ingredients needed in

the formation of polar stratospheric clouds, where activation of ozone-destroying

chlorine radicals is initialized. Besides stratospheric chemistry, the concentration of

water vapor can affect stratospheric temperatures (Forster and Shine 1999) and

changes in the stratosphere can be reflected in tropospheric circulation (Shindell

et al. 1999). Given the broad and significant impact that water vapor has on the

chemical composition and radiative balance of the lower atmosphere, and in
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particular the TTL, it is essential to have an accurate understanding of the processes

that regulate its concentration.

One of the mechanisms that affect water vapor concentrations in the TTL is deep

convection. This relation has been confirmed using lightning activity, as a proxy for

deep convection, and the NCEP/NCAR reanalysis water vapor product at 300 hPa

(Price and Asfur 2006).

Within deep convective cloud systems, lightning activity is an electrical mani-

festation of thermodynamic and mechanical work performed by vertical air motion

varying non-linearly with the updraft speed (Baker et al. 1999). The basis for this

sensitivity lies in the supply of condensate to drive mixed phase cloud microphysics

(Petersen and Rutledge 2001). Satellite observations have shown that lightning is

more likely to occur over land where mixed phase microphysics and the strength of

convective updrafts are typically more pronounced than over oceans (Christian

et al. 2003). Conversely, updraft velocities in oceanic convection are often too

small to support the production of robust mixed phase processes and lightning.

Hurricanes are a type of oceanic convection whose main driving force is

horizontal advection. These storms are accompanied by fairly weak vertical

updrafts, even in the eyewall region where updrafts are the strongest. This condition

results in limited charge separation and hence lightning activity (Saunders 1993).

Several studies have reported on the scarcity of lightning activity in hurricanes

(Black and Hallett 1999; Molinari et al. 1994). Lightning activity, however, is not

always absent or insignificant in hurricanes. An examination of different hurricanes

using continuous ground-base observations of lightning revealed the presence of

significant lightning outbreaks in the eyewall region coincident in time with storm

intensification (Molinari et al. 1998). So far, many uncertainties still remain in our

understanding of the driving mechanism(s) for lightning generation in hurricanes

and the cause(s) for storm-to-storm variability.

The goal of this study is to investigate the effect that hurricanes, which are large-

scale and longer-lived oceanic convective systems, have on TTL water vapor. A

recent study by Ray and Rosenlof (2007) showed that hurricanes serve to moisten

an area �1500 km2 around the center of the storm at altitudes between 300 and 150

hPa. Our study seeks to explore the relation between lightning frequency, which is

typically associated with strong updrafts and thus deeper convection, and TTL

water vapor. We address the question; can we see an increase in TTL moisture

when lightning frequency increases?

Hurricanes are not only of interest to our study because of their spatial and

temporal scales. Theory, model, and observations predict an increase in hurricane

intensity as a result of warmer sea surface temperatures due to global warming

(Emanuel 1987; Knutson and Tuleya 2004; Kossin et al. 2007). Therefore, a

forecast of warmer environmental conditions might make hurricanes a significant

source of water vapor to the TTL in the years to come.

We focus our study on hurricanes that developed and/or evolved in the Tropical

Americas region. In addition to being a hurricane-active region and a region

predicted to see an increase in hurricane intensity based on trends observed over

the last 23 years (Kossin et al. 2007), this region has the following additional
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characteristics during the summertime: (i) it becomes the second most dominant

source of air to the TTL as revealed by trajectory calculations (Fueglistaler et al.

2004), (ii) it exhibits the largest seasonal increase in percent contribution to

stratospheric moisture (Fueglistaler et al. 2004), and (iii) it has the warmest tropical

tropopause temperatures that can sustain saturation mixing ratios ranging from 7 to

13 parts per million by volume (ppmv) compared to a global average in the tropics

of 6.6 ppmv and Western Tropical Pacific ranges of 3 to 5 ppmv (Pittman 2005).

This paper is structured as follows. We introduce the data and methodology in

Section 2. We discuss our findings in Section 3. We present our conclusions in

Section 4.

Data and Methodology

This study focuses on the hurricanes that developed and/or evolved in the Tropical

Americas region, which encompasses the Gulf of Mexico and Caribbean, in 2005.

These hurricanes are: Dennis (July 5–10), Emily (July 11–19), Katrina (August 24–

28), Rita (September 18–23), andWilma (October 16–23). We perform our analysis

on days when the hurricanes were over water only, which is when they were the

strongest and the most structured.

In this study, we use a combination of continuous ground-based measurements

and cloud-penetrating space-borne observations. Ground-based observations com-

prise of cloud-to-ground (CG) lightning flashes collected by the Long Range

Lightning Detection Network (LLDN), which includes sensors from the U.S. and

Canadian Lightning Detection Networks. The LLDN uses time of arrival and

direction finding technology to determine the location of each CG flash (Cummins

et al. 1998). Accurate flash placement depends on distance and location of the CG

flash with respect to the network. In order to identify significantly misplaced CG

flashes, we use hourly observations of 4 km horizontal resolution infrared bright-

ness temperatures (IR Tb) from GOES–12 as a filter. We compare the location of

lightning flashes within aþ/�15 minute observation of IR Tb from GOES–12. Any

flashes associated with co-located IR Tb warmer than 260 K are consequently

excluded from the analysis.

Space-borne observations consist of water vapor measurements obtained from

the Microwave Limb Sounder (MLS) instrument aboard the Aura satellite (Waters

et al. 2006). This satellite was launched on July 15, 2004 and started reporting

measurements in August 2004. The advantage of using this dataset is the capability

of measuring in regions where ice clouds and aerosols are present. This cloud-

penetrating capability allows for vertical profiling within convective systems,

which makes it ideal for our study of hurricanes. Each orbit of the satellite covers

from 82�N to 82�S with 14 orbits per day (�25� sampling in longitude). Measure-

ments are obtained every 1.5� along the orbit track and cover a few kilometers

across track. In this study, we use MLS version 1.51, Level 2 data, which covers

the upper troposphere and lower stratosphere with a �3 km vertical resolution.
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We focus on measurements reported at 100, 147, and 215 hPa. At these altitudes,

the single profile precision is less than 10%, and the averaging kernels are so

sharply peaked that there is no instrument induced correlation among levels.

In order to elucidate the spatial and temporal evolution of the water vapor,

lightning, and IR Tb fields over the Tropical Americas, we construct Hövmoller

plots averaged over the 12�–30� North latitude band. For the cases of lightning and
IR Tb, we calculate cumulative flashes and minimum IR Tb, respectively, in

longitude increments of 2� on a daily basis. For the case of water vapor, we

calculate averages in longitude increments of 8� every two days. The analysis

focused on areas surrounding the center of the hurricane uses daily 2� � 2� grids

of cumulative lightning flashes and co-located averaged water vapor.

Results and Discussion

In order to understand the effect that hurricanes have on TTL moisture, we first

examine lightning activity and minimum IR Tb throughout the Tropical Americas

as a function of time. Figure 1 shows a map of the geographical locations used in the

Hövmoller plots. Figure 2 shows the Hövmoller plots of daily lightning activity and

daily minimum IR Tb from July 1 to November 30, 2005. The white horizontal lines

between 40� and 100� W correspond to the location of the five hurricanes analyzed

in this study. First, we note the overall negative correlation between lightning

frequency and IR Tb. Locations with higher lightning frequency are associated

with colder cloud tops. Second, we note that both shorter-lived convection and the

longer-lived hurricanes are associated with lightning activity. Furthermore, both

types of convective systems have very cold cloud tops that reach deep into the upper

troposphere. On average, the coldest IR Tb reached by the five hurricanes during

their lifetimes was 214 þ/� 16 K. Third, we note that the most intense lightning

occurs mainly over water.

Lightning activity is typically associated with strong updrafts and deeper con-

vection. This is evident in the relation with IR Tb shown in Fig. 2. Studies such as

Molinari et al.’s (1998) suggested the use of lightning outbreaks in the core of

hurricanes as a diagnostic for storm intensification. While our analysis is not

performed on the hourly timescales and the eyewall regions used by Molinari

et al. (1998), the proposed correlation is still evident on larger temporal and spatial

Fig. 1 Geographical locations used to construct the Hövmoller diagrams shown in Fig. 2
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scales. Figure 3 shows time series of daily lightning activity during each of the five

hurricanes analyzed in this study. The top panel shows total number of lightning

flashes and minimum central pressure as a function of time as well as the number of

Fig. 2 Hövmoller diagrams of the

number of CG lightning flashes

(top) and minimum infrared

brightness temperatures (bottom)
averaged from 12� to 30� N over

the Tropical Americas region every

day. The horizontal white lines

correspond to the location of the

hurricanes in longitude and time.

Due to the large range of values,

the top panel is plotted as the

exponent of log10(Lightning)
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Fig. 3 (Top) Time series of daily total number of flashes (black) and daily minimum storm central

pressure (gray). The three black curves are for different spatial coverage: dot-dash for flashes

collected within þ/�1� from the storm center, dash for flashes collected within þ/�3� from the

storm center, and solid for flashes collected within þ/�5� from the storm center. Due to the large
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lightning flashes over several centered at þ/�1�, þ/�3�, and þ/�5� around the

storm center. In general, this plot shows that lightning frequency increases as the

storm intensifies (i.e., central pressure decreases). Hurricanes Katrina, Rita, and

Wilma exhibited high lightning frequency even at their early stages. Hurricane

Katrina, in particular, was unusual compared to the rest of the storms in that it

maintained very high lightning frequency throughout its lifetime. Lightning fre-

quency within þ/�3� and þ/�5� from the center of the storm had comparable

temporal evolution and comparable magnitude at times for all hurricanes. Closer to

the eye, within þ/�1�, however, lightning frequency revealed a different temporal

evolution. The bottom panel of Fig. 3 shows flash density at different radii from the

center of the storm, namely withinþ/�1�, betweenþ/�1� andþ/�3�, and between
þ/�3� and þ/�5�. During Hurricanes Dennis, Emily, and Wilma, the distribution

of flash density in all three annuli is fairly comparable in temporal evolution and in

magnitude. During Hurricanes Katrina and Rita, however, flash density closer to the

eye of the storm increased significantly. These findings are consistent with the

findings of Shao et al. (2005). Besides areas closer to the eye of the storm, this panel

also shows a significant increase in flash density over locations as far out as þ/�3�

from the center of these two storms. Recall we are using 2� � 2� bins of daily

lightning flashes, so locations at þ/�3� physically extend out an additional degree,

or �100 km.

After examining the spatial and temporal distribution of lightning activity in the

Tropical Americas, we proceed to examine the water vapor field below and at the

bottom of the TTL, namely at 215, 147, and 100 hPa. Similar to Fig. 2, we construct

Hövmoller plots for MLS water vapor at the three pressure levels as shown in Fig. 4.

Some of the largest magnitudes for MLS water vapor at 147 hPa and 215 hPa are

not observed exclusively over continental longitudes. Instead, both maritime and

continental longitudes show significant enhancements and variability. When we

examine the 100 hPa level, however, we notice that the largest magnitudes are

found mostly west of Central America and without a corresponding hydration over

the same longitudes at lower altitudes. This suggests easterly and upwards advec-

tion of moisture to the 100 hPa level. At the hurricane longitudes, these Hövmoller

plots show hydration at the 147 and 215 hPa levels usually towards the later stages

of the storms. From these plots, the effect of hurricanes at 100 hPa is not entirely

clear.

Next, we focus on hurricane days only and examine the moisture field and

lightning frequency around the center of the storms. We construct storm-centered

plots using the methodology of Ray and Rosenlof (2007). These are Lagrangian

Fig. 3. (Continued) range of values, flashes per day are plotted as the exponent of log10(number of

flashes per day). (Bottom) Times series of flash density at different radii from the storm center. The

three black curves are for: density within þ/�1� from the storm center in dot-dash, density

between þ/�1� and þ/�3� from the storm center in dash, and density between þ/�3� and þ/

�5� from the storm center in solid. Note highest density observed within þ/�1� in Hurricanes

Katrina and Rita (Reported degree distances from the center of the storm represent the value at the

center of a 2� � 2� bin. For example, values at 3� are for measurements between 2� and 4�.)
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plots that follow each hurricane with the origin of both x and y axes being co-

located with the center of the storm. The values reported in these plots are averages

of 2� � 2� bins within a given longitude and latitude range from the center of the

storm for each hurricane day. Using infrared data from the Atmospheric Infrared

Sounder (AIRS) instrument aboard the Aqua satellite, Ray and Rosenlof (2007)

showed that tropical cyclones hydrate the 223 hPa level. Here we use microwave

data at 100, 147, and 215 hPa instead. Figure 5 shows these storm-center plots for

MLS water vapor and lightning frequency. These plots confirm the hydration by the

hurricanes at the 147 and 215 hPa. At the 100 hPa, however, there is no evidence of

direct hydration by the hurricanes. Lightning frequency, similar to 147 and 215 hPa

MLS water vapor, shows increases around the center of the storm. Considering that

the spatial distribution and the intensity of lightning activity varies from storm to

storm, it is not surprising to find a lack of spatial correlation between lightning

flashes and water vapor fields in this figure. Recall that these storm-center plots are

averages over all five hurricanes.

Figure 5 also shows that themost significant hydration by the hurricanes occurs in

an area that isþ/�5� in both longitude and latitude from the center of the storm. Our

next step consists of exploring correlations between MLS water vapor and lightning

frequency over this focused area. Since we have limited spatial and temporal

Fig. 4 Hövmoller diagrams of MLS-water vapor at 100 hPa (left), 147 hPa (middle), and 215 hPa
(right) panels averaged from 12� to 30� N every two days. The horizontal white lines correspond to

the location of the hurricanes in longitude and time. Due to the large ranges in water vapor

magnitudes, values at 147 and 215 hPa are plotted as the exponents of log10(H2O)
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coverage from the MLS instrument, we compare only daily 2� � 2� bins within the

þ/�5� area from the storm center where MLS measurements were available.

Statistical analysis on correlations among 100 hPa, 147 hPa, 215 hPa MLS water

vapor, and lightning frequency reveal the existence of weak, but nonetheless statisti-

cally significant correlations at the 95% confidence level. A total of 94 data points are

used for each parameter. Recall this analysis is performed while storms remain over

water only. We find lightning frequency and 215 hPa MLS water vapor to have a

statistically significant correlation with a linear correlation coefficient ofþ0.2115 and

lower and upper bounds ofþ0.0070 andþ0.3990, respectively. We also find 215 hPa

and 147 hPa MLS water vapor to have a statistically significant correlation with a

linear correlation coefficient ofþ0.2689 and lower and upper bounds ofþ0.0678 and

þ0.4490, respectively. Lastly, we find 147 hPa and 100 hPaMLSwater vapor to have

a statistically significant correlation with a linear correlation coefficient of �0.2936

and lower and upper bounds of�0.4701 and�0.0944, respectively. Correlation plots

for these three pairs of parameters are shown in Fig. 6.

Fig. 5 Average fields of MLS-Aura water vapor and lightning frequency. The averages are

calculated over daily 2� � 2� bins during all days of Hurricane Dennis, Emily, Katrina, Rita,

and Wilma. The dashed inner box corresponds to the area that is þ/�5� from the center of the

storm
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Fig. 6 Correlation plots between

(top) lightning frequency and 215

hPa MLS-Aura water vapor,

(middle) 147 and 215 hPa MLS-

Aura water vapor, and (bottom)
147 and 100 hPa MLS-Aura water

vapor. Each value is the average

of water vapor or total number

of lightning flashes collected in

2� � 2� bins over a day. All bins
are located within þ/�5� from the

storm center
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Lightning frequency was only correlated with MLS water vapor at the 215 hPa

level based on statistical results. Recall from Fig. 3 how Hurricane Katrina exhib-

ited the highest lightning frequency of all hurricanes analyzed. As shown in Fig. 6,

Hurricane Katrina also had the highest 215 hPa MLS water vapor of all hurricanes.

At higher altitudes, Hurricane Katrina had some of the highest water vapor and

some of the lowest water vapor measurements observed at 147 and 100 hPa,

respectively. At the opposite end the lightning frequency spectrum, Hurricane

Emily started out with the lowest lightning frequency. This same storm also had

some of the lowest observations of MLS water vapor at both 215 and 147 hPa, and

some of the highest observations of MLS water vapor at 100 hPa.

Conclusions

Many new satellite-based data sets are now available to allow us to explore tropical

cyclones with unprecedented temporal and spatial scales. These tropical systems

have very strong interactions with the surface, but in this study we focused on the

effects of hurricanes at the higher altitudes of the TTL. With lightning activity

being associated with strong updrafts and therefore deeper convection, we explored

the impact that lightning frequency had on TTL water vapor within hurricanes.

Our analysis was limited to five hurricanes in the Tropical Americas region in

2005 when both lightning and MLS water vapor data were available. We found

weak, but statistically significant correlations (within measurement uncertainty)

between lightning and MLS water vapor. Hydration at the 215 hPa level was

positively correlated with lightning frequency. At 215 hPa, water vapor was also

positively correlated with water vapor at 147 hPa. At 147 hPa, however, water

vapor was negatively correlated with water vapor at 100. In other words, an

increase in lightning frequency favors hydration at the 215 hPa level, which in

turn favors hydration aloft at the 147 hPa level. However, when this hydration

occurs below, the 100 hPa level experiences dehydration instead. While physically

plausible, the strength of this mechanism by which the upper troposphere is

hydrated and the 100 hPa level is dehydrated as a result of increasing lightning

frequency within a hurricane should be further explored with a larger data set.

From the climate perspective, it is necessary to investigate the fate of the added

moisture to the TTL by hurricanes. Are these air masses returning to the tropo-

sphere or are they being transported irreversibly into the stratosphere? With a

forecast of increasing sea surface temperatures and strengthening of hurricanes in

the Atlantic basin in particular (Kossin et al. 2007), is lightning frequency going to

increase and affect the chemical and radiative properties of the TTL via transport of

boundary layer air and production of ozone and NOx, for example? Many questions

and many uncertainties remain. However, addition of new measurements such as

space-borne radars and lidars flying on the CloudSat and Calipso satellites, and

lightning instruments proposed to fly on geostationary satellites should give us

more insights into the structure, evolution, and impact of these powerful tropical

systems.
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Long-Term Natural Variability of Tropical

Cyclones in Australia

Jonathan Nott

Abstract Numerous late Holocene records of tropical cyclones have been collect-

ed from tropical northern Australia. They are in the form of multiple shore parallel

sedimentary ridges deposited over the past 6,000 years and an 800 year long annual

resolution oxygen isotope record from a calcium carbonate cave stalagmite. The

sedimentary ridges are composed of coral fragments, or shell and sand or pure sand.

Numerical models relating surge height and tropical cyclone central pressure were

used to determine the intensity of the tropical cyclone responsible for deposition of

the ridges at each site. The results suggest that in the majority of cases these features

were deposited by very high magnitude events. The results suggest that extrapola-

tion from short instrumental and historical records, which is the method commonly

used to assess risk from this hazard, substantially underestimate the risk from this

hazard. This is confirmed for the Cairns region by the 800 year long high resolution

isotope record which suggests that tropical cyclone activity in northeast Queensland

has been in a phase of quiescence since before European settlement of the region in

approximately AD 1870. Comparisons between the short and long-term records

suggest that non-stationarity may be an inherent feature of the long-term natural

variability of tropical cyclones in this region.

Introduction

The past few years have seen considerable debate over whether anthropogenically

induced global climate change has already influenced the behaviour of tropical

cyclones. Much of the debate has focused on the veracity and length of the time

series used. Emanuel (2005) and Webster et al., (2005) used time series a few

decades in length and in the case of the Nth Atlantic since approximately AD 1930.

Landsea (2005) challenged the interpretation of the earlier part of the Atlantic

record and suggested that calculations by Emanuel to estimate the PDI were

incorrect and re-assessment showed that the PDI over the past 70 or so years

appears to have changed little for this basin. Suggestions were then made that

fluctuations in the Atlantic PDI were in tune with the Atlantic Multidecadal
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Oscillation (AMO) although recent suggestions have been made that recent

fluctuations in the AMO may be an artifact of aerosols emitted from the USA

(Mann & Emanuel 2006).

Each of these debates, and those that continue (Landsea, 2007; Mann et al.,

2007, Kossin et al., 2007), have been concerned with a relatively short historical

record (100–150 yrs). As such it has been difficult to discern whether the apparent

upswing in Atlantic tropical cyclone activity since the 1970s is abnormal in terms of

the natural variability of events in this basin. Nyberg et al. (2007) have shown

however, based upon the character of a 270 year luminescence line record in Caribbe-

an corals, that the 1970s and 1980s experienced the quietest phase in tropical cyclone

activity for nearly the past 300 years and the recent upswing is nothing unusual. This

evidence, despite its significance has not figured prominently in the debate regarding

anthropogenic change versus natural variability. The same is true for other century to

millennial scale records of tropical cyclones such as the overwash deposits in the Gulf

of Mexico (Liu and Fearn, 2000; Liu, 2004) and the US Atlantic coast (Donnelly and

Webb, 2001; Donnelly et al. 2004), tree ring records for the US (Miller et al., 2006),

sedimentary deposits in Australia (Nott and Hayne, 2001; Nott, 2003) and also an

oxygen isotope record from a calcium carbonate stalagmite in NE Queensland (Nott

et al. 2007). The reasons behind this are unclear but may be because these data are in a

proxy form and hence do not deal with instrumented or historical data. However this is

not true of Nyberg et al. (2007) record for there is a close correlation between the latter

part of their time series and the instrumented record.

A similar debate concerning global climate change and tropical cyclone beha-

viour has not as yet occurred in the Australian region. Here the instrumented record

extends back a little over 30 years and the historical record just over 100 years, and

on the basis of these records there doesn’t appear to have been a recent upswing in

tropical cyclone activity as has occurred in the NW Pacific and Atlantic Basins. A

considerable archive of paleo-proxy data on the long-term natural variability of

tropical cyclones is being amassed from northeast Queensland to Western Australia

(Nott, 2006). The results of this work will be useful to better ascertain when and if

global warming begins to have an effect on tropical cyclone behaviour in this region.

This chapter outlines these various types of long-term natural records of tropical

cyclones from across the Australian continent and discusses their trends in relation

to the trends seen in the shorter historical and instrumental records.

Australian Paleocyclone Records

The Sedimentary Record

The sedimentary record of paleocyclones along the northeast, northern and western

Australian coast typically occurs in the form of multiple shore parallel ridges

standing up to 5–6 m above Australian Height Datum (AHD) or mean sea level
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(Fig. 1). The ridges at any one location are composed of either coral fragments, or

sand with layers of marine shells, or pure sand, or lithic gravels and in one instance

in Western Australia the ridges are entirely composed of one species of shell

(F. eragatum). The composition of the ridges ay any one location is a function of

the availability of source materials.

Tsunamis are unlikely to be a mechanism responsible for deposition of any of the

ridge sequences along the northeast Queensland coast. Eye witness accounts reveal

that ridges are commonly formed during tropical cyclone surge and wave events

throughout the south Pacific and also along the Queensland coast (Nott, 2003). Post‐
event surveys of tsunamis over the past decade do not reveal deposition of coral

shingle or sand/shell ridges even though these waves impact sections of coast where

this sediment is available to be transported landward. Indeed, sediment is deposited

onshore but usually as a sheet that tapers in thickness landwards and not as a distinct

ridge (Nott, 2006).

Eolian activity is also unlikely to be responsible for deposition of the ridges

discussed here. These ridges contain either coral fragments, marine shells or coarse-

grained sands derived from the beach which, in the latter case, would have been

submerged by storm surge during emplacement of the ridge. As is shown here, and

in more detail by (Nott, 2003), only waves and surge generated by intense tropical

cyclones can generate marine inundations sufficiently high to reach the crests of

these ridges.

Fig. 1 Location sites across northern and Western Australia
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At every site examined the ridges get progressively older with distance inland.

The most recently deposited ridges occur on the seaward side of the ridge plain. In

some locations there can be two distinct sections to the beach ridge plain; an inner

(Pleistocene) barrier plain sequence and an outer (more seaward) Holocene se-

quence. The inner barrier plain sequence was typically deposited during the last

interglacial when sea-levels were last at or near their present position. The outer

barrier sequence usually begins to form just after 6,000 yrs B.P when present sea-

levels stabilized. Hence the oldest, most inland ridge of the outer barrier sequence

typically has an age of between 5,500–6,000 yrs B.P. The outer and inner barrier

ridge plain sequences are often, but not always, separated by a lagoon or swamp.

Many of the sites examined so far throughout northern Australia only have the outer

(Holocene) barrier ridge plain preserved.

Queesnland – Coral Rubble Ridges

Coral rubble/shingle ridges occur in locations where coral reefs occur close to

shore. Most of the paleorecords derived from these ridges comes from sites along

the Great Barrier Reef region offshore from Queensland’s east coast. Coral rubble

ridges also occur on the Abrolhos Islands off the southwest Western Australian

coast but to date no detailed work has been published from this site. The ridges are

formed when coral fragments are eroded from near-shore reefs by wave action

during a tempest and transported either onshore or offshore (Hughes,1999; Davies,

1983; Baines et al., 1974; Rasser and Riegl, 2002). Fragments can also be trans-

ported from existing accumulations of coral rubble in the offshore zone. These

offshore accumulations result from erosional processes such as biodegradation and

wave action during both storms and fair weather conditions. (Rasser and Riegl,

2002; Hughes, 1999). It is thought that the angle of the offshore reef slope plays a

role in whether the eroded fragments are transported predominantly offshore or

onshore. Steep reef fore-slopes favour offshore transport of fragments, often to

depths of greater than 50 m which is too deep to be reworked and transported by

storm waves. Shallow sloping, and particularly wide, reef fronts favour transport

onshore and the formation of coral rubble ridges. However, some sites, such as

Curacoa Island in the central Great Barrier Reef, Australia (Figs. 2 and 3) that are

fronted by narrow, steep reef slopes have extensive coral rubble ridge development

on land (Hayne and Chappell, 2001; Nott and Hayne, 2001). These sites with

presumably minimal accumulation of coral rubble in the shallow waters of the

reef and maximum accumulation of rubble in the deeper offshore waters below

wave base suggest that the onshore ridges could have formed from predominantly

live coral fragments broken off during the storm. At other sites, however, there can

be little doubt that onshore ridges were formed from the reworking of existing

accumulations of rubble in the shallow waters offshore.

Along the east coast of Queensland coral rubble ridges often accumulate on the

sheltered side of islands (Fig. 3), presumably because on the exposed sides they are

constantly removed by the largest or most intense tropical cyclones affecting a
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region. The sheltered sides will experience diminished wave energy, but at the same

time a substantial surge. Because the wave energy is reduced, the likelihood of the

ridge being removed during subsequent cyclones is lessened. Where the preserva-

tion potential for ridges is high, such as on the lee side of islands, a number of ridges

are sometimes able to accumulate over time. Curacoa Island on the Great Barrier

Reef (GBR) has 22 consecutive coral rubble ridges paralleling the shore on its

northwestern or sheltered side (Fig. 4). Individual ridges extend for over 100 m

along shore and rise to over 5 m above the mid-tide level (the tidal range here is

approximately 3 m) or Australian Height Datum (AHD). The ridges were deposited

by successive cyclones so that new ridges are deposited seaward of the previously

emplaced ridge. The radiocarbon age of the ridges increases progressively with

distance inland. The average interval between ridge emplacement here is 280 years

over the past 5,000 years.

Lady Elliot Island at the southern end of the GBR also has an extensive sequence

of coral shingle ridges. About fifteen successive ridges are preserved here with an

average interval between ridge emplacement of 253 years (dated using radiocarbon)

over the past 3,200 years (Chivas et al., 1986; Nott and Hayne, 2001). Other ridge

sequences have been radiocarbon dated at Normandy Island, Fitzroy Island and

Double Island in the central north GBR region (Nott, 2003). These latter sites have

Fig. 2 Location of sites in northeast Queensland
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considerably fewer ridges in their sequences and do not provide the length of record

found at Curacoa and Lady Elliot Islands. They do show though that the average

interval between ridge emplacement is, like the other sites, between 200–300 years

(Nott and Hayne, 2001; Nott, 2003). Wallaby Island in the southern Gulf of

Carpentaria has a sequence of 14 coral shingle ridges spanning the past 4,100

years with an average interval between ridge emplacement of 180 years.

Shell and Sand Beach Ridges

Tropical cyclone storm tides and waves can deposit ridges composed of other

materials besides coral shingle depending upon the source material availability.

Fig. 3 Oblique aerial vie of Curacoa Island Central Great barrier Reef. Open ocean is toward

background. Location of cross-section shown in Fig. 4 shown by white line (Photo D. Hopley)

Fig. 4 Stratigraphy and chronology of shingle ridges at Curacoa Island
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Princess Charlotte Bay (PCB) in the northern GBR has a sequence of 12 ridges

composed of sand and matrix supported marine shells. Here the sequence spans the

past 2,500 years with an average interval between ridge emplacement of 177 years.

Near Pormpuraaw on the western side of Cape York Peninsula over 30 ridges have

been emplaced over the past 3,000 years giving an average interval between ridge

emplacement of 100 years (Figs. 5 and 6). Here the ridges are composed of

medium-grained sand with clast supported beds of marine shell (typically Anadara
sp.) between 0.5 to 2m thick. The ridges rise in height to 5 m above AHD and the

stratigraphy and chronology of the shell beds within the ridges suggests that each

ridge represents a separate tropical cyclone event (Rhodes et al., 1980; Nott and

Hayne in prep).

Sand Beach Ridges

South of Cairns on the east coast of Cape York Peninsula a sequence of 29 shore

parallel coarse-grained sand ridges occurs at Cowley Beach. These ridges have

been dated using optically stimulated luminescence (OSL) and they span the past

5,500 years with an average interval between ridge emplacement of 260 years

(Fig. 7 and 8, Nott et al., in prep). These ridges also rise to approximately 5 m AHD

and they extend alongshore for several kilometers. Like Pormpuraaw, there are no

Fig. 5 Aerial photo of beach ridge sequence at Pormpuraaw. Distance from shore to inland extent

in photo is approximately 3 km
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coral reefs close to shore at this location so coral fragments are absent within the

ridges. Here, shell production is much lower in the inshore zone compared to

Pormpuraaw and marine shells are sparse within these ridges. The local stream

(Liverpool Creek) entering the sea near Cowley Beach drains a granite and meta-

morphic hinterland and has dissected a broad valley infilled with late Pleistocene

Fig. 6 Topography and chronology of sand/shell ridges at Pormpuraaw

Fig. 7 Oblique aerial view of sand ridges at Cowley Beach. Ridge crest are dominated by darker

vegetation (Photo D. Hopley)
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fluvial terraces composed predominantly of coarse-grained sands. It is this material

that has been the source of sediment to the nearshore coastal environment and

which is exposed on the beach face at Cowley Beach following storms.

Several other sand beach ridge sequences also occur along the northeast coast of

Australia where multiple beach ridges parallel the coast. Over 30 Holocene ridges

rising to 4–5 m AHD occur near the Haughton River south of Townsville. Here the

ridges are composed of fine to medium grained sands. Given that landforms

composed of sands of this texture can be eolian in origin it is difficult to be as

confident that these ridges were emplaced by tropical cyclone generated storm tides

and waves. However, like Cowley Beach this is the only material available in the

nearshore environment for transportation by waves.

Pumice Ridges

A ridge of pumice was deposited at North Mission beach, Queensland, during the

marine inundation generated by an intense tropical cyclone on March 10, 1918

(Taylor, 1982). The inundation occurred at high tide and was reported to have

reached at least 3.5 m above normal sea level. The inundation resulted in the deaths

of many people and transported and deposited onto the mainland supplies from a

shed on Dunk Island approximately 5 km offshore. Indeed, one large bag of flour

was deposited over 3.5 m high in a tree and the flour in the center of the bag was still

sufficiently dry to be able to make damper (a type of bread) the following day after

the maelstrom (Taylor, 1982). The crest of the pumice ridge here reaches 5 m AHD

and it extends alongshore for approximately 500 m. This is the only reported ridge

of pumice deposited during a tropical cyclone so far, and it is not known whether

sand was also deposited along with pumice to form this ridge at the time. No sand

occurs in the ridge today, for it is composed entirely of well-rounded pumice

particles; however, a sand beach ridge (up to 3–4-m-high AHD) at South Mission

Beach was reported (Taylor, 1982) to have been deposited during this same event.

The source of the pumice is likely to be the volcanic islands to the east of Queens-

land such as Vanuatu although no detailed petrographic analyses have been under-

taken to confirm this.

Northern Territory/Western Australia – Lithic Gravel Ridges

Ridges composed entirely of lithic gravel and occasional coral fragments are

common along the Kimberley Coast of northwest Western Australia, close to the

border with the Northern Territory. These ridge sequences form gravel barriers and

often impound back-barrier lagoons in embayments along sections of coast domi-

nated by steep rock cliffs (Fig. 9). They are particularly common along the western

side of Cambridge Gulf north of Wyndham in the east Kimberley region. The gravel

ranges in size up to 1.6-m diameter (A-axis) and 1.4 m (B-axis) and have been

deposited into sequences of up to 9 ridges paralleling the shore. At La Crosse Island
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(Fig. 9) offshore from the mouth of the Ord River, gravel ridges have been

deposited in every embayment and thereby form a discontinuous sequence that

surrounds the island. The ridges at two surveyed sites each on opposite sides of the

island extend up to 5 m AHD, and radiocarbon samples on coral fragments

embedded with the core of ridges from each of seven ridges from these sites

show that they were deposited between approximately 5,000 yrs B.P. until recently

(Nott, 2000). The radiocarbon samples do not show a progressive increase in age

with distance inland, suggesting that the ridges are regularly overtopped and

reworked by marine inundations.

Pure Shell Ridges

Multiple shore parallel ridges composed of pure shells (Fragan eragatum) occur at
the head of a long indented bay known as Hamlin Pool at Shark Bay, Western

Australia (Figs. 10 and 11). This species of shell fish normally grows much larger in

size in open ocean conditions but here at Hamlin Pool the hyper-saline conditions,

which also promote stromatolite growth here, result in these shells only growing to

a maximum of 1–1.5 cm across. Beaches are entirely composed of these shells in

this immediate region and as a consequence so too are the beach ridges. The

majority of the ridges rise to 4 m AHD but a few in the middle of the sequence

rise to 5 and 6 m AHD. Figure 11 shows that the ridges date to before the Holocene

transgression and ages on these pre-Holocene ridges exceed the radiocarbon limit.

Hence they are presumably Pleistocene in age and likely last interglacial. These

Fig. 9 Lithic gravel ridges at La Crosse Island, Cambridge Gulf, Western Australia
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pre-Holocene ridges are composed of a variety of different species of shells and

they are also present in a variety of sizes unlike the Holocene ridges with their

mono-specific shells of the same size. Clearly environmental conditions have

changed here since the Holocene transgression compared to the last interglacial

and one assumption is that the present day hyper-saline conditions did not exist here

during the last interglacial. The ridge stratigraphy also suggests that an period of

aridity lasting approximately 1,500 years also occurred during the mid-Holocene

between approximately 2,200 to 3,700 years B.P. The evidence for this suggestion

comes from the eolian capping of very fine grained silt over the ridges dating from

approximately 3,700 to 5,500 yrs BP and not before this time. There was a 1,500

year gap between deposition of the last (most recently deposited) ridge at 3,700 yrs

BP and the next ridge which is not covered in a layer of fine silt at 2,300 yrs BP.

Presumably here, which is part of the most arid section of Australia’s coast, tropical

cyclones of any substantial size (intensity) did not make landfall for this 1,500 yr

period which also coincided with exceptionally dry conditions.

Erosional Records

The records of prehistoric tropical cyclones described thus far have all been

depositional. At Red Cliff Point, 35 km north of Cairns, 4 terraces ranging from

Fig. 10 Location map of Hamlin Pool, Shark Bay, Western Australia
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2.12 m to 6.1 m AHD are eroded into a raised lithic gravel beach deposit (Figs. 12

and 13). Nott (2003) concluded that these terraces were eroded by marine inunda-

tions most likely during tropical cyclones. These terraces are unlikely to have

formed in response to falling sea-levels or recent tectonic uplift of the region.

Mean sea-level has not varied by more than 1 m over the last 5,500 years along

this section of coast, nor has the shoreline been uplifted by more than this amount

over this time (Chappell et al., 1983). The gravel comprising the terraces was origi-

nally derived from the coarse-grained fluvial terraces and debris flows that

extended farther seaward during a period of lower sea-level, most likely between

25,000–14,000 years B.P. (Thomas et al., 2001; Nott et al., 2001) and which was

reworked by the Holocene marine transgression (Fig. 12). These sedimentary depo-

sits now form sea cliffs between 5–10 m in height behind the gravel beaches.

The gravel from these landforms have been re-deposited by waves to form the

gravel beaches as evidenced by the presence of buried detrital corals. Sedimento-

logical analyses of the gravels in the wave cut terraces show that they are generally

well sorted and apart from the lower terrace show no sign of grain size variations

from the toe to the crest of each terrace. This suggests that the upper three terraces

have been eroded into the existing gravel deposit by waves rather than representing

separate individual deposits.

As with the coral shingle ridges it is unlikely that tsunamis were responsible for

erosion of the gravel terraces at Red Cliff Point. Nott (1997) proposed that tsunamis

may have penetrated the Great Barrier Reef near Cairns and eroded and transported

very large (>200 tonnes) lithic boulders along the coast once and possibly twice

over the last millennium. Given that both tsunamis and tropical cyclone induced

surges are possible in this environment, although the former are much less frequent,

it is difficult to be absolutely sure that tsunamis were not responsible. However, if

Fig. 11 Topography and chronology of shell ridges at Hamlin Pool
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tsunamis had impacted the terraces they would have likely destroyed the terrace

morphology given their substantially greater velocity than surge or wind waves and

ability to transport considerably larger clasts than those comprising the terraces.

Hence it is suggested that tsunamis were unlikely to be responsible.

Radiocarbon ages from coral clasts buried amongst the gravels within the

terraces at Red Cliff Point are presented in Table 1. They range in age from

4,200 yr B.P. to 340 yr B.P. (conventional radiocarbon ages) (Fig. 13). The older

ages come from the lower terraces and the two youngest ages from the highest

terrace (Terrace 4). It is suggested here that because these terraces are erosional, the

lower terraces must have developed after Terrace 4 (the highest elevation terrace)

and hence post-date the youngest age from this terrace; this age when calibrated at

the 2s uncertainty margin occurs between AD 1815 and 1870. This then represents

the time when this section of coast experienced an inundation event reaching 6.1 m

AHD (Table 2). The much older radiocarbon dated coral clasts have been reworked

over the millennia and reincorporated into the terraces more recently.

Fig. 12 Location map of sites displaying erosional terraces near Cairns, Queensland
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Intensity of Tropical Cyclones from Sedimentary and Erosional
Evidence

Apart from determining the frequency of tropical cyclone occurrence, the ridge and

terrace records of these events in Queensland can also be used to reconstruct the

intensity of the events responsible for emplacement of individual ridges. The

technique involves an assumption that the height of these landforms represents

the minimum height of the storm inundation during the event responsible. The

elevation of the ridges and terraces is accurately surveyed to datum, and samples of

coral and/or shell radiocarbon dated or sands dated using OSL to determine the

minimum height and times of inundation, respectively. The height of this inunda-

tion is then related to the intensity of the paleocyclone which is determined through

Table 1 Radiocarbon chronology of coral clasts at Red Cliff Point

Location Conv. Age, years B.P. Cal. 1s, Age A.D. Cal. 2s Age, A.D.

Terrace 1 A (2.97m) 3110 ± 70 990–860 BC 1060–800 BC

Terrace 1 B (2.97m) 4070 ± 50 2220–2050 BC 2300–2000 BC

Terrace 1 C (2.97m) 4240 ± 50 2460–2320 BC 2530–2230 BC

Terrace 4 A (6.1m) 4170 ± 50 2370–2200 BC 2440–2140 BC

Terrace 4 B (6.1m) 370 ± 50 1885–1950 832–1950

Terrace 4 C (6.1m) 400 ± 50 1880–1950 1815–1950

Conv. = Conventional radiocarbon age, Cal. = Calibrated radiocarbon age (at 1 sigma and 2 sigma

uncertainty margins); heights in brackets are metres AHD.

Fig. 13 Topography and chronology of erosional terraces at Red Cliff Point
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the use of numerical storm surge and shallow water wave models (Nott, 2003). The

models are used to determine the relationship between surge height and central

pressure for each location containing evidence of paleocyclones. Also, the relation-

ship between surge height and translational velocity of the cyclone, the radius of

maximum winds and the track angle of the cyclone as it approaches and crosses the

coast are determined. Model results are compared to measured surge heights from

Table 2 Calculated central pressure of tropical cyclones responsible for emplacing ridges and

eroding terraces

Location Inun. Hs Set-up Run-up Surge hPa mean ±1s ±2s

Wallaby Is. 5.08 3.9 0.39 1.2 3.43 861 9 30

4.1 3.6 0.36 1.1 2.58 896 8 29

3.6 3.4 0.38 1.0 2.24 910 8 29

Pormpuraaw 5 3.3 0.2 0.9 3.9 942 7 15

4 3 0.15 0.7 2.9 955 7 15

Princess Charlotte Bay 3.1 2.32 0.23 0.7 2.17 924 9 30

2.9 2.26 0.22 0.67 1.99 931 9 29

Red Cliff Pt. 6.1 5.2 0.52 1.56 3.99 900 12 25

4.9 4.7 0.47 1.4 3.0 926 12 24

3.8 4.13 0.41 1.24 2.11 949 12 23

2.12 3.1 0.31 0.92 0.86 982 10 17

Double Is 1.9 2.0 0.2 0.6 0.8 980 15 27

3.5 3.8 0.38 1.0 2.2 941 15 27

Fitzroy Is 4.5 7.4 0.74 2.2 1.5 894 20 39

3.9 6.7 0.67 2.0 1.2 912 19 36

Normanby Is 4.71 7.9 0.79 2.4 1.4 893 13 31

3.8 6.7 0.67 2.0 1.0 924 12 29

Cowley Bch 5 9.5 0.9 1.2 3.7 910 12 24

4 8.5 0.8 1.0 2.8 931 12 24

Curacoa Is 5.5 6.3 0.63 1.89 2.95 893 9 29

4.8 5.8 0.58 1.73 2.47 912 8 28

Lady Elliot Is 5.1 11.2 1.12 3.4 0.52 896 15 35

4.9 10.6 1.06 3.2 0.47 906 14 32

4.5 9.9 0.99 3.0 0.43 916 14 30

Inun. = inundation or height of ridge or terrace, Hs = significant wave height. Mean central

pressure in hPa represents cyclone intensity if storm crossed at mean tide level which occurs at

majority of time over full nodal (~19 yrs) tidal cycle. Central pressures are regarded as minimum

intensity values.
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recent or historical cyclone events near the study sites. The central pressure of the

cyclone responsible for formation of the ridge or terrace is determined by modeling

the magnitude of the surge plus wave set-up, and run-up and tide required to

inundate the ridge or terrace.

The tide height at the time of the prehistoric event is unknown but can be

estimated (at the 95% confidence level) to have occurred within the 2s probability

tidal range of the frequency distribution nodal tide curve for each site (Table 2).

Likewise, the tide height at the time can be estimated at the 1s probability tidal

range (68% confidence level). These tidal ranges effectively form the uncertainty

margins associated with the mean central pressure of the cyclone responsible for

producing an inundation equal in height to the elevation of the ridge or terrace

(Nott, 2003).

Nott and Hayne (2001) and Nott (2003) applied this technique to seven sites

along the Queensland coast. More recently, analyses for the ridge sequences at

Pormpuraaw and Cowley Beach have also been undertaken. The results are pre-

sented in Table 2. They show that the ridges at virtually all of the locations studied

were emplaced during category 5 cyclones (category 5 being the most intense and

category 1 being the least intense), which probably had central pressures of less

than 920 hPa (Table 2). Even at the 95% uncertainty margin, these cyclones were

still category 5 or at least severe category 4 events. The storms responsible for

construction of the ridges at Princes Charlotte Bay (PCB) appear to have been less

intense (929 ± 31 hPa) than elsewhere; however, the lower elevation of these ridges

may be due to limited sediment supply rather than less intense cyclones (Nott and

Hayne, 2001).

In the immediate Cairns region the surge and wave numerical modeling revealed

that a range of cyclones of varying intensities occurred between AD1800 and 1870.

Table 2 presents the mean intensity and the 1s and 2s range of intensities for

individual cyclone events at each site. The highest terrace at Red Cliff Point was

eroded by a cyclone with a mean central pressure of 900 � 25 hPa at the 2s uncer-

tainty margin. This suggests that there is only a 5% probability that this cyclone had

a central pressure higher (weaker) than 925 hPa (Table 2). The mean central

pressure of this storm (900 hPa) is close to the thermodynamic limit for tropical

cyclones in this region [Holland, 1997]. The mean central pressures for the storms

responsible for eroding each of the successively lower terraces were 926, 949 and

982 hPa, respectively. The latter figure accords closely with the central pressures

(980, 975 hPa) of the two tropical cyclones to cross near Red Cliff Point in recent

years (TC Justin and TC Steve) and which caused inundations close to the crest of

Terrace 1. The mean central pressures for the storms responsible for depositing the

shingle ridges at Fitzroy Island were 894 and 912 hPa (Table 2). The ridges at

Double Island are lower in elevation compared to Fitzroy Island and were likely

deposited by less intense cyclones. The numerical modeling and chronologies from

the coral shingle ridges and eroded gravel terraces near Cairns suggest that one and

possibly two intense (severe category 4 or category 5) tropical cyclones occurred

here between AD 1815 and 1870.

Long-Term Natural Variability of Tropical Cyclones in Australia 51



High Resolution (Isotope) Records of Tropical Cyclones

The sedimentary evidence of past tropical cyclones tends to record the most

extreme events. Smaller ridges will be built by weaker cyclones but these are either

destroyed or overridden by more intense events and tend not to be as well pre-

served. As a consequence the frequency of events recorded is lower and only one

spectrum of the climatology of these events remains. This together with the

inherently moderate resolution of the dating techniques (radiocarbon and lumines-

cence) limits the ability to identify trends at decadal to centennial scales. In order to

overcome this problem high resolution records (annual) have been recently derived

from isotopic analysis of annually layered carbonate stalagmites extending back

nearly 800 years near Cairns.

Tropical cyclone rain, compared to normal tropical rain, is strongly depleted in
18O because of extensive fractionation during condensation of uplifted air and the

continuous and higher levels of rainfall (amount effect) (Lawrence and Gedzelman,

1996). Tropical cyclone rain typically contains 18O levels between �5 and �15 ‰
(vSMOW) (Lawrence and Gedzelman, 1996; Lawrence, 1998). These isotope

values have been measured as far as 400 km from the centre of the cyclone

(Lawrence and Gedzelman, 1996). An isotope gradient occurs across the cyclone

with the eye wall region generally experiencing lowest levels of 18O and low values

also occur within the zones of uplifted air around the cyclone known as spiral bands

(Lawrence and Gedzelman, 1996). While the levels of 18O appear to be inversely

proportional to the altitude of uplifted air within the one cyclone there have not

been any systematic studies to date that focus specifically on the relationship

between isotope depletion and cyclone intensity. It is possible that this relationship

does exist since more intense cyclones have cloud tops at greater altitude around the

eye and in spiral bands. The longevity of the system and hence the amount of rain

that has occurred prior to the system crossing the coast also plays a role in the extent

of isotope depletion (amount effect) (Dansgaard, 1964; Hendy and Wilson, 1968;

Hendy, 1971). Because of these factors, rain water falling in tropical coastal regions

with d18O below �6 ‰ (vSMOW) can be regarded as a signature of its origin in a

tropical cyclone (Lawrence and Gedzelman, 1996; Lawrence, 1998). Dilution of

this rain water will occur when mixed with ground and surface waters and this

would also be expected when such waters are utilized in the formation of terrestrial

faunal carbonate shells and limestone speleothems in caves. These diluted water

isotope values have been measured between �5 and �10 ‰ (vPDB) (Lawrence,

1998). To date however this isotopic signature has not been used as a measure of the

long-term history of tropical cyclones in well preserved carbonates.

An annually layered stalagmite was sampled from Chillagoe approximately 130

km west of Cairns. Oxygen isotope (d18O) analyses were undertaken on each of the
777 layers (AD 2004 to AD 1228) (Fig. 14). (Nott et al., 2007). Comparisons were

made between the isotope and historical records of tropical cyclones (starting AD

1907) passing through the region (Fig. 15). Each of the peaks in the d18O depletion

curve corresponds to the passage of a cyclone within 400 km of Chillagoe. Twenty
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of these twenty seven cyclones passed within 200 km of Chillagoe, 22 within 230

km, 23 within 270 km and the other three within 400 km. The record accounts for

63% of all cyclones that passed within 200 km of Chillagoe since AD 1907. It is not

reasonable to expect all cyclones to be registered in the stalagmite for a number of

reasons including a) many cyclones in this region are ‘midgets’ (very small

diameter) and even tracking within 200 km these cyclones will not produce 18O

Fig. 15 Timing of tropical cyclone occurrences, high wet seasonal rainfalls and no cyclone years

relative to d18O ‰ (vPDB) record for period AD 1907 to 2003

Fig. 14 Annual d18O ‰ (vPDB) AD 1226 to 2003

Long-Term Natural Variability of Tropical Cyclones in Australia 53



depleted rain at Chillagoe, b) the cyclones were short lived and hence had higher

levels of 18O because the amount effect (Dansgaard, 1964; Hendy and Wilson,

1968; Hendy, 1971) had not had time to develop, or c) the cyclones were of low

intensity. Despite the absence of many cyclones it is important to note that every

intense cyclone (i.e. AD 1911, 1918, 1925, 1934, 1986 as determined by barometer

or damage to urban infrastructure and loss of life) (Callaghan, 2005) to make

landfall in the region (400 km region) since AD 1907 is registered by a peak in

the isotope depletion curve.

The magnitude of each of the depletion peaks is likely to be a function of the

level of 18O in the cyclone rain and the amount of 18O in soil water from the

previous wet season rainfall or previous rainfall events in the same season. The step

function appearance of the raw isotope data plot seen in Fig. 14 is likely to be due to

the relative increase in soil water d18O content, as seen following approximately

AD 1400, and decrease following approximately AD 1800. Because of the 18O soil

water lag effect, Nott et al. (2007) suggested that a more appropriate measure of the

level of isotope depletion for a cyclone event is the difference in 18O between the

depletion peak and the preceding curve trough. A curve of d18O differences is

presented in Fig. 16.

Multiple regression analysis showed that isotope depletion levels have their

closest relationship to the intensity of the cyclone divided by the distance (closest

point on path) of the cyclone from Chillagoe (R2 = 0.6, p < 0.001). A very low

isotope value (high peak on Fig. 16) is therefore more likely to be a product of an

intense event that tracks very close to the site which as a consequence experiences a

Fig. 16 Detrended d18O ‰ (vPDB) values (crest – preceding trough from Fig. 15) to account for

d18O soil water dilution for landfalling tropical cyclones from AD 1228 to 2003. Critical value for

moderate to severe hazard impact at-a-station is �2.50 ‰. Note no events above this value

between AD 1200 to 1400 and AD 1500–1600, 2 events between AD 1400–1500, 7 events

between AD 1600–1801 and 1 event ( just above this value) since AD 1801
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severe hazard. A higher isotope value could be due to an intense event at a greater

distance or a low intensity event very close to the site. Either way the site

experiences a lower severity hazard. The higher isotope values could also be due

to some other environmental variable (i.e. slight variations in isotope values in

evaporated source waters) and not necessarily be due to a distant or weaker tropical

cyclone. However, as discussed it is unlikely that the lower isotope values are due to

anything else besides tropical cyclone rainfall.

Only one cyclone event (AD 1911) during the historical period (post AD 1907)

has an isotope difference less than �2.5‰ (i.e. a more negative value) (Fig. 15). A

barometric pressure measurement of 959 hPa was made approximately 50 km from

the estimated landfall point of this cyclone; the central pressure of this cyclone is

not known but must have been considerably lower. This cyclone registers as the

highest historical peak on Figure 16 because of its intensity and also because it

passed within 30 km of Chillagoe. This cyclone also produced the highest peak

during the period AD 1802–2004. In comparison, the period AD 1600–1801 registers

3 peaks with a lower than�2.5‰; isotope difference value, 3 more were below�3.0

‰, and 1 was below �4.0 ‰ from AD 1500–1600 there were no peaks with an

isotope difference value lower than �2.5 ‰; the period AD 1400–1600 had 1 event

below �3.0 ‰ and one below �3.5 ‰.

Using the isotope difference value of 2.5‰ for the 1911 cyclone as a reference it

is clear that the period between AD 1600 to 1800 had many more intense or

hazardous cyclones impacting the site than the post AD 1800 period. Seven events

that were more intense/hazardous than the 1911 event occurred during this 200 year

period. Indeed the cyclone registering the lowest isotope difference value (<�4.0

‰), hence the most intense or hazardous, of the entire record occurred during this

time. There were no comparatively hazardous cyclones during the period AD 1500

–1600 yet the period from AD 1400 to 1500 had two events with considerably lower

isotope difference values and hence were presumably more hazardous than the AD

1911 event. The two centuries from AD 1200 to 1400 had no events equal in

intensity to the AD 1911 event.

These results suggest that there may be centennial scale regimes in landfalling

tropical cyclone activity in this region. Comparisons with sea surface temperature

(SST) data from geochemical proxies in corals from the GBR (Hendy et al., 2002)

show that these centennial scale phases of heightened landfalling cyclone frequency

occurred during both warmer (AD 1700–1800) and cooler (AD 1600–1700) than

present SSTs in this region (Nott et al., 2007). This is the first time that centennial

scale variations in landfalling cyclone activity have been recognised for any ocean

basin and such information can be invaluable in decoupling human induced

changes in cyclone behaviour from natural variability. Before such goals can be

properly realised however it is imperative that further high resolution, long-term

records of this hazard are investigated from both this region and other ocean basins

globally. While this single station record is insufficient on its own to draw any

conclusions about natural variability versus global climate change issues it is very

useful for better assessing risk from this hazard for this region.
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The Quaternary versus the Instrumental Record

The historical record of tropical cyclones in the Australian region shows some

degree of decadal variability over the last 130 years especially in connection with

variations in ENSO (e.g. Solow and Nicholls, 1990). The longest complete data set

of land falling cyclones occur from northeast Queensland (Callaghan, 2005) and

here the usual pattern of many more lower magnitude events occurring compared to

higher magnitude ones exists. The record is interesting as it shows that during this

time period only two category 5 and two category 4 cyclones struck the northeast

Queensland coast. The rarity of these extreme events has led to a relatively blasé

attitude towards the severity and consequences of such a hazard in some regional

centres (Anderson-Berry, 2003).

Using only instrumental (last 30–40 years) and/or historical data sets (last

approximately 100 yrs), several studies have determined the recurrence intervals

of cyclones in this region. This has usually involved extrapolating centuries to

millennia beyond the short record to determine the frequency of the most extreme

events i.e. the 0.1% Annual Exceedence Probability event (AEP) (Harper, 1999;

McInnes et al., 2000). The most recent magnitude frequency analysis of cyclones

for the Queensland region used only the last 33 years (AD 2004–1970) of record,

being the instrumental period (Queensland Government, 2001). Based on these

analyses Cairns can expect a severe Category 5 cyclone (900 hPa) approximately

every 1,000 yrs. Likewise, the Queensland Govt. (2004) showed that the probability

of a category 5 cyclone crossing at Cairns and generating a storm tide equal to that

needed to generate the sedimentary ridges discussed in this study was 0.001 (annual

exceedence probability) or once every 1,000 years.

The Quaternary sedimentary record for the Queensland region suggests that over

the past 5,000 years a category 5 cyclone occurs at any one location on average

every 200–300 years (Nott and Hayne, 2001) which is approximately four times

more frequent than that suggested by the instrumental period. In the Cairns region

the sedimentary record suggests a category 5 cyclone made landfall here sometime

between AD 1800–1870, the latter being the date of first European settlement. The

isotope stalagmite record suggests that the last intense cyclone to occur near Cairns

was AD 1801. This record also suggests that Cairns has experienced between 5 and

7 intense cyclones which were likely to be category 4 or 5 events over the past 800

years.

The clear message is that the Quaternary record demonstrates that the historical/

instrumental record substantially underestimates the frequency of the most extreme

tropical cyclone events. It also suggests that the size of the 1% annual exceedence

probability (AEP) event is much more intense than had been previously estimated.

Present policies and guidelines for hazard risk mitigation and urban planning,

particularly for storm tides, are based upon the estimates from the historical/

instrumental records despite the fact that the Quaternary records cast strong doubt

upon the veracity of this approach. There is a reluctance to accept the Quaternary

record as realistic because it is less precise than the instrumental record. Nott (2006)
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has suggested that this may be because of the lack of familiarity with reconstructing

long-term time series from natural records by those undertaking the risk assess-

ments.

Conclusion

Considerable data on the frequency and magnitude of tropical cyclones in northern

and Western Australia over the late Holocene has now been collected. From the

earliest studies of Chappell et al. (1983) and Chivas et al. (1986) and then Hayne

and Chappell (2001) and Nott and Hayne (2001) the regional record suggests that

the more intense cyclone events occur on average every 200–300 years for most

locations along the Queensland coast. The recent isotope studies of annually

layered carbonate stalagmites also confirms that extreme tropical cyclones occur

in the Cairns region considerably more frequently than previously estimated from

the short instrumental record. Unfortunately, this disparity between the paleo and

shorter records is often ignored in risk assessments of tropical cyclones in this

region (cf Queenaland Government, 2001, 2004). To incorporate the Quaternary

data when assessing risk from this hazard will lead to a more realistic assessment of

the tropical cyclone magnitude and frequency relationship and a reduction in risk as

a consequence.

References

Anderson-Berry, L., 2003: Community Vulnerability to Tropical Cyclones: Cairns, 1996–2000.

Natural Hazards, 30, 209–232.
Baines, G. B. K, and R. F. McLean, 1976: Sequential studies of hurricane deposit evolution at

Funafuti Atoll. Marine Geology, 21, M1–M8.

Callaghan, J., 2005: Bureau of Meteorology record of Australian east coast tropical cyclones,
Australian Bureau of Meteorology, Brisbane.

Chappell, J., A.Chivas, E. Rhodes, and E. Wallensky, 1983: Holocene paleo-environmental

changes, central to north Great Barrier Reef inner zone. BMR Journ. Aust. Geol and Geophys,
8, 223–235.

Chivas A., J. Chappell, and E. Wallensky, 1986: Radiocarbon evidence for the timing and rate of

island development, beach rock formation and phosphatization at Lady Elliot Island, Queens-

land, Australia. Marine Geology, 69, 273–287.
Dansgaard, W., 1964: Stable isotopes in precipitation. Tellus, 16, 436–468.
Davies, P. J. 1983: Reef Growth. Perspectives on coral reefs. D.J. Barnes, Ed., Aust. Inst. Mar. Sci.

B. Clouston Publishing, Manuka, 69–106.

Donnelly, J. P., and T. Webb III, 2004: Backbarrier sedimentary records of intense hurricane

landfalls in the northeastern United States. In: R. Murnane, and K. Liu, Hurricanes and
Typhoons:Past Present and Potential, Eds., New York: Columbia Press, pp. 58–96.

Donnelly, J. P., S. S. Bryant, J. Butler, J. Dowling, L. Fan, N. Hausmann, P. Newby, B. Shuman, J.

Stern, K. Westover, and T. Webb III, 2001: 700 yr sedimentary record of intense hurricane

landfalls in southern New England. Geo. Soc. Am. Bull. 113, 714–724.
Emanuel, K., 2005: Increasing destructiveness of tropical cyclones over the past 30 years. Nature,
436, 686–688.

Long-Term Natural Variability of Tropical Cyclones in Australia 57



Harper, B., 1998: Storm tide threat in Queensland: History, prediction and relative risks. Qld.
Dept. Env. & Her. Technical Report 10.

Hayne, M., and J. Chappell, 2001: Cyclone frequency during the last 5,000 yrs from Curacoa

Island, Queensland. Paleogeog., Paleoclim., Paleoecol., 168, 201–219.
Hendy, C., and A. Wilson, 1968: Paleoclimatic data from speleothems. Nature, 219, 48–51.
Hendy, C., 1971: The isotope geochemistry of speleothems 1. The calculation of the effects of

different modes of formation on the isotopic composition of speleothems and their applicability

as paleoclimatic indicators. Geochem et Cosm. Act. 35, 802–824.
Hendy, E. J., et al., 2002: Abrupt decrease in tropical Pacific sea surface salinity at end of Little Ice

Age. Science, 295, 1511–1514.
Holland, G., 1997: The maximum potential intensity of tropical cyclones. Jour. Atmos. Sci., 54,
2519–2541.

Hughes, T. P., 1999 Off-reef transport of coral fragments at Lizard Island, Australia. Marine
Geology, 157, 1–6.

Kossin, J. P., K. R. Knapp, D. J. Vimont, R. J. Murnane, and B. A. Harper, 2007: A globally

consistent reanalysis of hurricane variability and trends. Geophys. Res. Lett., 34, L04815,
doi:10.1029/2006GL028836.

Landsea, C. W., 2007: Counting Atlantic tropical cyclones back to 1900. Eos Trans. AGU, 88, 18,
197–202.

Lawrence J. R., and S. D. Gedzelman, 1996: Low stable isotope ratios of tropical cyclone rains,

Geophysical Research Letters, 23, 527–530.
Lawrence, J.R., 1998 Isotopic spikes from tropical cyclones in surface waters: opportunities in

hydrology and paleoclimatology. Chemical Geology, 144, 153–160.
Liu, K. B., and M. L. Fearn, 2000: Reconstruction of prehistoric landfall frequencies of catastro-

phichurricanes in northwestern Florida from lake sediment records. Quat. Res. 54, 238–245.
Liu, K. B., 2004: Paleotempestology: Principles, methods, and examples from Gulf Coast lakese-

diments. Hurricanes and Typhoons: Past, Present, and Future. R. Murnane, and K.B. Liu, Eds.

Columbia University Press, New York, 13–57.

Mann, M. E., and K. A. Emanuel, 2006: Atlantic hurricane trends linked to climate change. Eos
Trans. AGU, 87, 24, 238–241.

Mann, M. E., K. A, Emanuel, G. J. Holland, and P. J. Webster, 2007: Atlantic Tropical Cyclones

Revisited. Eos Trans. AGU, 88, 36, 249–350
McInnes, K. et al., 2000: Impact of sea-level rise and storm surges on coastal resorts. A report for

CSIRO Tourism Research, CSIRO Atmospheric Research, Melbourne.

Miller, D. L., C. I. Mora, H. D. Grissino-Mayer, M. E. Uhle,. and Z. Sharp, 2006: Tree-ring isotope

records of tropical cyclone activity. Proc. Nat. Acad. Sci. 103, 14294–14297.
Nott, J., 2000: Records of prehistoric tsunamis from boulder deposits; evidence from Australia.

Science of Tsunami Hazards, 18, 3–14.
Nott, J., 2003: Intensity of prehistoric tropical cyclones. Journal of Geophysical Research, 108
(D7), 4212–4223.

Nott, J., 1997: Extremely high magnitude waves inside the Great Barrier Reef: determining the

cause – tsunami or tropical cyclone. Marine Geology, 141, 193–207.
Nott, J., and M. Hayne, 2001: High frequency of ‘super-cyclones’ along the Great Barrier Reef

over the past 5,000 years. Nature, 413, 508–512.
Nott, J., M. Thomas, and D. Price, 2001: Alluvial fans, landslides and late Quaternary climatic

change in the wet tropics of northeast Queensland. Australian Journal of Earth Sciences, 48,
875–882.

Nott, J. F., 2006. Extreme Events; their physical reconstruction and risk assessment. Cambridge

University Press, Cambridge, U.K. 310pp.

Nott, J. F., J. Haig, H. Neil, and D. Gillieson, 2007: Greater frequency variability of landfalling

tropical cyclones at centennial compared to seasonal and decadal scales. Earth and Planetary
Science Letters. 255, 367–372.

58 J. Nott



Nott, J. F., M. Hayne, Long-term tropical cyclone history from sand and shell beach ridges, Gulf of

Carpentaria, Australia (in prep.).

Nott, J. F., S. Smithers, , K. Walsh, and E. Rhodes, 2008: Tropical sand beach ridges record 5,000

year history of tropical cyclones, Cowley Beach, Australia (in prep.).
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Statistical Link Between United States Tropical

Cyclone Activity and the Solar Cycle

James B. Elsner and Thomas H. Jagger

Abstract The recent increase in the power of Atlantic tropical cyclones is attribut-

able to greater oceanic warmth in part due to anthropogenic increases in radiation

from greenhouse gases. However solar activity may directly influence a hurricane’s

power as well. In this chapter we report on a finding that Caribbean tropical cyclone

activity and U.S. hurricane counts have a pronounced 10-year periodicity with

tropical cyclone intensities inversely correlated with sunspot number on the inter-

annual and daily time scales. The finding is in accord with the heat-engine theory of

hurricanes that predicts a reduction in the maximum potential intensity with a

warming in the layer above the hurricane. An active sun warms the lower strato-

sphere through ozone absorption of additional ultraviolet (UV) radiation. Since the

dissipation of the hurricane’s energy occurs through ocean mixing and atmospheric

transport, tropical cyclones can act to amplify the effect of a relatively small change

in the sun’s output appreciably altering the climate. The finding has serious

implications for life and property throughout the Caribbean, Mexico, and portions

of the United States.

Introduction

On average Atlantic tropical cyclones are getting stronger with a trend that is

related to an anthropogenic increase in oceanic heat content over the North Atlantic

(Emanuel 2005; Webster et al. 2005; Trenberth 2005; Elsner 2007). Consistent with

the ‘‘heat-engine theory’’, increases in tropical cyclone intensity over the past 25

years for the set of strongest storms are noted in other tropical cyclone basins as

ocean temperatures rise (Elsner et al. 2008). However, a hurricane’s maximum

potential energy is inversely related to the temperature above the thunderstorm

clouds in the central core (Emanuel 1991; Holland 1997). A warming of the lower

stratosphere, near the tropopause (~16 km altitude), resulting from increased UV

radiation absorbed by ozone will decrease the convective available potential energy

limiting the intensity of the cyclone. Variation in radiation between extremes of the
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10–11-year sunspot cycle reaches 35% in portions of the UV range. Here we

examine whether we can find a solar signal in the record of hurricanes, especially

those affecting the United States. The focus on U.S. hurricanes and those over the

Caribbean is motivated by the reliability of records back through the 20th century

and by their social and economic importance. In fact, hurricane damage to the

United States has averaged greater than $35 bn (U.S.) per year since 2002.

Model for Seasonal North Atlantic Hurricane Counts

To a first approximation on the annual time scale, high ocean heat content, low

values of wind shear, and westerly steering currents increase the risk of hurricanes

(Gray 1968; DeMaria et al. 2001; Elsner 2003). Indexes that track variations in

these factors are used to construct skillful statistical models of coastal hurricane

activity and potential financial losses (Saunders and Lea 2005; Jagger et al. 2008).

Table 1 lists the coefficient estimates of a generalized linear regression model for

Atlantic tropical cyclone counts (tropical storms and hurricanes) using data that

starts at different years. The model covariates include sea-surface temperature

Table 1 Coefficients of a generalized linear model (Poisson) of tropical cyclone counts. The

model uses the logarithm of the rate as the link function to a linear regression of the covariates.

Model coefficients are determined from a maximum likelihood procedure. The covariates include

the May through June averaged North Atlantic Oscillation (NAO) index in units of standard

deviation, the August through October averaged Southern Oscillation Index in units of standard

deviation, and the August through October averaged SSTs in the main development area of the

central North Atlantic Ocean (see Fig. 2). For a one unit change in the covariate, the difference in

the logarithms of expected tropical cyclone counts changes by the respective model coefficient

given that the other covariates are held constant. The reduction in deviance from a model with no

covariates is between 40 and 48% depending on start year. The intercept term is not included in the

table

Term Estimate S.E. z value Pr(>z)

TS þ H 1900–2006

NAO �0.086 0.036 �2.694 0.007

SOI þ0.138 0.035 þ3.899 <0.001

SST þ0.859 0.105 þ8.191 <0.001

TS þ H 1914–2006

NAO �0.096 0.034 �2.839 0.005

SOI þ0.150 0.038 þ3.931 <0.001

SST þ0.981 0.121 þ8.110 <0.001

TS þ H 1944–2006

NAO �0.084 0.042 �2.000 0.046

SOI þ0.146 0.044 þ3.291 0.001

SST þ0.817 0.148 þ5.502 <0.001
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(SST) as an indicator of ocean heat content averaged over the main development

area of the Atlantic Ocean (80W to 20W by 5N to 25N), the Southern Oscillation

Index (SOI) as a remote indicator of shear, and the North Atlantic Oscillation index

(NAO) as an indicator of steering currents.

Monthly values of the NAO and SOI are obtained from the Climatic Research
Unit of the University of East Anglia. The May and June values of the NAO are

averaged to produce the NAO covariate. The August through October values of the

SOI are averaged to produce the SOI covariate. Both covariates have units of

standard deviations. The monthly SST values were obtained from the U.S. National

Oceanic and Atmospheric Administration (NOAA) in Boulder, Colorado, USA

(http://www.cdc.noaa.gov/) and are from the Kaplan SST V2 data (Kaplan et al.

1998). The data are averaged over the main development area of the Atlantic Ocean

(80W to 20W by 5N to 25N) from 2 degree by 2 degree latitude-longitude grids and

have units of degrees Celsius.

The generalized linear model for tropical cyclone count data is the Poisson

regression (Elsner and Schmertmann 1994; McDonnell and Holbrook 2004).

It attributes to the response variable (annual tropical cyclone counts) a Poisson

distribution whose expected value depends on a set of covariates in the following

way

logðl̂Þ ¼ a0 þ a1 � NAOþ a2 � SOI þ a3 � SST

where lambda hat is the expected annual tropical cyclone rate, NAO, SOI, and SST

are the covariates, and the alphas are the model parameters estimated using the

method of maximum likelihoods. In the parlance of generalized linear models, the

logarithm is the link function.

The reduction in deviance (analogous to the percentage of variance explained in

an ordinary least-squares regression) from a model with no covariates ranges from

40% using data back to 1900 to 48% using data back only to 1944. It needs to be

emphasized that a Poisson regression is not the same as a normal regression on the

logarithm of counts. With Poisson regression you cannot explain all the variation in

the data; there will be unexplainable variation due to the stochastic nature of the

model. Thus, given that the counts follow a Poisson distribution (excellent assump-

tion), even if the model precisely predicts the rate, the counts will have a degree of

variability that cannot be reduced by the model (this is what is called aleatory

uncertainty).

Signs on the coefficient estimates are consistent with the theory indicating more

disturbances reaching tropical cyclone intensity with greater ocean heat content

(positive on the SST coefficient estimate), more cyclone intensification with less

shear (positive on the SOI estimate indicating La Nina conditions), and a greater

number of cyclones reaching tropical cyclone intensity with a weaker pre-season

NAO indicating a preference for storms to remain in the deep tropics (e.g.,

hurricanes Dean and Felix over the Caribbean Sea during 2007).
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Model for Seasonal U.S. Hurricane Counts

The autocorrelation function of the seasonal tropical cyclone model residuals is

plotted in Fig. 1. The plot shows a relatively high correlation at a 10-year lag, which

is unrelated to the covariates in the model. We add a term to the model to account

for this lag and find that it is indeed significant (Table 2). In fact, a 10-year lag term

is significant in models for basin-wide tropical storms and hurricanes and hurri-

canes alone. The lag term reduces the model deviance by an additional 4 percentage

points for the tropical storm-and-hurricane model and by an additional 7 points for

the hurricane-only model. The coefficient value of 0.054 on the lag term in the

hurricane-only model indicates an increase of 5.4% per hurricane so if there were

10 hurricanes a decade ago, the rate would be 32% higher than if there were only 4

Fig. 1 Autocorrelation function of

the residuals from a generalized

linear model of Atlantic tropical

cyclone counts. The model

response variable is the count of

tropical cyclones and hurricanes

over the period 1914–2006. The

dotted lines are the 95% confidence

limits. A pronounced 10-year peak

is noted

Table 2 Same a Table 1, except with a 10-year term (LAG) added. Also included is a hurricane-

only model

Term Estimate S.E. z value Pr(>z)

TS þ H 1914–2006

NAO �0.108 0.037 �2.925 0.003

SOI þ0.139 0.041 þ3.386 0.001

SST þ0.762 0.142 þ5.376 <0.001

LAG þ0.031 0.010 þ3.268 0.001

H only 1900–2006

NAO �0.144 0.045 �3.195 0.001

SOI þ0.161 0.049 þ3.261 0.001

SST þ0.609 0.162 þ3.745 <0.001

LAG þ0.054 0.018 þ2.958 0.003
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hurricanes a decade ago. The result suggests the possibility of an additional forcing

mechanism for Atlantic hurricanes related to the solar cycle.

To examine this possibility we focus on U.S. hurricanes. Reliable records of U.S.

hurricane counts extend back to solar cycle number 10 (1860s). Since the statistical

model above includes SST, the missing thermodynamic variable in the heat-engine

theory is near-tropospheric temperature. We speculate that an increase in solar UV

radiation during periods of strong solar activity will have a negative influence on

tropical cyclone intensity as the temperature near the tropopause will warm through

absorption of the radiation by ozone possibly modulated by the transport of ozone

(Labitzke and van Loon 1988; Rind and Balachandran 1995; Shindell et al. 1999;

Crooks and Gray 2005; Salby and Callaghan 2007). This effect will be most

pronounced in regions of sufficient oceanic heat content and for stronger tropical

cyclones. In fact, an 8–11 year cycle in a 270-year proxy for major Atlantic

hurricane activity from coral and marine sediments in the Caribbean has been

noted (Nyberg et al. 2007). As upper tropospheric data are not available earlier

than about 1940, solar activity serves as a proxy for upper tropospheric temperature.

For solar activity we use the August through October averaged sunspot number

(SSN). The sunspot numbers produced by the Solar Influences Data Analysis
Center (SIDC), World Data Center for the Sunspot Index, at the Royal Observatory
of Belgium are obtained from NOAA.

The model for U.S. hurricane counts using data starting with 1866 shows that

SSN is significant (p value = 0.048) after accounting for the NAO, SOI, and SST

(Table 3). Average sunspot number, as a predictor is more significant using data

beginning with 1878. The sign on the coefficient is negative indicating that the U.S.

Table 3 Same a Table 3, except a model for U.S. hurricanes that also includes a term for the solar

cycle: sunspot number (SSN)

Term Coefficient

Estimate

S.E. z value Pr(>z)

US H 1866–2006

NAO �0.207 0.066 �3.143 0.002

SOI þ0.238 0.068 þ3.514 <0.001

SST þ0.508 0.235 þ2.164 0.030

SSN �0.003 0.001 �1.979 0.048

US H 1878–2006

NAO �0.202 0.069 �2.931 0.003

SOI þ0.272 0.071 þ3.829 <0.001

SST þ0.499 0.236 þ2.120 0.034

SSN �0.003 0.002 �2.194 0.028

US H 1900–2006

NAO �0.214 0.076 �2.820 0.005

SOI þ0.285 0.081 þ3.487 <0.001

SST þ0.545 0.252 þ2.161 0.031

SSN �0.003 0.002 �1.992 0.046
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hurricane rate decreases with increasing solar activity. The coefficient magnitude

indicates that for every additional 100 sunspots, the U.S. hurricane rate is reduced

by a factor of 0.74. This is consistent with the heat engine theory and with the notion

that increased UV radiation accompanying an active sun raises the temperature in

the atmosphere above the hurricane. Correlation between the covariates range in

absolute value from 0.05 to 0.19 with the highest occurring between SST and SOI

and between SST and SSN.

With a generalized linear model, adequacy is checked by examining the Pearson

residuals. Under the null hypothesis that the model provides an adequate fit to the

data, the sum of the squared Pearson residuals has a chi square distribution with N-

p degrees of freedom, where N is the record length and p is the number of model

parameters. For all four seasonal models (data starting at different years) consid-

ered, the p-value on the chi square goodness-of-fit test is 0.2 or greater indicating no

significant lack of fit.

Model for Daily Tropical Cyclone Intensity

To examine the hurricane-sun relationship in more detail we consider daily data.

We first spline interpolate the 6-hr positions and maximum wind speeds to hourly

values (Jagger and Elsner 2006) using the U.S. National Hurricane Center best-

track data (Neumann et al. 1999) for all tropical storms and hurricanes over the

63-year period 1944–2006. Tropical cyclones over the Caribbean Sea and near the

United States were routinely monitored with aircraft reconnaissance during this

time period. We then compute daily average tropical cyclone wind speed intensity

from the spline-interpolated values.

Tropical cyclone intensity depends on many factors including low-level spin and

wind shear. These factors will confound attempts to identify a solar signal in the

data. In order to provide some control, we correlate tropical cyclone intensity with

solar activity using cyclones over a uniformly warm part of the western half of the

basin and mainly within the deep tropics. The domain is bounded by 65 and 100

degrees W longitude and 10 and 30 degrees N latitude (Fig. 2a). This region is

where oceanic heat content is the largest during the hurricane season so the limiting

thermodynamic variable is upper atmosphere temperature rather than SST.

The rank correlation between daily SSN and daily averaged tropical cyclone

intensity for all tropical storms and hurricanes in the domain over the period 1944–

2006 is�0.11 (p value< 0.001, 413 dof). Although explaining only a small amount

of the variability, the result is consistent with output from the seasonal models

above showing an inverse relationship between hurricane intensity and solar activ-

ity. The daily correlation between SSN and storm intensity is based on the Spear-

man rank correlation since daily SSN and tropical cyclone intensity are not

multivariate normal. The significance includes a reduction in the degrees of free-

dom since daily intensities and SSN are serially correlated. Each storm is given one

degree of freedom regardless of the number of days it stays in the region.
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Quantile regression is a model to estimate the conditional quantile of a response

variable given a set of observed covariates. Here we consider the 50, 75, 90, 95 and

99 percentiles of daily mean maximum tropical cyclone wind speed as an affine

transformation of the daily number of sunspots. Quantile regression is an extension

of median regression based on estimating the value of the parameter vector from the

set of allowable vectors that minimizes the mean loss function

Ltðb; yÞ ¼ 1

n

Xn

i¼1

ptðyi � mðxi; bÞÞ

Fig. 2 Region map and upper quantiles of hurricane intensity grouped by daily sunspot numbers.

a. Solid boxes delineate regions used to model daily tropical cyclone intensities. The dotted box

delineates the averaging region for SST as an index of ocean heat content for the seasonal model of

tropical cyclone activity. b. Quantile values and regression model lines using daily tropical

cyclone intensity in the western basin as the response and daily SSN as the covariate. The symbols

correspond to the 50th, 75th, 90th, 95th, and 99th percentiles starting at the bottom for each

sunspot group. The lines correspond to the respective quantile regression lines. Numbers above the

abscissa are the sample sizes (number of days with sunspot numbers in the interval). c. Same as b,

except for the eastern Atlantic basin

Statistical Link Between United States Tropical Cyclone Activity and the Solar Cycle 67



where the y’s are the response values, mu is the estimate of the tau quantile, and the

x’s and beta’s are the covariate vector and parameter vector, respectively. The loss

function is p sub tau, where

ptðzÞ ¼ zj jft � Iðz > 0Þ þ ð1� tÞ � Iðz < 0Þg

and I(x) is the indicator function, which is one when x is true and zero otherwise.

The loss function is non-negative taking a minimum value of zero only when z is

zero.

If one has a series of samples and mu is a constant, i.e. an intercept-only model,

then the resulting value of beta that minimizes the total loss function occurs only

when mu is equal to the tau quantile of the response. Then, if the model fits well, a

plot of the fitted values versus the actual values will show that tau observed values

are less than the fitted values, with 1-tau observed values greater than the fitted

values (Yu et al. 2003). The total loss function is an unbiased sample estimate of the

expected value of

ptðY � mðx � bÞÞ

and the minimization over beta is a consistent estimate of the minimization of this

expected value. For the fit we choose a linear model for the regression function of

the form

m̂ ¼ b0 þ b1 � SSNi

where SSN is the daily sunspot count.

Figure 2b shows the upper quantiles of hurricane intensity by categories of daily

SSN. The slopes from a quantile regression are negative at the median and above

(Q50, Q75, Q90, Q95, and Q99) indicating an inverse relationship between sun-

spots and storm intensity. The relationship is generally stronger for the more intense

cyclones (Table 4).

Over the western Atlantic including the Carilbrean Sea and Gulf of Mexico

where oceanic heat content is sufficiently large, the limiting thermodynamic factor

for a tropical cyclone to reach its maximum potential intensity (MPI) is the near-

Table 4 Quantile regression coefficients from a model of storm intensity on daily sunspot number

(SSN). The values are estimates of the slope over the western North Atlantic basin (see c). SSN is

grouped in 25 count intervals. The slope has units of kt/SSN

Quantile Estimate S.E. t value Pr(>t )

Q50 0.050 0.012 4.017 <0.001

Q75 0.120 0.025 4.908 <0.001

Q90 0.121 0.028 4.368 <0.001

Q95 0.093 0.027 3.461 0.001

Q99 0.099 0.042 2.342 0.019
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troposphere temperature. Since this factor is inversely related to MPI, we note that

an active sun warms the lower stratosphere thereby decreasing potential intensity.

Indeed, the correlation between seasonally averaged SSN and temperatures near the

tropopause over the domain is consistently positive based on atmospheric data over

the period 1948–2006. The seasonal averaged (August–October) near-tropospheric

(200, 150, 100, and 70 mb) temperatures are obtained from the U.S. NCAR/NCEP

re-analysis dataset (Kalnay et al. 1996). These results using a quantile regression

model on daily cyclone intensity are in agreement with the results of our seasonal

model and thus they add evidential support to the hypothesis of a solar hurricane

link.

In marked contrast, the daily SSN is positively correlated with daily averaged

tropical cyclone intensity for cyclones over the domain bounded by 30 and 60

degrees W longitude and 5 and 30 degrees N latitude. Figure 2c shows the upper

quantiles of hurricane intensity by categories of daily SSN over this eastern part of

the Atlantic basin. Here the slopes from a quantile regression are positive at the

median and above (Q50, Q75, Q90, Q95, and Q99) indicating an direct relationship

between sunspots and storm intensity over the central and eastern Atlantic.

Discussion and Summary

An explanation for this geographic difference in the SSN-hurricane intensity

relationship centers on the difference in the limiting factors associated with tropical

cyclone intensity. As mentioned over the western Atlantic cloud top temperature

appears to be the limiting factor, whereas over the eastern and central tropical

Atlantic, the limiting factor in the thermodynamic potential for intensity is oceanic

heat content. Since there is a direct relationship between SST and MPI, an active

sun increases the shortwave flux to the ocean raising the heat content and increasing

the potential for tropical cyclone intensification. In fact, a time series model of

Atlantic SST contains a component corresponding to the solar cycle (Elsner et al.

2008) with Aug-Oct SST values generally higher (lower) during years of high (low)

sunspot numbers.

To better understand and predict how global warming affects hurricanes it is

necessary to consider the full range of natural factors responsible for variations in

tropical cyclone activity. Here we identify a 10-year cycle that explains a significant

portion of the inter-annual variability in tropical cyclone frequency after accounting

for SST, shear, and steering. The cycle is negatively correlated with solar activity.

Daily SSN is significantly negatively correlated to tropical cyclone intensity over

the Caribbean especially for storms near their MPI. The variation in tropical

cyclone frequency related to the solar cycle is explained by the heat-engine theory

of tropical cyclones that for a constant ocean heat content implies an inverse

relationship between storm intensity and cloud top temperature and therefore the

amount of UV radiation absorbed by ozone.
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This natural co-variability between solar and tropical cyclone activity needs to

be incorporated into forecasts of hurricanes that look decades ahead. Since the

dissipation of the cyclone’s energy occurs through ocean mixing and atmospheric

transport, tropical cyclones act as an amplifying mechanism by which small

changes in the sun’s output can appreciably alter the climate. The discovery has

critical implications for life and property throughout the Caribbean, Mexico, and

portions of the United States.
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Abstract The insurance industryis interested in five-year predictions of the number

of Atlantic hurricanes which will make landfall in the United States. Here we

describe a suite of models developed by Risk Management Solutions, Inc. to

make such predictions. These models represent a broad spectrum of view-points

to be used as a basis for an expert elicitation.

Introduction

The question of how to predict the number and intensity of Atlantic hurricanes that

make landfall in the United States is of great interest to the insurance and reinsur-

ance industry. There is interest in predictions on time-scales from as short as a few

hours to as long as 50 years. The physical processes that determine predictability,

and the methods that one might use to make predictions, vary greatly according to

time-scale. Here we are concerned with predictions on time-scales of one to five

years. For these time-scales both natural variability and anthropogenic influences

contribute to the climatic conditions which impact hurricanes. As a result, one to

five year hurricane predictability depends on the extent to which current climate,

decadal fluctuations and trends can be estimated in the hurricane numbers and

associated parts of the climate system. This leads to the use of prediction meth-

odologies that first attempt to define the current state, and then try to capture the

variability and/or trends that might determine changes from this current state.

Our approach to making predictions of hurricane numbers on these interannual

time-scales has two steps. First, we build a large number of forecast models based

on different ideas for how one might predict future hurricane numbers. We try and

include all reasonable and obvious approaches. Our models are based on inputs

such as historical numbers of landfalling Atlantic hurricanes, historical numbers of

hurricanes in the Atlantic basin, historical sea surface temperatures (SSTs) and

predictions from dynamical model simulations. The second step is to present these
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models to a panel of experts, who combine the various predictions by weighting the

models using their best judgement. This paper focuses on the first step (the model-

ling), and presents the models that were used as input for expert elicitation pro-

cesses in 2006 and 2007. The details of the elicitation process itself are described in

another paper (Lonfat et al., 2007).

Background and Motivation

Insurance and reinsurance rates for property on the gulf and east coasts of the

United States are strongly influenced by predictions of the possible number and

intensity of future hurricanes making landfall in these regions. The insurance

industry is interested in such predictions on a wide range of time-scales. In

particular, there is interest in predictions of the number of hurricanes in the next

one to five years. Such predictions are used for the pricing of insurance and

reinsurance contracts, and for the allocation of capital to businesses and business

units.

Following the high levels of Atlantic basin hurricane activity over the past

decade, a considerable amount of research regarding the influences of natural and

human-induced variability on hurricane behaviour has been published. Much of this

work is relevant to our question of how to predict hurricane numbers and intensities

on five year time-scales, although there is still some controversy regarding the

mechanisms which have caused the recent increase in hurricane numbers as well as

uncertainty regarding the likely nature of future changes. Work by Webster et al.

(2005), Elsner (2006), Mann and Emanuel (2006) and Hoyos et al. (2006) suggests

that, in the Atlantic, there is an increasing trend in frequency and intensity of

hurricanes, in part due to the rise in SSTs brought on by global warming. Trenberth

(2005), however, suggests that although increasing SSTs are likely to increase

intensity and rainfall from hurricanes, the effect of increasing SSTs on hurricane

numbers is unclear. Dynamical prediction models have been used to estimate the

impact of global warming on hurricane intensity and precipitation (Knutson and

Tuleya, 1999, 2004, Vecchi and Soden, 2007) and these models show a CO2-

induced increase in storm intensity and rainfall and a small decrease in storm

frequency over the next century. Further studies by Klotzbach (2006) and Gold-

enberg et al. (2001) suggest that long-term Atlantic hurricane variability is more

influenced by natural variability, such as the Atlantic Multidecadal Oscillation

(AMO), than by anthropogenic changes. A number of other authors have also

looked into aspects of natural and human-induced impacts of hurricane variability

(for example: Kerr, 2005, and Bengtsson, 2001). In summary, there is agreement

that we are currently in a period of increased hurricane activity, and there is perhaps

a weak consensus forming that the intensity of hurricanes may increase in the

future, but there is no consensus as to what will happen to the future frequency

of hurricanes. Based on this range of evidence and opinions we develop a variety of

prediction models that are consistent with different underlying physical mechan-

isms and interpretations of the data.

74 S. Jewson et al.



In addition to the internal variability of the Atlantic Multidecadal Oscillation and

the global warmingtrend in SST, other climatic features such as the North Atlantic

Oscillation (NAO) (Elsner et al., 2000) and the El Nino Southern Oscillation

(ENSO) (Bove et al., 1998; Camargo and Sobel, 2005) are known to influence

hurricane activity. Is this relevant for our one to five year time-scale? Lyons (2004)

has shown that ENSO has predictability on up to annual time-scales but for five year

time-scales there is at present no effective way to predict ENSO (and there very

possibly never will be). Similarly, the NAO, is not currently predictable out to five

years and therefore lacks skill for our prediction purposes. The lack of predictability

of ENSO on one to five year time-scales means that the prediction methods we

describe below are very different from those used in seasonal predictions (see for

example Saunders and Lea, 2005 or Vitart and Anderson, 2001).

General Strategy

The first issue we consider in developing our five year hurricane number prediction

schemes is how to estimate the current climate state. Recent historical data is likely

to be more relevant to making such estimates than earlier historical data. We

therefore address the question of exactly how much of the historical data one

should use, and with what weight. The next issue we consider in our model

development is how to model potential future changes over the next five years.

We include some methods that assume that the future will not change from the

current state, and others that model systematic future changes. Some of our

methods, for example, attempt to model a trendand extrapolate it into the future,

while other models estimate the probability of future climate shifts. We note,

however, that all of our models incorporate any past effects of trends and variability
when they attempt to capture the current level of activity.

To keep things simple, the goal we set for our predictions is to minimize the root

mean square error (RMSE) between the predicted and actual numbers of hurricanes.

We note that one might eventually want to move beyond RMSE as a metric

because, among other reasons, RMSE gives equal weight to errors on both sides

of the prediction, while the consequences of overpredicting and underpredicting

may not have symmetric affects. Furthermore, we note that one might ultimately

want to consider making probabilistic forecasts and evaluating them using a

probabilistic metric. We have taken this approach in Hall and Jewson, 2006.

Most of our analysis uses simple classical statistical methods, with the addition

of some use of model shrinkage (which is described in section 5). Given that the

amount of data is rather small, the signals are weak, and the parameter uncertainty

is high one might consider using more elements of Bayesian statistics (Litterman,

1979, 1986) to attack this problem. However, Bayesian methods tend to be both

complex and controversial and we are not yet convinced that the potential benefits

of using them, in terms of greater scientific accuracy, would outweigh the loss of

transparency for the problem at hand. This is partly because one of our goals is to
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introduce methods that can be widely understood by meteorologists, climate mode-

lers, and insurance industry practitioners. We feel that at this early stage in the

development of the ideas presented here it is more important to focus on the

discussion of what methods fundamentally make sense, and what assumptions

the different methods depend on, rather than taking the level of technical and

statistical sophistication as far as it could be taken.

In the following sections, we present the methods developed for predicting the

number of Atlantic hurricanes that will make U.S. landfall in the periods 2006–2010,

2007–2011 and 2008–2012. These predictions are made given data up to the end of

the hurricane seasons in 2005 and 2006 and using an estimate for the 2007 season

given information up to 15 Oct, 2007. The data used is described in section two. In

section three we describe what we call ‘long baseline methods’. In section four we

discuss issues related to the non-stationarity of the hurricane number time-series. In

this sectionwe describewhatwe call ‘short baselinemethods’, and introduce the idea

of direct and indirect predictions of landfall numbers. In section five we describe

what we call ‘mixed baseline’ methods that mix the historical levels of hurricane

activity in an optimal way. Our climate-shift models are also introduced in this

section. In section six we describe prediction methods based on sea-surface tem-

perature (SST) and in section seven we describe a model which uses both SST and

windshear to predict hurricane numbers. In all cases, predictions are made for the

expected numbers of category 1–5 and category 3–5 hurricanes hitting the U.S.

coastline for five years ahead. The estimated model skill for each of the models,

determined by the root mean squared error, is shown in section 8. We present

predictions for 2006–2010, 2007–2011 and 2008–2012. The 2006–2010 predictions

are those that were used in the RMS 2006 expert elicitation. The 2007–2011

predictions are made from the same models but also include data from 2006. The

2008–2012 predictions are made from the slightly different (and hopefully im-

proved) set of models that were used in the RMS 2007 expert elicitation. Tables of

the predictions from all the models are shown, and discussed, in the summary

section 9.

All the methods we present have been described in detail in Risk Management

Solutions technical reports, and are available from the Arxiv preprint server at

arxiv.org. They can also be accessed by following links from www.rms-research.

com and are cited throughout this article. Relative to those reports, this article

summarizes the methods used, explains the connections between them, and pub-

lishes the results from all the methods side by side for the first time.

Data

The hurricane numbers used in our analysis (see Fig. 1) come from the 2006 version

of the HURDAT data-set (Jarvinen et al., 1984 and Jarrell et al., 1992). We use sea

surface temperatures from HADISST (Rayner et al., 2002). A couple of our models

also use Northern Hemisphere temperature anomalies relative to the base period
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1951–1980, which can be found at http://www.giss.nasa.gov/gistemp (Hansen and

Lebedeff, 1987).

The HURDAT data is considered to be reasonably accurate since 1950. Prior to

1950, the numbers of hurricanes in the basin may be less accurate, however, as there

were fewer observational opportunities over the ocean at this time. Aircraft recon-

naissance, for example, did not begin until 1944. Numbers of hurricanes hitting the

US coastline are generally considered accurate since 1900, although the intensities

of such landfalling storms may be poorly estimated due to the distances between

proper meteorological measurements and the probability of missing measurements

of the most intense windspeeds. Prior to 1900 even the landfall numbers are suspect

because of the sparsity of population along the US coast line. Based on this, we

never use data before 1900 and only use data from 1950 to build relationships

between SSTs, hurricane numbers within the Atlantic basin and hurricane numbers

at landfall. Any conclusions drawn from our analyses need to bear in mind these
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Fig. 1 Atlantic Hurricane Numbers since 1900. (a) Numbers of Category 1–5 Hurricanes in the

Atlantic Basin. (b) Numbers of those hurricanes which hit the U.S. coastline. (c) Number of

Category 3–5 Hurricanes in the Atlantic Basin. (d) Number of those hurricanes which hit the U.S.

coastline

Five Year Prediction of the Number of Hurricanes that make United States Landfall 77



issues of data quality, since our forecasts can only ever be as good as the data on

which they are based.

Atlantic SSTs are used to help predict hurricane numbers in some of our models,

and the strength of the relationship between SSTs and hurricane frequency is

dependent on the region of the north Atlantic being considered (Shapiro and

Goldenberg, 1989; Raper, 1993; Goldenberg et al., 2001). The SSTs which corre-

late most highly with hurricane activity are the SSTs within the main development

region (MDR), 10-20N, 15-70W. MDR SSTs are also highly correlated with each

other in space (see figure 10 in Meagher and Jewson, 2006). It therefore makes

sense to construct a single index that captures the MDR SSTvariability. We tested

various combinations and came up with an index based on July-September SST

variability as having the highest correlation with hurricane activity.

Estimating 2007

For the 2008–2012 predictions, we include an estimate of the 2007 season in the

data used by our models. Since the 2007 expert elicitation took place in October,

and the 2007 season was not complete at that time, the numbers used for the 2007

prediction were calculated by taking the number of storms that had occurred up to

October 15, 2007 and adding a correction factor for the rest of the season. The

correction factor is based on the historical ratio of the number of storms after and

before October 15. This ratio is shown in Table 1 along side the number of storms

before October 15th, 2007, and the number of storms in each category for the year

2007 that were used for the 2008–2012 predictions.

We note that for the 2006–2010 and 2007–2011 predictions, the models used full

seasons for the years preceding the predictions.

Long Baseline Methods

The simplest method we present for predicting landfalling hurricane numbers is

based on taking an average of the number of hurricanes that made landfall in the

historical data, using data as far back as is considered accurate. We call this method

the ‘long baseline’ method. As mentioned in section 2, we consider landfalling

Table 1 Estimates for Hurricane Numbers in 2007

Historical Ratio 2007 season up to 15 Oct. Likely 2007 season

Basin Cat 1–5 0.15 4 5

Basin Cat 3–5 0.06 2 2

Landfall Cat 1–5 0.035 1 1

Landfall Cat 3–5 0.029 0 0
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hurricane number data to be accurate back to 1900, and so our first prediction is

based on the average number of hurricanes per year from 1900. In the insurance

industry this is the traditional method used for estimating future hurricane numbers

and, in some cases, is still used. The 2006–2010 predictions from this method are

given in row 1 of Table 2 in the summary section. The 2007–2011 predictions are

given in Table 3, and the 2008–2012 predictions are given in Table 4. Since there

has been some discussion as to whether the intensities of storms prior to 1950 were

really estimated correctly, as mentioned in section two, we also present results

for an alternative baseline that extends from 1950 to the present in row 2 of the

summary tables. We call this the ‘medium baseline’ model.

Non-Stationarity of Hurricane Number Time-Series

As a method for predicting future hurricane numbers, the long baseline method is

only appropriate if the landfalling hurricane number record is stationary, or at least

close to stationary. A large number of studies have looked at the stationary of

hurricane number records. With respect to hurricane numbers in the basin, it has
been clearly shown that the record is not stationary. For instance, Elsner et al.

(2001) detected the presence of statistically significant change-points in the cat 3-5

basin hurricane number series in the years 1942/43, 1964/65 and 1994/95. Using a

different methodology the same authors repeated their analysis (Elsner et al., 2004)

and showed the presence of statistically significant change-points in the years 1905/

06, 1942/43 and 1994/95. In our own change-point analysis, which uses a different

methodology yet again, we detected the existence of statistically significant change-

points in the cat 1-5 basin hurricane number series in the years 1931/32, 1947/48,

1969/70 and 1994/95 (Jewson and Penzer, 2006). In fact, some of these change-

points can be seen rather clearly by eye in the data itself, especially those in the cat

3-5 series at the end of the 1960s and in the mid 1990s: see Fig. 2. By contrast, for

landfalling numbers, it is much harder to detect change-points. Elsner et al. (2004)

couldn’t find any, and neither could we (Jewson and Penzer, 2006). In a different

kind of analysis, we did find statistically significant evidence of autocorrelation in

the landfall time-series (see Khare and Jewson, 2005a, b), although the signal was

rather weak.

Why is it that the basin hurricane number time-series shows such significant

change-points, while the landfalling time-series does not? There are two obvious

limiting-case explanations: (a) the interannual probability1 of hurricanes making

landfall is constant from year to year. In this case, the landfalling number time-

series would be expected to inherit properties of the basin hurricane number time-

series, such as change-points. The apparent lack of change points in the landfalling

1 By ‘interannual probability of landfall’ we mean the probability of landfall, estimated a year

before the beginning of the hurricane season. Such an estimate is unconditional with respect to

ENSO state, since ENSO is not predictable that far in advance.
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time series must then be explained by the hypothesis that they are obscured by noise

for statistical reasons, or (b) the interannual probability of hurricanes making

landfall is not constant from year to year, and varies in such a way as to cancel

the effect of the basin changes, meaning that the landfall numbers are actually

stationary. Reality may be in-between these two limiting cases.

Given the importance of this question for the prediction of future numbers of

landfalling hurricanes, we have investigated this in some detail. In Nzerem et al.

(2006) we asked the question: if the basin series contains real change-points of the

same size as the observed 1994/1995 change-point, what is the probability of

detecting that change-point in the basin data and in the landfall data? Given an

assumption of constant probability of landfall for each storm, it turns out that the

change-point would usually be detectable in the basin data, but would usually not be
detectable in the landfall data. The explanation is purely statistical: in going from

basin to landfall, the number of storms reduces by a factor of four. This reduces the
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Fig. 2 Examples of Change-Points in Hurricane Numbers: (a) Levels between RMS change-

points for category 1–5 hurricanes. (b) Levels between Elsner’s 2004 change-points for category

3–5 hurricanes. The vertical dark grey bars indicate the number of storms in the Atlantic basin for

each year and the overlaid light gray bars indicate the number of those storms which hit the U.S.

coastline
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signal-to-noise ratio by a factor of two, and makes it twice as hard to detect any

change-point. The observed change-points are of a size that this reduction in signal-

to-noise is just enough to hide them in the variability of the landfall data. This

analysis shows that explanation (a) above is plausible, and that, based on this result,

we should not necessarily be surprised that we can’t detect change-points in the

landfall series, and the fact that we cannot should not lead us to conclude that they

are not there. Approaching the same question from a different perspective we

looked at the proportion of basin hurricanes that make landfall during active and

inactive historical periods (Bellone et al., 2007). The results are very clear. The

proportion of storms making landfall prior to 1948 is different to the proportion

making landfall after 1948. This is most likely explained by poor observations of

basin storms before that time. However, after 1948, during the period of reliable

observations, the proportion of storms making landfall cannot be shown to vary (i.e.

we cannot reject the null hypothesis that the proportion is constant). Another way to

interpret this result is that if the proportion of storms making landfall does vary (and

it very likely does vary at some level) then the size of those variations are too small

to detect, and would be too small to estimate effectively and use in predictions. In

Bellone et al. it is also shown that this result holds even without consideration of the

change-point locations. Finally, in Hall and Jewson (2008), we studied the histori-

cal behaviour of hurricanes in years with warm and cold tropical North Atlantic sea-

surface temperatures (SSTs). We find that although the number of hurricanes, their

genesis sites and the characteristics of their propagation all depend on SST in

statistically significant ways, the overall proportion of Atlantic storms making

landfall along the U.S. coast does not.

Based on these studies, we conclude that it is reasonable to build hurricane

prediction models that use the assumption that the probability of storms making

landfall over the next five years is well predicted using the proportion that have

made landfall since 1950. We will call this the ‘constant landfall probability’ model

(CLP), although the model does not, strictly speaking, assume landfall probabilities

are constant, but just that the proportion varies sufficiently little that we cannot

properly estimate the variations and we are better off modelling it as constant. The

estimate of the proportion based on this assumption is shown in Fig. 3. Note that the

long-baseline model is essentially based on the opposite set of assumptions: that the

proportion of storms making landfall varies in such a way as to cancel out the non-

stationarity in the basin so that the mean number making landfall is approximately

constant. We include predictions from both sets of assumptions in our model set, for

completeness, although we believe that the data slightly favour the CLP model, as

discussed above. The CLP model has various interesting implications, as we discuss

below.

Short Baseline Predictions

In the previous section, we justify the CLP model of basin and landfalling hurricane

numbers that assumes (a) the mean number of basin storms varies in time and
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(b) the probability of storms making landfall can be modeled as constant.

A consequence of these assumptions is that the mean number of storms making

landfall varies in time, following the mean number in the basin.

There are two important implications of this model for the prediction of numbers

of landfalling hurricanes. The first is that we can take the change-points that have

been identified in the basin hurricane number time-series, and assume that they

apply to the landfalling series, even though they cannot be detected in the land-

falling series. This leads to a method for predicting the landfalling series, which we

call the ‘short baseline’ method, and which involves making a prediction for future

landfalling hurricane numbers which consists of the average number of landfalling

hurricanes since the most recent basin change-point. Based on the CLP model

assumptions, this is then likely to be a better prediction method than the long

baseline method, because of the underlying non-stationarity in the series.

Based on the estimated levels between the change-points, the CLP model

implies that we would expect the long-baseline prediction to be biased. If we

assume that the level of hurricane activity over the next five years will remain at

the same level that it has been at since 1995, then the short baseline prediction will,

on the other hand, be unbiased. The assumption that the number of hurricanes will

remain at the same level clearly ignores decadal oscillations and trends, and the

possible occurrence of further change-points in the next five years. These approx-

imations may be good ones since our forecast horizon is fairly short and the trends

are apparently rather weak. Nevertheless, we do try to model these effects in other

models (see below). Conveniently, the various change-point analyses listed above

all give the same point in time for the most recent change-point (1994/1995), and so

all lead to the same short baseline prediction. This prediction is given in row 3 of the

summary tables.
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Fig. 3 Relationship between landfalling hurricanes and basin hurricanes for (a) Cat 1-5 and

(b) Cat 3-5 intensities from 1948 to 2007. The larger circles indicate higher frequency. The largest

filled circles indicate six or more years with the same landfall to basin ratio
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Indirect Method

The second implication of the CLP model is that there is a relationship between

landfalling hurricane numbers and the number of hurricanes in the basin. Given

this, it might make sense to predict landfalling hurricane numbers by first predicting

basin hurricane numbers, and then converting the basin prediction to a prediction of

landfalling numbers using the probability of landfall estimated from historical data

since 1950. We will apply this idea to all subsequent models (thus doubling the

number of predictions) and will call such predictions ‘indirect’ predictions, as

opposed to ‘direct’ predictions which predict landfalls directly from landfall data.

Should we expect such indirect predictions to be better than direct predictions? In

Laepple et al. (2007b) we find that, if the probability of storms making landfall is

constant, then there are situations in which we would expect the indirect methods to

be better. For instance, if we make a short baseline prediction of the number of

basin storms using data since 1995, and then convert that to a prediction of land-
falling storms using a probability of landfall estimated from the number of basin

and landfalling storm numbers since 1950, theoretically we expect the resulting

prediction to be nearly twice as accurate as the direct short baseline prediction that

uses landfalling data alone. The explanation for why indirect methods beat direct

methods in this case is that there are more storms in the basin, and so the predictable

signal can be estimated more accurately than when only using the landfall data. If

the probability of landfall can also be estimated relatively accurately (as it can if we

use data since 1950), then this increased accuracy propagates through to the

prediction at landfall. In practice, our backtesting studies show that the indirect

predictions do lead to better predictions, but are not usually twice as accurate as

the direct predictions. Model skill is discussed in section 8 and Fig. 4 shows a

comparison of model errors. Row 6 in Tables 2 and 3 shows the indirect short

baseline predictions.

Mixed Baseline Predictions

Up to this point, we have presented averaged baseline prediction methods. The long

and medium baseline prediction methods have the advantage that they use a large

amount of historical data, but since, in the CLP model, we believe that the land-

falling hurricane number time-series is non-stationary, we expect that the long-

baseline and medium-baseline predictions are biased. The short-baseline scheme

only uses the most recent data, which is likely to be more relevant to the current

climate, and so is likely to reduce the bias, but possibly suffers from the fact that

there are simply not many years of data since the last change-point to make an

accurate estimate of the mean number of storms. Consideration of the pros and cons

of the long and short baseline models motivates the idea that there may be a forecast

methodology that lies ‘in between’ the two, and performs better than both. We have
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investigated this idea in a series of technical reports [Jewson et al., 2005; Jewson

et al., 2006 and Binter et al., 2006]. The methodology we use is to formulate the

question as a classical mathematical ‘bias-variance trade-off’ problem, and ask

what weights we should put on the different parts of the historical hurricane data in

order to minimize the RMSE of our predictions. We call predictions from the

resulting method ‘mixed-baseline predictions’. They are an example of a statistical

modelling methodology known as ‘shrinkage’. As with the short baseline predic-

tions, we have two versions of each mixed baseline prediction: one direct (deter-

mined by applying weights directly to the historical landfall number data) and one

indirect (determined by applying weights to the historical basin number data, and

then converting the basin prediction to a landfall prediction using an estimated

proportion).

To estimate the optimal weights on the mean levels of activity between change-

points we use the weights which minimize the RMSE of hurricane number predic-

tions (Binter et al., 2006). We find that the lowest RMSE prediction for the current

level of category 3–5 storms comes from a set of weights corresponding to a straight

average of the two most active periods in the historical record for both the Elsner

and the RMS change-points. For the Elsner change-points these are 1943–1964 and

1995–2005 and for the RMSchange-points these are 1932–1947 and 1995–2005.

The mixed baseline model analysis tells us that this gives a more accurate predic-

tion than just using data from the recent active period because it makes use of more

historical data, while only introducing a small bias. Interestingly, for the category

1–5 basin storms, the best prediction comes from a set of weights corresponding to
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just using the historical data since the last change point, because there are enough

cat 1–5 basin storms since 1995 that it is no longer beneficial to try and reduce the

variance of the forecast using earlier data.

In order to address the question of how sensitive these predictions are to the

change-points identified in the historical hurricane number time-series, we apply

mixed baseline methods to the change-points from both Elsner et al. (2004) and

from Jewson and Penzer (2006). The four combinations (two sets of change-points

and both direct and indirect methods) lead to the predictions given in rows 4, 5, 7

and 8 of summary tables, 2 and 3 Note that the indirect predictions of the category

1-5 hurricane numbers for the Elsner and RMS change-points will be the same as

the indirect predictions of the short baseline since the optimal mixed baseline for

basin category 1–5 hurricane numbers is just the short baseline.

Climate Shift Models

Up to this point, the prediction methods that have been discussed assume that an

estimate of current hurricane activity is a good estimate of future activity. This

assumption, that the mean number of hurricanes will remain at the same level as it is

now, clearly ignores the possible occurrence of further change-points in the next

five years. This may be a reasonable approximation, considering that the last

change-point was 10–13 years before our predictive period, which is only five

years. Since hurricane change-points might well be related to the Atlantic Multi-

decadal Oscillation (AMO), and according to Sutton and Hodson (2005), AMO

phases currently last about 30 years, we might expect to wait another decade or so

before worrying about future change- points. However, the possibility of a climate

shift in the next five years may not be entirely negligible. Enfield and Cid-Serrano

(2006) use Gray et al.’s (2004) tree ring reconstruction of the AMO to estimate the

probability of regime shifts. The probabilities are derived using a Monte-Carlo re-

sampling of the frequency space of the reconstructed paleo time-series and give us

an approximation for the probability of a shift in the AMO over the next five years.

There are a few issues with this analysis that need to be taken into consideration;

namely (a) that the tree ring time-series is shown to be non-stationary, so the

frequency distribution for the present and the future may be quite different from

the past, and (b), although the tree ring time-series has been fitted to the recent

AMO index, there is no certainty that the past part of the record also reflects only

the AMO since tree rings can be influenced by other large-scale atmospheric

features. Given these issues, in our climate shift prediction models, we let the

hurricane experts determine both the probability of a shift by the next year and a

probability of a shift within the next five years using their own best judgement

(rather than taking these probabilities directly from the Enfield Cid-Serrano model).

This model is restricted to downward shifts from the current activity rate. Using the

probabilities that the experts provide we estimate the annual mean expected number

of hurricanes for the next five years under the assumption that the probability of a
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shift increases linearly through the five years. The estimate for the annual mean

number of hurricanes is then
^m1�5 ¼

X
^mi=5

where ^mi is the estimated number of hurricanes for year i, given by
^mi ¼ ð1� ^piÞ ^mc þ ^pi

^m1
mc and ml are the estimated annual hurricane numbers for the current state and for

the low state of hurricane activity and ^pi is the probability that the i-th year is in the

low state. The low state estimate is made using the hurricane numbers between

1970 and 1994 and the current estimate of the annual number of hurricanes is

derived using the mixed baseline model.

Predictions from the climate shift model vary according to the shift probabilities

that the experts assign. If the probability of a shift is zero, then this model is just the

mixed baseline model so, for the 2007 elicitation, this model was used in place of

the mixed baseline model. For the 2008–2012 predictions in Table 4, the low state

estimate of activity and the mixed baseline estimates are shown in rows 4a and 4b

for the direct climate shift model and in rows 5a and 5b for the indirect climate shift

model. These estimates give the possible range that experts could have chosen.

SST-Based Predictions

So far we have presented landfalling hurricane-number prediction methods that are

based on historically observed hurricane numbers alone. These methods have the

advantage that they depend on relatively few assumptions. On the other hand, they

have the disadvantages that (a) there seems to be no very satisfactory way to

represent possible climate-related changes in hurricane numbers in these methods,

and (b) the signals that we are trying to predict tend to be obscured by noise due, in

large part, to the scarcity of hurricanes. In this section we now present a different set

of models for predicting future hurricane numbers, based on the idea of first

predicting SSTs in the tropical North Atlantic, and then converting these SST

predictions to predictions of hurricane numbers. The rationale for these methods

is that (a) the effects of climate trends and climate variability may be more robust,

and hence easier to predict, in the SSTs than they are in the hurricane number time-

series, and (b) there is a clear historical relationship between SSTs in the subtropical

North Atlantic and the number of hurricanes in the Atlantic basin. All of the SST

prediction methods we use assume that this relationship between SST and hurricane

numbers will continue into the future. This is an assumption that is needed in order

to make these predictions: however, it is not necessarily the case that this assump-

tion is true. For instance, it may be that the historic relationship between SSTs and

hurricane numbers will not apply if patterns of SST in the future are different from

patterns experienced in the past, and it may be inappropriate to extrapolate the

relationship between SST and hurricane numbers to levels of SST that are higher

than those experienced in the past.
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The first part of the development of our SST-based hurricane number prediction

schemes is to predict future SSTs. We consider four different classes of models for

making such predictions: one-step models, two-step models, models based on

numerical model output, and climate-shift models. The one-step models predict

future MDR SST based on past MDR SSTs. The two-step models predict future

MDR SSTs by first predicting future Northern Hemisphere temperatures, and then

predicting MDR SSTs from the predicted Northern Hemisphere temperatures. The

climate-shift models attempt to model changes in SST as a combination of gradual

climate change and climate shifts. We describe each of these model classes in more

detail below, followed by a description of how these SST predictions are then

converted to hurricane number predictions.

The methods we use are described in detail in a series of technical reports

(Meagher and Jewson, 2006; Laepple et al., 2007, Jewson, 2007, Binter et al.,

2007a,b).

One-Step SST Predictions

The one-step statistical schemes we use for predicting SST are taken from methods

developed for making short-time climate predictions of temperature in the weather

derivatives industry. They consist of moving averages, fitted linear trends, and fitted

damped linear trends. Damped linear trends are a compromise between moving

averages, which don’t capture trends, and fitted linear trends, which, by construc-

tion, suffer from being overfitted and are never optimal predictors, even for data

with real linear trends (for a discussion of the surprisingly difficult question of how

to predict noisy data with linear trends, see Jewson and Penzer, 2004, 2006). For

moving averages and linear trends, we use backtesting (also known as hindcasting)

to determine how many years of data over which to fit the average or the trend. The

window length over which past predictions minimize the RMSE are the window

lengths we use to make our predictions. For the damped linear trend, we take the ad-

hoc decision to make a 50–50 combination of the prediction from the moving

average and the prediction from the fitted linear trend. Due to the relatively large

variance in the SSTs, this 50–50 combination is actually more accurate in hindcast

experiments than the trend predictions. These three SST predictions for 2007–2011

are given in Fig. 6.

Two-Step SST Predictions

The weakness of the one-step SST prediction schemes that involve estimating a

trend is that this trend is very hard to estimate accurately because of the noise in the

data. In the 2007 elicitation, we tried to overcome this limitation by introducing

two-step schemes that assume that the MDR SST trend is similar to the Northern

Hemisphere temperature trend. The Northern Hemisphere temperature trend is
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much easier to estimate because of the lower level of noise in the Northern

Hemisphere time-series. The two-step method consists of making a statistical

prediction of the Northern Hemisphere trend, and then converting that prediction

to a prediction of MDR SST. This assumes that the relationship between Northern

Hemisphere temperature and MDR SST that held in the past will also hold for the

next five years. Whether the two-step method is likely to out-perform the one-step

method depends on the degree of similarity between the trends in the Northern

Hemisphere temperature and the MDR SST and the relative levels of noise in the

two series. In practice, out of sample hindcasts show that the two-step method has

worked better in the past (Laepple et al., 2007).

Numerical Ensemble Based SST Predictions

In our 2007 model suite, we also included another way to estimate future changes,

based on output from global climate models. The multi-model ensemble mean of

model runs assembled for the IPCC AR4 report (available at www.pcmdi.llnl.gov)

were found to have skill in predicting past values of both MDR SST and Northern

Hemisphere temperature in a paper by Laepple et al. (2007). These ensemble means

provide a non-linear estimate of future changes that lies between the flat line

estimates and the linear trend estimates described above. For this model, our

predictions are based on an estimate of the current state and an estimate of

the change from that state. The ensemble mean, which effectively averages out

the natural variability of the model runs, predicts the future non-linear trend. This is

then adjusted to the current state using a bias correction. The current state is

estimated using the mean of the last 8 years, since 8 years is the optimal window

length calculated by minimizing the out-of-sample RMSE of hindcasts.

Our simple technique of using the IPCC ensemble mean, bias-corrected to the

current climate, as a prediction for future temperatures, compares favorably with

both our purely statistical predictions and the predictions from a complex initial-

condition driven forecast model by Smith et al. (2007).

SST Climate Shift Predictions

Up until now, we have discussed SST prediction in terms of extrapolating past

estimates of either a trend or a current level into the future, and in terms of

estimating future changes using the IPCC-based model ensemble. However, like

hurricane numbers, SSTs may also experience multidecadal shifts, or oscillations.

Note that these types of shifts can not be accounted for in the multi-model ensemble

because the natural oscillations in these models are independent from the prescribed

forcing and will average out in the ensemble mean. With the SST Climate Shift

model we attempt to account for the possibility of a future shift in SSTs. There are
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five steps to making the SST Climate-Shift predictions (this is our most complex

model). The first step is to isolate the multidecadal oscillation in the SST time-

series. This is not an easy task as there is a trend in the time-series which must first

be removed. It is obvious that removing a linear trend is not the correct thing to do

because we expect that at least part of the trend in SSTs is due to anthropogenic

forcing which we know has had a non-linear effect on the past record. To deal with

this we use the IPCC ensemble mean as an estimate of the historical trend. Although

not a perfect estimate, this is certainly better than removing a linear trend and it

captures at least some of the non-linearities in the anthropogenic trend. Once this

non-linear trend has been removed from the time-series, the second step is to

estimate the current state and the low state as we did in section 5.1. This is done

using the estimated warm and cold AMO periods from Trenberth and Shea (2006).

The third step is to ask the experts to estimate the probability of being in the cold

state next year and the probability of an AMO shift in the next five years. Given

these values we estimate the probability of a shift for each of the following years

and we calculate the average level of this oscillation for the next 5 years. The fourth

step is to then add back the non-linear trend that we originally removed. This then

gives us a prediction for the SSTs over the next five years. These SST predictions

will vary depending on the probabilities that are given by the experts.

SST-Hurricane Number Relationship

Having predicted SST using one of the four methods described above, the second

part of the development of our SST-based hurricane number predictions is to model

the relationship between SST and hurricane numbers. To do this, we consider only

data from 1950 to the present, because of the data quality issues discussed in section

2. Using the framework of the Poisson Generalized Linear Model, SST was found

to be a significant predictor for the number of hurricanes in the Atlantic basin. The

relationship between SST and landfalling hurricane numbers, however, is only

marginally significant. Why is there apparently such a large difference between

the behaviour of basin and landfalling numbers? Is it that SST really doesn’t affect

landfalling hurricane numbers, or is the disappearance of the relationship at landfall

just a statistical effect, similar to the disappearance of change-points when going

from basin to landfall that was discussed in section 4? We considered this question

in detail in Laepple et al., 2007, in which we showed that we would expect the
correlation between SST and landfalling numbers to disappear, purely on statistical

grounds. The argument is indeed very similar to the argument for why change-

points disappear in the landfalling series: the signal-to-noise ratio decreases by a

factor of two, which is just enough to hide the signal we might want to detect.

Based on this result, we believe that it is very possible that there is a dependency

between the SST time-series and landfalling hurricane numbers, and that it makes

sense to develop prediction models based on this assumption. We then have the

possibility of using a direct prediction method (relate observed landfalling hurri-
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cane numbers directly to SSTs) or an indirect prediction method (relate observed

basin hurricane numbers to SSTs, and then predict landfalling hurricane numbers

from basin hurricane numbers). Which is likely to be better? We investigated this

question in some detail in Nzerem et al., 2007, and concluded that the indirect

method is possibly slightly better, but that the two methods are likely to be very

close (in terms of accuracy), so it is worth considering both.

The next question to address is which link function should we use to model the

effects of SSTs on hurricane numbers. In the academic literature, it is common to

use a log link i.e. to consider hurricane numbers as an exponentially increasing

function of SST (see for example Elsner and Schmertmann, 1993 and Solow and

Moore, 2000). This is mainly because it is common statistical practice to use a log

link function when doing poisson regression, rather than for any more fundamental

reason to do with hurricanes and SST. Fitting an exponential curve to the SST-

hurricane number relation, is, however, rather dangerous, especially if we predict

future SSTs to be as high, or higher, than have ever occurred in the past. This could

potentially lead to predictions of very large numbers of hurricanes. We performed a

laboriously detailed analysis of the observed relationships between SST and hurri-

cane numbers (Binter et al., 2007a, b) and concluded that it is just as reasonable to

model the SST hurricane number relationship using a piecewise linear function that

is a straight line fit in the region of interest. This relationship is shown in Fig. 5.

In 2006, our SSTmodel range included three types of SST predictions; flat, linear

and damped, direct and indirect predictions, and linear and log links for estimating

the SST-hurricane number relationship. Combinations of these prediction types

give a total of 12 SST-based predictions for landfalling hurricane numbers. These

predictions are given in rows 9 to 20 of the summary Tables 2 and 3.

In 2007, we omitted the models based on the log link between hurricane number

and SSTs partly because we ourselves felt this had little physical justification and

partly because the 2006 experts indicated that they thought there was little physical

justification for it (in the 2006 elicitation, these models were not given any weight

by any of the experts). The damped predictions were also eliminated in the 2007

model suite because they are weighted combinations of the flat and linear predic-

tions. Instead of an explicit damped model, the experts determined the damping for

themselves by weighting the flat and linear models directly. The flat, linear, direct

and indirect SST predictions for 2008–2012 are shown in rows 6–9 of Table 4 and

similar predictions using the NH temperature are found in rows 10–13.

Predictions of landfalling numbers from the IPCC model predictions of SST,

using both one and two-step methods, and direct or indirect predictions, are given in

rows 14–17 of summary Table 4.

Since the climate shift predictions will vary depending on the probabilities that

are given by the experts during the elicitation process, we do not show the actual

predictions but we instead show the lowest and highest predictions of landfalling

numbers that these models produce. These numbers are shown in rows 19a, b and

20a, b in summary Table 4.
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Using Windshear and SSTs

Many general circulation climate models predict an increase of the vertical wind-

shear in the Main Development Region in the future due to anthropogenic forcing

(Vecchi and Soden, 2007). As the windshear has an important effect on hurricane

formation, this could affect future hurricane rates. In the last few decades, we have

seen that the windshear in the Atlantic MDR region is quite strongly correlated with

the MDR SSTs, so that as the SSTs increase, the windshear decreases (see Fig. 6).

However, some climate model integrations imply that this relationship may decou-

ple in the future meaning that it will be difficult to predict future changes just from

past data. To take this into consideration we include this final model which

estimates future changes in windshear and SST from the IPCC ensemble means

while the current state is estimated from the historical record. The windshear

estimates are based on the climate predictions of Vecchi and Soden [2007] and

the SST estimates are based on the predictions from Laepple et al. [2007]. The

framework of the Poisson Generalized Linear Model provides a combined relation-

ship with basin hurricane numbers so that the predictions of windshear and SST can
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be converted to basin numbers which are in turn converted to a prediction of

landfalling numbers. The results are shown in row 18 of summary Table 4.

Model Comparison

The prediction models described represent a variety of ways to predict future

hurricane numbers given different assumptions. The skill of the models is measured

by comparing the root mean squared errorin out-of-sample hindcasting tests to the

root mean squared error of the long term mean. The out of sample hindcasting was

performed with a buffer around the years to be predicted in order to prevent

correlated information leaking into the test set and artificially reducing error.

Figure 7 shows the root mean squared errors for a number of the models with 5%

to 95% confidence intervals. Except for the medium term baseline, the models

historically (since the 60s) all produce more accurate forecasts than the long term

baseline. This figure also shows that indirect methods tend to have less error than

direct methods. For cat 1–5 hurricane predictions, none of the model errors are

significantly lower than the RMSEfor the long term mean but, for the more intense
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hurricanes, cat 3–5, three of the SST predictions do have significantly lower error

than the long term mean.

Summary

We have presented a set of models that produce predictions for the number of US

landfalling hurricanes likely to occur in the next five years. The models are based on

a variety of plausible assumptions and methods. In this article we have emphasized

the assumptions, the benefits and the shortcomings of each model.

In developing our prediction schemes we first address the problem of estimating

the current state. We solve this problem in a variety of ways. Initially we make the

assumption that the rate at which hurricanes are generated and subsequently hit land

is a stationary random process. In this case, it makes sense to use all the available

reliable historical data equally. However, since the time-series of basin hurricane
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numbers is not stationary, we go beyond such straight historical averages to

consider alternative methods to estimate the current state which involve giving

more weight to the more recent years in the data. We also consider models that use

related information, such as information from the basin hurricanes and from sea

surface temperatures, to predict landfalling hurricane numbers. These variables are

less noisy than the landfalling hurricane number time-series and there are good

reasons to believe they may allow us to make more accurate predictions of landfall

numbers. The next issue we consider in our model development is how to model

potential changes from the current state over the next five years. We include models

that account for both gradual trends and jumps in the climate.

To keep things simple, the goal we set for our predictions is to minimize the root

mean square error (RMSE) between the predicted and actual numbers of hurricanes.

This provides a useful metric of comparison for parameter choices (like window

lengths for calibration and extrapolation) as well as for model comparison. We also

note that most of our analysis uses simple classical statistical methods, which have

the benefits of simplicity and transparency. This directly addresses one of our

primary goals, which is to introduce methods for the 5 year prediction of hurricane

numbers that can be widely understood by meteorologists, climate modelers, and

insurance industrypractitioners. Our suite of models achieves this goal, as well as

providing a broad range of predictions representing the various relevant scientific

theories and ideas. We then rely on a panel of international hurricane experts to

weight these models in an expert elicitation process to give us a prediction of future

hurricane activity.

Looking to the future, we plan to continue to update our model set as new

scientific ideas and understanding relevant to the question of how to predict land-

falling hurricane numbers appear.

Summary Tables

Table 2 Predictions for the number of Hurricanes hitting US land for the 2007–2011 period

Model 5-year Prediction

of Cat 1–5 U.S.

Landfall Number

5-year Prediction

of Cat 3–5 U.S.

Landfall Number

1 Baseline Mean 1900–2006 1.70 0.64

2 Baseline Mean 1950–2006 1.56 0.63

3 Short Baseline 1995–2006 2.08 0.83

4 Mixed Baseline Elsner’s Change Points 2.00 0.82

5 Mixed Baseline RMS Change Points 2.11 0.86

6 Indirect Short Baseline 1995-2006 2.05 0.92

7 Indirect Mixed Baseline Elsner Change Points 2.05 0.85

8 Indirect Mixed Baseline RMS Change Points 2.05 0.84

9 Flat-line SST prediction, linear link 1.84 0.82

10 Damped SST prediction, linear link 1.94 0.88
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Table 2 (continued)

Model 5-year Prediction

of Cat 1–5 U.S.

Landfall Number

5-year Prediction

of Cat 3–5 U.S.

Landfall Number

11 Linear trend SST prediction, linear link 2.03 0.95

12 Flat-line SST prediction, log link 1.92 0.87

13 Damped SST prediction, log link 2.06 0.96

14 Linear Trend SST prediction, log link 2.21 1.08

15 Indirect prediction Flat-line SST linear link 1.96 0.89

16 Indirect prediction Damped SST linear link 2.09 0.98

17 Indirect prediction Linear Trend SST linear link 2.23 1.06

18 Indirect prediction Flat-line SST log link 2.03 0.92

19 Indirect prediction Damped SST log link 2.21 1.05

20 Indirect prediction Linear Trend SST log link 2.43 1.21

Table 3 Predictions for the number of Hurricanes hitting US land for the 2006–2010 period

Model 5-year

Prediction of

Cat 1–5 U.S.

Landfall

Number

5-year

Prediction of

Cat 3–5 U.S.

Landfall

Number

1 Baseline Mean 1900–2005 1.72 0.65

2 Baseline Mean 1950–2005 1.59 0.64

3 Short Baseline 1995–2005 2.27 0.91

4 Mixed Baseline Elsner’s Change Points 2.06 0.85

5 Mixed Baseline RMS Change Points 2.19 0.89

6 Indirect Short Baseline 1995–2005 2.12 0.96

7 Indirect Mixed Baseline Elsner Change Points 2.12 0.90

8 Indirect Mixed Baseline RMS Change Points 2.12 0.90

9 Flat-line SST prediction, linear link 1.94 0.87

10 Damped SST prediction, linear link 2.04 0.93

11 Linear trend SST prediction, linear link 2.14 0.99

12 Flat-line SST prediction, log link 2.05 0.93

13 Damped SST log link 2.20 1.04

14 Linear Trend SSTprediction, log link 2.37 1.16

15 Indirect prediction Flat-line SST linear link 2.04 0.94

16 Indirect prediction Damped SST linear link 2.17 1.02

17 Indirect prediction Linear Trend SST prediction, linear link 2.29 1.10

18 Indirect prediction Flat-line SST log link 2.13 0.99

19 Indirect prediction Damped SST prediction, log link 2.31 1.12

20 Indirect prediction Linear Trend SST prediction, log link 2.52 1.28
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A New Index for Tropical Cyclone

Development from Sea Surface Temperature

and Evaporation Fields

John A.T. Bye, Wenju Cai, and Tim Cowan

Abstract In this study, we present a new index (called the H-index) which is the

spatial mean gradient of the logarithm of the surface wind speed with respect to sea

surface temperature (SST), and can be easily computed from large scale fields of

evaporation and SST Two independent physically based arguments indicate that

tropical cyclones would tend to be spun-up in regions of negative H of large

magnitude (<�1). In these regions which only occur in the tropics, significant

releases of kinetic energy (KE) into the atmosphere from the ocean mixed layer due

to convective instability give rise to warm core systems which may develop into

intense TCs. The monthly mean histograms of H evaluated from reanalysis and SST

data and averaged over the period 1979–2005 for three generation regions (theWest

Pacific, the Atlantic and the East Pacific) show a remarkable symmetrical pattern in

which the standard deviation increases during the active season. This property is

therefore ideally suited to being used as a predictor for TC development. The

symmetry of the distributions indicates in addition that there are counter-balancing

regions of large positive H within the generation regions where the KE is reab-

sorbed into the potential energy of the mixed layer, and the TCs would be spun-

down. The inter-monthly variability of TC counts in the three generating regions

during the period 1979–2005 was found to be well predicted by the variability of the

standard deviation of H, giving confidence that the method may be used to simulate

changes in the occurrence of TCs under global warming using the results of climate

models that do not explicitly resolve TCs. The CSIRO Mk3 coupled climate model

results predict increases in TC counts of 20%, 50% and 100% respectively in the

West Pacific, the East Pacific and the Atlantic, and also a change in their seasonal

distribution. In both the West Pacific and the Atlantic a secondary early seasonal

maximum occurs in the period 2051–2080, which essentially advances the season

in the West Pacific and lengthens the season in the Atlantic.

J.B. Elsner and T.H. Jagger (eds.), Hurricanes and Climate Change, 101
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Introduction

The occurrence of hurricanes is of great significance for many regions of theWorld. An

important contemporary question is whether there are likely to be any changes in

patterns due to global warming. In this paper we present a new, easily computed index

for the development of hurricanes which is based on the spatial evaluation of the

gradient of evaporation with respect to sea surface temperature over the ocean. The

principle of the technique leading to the specification of the index (called the H-index),

which was originally presented at the 8th International Conference on Southern

Hemisphere Meteorology and Oceanography held at Foz do Iguacu, Brazil, April

24–28, 2006 (Bye and Keay 2006), is reviewed in The Global Relation Between Sea

Surface Temperature and Evaporation, and is then applied spatially in Spatial Evalua-

tion of the Temperature Gradient of Evaporation. The Physical Meaning of the

Hurricane Index gives a detailed discussion of the physical meaning of the H-index

in terms of the mixed layer dynamics and a simple cyclostrophic model of a hurricane,

Results: (I) The Observed H Fields presents the results of the evaluation of the H-index,

and Results: (II) Comparison Between Observed Tropical Cyclone Numbers and the

Standard Deviation of the H-index applies the index to simulate TC occurrences in

three generation regions (the West Pacific (WPAC), the Atlantic (ATL) and the East

Pacific (EPAC)) using both reanalysis fields and climate model results. Discussion

looks at the analysis in terms of the large scale dynamics and briefly compares the H-

index with other hurricane indices, and also outlines possible future developments.

The Global Relation Between Sea Surface Temperature

and Evaporation

The starting point for the analysis is the global relation between sea surface

temperature and evaporation. Here, we use the monthly sea surface temperature

data from the Hadley Centre (Rayner et al., 2003) and the monthly evaporation data

computed from the NCEP reanalysis (Kalnay et al., 1996), from which the annual

average fields have been computed. Each field is then zonally averaged over the

ocean—on the T62 Gaussian grid of the NCEP data. The results for the period

(1979-2001) for each hemisphere are plotted as lnE versus T, where E is the

evaporation rate, and T is the sea surface temperature (SST), (Figs. 1 and 2). The

data points correspond with the individual years of the 23 year record for each

Gaussian grid. In the subtropics, especially in the southern hemisphere, the 23 years

at each latitude are tightly clustered Similar results, obtained from the other two

reanalysis products, ERA40 (Uppala et al., 2004) and NCEP2 (Kanamitsu et al.,

2002) are given in Bye and Keay (2006). It is apparent that the evaporation has a

maximum at about 26�C, which is the commonly stated threshold criterion for

tropical cyclone (TC) development, and also that at higher temperatures E

decreases. The physical processes operating in this tropical region will be consid-

ered in Discussion after the results of the analysis have been presented.
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This global signal has prompted the investigation carried out below which is

aimed at developing a method of estimating the likelihood of TC development

using large scale fields of SST and E.

Theoretical Interpretation of the Global Fields

The interpretation of these observations can be made using the classical aerody-

namic bulk relationship, which for the evaporative mass flux (Bye 1996), is,

F ¼ raKEuqsð1� rsÞ ð1Þ
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Fig. 2 ln E versus T Southern Hemisphere, from Bye and Keay (2006)
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Fig. 1 ln E versus T Northern Hemisphere, from Bye and Keay (2006)
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where F = rE, in which r and ra are respectively the densities of freshwater and air,
KE is the drag coefficient for water vapour, qs = qs(T) is the saturated specific

humidity at the sea surface where T is the sea surface temperature (SST), rs = q10/qs
is the 10 m relative humidity with respect to T (which reduces to the relative

humidity at 10 m for T = T10), and u = | u10| is the surface wind speed at 10 m. On

taking the (natural) logarithm of (1) we obtain the expression,

ln E ¼ ln raKE=r½ � þ ln uþ ln qs þ lnð1� rsÞ ð2Þ

in which

qs ¼ e es=p ð3aÞ

where es is the saturated vapour pressure, p is the atmospheric pressure and e =

0.622 is the ratio of the molecular weight of water to that of dry air. On using the

Clausius-Clapeyron relation,

ln es ¼ � eL=ðRTÞ½ � þ constant ð3bÞ

where T(K), L = 2.5 106 J kg�1 is the latent heat of evaporation and R = 287 J kg�1

K�1 is the specific gas constant for dry air (Gordon et al. 1998), and differentiating

(2) with respect to T, we obtain approximately,

d ln u
�
dT � d ln E

�
dT�eL

�ðRT2Þ ð4Þ

in which the variation of the first and fourth terms on the right hand side of (2), with

respect to T, which is relatively insignificant, has been neglected, as discussed in

Bye and Keay (2006).

Equation (4) is the central working relation for our study. Firstly, evaluating the

second term on the right hand side for a sea surface temperature of 15�C (which is

representative of the subtropics), yields, e L/(RT2) = 0.065 K�1. Hence, since from

Figs. 1 and 2, the mean slope (d ln E/dT) in the subtropics is approximately 0.065

K�1, it is clear that the variation of wind speed with sea surface temperature is of

relatively small account. Here the evaporation gradient is controlled almost

completely by the Clausius-Clapyron relation. The match of the observed and

theoretical slopes is particularly good in the maritime southern hemisphere In the

subpolar regions (which are not considered here) and in the tropics other factors

become important. Our focus turns now exclusively to the situation in the tropics.

Spatial Evaluation of the Temperature Gradient of Evaporation

In order to use the previous analysis to diagnose regions of likely tropical cyclone

development, it is necessary to evaluate the gradient, d ln E/dT spatially. This is

accomplished by evaluating the gradient of ln E with respect to T, and also the

104 J.A.T. Bye et al.



gradient of T with respect to ln E along each direction, and then averaging each over

all orientations to obtain the norm,

d ln E=dT ¼� <dlnE=dT>=<dT=dlnE>ð Þ1=2 ð5aÞ

where < > denotes the integral around the circle. This yields the expression,

d ln E=dT ¼� @lnE=@xð Þ2þ @ ln E=@yð Þ2
h i.

@T=@xð Þ2þ @T=@yð Þ2
h in o1=2

ð5bÞ

in which d lnE/dT is positive if ∂lnE/∂x ∂T/∂x + ∂lnE/∂y ∂T/∂y > 0, and is

negative if ∂lnE/∂x ∂T/∂x + ∂lnE/∂y ∂T/∂y < 0, and ox and oy are respectively

towards the east and the north. This expression takes account of the full generality

of the fields of lnE and T. On substituting (5b) in (4) we can evaluate,

H ¼ d ln u=dT ð6Þ

using the expression H = d lnE/ dT � eL/(RT2). The scalar quantity, H, which we

will call the hurricane index is a practical index for potential TC development, as is

evident from Figs. 1 and 2, which show that the zonal mean annual value of H is

negative in the regions of TC development, equatorward of the maximum in lnE,

which occurs at T �26�C.

The Physical Meaning of the Hurricane Index

The simple expression (6) conceals a great deal of physics, which we explore below

for the two possibilities of H > 0 and H < 0, noting that in the subtropics H � 0.

Energy Exchange Processes for the Ocean Mixed Layer

Of great importance in tropical cyclone dynamics is the ocean mixed layer, which

provides the energy required for development. The basic processes which maintain

the mixed layer are (a) surface solar heating, (b) heat loss from the surface by

evaporation and other processes, and (c) stirring by turbulence which entrains water

from below which is then homogenized by vertical mixing. (a) decreases the

potential energy (PE) of the mixed layer, and (b) and (c) increase the PE. Over

the time scale of the development of a TC, it is likely that (b) is the most important

of these three processes. Let us consider the energy changes which occur.
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The change in potential energy of the mixed layer,

d PE ¼ drwgD ð7aÞ

where drw = �adT is the change in seawater density, D is the mixed layer depth

(assumed to be constant), g is the acceleration of gravity, and a is the coefficient of

expansion of seawater. The corresponding change of kinetic energy of the wind,

dKE ¼ raudu ð7bÞ

where u is the surface wind speed. On substituting the relations (7a) and (7b), which

connect the two variables in the definition of H, into (6), we obtain,

H ¼ l=u du=dT ¼ �AdKE=d PE ð8Þ

in which A = (a g D )/ (ra u
2). Hence H is proportional to the ratio of the change of

kinetic energy and potential energy. Furthermore, for typical values of the para-

meters applicable in the tropics ( a = 0.3 K�1, D = 20m, u = 5 ms�1 and g = 10

ms�2, ra = 1 kgm�3) we find that A � 4 K�1, although there is obviously a

considerable variability in this estimate. This result indicates that H is a measure

of the efficiency of the conversion between kinetic energy and potential energy. For

small values of H the efficiency is low, whereas as H becomes large the efficiency

also becomes significant, and for A � 4 K�1, an efficiency of 25% would be

obtained for jHj= 1. Two distinct processes are involved, depending on the sign

of H.

(a) For H > 0, a decrease in atmospheric KE gives rise to an increase in the PE of

the mixed layer. However, due to surface friction (energy dissipation) only a

proportion of the KE is available to the mixed layer.

(b) For H< 0, on the other hand, an increase in the PE of the mixed layer gives rise

to an increase in atmospheric KE. Here the surface heat transfer from the ocean

to the atmosphere causes a convective instability, which is essentially the

mechanism through which TCs are initiated.

Phase (b) is the spin-up phase, and phase (a) is the spin-down phase of a loop

which characterizes the thermodynamical equilibrium of the coupled air-sea bound-

ary layer, and since the occurrences of the two phases are separated in time and

space, also the consequential atmospheric dynamics. Many studies have been

reported in the literature of the spin-up phase (b), however, phase (a), has only

recently received much attention, stimulated by observations of the reduction in

drag coefficient in wind profiles at very high wind speeds (Powell et al. 2003).

As pointed out above, this loop only becomes important as jHj becomes large.

This can be established in an alternative manner by considering the rate of change

of KE with time, which from (8), is,

dKE=dt ¼ �H=AdPE=dt ð9aÞ
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and eliminating the rate of change of PE with time using (7a) and substituting for A,

which yields the development equation,

dKE=dt ¼KE=t ð9bÞ

where t = 1/[2HdT/dt] is a time constant for the growth or decay of the atmospheric

KE. In phase (b) t > 0, and in phase (a) t < 0. Thus the time constant for

development and decay is inversely proportional to H.

For example, in a region where the rate of change of temperature during the

growth phase is –0.2�C/day (which on assuming that rw = 103 kgm�3, D = 20 m and

the specific heat of water at constant pressure, Cp = 4 103 J kg�1K�1 corresponds

with a heat loss per unit area of 200 Wm�2 ) and H = �2.5 K�1, we find that t = 1

day indicating an explosive growth process.

In summary, the two phases (a) and (b) are necessary to maintain the

statistical equilibrium in the coupled air-sea boundary layer. They are only

significant however when jHj is large, which occurs in the tropics. Here, rapid

growth rates can occur in regions of positive SST anomaly, where the heat loss

from the mixed layer is also large. In the subtropics H � 0, and the efficiency of

the energy conversion between the PE of the mixed layer and the atmospheric

KE is low, and hence the atmospheric dynamics are mainly controlled by other

processes which are essentially independent of the mixed layer, i.e. baroclinic

instability.

A Simple Hurricane Model

We now look at the significance of H from another point of view, using a simple

cyclostrophic model of a tropical cyclone applied in a region where H < 0. For H

locally constant, (6) can be integrated to yield,

ln u=u0 ¼ H T� T0ð Þ ð10Þ

where u = u0 at T = T0. Hence if H< 0, u increases as T decreases. This is precisely

the situation in a hurricane, which is characterised by a warm core. Conversely in

the tropics in regions in which H> 0, there is a tendency for hurricane development

to be suppressed.

In order to gain a greater insight into the significance of H, we may incorporate

(10) into a standard model of hurricane dynamics. A suitable expression is the

cyclostrophic ‘thermal’ wind relation (18.17) in Gordon et al. (1998),

@ u2
�
@z ¼ r g=T @T=@r ð11aÞ
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where r is the radial co-ordinate, and oz is vertically upward, which may be

integrated with respect to height assuming the radial temperature gradient is a

constant, to yield,

u2 ¼ �g h=T @T=@lnr ð11bÞ

in which h is the height at which the (azimuthal) wind speed becomes zero. On

substituting for u in (11b) from (10) and integrating with respect to lnr, assuming

that (gh/T) is a constant, we obtain,

ln r=r0 ¼ B 1� exp �2H T� T0ð Þð Þð Þ ð12Þ

in which T = T0 and u = u0 at r = r0, and B = �(gh /T)/(2H u0
2).

Equations (10) and (12) are a model for a developing hurricane in which r0, u0
and T0 are the conditions at the outer radius of the hurricane. On evaluating (10) and

(12) at the outer radius of the warm core (r1), assuming that (gh/T) is constant, we

can determine u0 as a function of H for a series of values of warm core temperature

increment, T = T1 – T0 , where T1 = T(r1) is the temperature of the warm core. For

the hurricane parameters h = 10 km, T = 300 K and g = 9.8 ms�2, and a warm core

of radius 1/10 that of the radius of the hurricane (r1/r0 = 0.1), we obtain the results

shown in Table 1.

It is apparent that at small values of H, intense tropical storms (u0) cannot be

supported for any realistic warm core temperature increment (DT). As the magni-

tude of H increases, however, intense systems can occur for realistic warm core

increments. Table 1 indicates that H � �1 K�1 marks an approximate upper limit

for their development. The existence of regions of H of large magnitude, therefore,

is a necessary condition for hurricane development, however it is not a sufficient

condition since systems with small DT can also be supported, in which u0 only

attains a modest value.

Table 1 The wind speed (u0) at the outer radius of the hurricane (r0) as a function of the hurricane

index (H) for a series of warm core temperature increments (DT)
H (K�1) DT (K) u0 (ms�1)

�0.3 0.5 9

�0.3 1 14

�0.3 2 23

�0.3 3 35

�0.3 4 49

�1 0.5 11

�1 1 21

�1 2 62

�3 0.5 21

�3 1 98
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Results: (I) The Observed H Fields

We have evaluated E from the NCEP reanalysis data (Kalnay et al. 1996) and T

from the Hadley Centre monthly sea surface temperature data (Rayner et al. 2003)

by averaging both sets of data over each month. The spatial resolution of the Hadley

Centre data is 10, and the NCEP data, which are on a T62 Gaussian grid were

interpolated on to the Hadley Centre grid. The gradient, dlnE/dT, was then com-

puted at all sea points for which the first order finite-difference approximations of

the spatial derivatives could be evaluated. Thus gaps in the field of H occur around

islands and along the continental coastlines. 27 years (1979–2005) of data were

available for analysis.

Results were obtained for three northern hemisphere regions in which tropical

cyclones are known to be generated and one reference region in the southern

subtropics (Table 2). The number of grid point—months in each region was

approximately 20,000, giving a large sample for statistical analysis, from which

the mean and standard deviation of H values were obtained by averaging over all

grid points and all years for each month. Histograms of the distribution of H by 0.1

K�1 class interval, and the mean and standard deviation of H over the range, �3 <
H < 3 K�1 were also computed. This was done because the evaluation of H from

proposal next may contain ‘outliers’ of large magnitude due to the interpolation

procedure, which were not representative of the physics.

The Distributions of H

Figure 3 shows that each of the three generation regions (WP, ATL and EP)

demonstrate a clear annual cycle in the fields of H in which the standard deviation

is relatively large in the active months and relatively small during the rest of the

year. Each of the distributions is almost symmetrical and appears to be confined

within the �3 < H < 3 K�1 range. The histograms for the SUBTROPICS (Fig. 3)

are also almost symmetrical, but confined within the much smaller range,�0.5<H

< 0.5 K�1, with only a modest seasonal cycle which, as to be expected, is of

opposite phase to that in the northern hemisphere generating regions. On the basis

of the arguments presented in The Physical Meaning of the Hurricane Index, this is

the basic reason for the absence of TCs in the subtropical latitudes. An inspection of

the distributions indicates that they all have a steeper taper than the corresponding

normal distributions, and more importantly that their standard deviations are all much

Table 2 The tropical cyclone generation regions and the subtropical reference region

Western Pacific (WF) 10�25�N 100�180�E
Eastern Pacific (EP) 10–25�N 140–90�W
Atlantic (ATL) 10–25�N 90–30�W
Subtropics (SUBTROPICS) 25–40�S 180–150�W
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greater than their mean values. In addition, the approximate symmetry of the

distributions of H points out that the spin-up and spin-down phases of the loop

discussed in The Physical Meaning of the Hurricane Index, which characterizes the

thermodynamic equilibrium, are complementary.

The hodographs of the standard deviation of H versus the mean of H show a

negative annual mean H for each of the generation regions (WP, ATL and EP) and a

positive annual mean H in the SUBTROPICS region, where H � 0 (Fig. 4). The

negative annual mean H values in the three generation regions, and the near zero

mean value in the subtropics are consistent with the zonal mean graphs of lnE

versus T (Figs. 1 and 2). The standard deviations of H in each generation region

have a maximum in September, whereas the minimum of H occurs in November in

the WP and EP, and in August in the ATL. It is important to point out, however, that

the mean and standard deviation values of H cannot be meaningfully compared

between the three generation regions as they depend on the spatial specification

adopted (Table 2), however, it would be expected that the structure of the hodo-

graph would not be too sensitive to this choice.

These results suggest that the standard deviation of the H-index, rather than its

mean value, should be used as a suitable index for the inter-monthly variability of

the potential for TC development. We explore this proposal in Section 6.

The seasonal cycle of the standard deviation of the H index is compared with the

SST cycle for each region in Fig. 5. The H-index signal tends to show two plateaux,

which correspond respectively with the active and the inactive hurricane seasons,

whereas the SST signal is sinusoidal in character.

Results: (II) Comparison Between Observed Tropical Cyclone

Numbers and the Standard Deviation of the H-index

In order to compare the predictions of the standard deviation of the H-index with

observations, we construct the integrated tropical cyclone index,

C ¼
X

niSi i ¼ 1; 5 ð13Þ

where ni is the number of TCs with the Saffir-Simpson scale (Si). The count, C,

which is computed from data in the website, http://weather.unisys.com/hurricane/,

weights the tropical cyclones according to their intensity. The monthly average

(Vm) of the standard deviation of the H-index (V), versus the corresponding

monthly average (Cm) of the count (C) for each region (Fig. 6) has a linear trend

with a high regression coefficient (r). The statistics of the regressions (Table 3),

where s is the slope of Cm versus Vm, and V0 is the intercept of Vm, at which no

tropical cyclones occur (Cm = 0) have been used to simulate the inter-monthly

variability of tropical cyclone occurrence (C) over the record period (1979–2005),

from V in each region using the relation,
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C ¼ s V� V0ð Þ; V > V0

C ¼ 0; V < V0

ð14Þ

It is apparent from Fig. 7, that the simulated variability of C has a high skill. The

correlation coefficients between the observed and simulated (modeled) monthly

time series of C for the WP, ATL and EP are respectively, 0.62, 0.53 and 0.42. An

inspection of Fig. 7 reveals some interesting features. In the WP, the relatively

small TC activity in 1998 and 1999 followed by a subsequent increase in activity is

very well represented as also is most of the inter-monthly variability in the early

years, except for some high activity years which are under-simulated. In the ATL,

the minimum in TC activity between 1990 and 1995 is well represented, as also is

the inter-monthly signal in later years, except for 2004. In the EP, which has the

poorest correlation, the variability prior to 1993 is very well simulated as also is that

after 1998. Discrepancies, however, occur during the years 1992–1994, which are

under-simulated.
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Table 3 Regression coefficients for the monthly average count versus the monthly average

standard deviation of H

V0 (K
�1) s (K) r

WP 0.39 23.65 0.85

EP 0.46 38.60 0.82

ATL 0.63 33.49 0.75
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The field of H during each month can of course be displayed to show the

structures which give rise to its standard deviation. This was done for the ATL in

Bye and Keay (2008) to illustrate why 2005 was a prodigious hurricane season

whereas during 1983 no major hurricanes were recorded. It was apparent that the

spatial structure of both the SST and the evaporation fields contributed to the field

of H, from which the standard deviation that is used as an index for TC initiation

was computed. The patterns of H incorporated regions of more or less permanent

sign, either positive or negative, which were interpreted in terms of the local

climatology, and other regions in which the sign of H changed from month to

month. In general terms, these two scenarios are analogous to stationary and

transient eddies in a turbulent fluid. These conclusions are consistent with the

results from global simulations with very high resolution in the Atlantic Ocean

(Chauvin et al. 2006) which emphasized the importance of the SST anomaly

distribution on hurricane activity.

Climate Model Downscaling of Tropical Cyclone Occurrences

Climate models are run with various resolutions, and many are unable to resolve the

tropical cyclones, although a few with resolutions of <25 km can. This gives the

opportunity to use the techniques of this paper in a predictive manner to downscale
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the results of the coarse resolution models to provide information on tropical

cyclone occurrence, and to use the results of the fine resolution models to make

an explicit comparison with the resolved tropical cyclone occurrences. In general it

would be expected that the standard deviation of the H-index would differ from that

derived from the reanalysis data owing to differences in the resolution scale,

however, a comparison between epochs should show whether the likelihood of

tropical cyclone initiation would be less or greater under global warming.

Here, we present the results from the CSIRO Mk3 coupled climate model

(Gordon et al. 2002) for two epochs, 1961–1990 and 2051–2080, and consider

the mean monthly signals over these two periods. Figure 8 shows that the standard

deviation of H, obtained from the model for the period, 1961–1990, is about one-

half that from the reanalysis data (Fig. 5). In the WP, its seasonal signal is very

similar to that of the reanalysis data, but in the ATL and EP it differs substantially.

The seasonal SST signals from the model results (Fig. 8) are similar to those from

the reanalysis data (Fig. 5) for each region, but the annual mean SSTs differ; the

model being about 2�C less than the reanalysis, except for summer in the EP in

which they are in agreement.

These discrepancies, although significant, will not deter us from making a

comparison between the two epochs from the model in order to gain some insight

into likely changes in tropical cyclone activity under global warming. It is empha-

sized however that the methodology to be used in this comparison can also be
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applied to the results from other climate models which may represent the present

day monthly climatology better.

The SST signal shows a very similar mean annual increase in the WP, ATL and

EP of 1.54, 1.43 and 1.44�C respectively, which is almost uniform across the

seasons in each basin (Fig. 8). The mean annual standard deviation of H, however,

shows only a very modest increase in each basin of 3%, but with a significant

change in the seasonal signal. These results indicate that the most important agent

of change which determines H is the large scale adjustment of the evaporation and

SST fields, rather than simply an increase in SST.

In order to see the predicted change in TC climatology more clearly, we have

normalized the seasonal signal of the standard deviation of H in the model for the

period, 1961–1990 by computing the factor,

F ¼ Vmð Þreanalysis
.

Vmð Þmodel 1961�1990ð Þ ð15Þ

and then evaluating, Vm’ = F (Vm)model(2051–2080). Vm’ is the mean monthly standard

deviation of H that would be obtained during the period 2051–2080 if the monthly

signal of the model for the period 1961–1990 and the reanalysis signal for 1979–

2005 were identical, on the assumption that the proportional changes in monthly

standard deviation of H between the two model periods are correct. Fig. 9 shows the

monthly averaged counts obtained by substituting for (Vm) reanalysis and Vm’ in

(13); the increases in the mean annual counts in the WP, EP and ATL are 20%, 50%

and 100% respectively. This surprising result, that the mean annual counts have

increased much more than the increases in the mean annual standard deviation of H

of 3%, is due to the ratio of the standard deviations between the two model periods

(1961–1990 and 2051–2080) tending to be larger in summer than in winter. In both

the WP and ATL the monthly average count in the period 2051–2080 has an early

season maximum which is absent in the contemporary climatology. The TC season is

essentially advanced in theWP and lengthened in the ATL. The EC TC season is also

lengthened with a small increase in the maximum count. We emphasize that as the

count (C) depends on the intensity, any increase may be due to an increase in intensity

rather than an increase in numbers.

Discussion

We have presented a physically based model of the ocean environment which has

been used to predict the occurrence of tropical cyclones. The analysis leads to

realistic predictions not only of the initiation of TCs, but also of their growth rate.

The model is simple to apply both to reanalysis data and also to the results of

climate models. The essential physical process is the interplay between evaporation

and SST fields which are controlled by the large scale dynamics. In the tropics

rising air occurs in the relatively cloudy regions of lower E and of higher SST
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nearer the equator, and sinks over the relatively cloud free regions of higher E and

lower SST further from the equator. This convective regime gives rise to a meridi-

onal region which extends from about 5�N (or 5�S) to the latitudes at which

T �26�C, which correspond approximately with the peak in evaporation shown

in Figs. 1 and 2. Note that the data points with lnE less than its maximum value with

respect to T, occur in the range, 5�N–5�S (Bye and Keay, 2006).

The results of our analysis show however that the standard deviation of H is

much greater than the magnitude of the mean of H. The enhanced negative regions

of H are due to localized intense convection and the enhanced positive regions are

due to localized subsidence; the two processes being on average in balance.

We emphasize that the H-index predicts the regions of potential TC develop-

ment in each generation region, which during any month are many. Other condi-

tions such as vertical wind shear and the instability of the lower atmosphere would

then select the locations at which the TC actually develops. The comparison

between observations and predictions from the H-index model (Fig. 7), however,

suggests that on a monthly time scale at least, the proportion of favorable sites (as

predicted by the H-index), which realize TCs does not vary greatly over the TC

season or between TC generation regions.

This is the link between the H-index and other indices such as the seasonal

genesis parameter (SGP) originally proposed by Gray (1975), and often applied to

make seasonal predictions of TC occurrence, see for example Watterson et al

(1995). The SGP consists of a product of a thermal potential and a dynamic
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potential, in which the variability of the former is largely controlled by the ocean,

and of the latter by the atmosphere. The modeling study of Royer et al. (1998) in

which the results of a control run (1� CO2) were compared with those of a doubled

CO2 environment (2� CO2) clearly showed that the increases in TC numbers were

mainly brought about by changes in the thermal potential, i.e. the ocean. Royer et al.

(1998) also replaced the thermal potential (which relies on the ocean temperature)

by a convective potential (which relies ultimately on the ocean evaporation) to give

a modified seasonal genesis parameter and found that the increases in TC numbers,

although much more modest, were also mainly due to changes in the convective

potential brought about by the ocean.

The success of the H-index supports the view that the major player in the TC

variability is the ocean; in our case through the interaction of the ocean temperature

and evaporation fields. This dual importance has also been recently recognized by

Camargo et al. (2007) in a new generation potential, in which the ocean component

(the potential intensity) depends on the sea surface temperature and pressure and

vertical profiles of temperature and specific humidity, i.e. essentially on SST and E.

The two prediction models, however, differ very significantly as the H-index is

evaluated from the horizontal structure of the environment whereas the potential

intensity is evaluated from its vertical structure.

In concluding this discussion, we suggest that the H-index may have the advan-

tage over the oceanic component of GP and SGP and its convective modification, as

it is based on robust elementary physical reasoning and is simple to calculate. We

also note that the differences between the observations and the predictions from the

H-index highlighted in the discussion in Results: (II) Comparison Between

Observed Tropical Cyclone Numbers and the Standard Deviation of the H-index

may be attributed to the variability of the dynamic potential, i.e. the atmosphere,

rather than data inadequacies in the TC archives and the SST and reanalysis fields.

This possibility, however, remains to be investigated.

We have used monthly mean data averaged over the generation region through-

out. This gave rise, when further averaged over the record period (1979–2005) to

almost symmetrical histograms of H (Fig. 3). The symmetry of the histograms,

which was possibly the most unexpected finding of the study, signifies that the H-

index captures the two-way energy exchange, characterized by the release of KE to

the atmosphere from the mixed layer and its subsequent re-absorption, which lies at

the centre of the tropical dynamics. This is an analogous process to the release of

KE and its subsequent dissipation, which underlies the baroclinic instability mech-

anism in the subtropics.

The histograms for individual months, from which the inter-monthly time series

(Fig. 7) were constructed, however, each showed an individual structure due to the

synoptic evolution or suppression of the tropical cyclones It is anticipated that this

structure would be even more marked over shorter averaging periods. This however

remains to be checked.

With regard to climate models that do not explicitly resolve TCs, it was found

that the standard deviation of H was smaller than for the reanalysis data, due to the

poorer resolution. It is planned in a future study to obtain similar statistics using a

Tropical Cyclone Development from SST and Evaporation Field 119



climate model that does resolve TCs., which will enable the spatial structure of H to

be modeled on a finer scale, and compared with that derived from synoptic analyses

supported by high resolution SST fields.
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Probability of Hurricane Intensification

and United States Hurricane Landfall under

Conditions of Elevated Atlantic Sea Surface

Temperatures

Peter S. Dailey, Greta Ljung, Gerhard Zuba, and Jayanta Guin

Introduction

The genesis, intensification, and eventual demise of tropical cyclones (TCs) involve

complex and dynamic interactions between the ocean, the atmosphere, and some-

times the land surface. Two key interactions are the favorable effects of sensible

and latent heat transferred from the ocean’s surface layer to the atmosphere [e.g.,

Emanuel, 2005], and the detrimental effects of vertical wind shear in the tropo-

sphere [e.g., Elsberry and Jeffries, 1996; Emanuel et al., 2004; Emanuel, 2005] on

TC development. The competition amongst these factors can be viewed at a high

level to determine seasonal activity levels. Most discussions surrounding tropical

cyclogenesis, however, focus on the need for sufficiently warm sea surface tem-

peratures (SSTs) [e.g. Chan et al., 2001]. Some of the latest research has shown that

Tropical Cyclone Heat Potential (TCHP), which is a measure of upper layer ocean

temperature, rather than that of the ocean’s surface, is more highly correlated with

TC intensification than SSTs alone, especially episodic and rapid intensification

[Shay et al., 2000; Scharroo et al., 2005]. Unfortunately, this type of oceanographic

data has only become available over the last ten years. Clearly, the enormous quan-

tity of heat stored within the ocean serves as a reservoir of energy from which

cyclones can develop and intensify. Other climate factors, such as the El Nino-

Southern Oscillation (ENSO) cycle and its impact on Atlantic wind shear, tend

to modulate the underlying capacity of the ocean-atmosphere system to support

tropical activity, with ocean heat being the primary driver of activity.

Tropical latitudes within the North Atlantic Ocean have historically served as a

fertile breeding ground for TCs, especially during the late summer and early

autumn months, when SSTs are most elevated. The historical record indicates

SSTs in the North Atlantic undergo fluctuations about a long-term average in

phases that can last several decades. The physical cause of such multi-decadal

fluctuations is a matter of debate [e.g., Mehta, 1998; Xue et al., 2003; Dima and

Lohmann, 2007]. It is generally recognized, however, that fluctuations in SSTs are
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related to long-term fluctuations in tropical cyclone activity [Shapiro and Gold-

enberg, 1998].

Because the U.S. coastline lies in the path of many Atlantic TCs, and because

population density has been trending upwards along the US coastline, it is impor-

tant to study not only tropical activity as it occurs over the open ocean, but also the

risk to life and property for those storms that make their way to the coastline.

Historically, only about 12% of TCs reaching tropical storm strength (winds � 35

knots) have struck the U.S. coastline as hurricanes, with an average annual fre-

quency of about 1.5 landfalling hurricanes per year. Despite these relatively low

numbers, it is well understood that a single intense landfalling event like Hurricane

Andrew (1992) or Hurricane Katrina (2005) can cause catastrophic loss. The human

impact of even one intense landfalling hurricane is often far greater than an entire

season of TCs that remain at sea.

Thus, this paper will focus on the relationship between sea-surface temperatures

(SST) in the North Atlantic basin and the propensity of TCs to make landfall along

the US coastline. In order for a tropical cyclone to make landfall as a hurricane,

two conditions are required. First, the TC must intensify to hurricane strength

(winds � 64 knots), and second, the hurricane must reach the U.S. coastline having

maintained that strength. The paper will therefore focus on these two aspects of

the TC evolution. Based on the historical record, we will examine the probability of

a TC reaching hurricane strength, and the probability of the storm maintaining

that strength through to the US coastline. By estimating these probabilities

conditioned on regions where storms develop, one can assess how hurricane and

landfall probabilities are modulated for individual seasons or individual events. In

the end the comparison of warm SST years to climatology shows significant

regional shifts conditioned on genesis for storms reaching the U.S. mainland as

hurricanes.

Section 2 describes the data used in the study and the general approach to the

analysis. The relationship between activity levels in the North Atlantic basin and

the proportion of storms making U.S. landfall is analyzed in Section 3. Section 4

describes the balance between storms’ probability to intensify and their probability

to make landfall, based on the formation region.

Data

The analysis m+akes use of tropical cyclone track and intensity characteristics from

the North Atlantic hurricane database (HURDAT) available from the National

Hurricane Center [Jarvinen et al., 1984; http://www.aoml.noaa.gov/hrd/hurdat].

The analysis is limited to the period from 1948 to 2006 to eliminate uncertainty

in storm counts and tracks in the North Atlantic basin in the early 1900s. Genesis

locations for storms of at least tropical storm strength (named storms) are consid-

ered for the North Atlantic basin and are derived using the first track location in the
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data set. A small number of storms that cross into the Atlantic from the Pacific are

excluded. In the end, we use a total of 626 genesis locations over 59 North Atlantic

seasons capturing an average annual frequency of 10.6 named storms per year.

For purposes of determining the point at which basin storms reach hurricane

strength, maximum wind speed from HURDAT is considered for each event. We

also make use of the HURDAT landfall point, if any, along the U.S. coastline by

interpolating the intersection of HURDAT six hourly track points with the U.S.

coastline. For purposes of this paper, we only considered storms that explicitly

cross the U.S. mainland. For example, storms that only cross the Florida Keys and

the outer banks of North Carolina were not counted as landfalls (such storms are

fairly uncommon, occurring one about every 10 years).

For sea surface temperatures, the analysis is based on the Hadley Center

HadSST2 [Rayner, 2006] supplemented with National Oceanic and Atmospheric

Administration’s (NOAA) optimum interpolated (OI) SSTs for the most recent

years [Reynolds, 2002]. We also make use of the SST spatial distributions available

from the National Center for Atmospheric Research/National Center for Environ-

mental Prediction (NCAR/NCEP) Reanalysis Project, available for the period from

1948 to 2006 [Kalnay et al., 1996]. The average of the SST anomalies during the

months of August, September, and October (ASO) are used to quantify variability

for the analysis period. The Hadley SST anomaly data series is shown in Fig. 1 since

1900. It shows multi-decadal periods in which anomalies are persistently colder or

warmer than average. For purposes of this analysis, years in which North Atlantic

SST anomalies are greater than or equal to zero are considered warm years and all

other years are considered cold years. Only in one year (1954) was the anomaly

equal to zero. Over the 58 remaining seasons from 1948 to 2006, there are 31 years

classified as warm and 27 years classified as cold.

Fig. 1 Hadley Centre Sea Surface Temperature Anomalies Data Set (HadSST2-ASO). The figure

shows by year the mean Atlantic Ocean anomaly (degrees oC) for the months of August,

September and October (ASO), the core of the Atlantic hurricane season, from 1900 to 2006.

There are multi-decadal episodes in which anomalies are consistently colder or warmer than

average, including the current warm period which began in the mid-1990s
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Relationship between Basin and Landfall Activity

To examine the physical relationship between basin and landfall activity, we begin

by estimating the probability of a storm making U.S. landfall – climatologically and

under anomalous SST conditions. The landfall probability is estimated by the

proportion of basin TCs that have historically made landfall. To illustrate, consider

a TC forming in the basin. Once it becomes a named (tropical) storm, it has some

climatological probability of making a U.S. hurricane landfall, and that probability

is estimated by the long-term ratio of hurricane landfalls to the number of named

storms that developed in the basin over the same period.

Landfall Probability

Table 1 shows the estimated landfall probability for storms of various intensities.

Column A shows that the historical proportion of storms making landfall at tropical

storm strength or greater is 31.0% in warm SST years and slightly higher (31.7%) in

cold years. Column B shows that landfall proportion at hurricane strength or higher

is about 12.2% in warm years and the cold year proportion is slightly higher

(12.6%). For stronger hurricanes, shown in columns C (winds � 89 knots; strong

hurricanes) and D (winds� 96 knots; major hurricanes), the cold year proportion is

again higher than the warm year proportion, and the marginal difference grows with

increasing intensity. For storms with a landfall intensity of at least 89 knots, the

landfall proportion in warm years is notably smaller than in cold years, and it can be

shown that this difference is statistically significant for certain genesis sub-regions

within the North Atlantic basin [Dailey et al., 2007]. For the proportions computed

in columns (B) to (D), it should be noted that the sample size is small. For example,

Table 1 Landfall proportion based on landfall counts for storms of different intensities. The table

shows the proportion of named historical storms that make U.S. landfall over the period from 1948

to 2006. Numerator in each ratio is the number of landfalls at a given wind speed or higher;

denominator is the total number of basin storms under the cold or warm SST condition. The

landfall proportion is the ratio of the landfall count to the basin storm count for a given landfall

wind speed, using (A) tropical storm strength (B) hurricane strength, (C) 89 knots (referred to in

the text as strong hurricane strength), and (D) major hurricane strength (Saffir Simpson category 3

to 5). The third column, using a threshold of 89 knots, is consistent with later analyses and takes

advantage of a larger number of hurricanes than is available in column (D)

(A)

Landfalls � 35 kt

(B)

Landfalls � 64 kt

(C)

Landfalls � 89 kt

(D)

Landfalls � 96 kt

Warm SST

Years

31.0% (117/378) 12.2% (46/378) 5.8% (22/378) 4.8% (18/378)

Cold SST

Years

31.7% (78/246) 12.6% (31/246) 6.5% (16/246) 5.3% (13/246)
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there have only been 31 landfalling hurricanes since 1948, and only 13 of them have

achieved major hurricane status.

These results, which are based on data for the entire U.S., raise several questions.

First, would a lower landfall proportion in warm SST seasons versus cold SST

seasons have some physical explanation, and second, would physical factors ac-

count for regional differences in the landfall probability? If there are locally strong

signals in the historical data, this might shed light on the suppression of overall

proportions as noted in Table 1.

Physical Factors Influencing Landfall Probability

To address these questions from a physical perspective, one must examine the

complete life cycle of TCs as it relates to landfall probability. Given that a TC forms

in the North Atlantic basin, its probability of making landfall as a hurricane is

dependent on three fundamental factors, namely (a) genesis (where the storm is

born), (b) intensification and lyses (the intensification life cycle), and (c) tracking
or steering (the storm’s ability to approach and potentially cross the coastline).

Modulation of any one of these can bring about significant changes in landfall

probability and the resulting proportion of storms making landfall. Genesis deter-

mines a TC’s initial proximity to land, but increasing proximity also limits the time

it has to grow and intensify. Thus, genesis and intensification are intimately related.

Steering currents, which relate to the atmospheric circulation, determine how far a

TC deviates from its expected or ‘‘climatological track’’, and hence the uncertainty

in estimating landfall probability based solely on the climatological record.

By closely examining each of these characteristics—genesis, intensification, and

tracking—one can better understand which aspects of the TC life cycle are most

sensitive to climate and most critical to landfall risk.

With regard to genesis, warm SSTs should have an enhancing effect since one of

the necessary conditions for TC formation is the presence of sufficiently warm

ocean temperatures. One expects warm SSTs to bring about increased intensifica-

tion as well. This is not very clear from the historical data, however, since on

average the probability of a TC intensifying to hurricane strength when the North

Atlantic is anomalously warm is less than 2% higher than the long-term average.

The explanation may lie in the fact that intensification is more sensitive to SST

gradients than to SSTs themselves [Hennon, 2006; Chan et al., 2001], thus a

uniform increase in ocean temperatures may not substantially modify intensifica-

tion patterns. Finally, the degree to which TC steering responds to a warm ocean

environment is difficult to quantify. Theoretically, a warmer than average ocean

will translate into a warmer than average atmosphere, which in turn should induce a

negative pressure perturbation on the semi-permanent high pressure situated over

the North Atlantic. In fact, in an analysis using data from 1948 to 2005, we found a

weak though statistically significant negative correlation between North Atlantic

SST anomalies and sea-level pressure over the North Atlantic Ocean (not shown).
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To quantify the impact of warm SSTs on storm tracks, one can apply stochastic

or numerical modeling techniques to determine how historical storms would be

steered differently under such SST conditions. A combination of long time scale

fluctuations in ocean heat content and shorter time scale factors influencing TC

steering, this complex subject will be considered in future work. In this study, we

will limit the analysis to estimating hurricane probability and landfall probability

conditioned on genesis alone.

Of course, if ocean anomalies were randomly distributed across the North

Atlantic, or if they tended to concentrate outside the Main Development Region

[MDR, see Emanuel, 2005], there might be little hope in tying SST anomalies to

anomalies in genesis. But there are several plausible physical explanations for the

spatial structure of ocean anomalies being systematic and non-random. First, the

intensity of currents within the North Atlantic may limit the ability of anomalies to

accumulate and stabilize. Modeling studies have shown that inter-annual variation

in the upper ocean’s heat content is linked to the advection of anomalous tempera-

tures via the Gulf Stream [Dong and Kelly, 2003]. Within the Gulf Stream,

ocean currents tend to be strong, thus, local anomalies may be short-lived. There

is evidence, for example, that the strength of the Gulf Stream can reduce the

persistence timescale of SST anomalies to just a few days [Gilman and Rothstein,

1994]. Shallow layers of ocean warmth may be transient not only because of swift

currents, but also because passing disturbances tend to replace that warmth with

cooler waters from below through the upwelling process. More stagnant regions

of the North Atlantic, for example within parts of the Gulf of Mexico and along

concave portions of the South American coastline, tend to accumulate warmth more

readily than more dynamic regions of the open ocean. At the same time, during

active periods of the ‘‘loop current’’ (the clockwise flow that extends northward into

the Gulf of Mexico and joins the Yucatan Current and the Florida Current), North

Atlantic anomalies are much less relevant to TCs within the Gulf of Mexico. The

relationship between the distribution of North Atlantic anomalies and their impact

on TC development and intensification is clearly complex, but it is expected

that SST anomaly patterns can be coherent and associated with the dynamics of

the large scale ocean system. Principal Components Analysis (PCA) of the SST

anomaly structure and its association with hurricane tracks has been the subject of

limited research [e.g., Xie, et al., 2005] and certainly merits additional investiga-

tion. While anomaly patterns may not be predictable on inter-annual timescales, for

purposes of this study it will be assumed that tropical SST anomalies are coherent

within a season.

Figure 2 shows the spatial distribution of tropical storm genesis location, along

with corresponding contours of genesis density, for all tropical cyclones in the

North Atlantic. Genesis for all tropical storms and hurricanes is considered since

subsequent intensification occurs somewhat independently of genesis location. The

genesis density was estimated using a spatial kernel smoothing procedure described

by Hall and Jewson [2005]. The optimal radius of influence (ROI), defining the

circle of points used to estimate genesis density locally, (usually about 200 km) was

roughly doubled in Fig. 2 to draw attention to larger-scale features in the genesis
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Fig. 2 Spatial Distribution and Density of Genesis for All Tropical Cyclones (1948–2006). Each

dot represents a historical starting point for a TC that eventually reaches at least tropical storm

strength. Grey scale contours show the mean genesis density in storms per square kilometer per

year. In the top panel, the mean climatological genesis density is characterized by two hot spots,

one within the Gulf and western Caribbean, and another along the Main Development Region

(MDR). The center panel shows genesis distribution in warm years. Here, the pattern shifts with

more focused genesis within the Gulf of Mexico and an eastward expansion of genesis along the

MDR. The cold year counterpart is shown in the bottom panel
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pattern. The top panel shows the climatological genesis pattern with two known

‘‘hot spots’’ within the Gulf of Mexico and along the MDR. The relative scarcity of

genesis in the vicinity of the Caribbean Islands can be explained by this region’s

high vertical wind shear and strong teleconnection to ENSO [Aiyyer and Thorn-

croft, 2006]. The lower panel shows that, under warm SST conditions, genesis in

the Gulf of Mexico shifts south and contracts while genesis in the North Atlantic

shifts significantly eastward across the MDR and away from the U.S. coastline. This

finding has several implications. First, storms that form in the Gulf are already close

to the coastline; thus there is little time for a storm to intensify before landfall. If

genesis density here tends to concentrate under warm SSTs, one expects increased

probability of weaker hurricanes making landfall in the Gulf. Note that this does not

account for less frequent Gulf landfalls with genesis outside the Gulf of Mexico.

Though these are less frequent, they can be more intense. Second, storms that form

in the MDR, especially off the coast of Africa, have a longer period to intensify, but

are also much further from the U.S. coastline. This balance between opportunity to

intensify and opportunity to make landfall naturally leads to the analysis carried out

in Section 4.

Hurricane Intensification and Landfall Probability

Estimation Method

In this section we describe the method used to evaluate the likelihood of a storm

making landfall given its genesis location. The same procedure is then used to

evaluate the proportion of storms which later become hurricanes, and the proportion

of storms which later make landfall as hurricanes.

One way to estimate the likelihood of storms originating from a specific region

making landfall would be to subdivide the North Atlantic basin into sub-regions and

compute the ratio of landfalling storms to the total number of storms that form in

this region. However, a disadvantage of this method is that the result for a given

location may be very sensitive to the size of the sub-region chosen. If the box is too

small, it may not capture sufficient historical genesis, and accurate quantification of

the proportion is not possible. We therefore prefer a smoothing based approach that

allows for estimation of landfall probabilities without the use of grid boxes. The

smoothing method used is a variant of a kernel smoothing method used to deter-

mine the density contours in Fig. 2.

The first step is to mark genesis locations with an indicator variable ILF that

depends on the landfall information for the corresponding storm track. The indica-

tor variable is set to 1 if the storm later makes a U.S. landfall and to 0 if it does not.

To estimate landfall probability for a given genesis location, we use a weighted

averaging technique that incorporates genesis information from neighboring sites

within the radius of influence (ROI). Gaussian weights are applied when averaging
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within the ROI neighborhood. The length scale used for determining the neighbor-

hood is calculated as follows.

1. ROI or length scale l is chosen, e.g. 300 km, based on Hall and Jewson [2005]

2. Gaussian weights are calculated for all other genesis locations according to the

distance di from the current location to a neighboring location according to

wi ¼ e�d2i =l
2

3. Effective landfall proportion pLF is computed as a weighted average of the

indicator variable ILF for all locations within the chosen ROI according to

pLF ¼
X

i

ILFi
wi

,
X

i

wi

4. Steps 1–3 are repeated for all genesis locations

To estimate the optimum value for the length scale l, a cross validation is

performed by looping through all years between 1948 and 2006. For each year,

the probability surface is calculated using data from all other years. Landfall

probabilities for a given year are the values of the probability surface at the genesis

locations of that year. These values are compared to the historical values and the

differences in probabilities are accumulated for all locations and over all years. The

total accumulation of all differences is minimized by varying the length scale l.
After the optimization is complete, the final probability surface is calculated using

the optimal l along with the historical data for 1948–2006.1

The optimal value of l depends on the parameter of interest and the value

increases with increasing sparseness of the data. In the current analysis, the length

scale is about 400 km for genesis locations that produce landfalling TCs and about

800 km for genesis locations that produce strong hurricanes or strong landfalling

hurricanes.

Hurricane Intensification Probability

The procedure described above will now be used to analyze the probability of

tropical cyclones becoming a hurricane. However, instead of flagging a genesis

1 The outlined procedure can be applied to various tropical cyclones parameters. Parameters ana-

lyzed here and their definitions include: Landfalling Tropical Storms: wind speed at landfall �35

knots; Landfalling Hurricanes: wind speed at landfall �64 knots; Landfalling Strong Hurricanes:
wind speed at landfall�89 knots; Storms Becoming Hurricanes: maximum wind speed along track

�64 knots; Storms Becoming Strong Hurricanes: maximum wind speed along track � 89 knots.

Note that strong hurricanes counts have been chosen for analysis (versus major hurricanes) in order

to increase the sample size for the more intense events.
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point according to subsequent landfall, each genesis point is now flagged 1 if the

storm reaches hurricane strength at any point along the track, and 0 otherwise. After

computing the probability surface, the average value at all historical genesis

locations for the period 1948–2006 as well as the average value for individual

years 2001–2006 are also computed.

The results of this analysis are shown in Table 2. Included in this table are also

the historical proportions of storms that reach hurricane status over the period

1948–2006 as well as for the individual years 2001–2006. The table shows that

historically 58% of storms have become hurricanes and 32% have become strong

hurricanes (wind threshold of 89 knots) in the time frame of 1948–2006. The

historical values are close to the predicted value of 59% and 33%, respectively,

obtained through smoothing.

The advantage of having a probability surface is that the probability can be

evaluated at any location, not just at the historically observed genesis locations. In

addition, one can evaluate the average probability of storms becoming hurricanes

given the genesis locations for a particular season. The value is then compared to

climatology (long-term mean 1948–2006) and to the actual value realized in that

season. This is illustrated by the modeled values for 2001–2006 given in Table 2.

These values show that the probability of TCs becoming hurricanes is very close to

the climatological value. The differences are larger for strong hurricanes. For

example, the modeled value of 21% for 2002 is smaller than the climatological

value of 33%, suggesting that the TC genesis in 2002 occurred in places where the

chance of TC intensification was below average. The observed proportion of 17% is

also smaller than the long term average of 32%. For 2004, on the other hand, the

intensification probability of 37% for strong hurricanes exceeds the climatological

value indicating that the genesis locations of 2004 were in regions with higher than

average probability to intensify. The observed value for 2004 is also higher than the

long term average indicating that favorable intensification conditions existed along

the storm tracks. In contrast, the 2006 storms had a larger than average potential

Table 2 Probability of storms becoming hurricanes and strong hurricanes for the 1948-2006

analysis period and for select years. The values for individual years are calculated by averaging the

estimated climatological values at the genesis locations of that year

Hurricane

(�64 knots)

Strong Hurricane

(�89 knots)

modeled actual modeled actual

Climatology (1948–2006) 0.59 0.58 0.33 0.32

2001 0.60 0.60 0.31 0.33

2002 0.54 0.33 0.21 0.17

2003 0.58 0.44 0.30 0.25

2004 0.61 0.60 0.37 0.47

2005 0.58 0.54 0.30 0.29

2006 0.63 0.50 0.39 0.20
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(39%) of becoming strong hurricanes, while only a 20% proportion was observed.

This points to unfavorable conditions along the storm tracks in 2006.

In Section 3 we established that the density pattern of genesis locations is

different in warm versus cold SST years. To analyze if this has an influence on

the probabilities presented in Table 2, we repeated the analysis and selected only

genesis location of warm years. Fortunately, all years from 2001 through 2006

shown in Table 2 are all warm years, therefore one can make a direct comparison

between conditioned (on warm SSTs) and unconditioned estimates. Table 3

shows the results of this analysis. Observed values for individual years are included

for reference. Although there was an apparent regional shift in the genesis location

for warm SST years compared to climatology (Fig. 2), the long term average

probability of a tropical storm becoming a hurricane or a strong hurricane is

essentially the same in Tables 2 and 3). Similarly, differences are small for

individual years.

These results, which are based on data for the entire basin, suggest that warm

SSTs do not have a significant impact on the basinwide probability of tropical

storms becoming hurricanes. However, regional differences may still exist. This is

illustrated in Fig. 3, which shows the probability distribution of storms becoming

strong hurricanes given the genesis location. Regional differences tend to corre-

spond to shifting genesis within the MDR. During warm SST years more TCs form

in the eastern North Atlantic and these storms have a higher likelihood of becoming

strong hurricanes contrasted with storms that form in the same region during cold

years.

To summarize, the results so far show no basinwide difference in the likelihood

of storms to become hurricanes or strong hurricanes during warm SST years.

Regional differences presented in Fig. 3, however, imply that there might be larger

impacts on landfalls. We will further explore this hypothesis.

Table 3 Probability of storms becoming hurricanes and strong hurricanes in warm SST years for

the 1948–2006 analysis period and for select years. The values for individual years are calculated

by averaging the estimated climatological values at the genesis locations of that year

Hurricane

(�64 knots)

Strong Hurricane

(�89 knots)

modeled actual modeled actual

Warm Year Climatology

(1948–2006)

0.60 0.59 0.34 0.34

2001 0.59 0.60 0.30 0.33

2002 0.53 0.33 0.19 0.17

2003 0.57 0.44 0.29 0.25

2004 0.62 0.60 0.38 0.47

2005 0.58 0.54 0.29 0.29

2006 0.64 0.50 0.38 0.20

Probability of Hurricane Intensification 131



(a) All years 1948 - 2006 

0.00

0.12

0.24

0.36

0.48

0.60

02-04-06-08-001-

10

20

30

40

X Coord

(b) Warm years 

0.00

0.12

0.24

0.36

0.48

0.60

02-04-06-08-001-

10

20

30

40

X Coord

(c) Cold years 

0.00

0.12

0.24

0.36

0.48

0.60

02-04-06-08-001-

10

20

30

40

Fig. 3 Probability pattern for genesis locations of storms becoming strong hurricanes for (a) all

years 1948–2006, (b) warm and (c) cold years within this period. All genesis locations for the

selected years are drawn. Genesis locations that originate strong hurricanes are drawn as squares

with a center dot. The darkest shade indicates that 48 to 60 percent of the storms forming in that

region became strong hurricanes
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Hurricane Landfall Probability

Table 4 shows the climatological probability of landfall as tropical cyclones (TC),

hurricanes, and strong hurricanes, given all genesis locations. As in the previous

analysis, estimates are also made for individual years from 2001 to 2006. The

results show that genesis in 2002 produced storms with a higher than average

likelihood (40% compared to 31%) of producing landfalling TCs and the observed

landfall proportion was also above average (58%) in this year. For landfalling

strong hurricanes in 2004 and 2005, the modeled probabilities were close to

average (6%) but the actual values were well above average (27% and 14%,

respectively). This implies ‘‘favorable’’ tracking conditions in these two years.

The information in Table 4 is based on data for the entire period 1948–2006. A

similar analysis is presented in Table 5, using data from warm SST years only. The

differences between the results in the two tables are generally small. The most

notable differences in Table 4 can be found for storms that later become strong

landfalling hurricanes. For example, for 2003, the potential for strong hurricane

landfalls is 5.2% based on data for the entire period. This is 86% of the corres-

ponding climatological value of 6.1%. The percentage drops to 4.4%, which is 79%

of the climatological value (5.6%), when the analysis is based on warm SST years

in Table 5.

In a separate analysis (Dailey et al., 2007), landfall counts in warm SST years

were analyzed revealing marginal significance when considering the entire U.S.

coastline. Significant differences in landfall rates were found regionally, however,

especially for the Southeast coast of the U.S. from the tip of Florida to Cape

Hatteras, where the landfall rates increased during warm SST years. This raises a

logical question whether warm ocean conditions can translate to significant shifts

in landfall probability. The estimated probability of a storm—having formed

Table 4 Probability of storms making landfall as tropical cyclones, hurricanes, or strong hurri-

canes for the 1948-2006 analysis period and for select years. The values for individual years are

calculated by averaging the estimated climatological values at the genesis locations of that year

All Tropical

Cyclones (TC)

Hurricane

(�64 knots)

Strong Hurricane

(�89 knots)

modeled actual modeled actual modeled actual

Climatology

(1948–2006)

0.31 0.31 0.12 0.12 0.061 0.059

2001 0.28 0.20 0.11 0.00 0.049 0.000

2002 0.40 0.58 0.10 0.08 0.037 0.000

2003 0.32 0.31 0.12 0.13 0.052 0.000

2004 0.23 0.53 0.11 0.27 0.056 0.267

2005 0.30 0.25 0.12 0.14 0.060 0.143

2006 0.21 0.20 0.11 0.00 0.065 0.000

Probability of Hurricane Intensification 133



somewhere in the North Atlantic basin—making a hurricane landfall along the

Southeast coast of the U.S. is 4.5%. The estimate increases to 5.5% when the

analysis is based on warm SST years. The sample sizes are small, however, and

the difference between cool and warm years is not statistically significant at the

10% level. This was established using bootstrapping as opposed to a traditional test

on proportions because of the small sample sizes. Though some shifts in landfall

risk cannot be firmly demonstrated as significant based on the limited historical

record, there are plausible physical explanations for why such shifts may occur

under the influence of a non-stationary climate. This is a subject of continuing

research. Even a small increase in the underlying probability may be of practical

significance to those interested in subtle frequency modulations brought about by

climate (e.g., catastrophe risk managers).

The regional pattern of strong hurricane landfall probability is shown in Fig. 4.

The figure is based on data for the entire U.S. coastline. Again regional shifts, away

from the U.S. coast and towards the eastern part of the North Atlantic, are notice-

able. In addition, Gulf coast probabilities decrease when only warm years are

considered. It can be seen that strong hurricane landfalls originating from the

eastern Atlantic occur almost exclusively during warm years. Not surprisingly,

the cold year pattern is a mirror image of the warm with noticeable probability

shifts in the Gulf of Mexico and along the MDR.

Summary

This study has examined a very specific aspect of tropical cyclone risk, namely the

risk that storms forming in the North Atlantic basin will become hurricanes and

subsequently make landfall as hurricanes along the U.S. coastline. Though much

Table 5 Probability of storms making landfall as tropical cyclones, hurricanes, or strong hurri-

canes for warm SST years within the 1948–2006 analysis period and for select years. The values

for individual years are calculated by averaging the estimated climatological values at the genesis

locations of that year

All Tropical

Cyclones (TC)

Hurricane

(�64 knots)

Strong Hurricane

(�89 knots)

modeled actual modeled actual modeled actual

Warm Year Climatology

(1948–2006)

0.30 0.30 0.12 0.12 0.056 0.055

2001 0.30 0.20 0.10 0.00 0.044 0.000

2002 0.38 0.58 0.09 0.08 0.033 0.000

2003 0.34 0.31 0.11 0.13 0.044 0.000

2004 0.23 0.53 0.11 0.27 0.059 0.267

2005 0.29 0.25 0.12 0.14 0.052 0.143

2006 0.20 0.20 0.10 0.00 0.065 0.000
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Fig. 4 Probability pattern for genesis locations of storms leading to a strong hurricane landfall for

(a) all years 1948–2006, (b) warm and (c) cold years within this period. All genesis locations for

the selected years are drawn. Genesis locations that originate strong hurricane landfalls are drawn

as squares with a center dot. The darkest shade indicates that 12 to 15 percent of the storms

forming in that region made landfall as a strong hurricane
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attention has been paid to the influence of climate on the frequency of basin storms,

less emphasis has been placed on the relationship between basin activity and

landfall activity. Three key reasons are (a) the low level of long-term U.S. hurricane

landfall frequency and the corresponding difficulty in detecting low level trends, (b)

the general lack of fully reliable historical data, especially in the early 1900s, and

(c) the complexity of the interaction and feedback amongst various climate signals.

Despite these challenges, creative use of analytical tools can foster progress in this

developing field. In this paper, we have examined from multiple perspectives the

modulation of the regional risk of landfall in the North Atlantic basin. The analysis

centers on the impact of warm SSTs on the probability of hurricane intensification

(long-term average 58%) and the probability of US hurricane landfall (long-term

average 12%). Though tracking mechanisms are very likely modulated by warm

SSTs, such relationships are difficult to quantify since steering currents vary on

a shorter timescale than the typical hurricane season. The data does, however,

indicate that steering may be influenced by climate conditions, and this is a subject

of continuing research.

The overall probability of tropical storms becoming hurricaneswithin theAtlantic

basin appears to be stable under both warm and cold SST conditions. In fact, even

within the current active period since 1995, data shows that the estimated probability

of hurricane intensification lies relatively close to the long-term average despite large

variations in seasonal genesis locations. The warm year spatial pattern is not very

different than the climatological pattern.

When conditioned on genesis, the findings with regard to regional landfall pro-

portion are noteworthy. Within the Gulf of Mexico, warm SSTs appear to reduce

the probability of hurricane landfalls below the U.S. average. A physical explana-

tion for this result is that increased genesis occurring with the Gulf should result in

more storms that have a limited ability to intensify to hurricane strength. Thus, one

expects a significant increase in the probability of tropical storm landfalls along the

Gulf coast, but less so for hurricanes and especially major hurricane landfalls. Of

course, not all Gulf landfalls originate within the Gulf of Mexico, but storms that

spend their entire life cycle within the Gulf appear to dominate the landfall statistics

for the region.

Genesis expansion and increased frequency within the MDR is indicated by the

genesis data, but also by the regional warming of the ocean in this part of the North

Atlantic during warm SST years. This is important for two reasons. First, this area

has historically been a fertile source of major hurricanes, largely due to the longer

period of intensification available from this source region. Second, when storms

from the MDR become hurricanes and make landfall, they tend to do so along the

Southeast U.S. coast. This is not to say that these storms never make their way into

the Gulf, and in fact most storms from this region do not make landfall at all.

Climatologically, when they do make landfall, they are more likely to land some-

where between Key West, Florida and Cape Hatteras, North Carolina than along

any other part of the U.S. coastline. We conclude that there is an increased

probability of storms making hurricane landfall along the Southeast coast from
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this genesis region. Because some of these storms can make their way into the Gulf,

however, there is likely a marginal impact on Gulf landfall risk as well.

Because the results are built on climatology, they apply more to a large number

of seasons than to single one. Since many scientists expect the current warm phase

of North Atlantic SST to continue for many years to come, the results of this study

provide a basis for estimating landfall risk conditioned on a warm SST climate. This

discussion can also serve to motivate further study of other climate signals, such as

ENSO, and their influence on landfall risk. Though this study has focused on risk to

the U.S. mainland, its techniques and analyses can be used to study similar aspects

of risk in other areas prone to tropical cyclones.
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Wavelet-Lag Regression Analysis of Atlantic

Tropical Cyclones

John Moore, Aslak Grinsted, and Svetlana Jevrejeva

Abstract We discuss a novel wavelet-lag coherence method to study of cause-and-

effect relations over a large space of timescales, phase lags and periods. We use 135

years of observational records to demonstrate how sea-surface temperature, sea-

level pressure and cyclone numbers are linked. We examine the statistical proper-

ties of the time series and test how departure from Normality affects results found

using the method. We also examine how historical inaccuracy in counting tropical

cyclone numbers could influence the findings. Robustly we find that SST and

cyclones in a negative feedback loop, where rising SST causes increased numbers

of cyclones, which reduce SST. This is statistically most significant at decadal and

not at longer periods. Only at periods of about 30 years do significant differences

arise in using recently proposed corrections to cyclone numbers, and forcing

the empirical distribution of cyclone numbers to be Normal. This could be incor-

rectly interpreted as support for a long period Atlantic Multidecadal Oscillation,

whereas it actually reflects the time-varying bias functions applied to the observa-

tions. There is evidence of some linkage between Northern hemisphere snow cover

and cyclone numbers, however this seems to be due to a common causative rela-

tionship between the known tropical cyclone drivers of ENSO and decadal scale

North Atlantic ocean-atmospheric circulation systems.

Introduction

Increases in Atlantic tropical cyclone intensity have been related to increases in

Atlantic sea surface temperature (SST), and Elsner (2007) has shown that it is likely

to be rising global temperatures that drive the increases in both cyclone intensity

and Atlantic SST. However, the nature of the climate relationships to tropical

cyclones is likely to be complex, and certainly includes oceanic and atmospheric

circulation patterns that operate on ocean basic scales. Significant but weak
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statistical correlations exist between the Atlantic hurricane source region and the

northern Atlantic (Goldenberg et al., 2001) and tropical Pacific warm pools (Wang

et al., 2006). Several authors have used these statistical relationships to produce

predictive models of Atlantic hurricane season intensity and tropical storm numbers

(e.g. Elsner and Jagger, 2006; Sabbatelli and Mann, 2007). In contrast with this kind

of approach, here we attempt to understand relationships between the large scale

driving mechanisms and Atlantic tropical storm activity by examining the beha-

viour of the various multi-year cycles that exist in the time series. Decadal cycles

are fairly ubiquitous across the planet, and are therefore persuasive of a global-scale

climate mechanism (Jevrejeva, Moore and Grinsted, 2004; Moron, Vautard and

Ghil, 1998; Dijkstra and Ghil, 2005). The main features of the planet’s climate are

the ENSO and the polar annular modes, which is determined by the strength of the

polar stratospheric vortex (Thompson and Wallace, 1998). An index of Atlantic

climate variability that is often (but not always – Jevrejeva and Moore, 2001)

closely related to the arctic annual mode (the Arctic Oscillation) is the North

Atlantic Oscillation (NAO). Unlike the purely polar defined annular modes, the

NAO is linked to the tropics via its interaction with the Atlantic thermohaline

circulation, most particularly through the modulation of the Gulf Stream mean-

derings at 7.8 year periods (Dijkstra and Ghil, 2005). This is significant as Elsner,

Kara and Owens (1999), noticed a 7.8 year periodicity in hurricane frequency.

Moore, Grinsted and Jevrejeva (2008) showed that robust linkages that may

imply causal relationships between global sea-surface temperature (SST), pressure

fields and cyclones exist. However, challenging the identification of such linkages

are both the uncertainties in long-term observational records and the robustness of

the advanced statistical methods designed specifically to extract possibly causal

relationships that may be non-stationary and develop over many years. Here we

examine how the results from wavelet lag regression are to perturbation of 135-year

observational record and demonstrate cyclone numbers are linked on different time

scales with high latitude processes that also determine snow cover in the Northern

Hemisphere.

Data

In contrast with modern satellite-era observations of hurricane wind speeds and

atmospheric physical variables, numbers of Atlantic tropical cyclones per year

(TC), has been collected since at least 1851. They are defined simply as non-frontal,

synoptic-scale cyclones over tropical or sub-tropical waters (Jarvinen, Neumann,

and Davis, 2005). TC representing cyclone count and Power Dissipation Index

(PDI) (Emanuel, 2005; Landsea, 2005), an index of hurricane destructive power

available from 1944–2004 are correlated at 0.68. Recent modifications to TC have

been suggested (Landsea, 2007; Mann et al., 2007), however testing our results with

the proposed time-varying bias added to TC makes only very slight differences to

our results. For example the correlation coefficient between PDI and TC changes
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from 0.68 to 0.69. While Landsea (2007) makes good arguments for the systematic

undercounting of tropical cyclones in the past due to the their existence being

unnoticed, Mann et al., (2007) suggest various difficulties with a simple correction

under the assumption of stationary climate forcing, and point out that sparse

observations can also lead to over-counting when a single event is counted as two

or more events. Moore, Grinsted and Jevrejeva (2008) showed the correlation

between PDI and TC has varied over time, but for much of the common period of

data the correlation is significant at the 95% level; with only the period prior to 1955

showing consistently lower significance. Moore, Grinsted and Jevrejeva (2008)

concluded that as the moving correlation between TC and PDI (Fig. 1) was gener-

ally high, that TC could be used as a surrogate with reasonable confidence. Here,

however we will examine the revised TC in some detail. The long TC record allows

more rigorous significance testing for long period variability than analyses that

have focused on the instrumental records available only from 1940s or later

(Emanuel, 2005; Michaels, Knappenberger and Davis, 2006).

We consider the set of SSTs for the Atlantic averaged over the area 6–18�N,
20–60�W, defined as the cyclone main development region (MDR), during the

months of August, September, and October, (SSTC). We use the HadISST2

data (Rayner et al., 2003) which extends from 1870 to 2004. There is no theory

that predicts the number of Atlantic tropical storms directly as a function of SST (or

potential intensity). GCM simulations suggest that there is a link between rising

SST and strength of hurricane maximum wind speed, such that a 1�C rise in SSTC

leads to a 5% increase in maximum wind speed (Knutson and Tuleya, 2004).

Fig. 1 Time series of TC (black), modified TC (grey dotted) and PDI (grey, multiplied by 10)
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However observations in the Atlantic region suggest that the PDI, which is domi-

nated by the largest storms, has increased by about 20% per �C since 1980, and

perhaps by 10% per �C over the Twentieth Century (Emanuel, 2005; Landsea,

2005).

We used the historical variation in Northern Hemisphere and Eurasian snow cover

extent derived from reconstructed daily snow depth (1922–1971) and NOAA satellite

data (1972–1997). The method for reconstructing snow cover extent is described in

Brown (2000). The spatial distribution of historical in situ data meant that recon-

struction of continental-scale snow cover extent was only possible in three months:

October, March and April for Eurasia, while for the whole Northern Hemisphere it

was only possible for March and April. We constructed 2 indices: one of spring

Northern hemisphere snow cover as the mean of march and April coverage, and one

Autumn coverage for Eurasia based on the October extent in Eurasia. It is worth

pointing out that these records are far longer than the purely satellite derived snow

over extent data which begins only in 1972, and hence is of virtually no utility in

examining decadal or longer relationships with other times series.

Methods

Elsner (2007) uses the method of Granger causality to determine phase relation-

ships between time series, and finds convincing evidence for mechanistic relation-

ships between Atlantic SSTs and global temperatures. In contrast with Granger

causality methods that work in the time-domain, here we use wavelet methods.

The method we use (Moore, Grinsted and Jevrejeva, 2007; Moore, Grinsted and

Jevrejeva, 2008) determines the non-linear interactions between the two time series

that may be chaotic. Briefly we extract the phase expression of the time series

derived from the Continuous Wavelet Transform (CWT) of a time series (e.g.

Grinsted, Moore and Jevrejeva, 2004; Torrence and Compo, 1998). Here we

apply broad band pass wavelet (the Paul wavelet of order 4) to filter the time series.

The centre frequency of the Paul wavelet, l, is an important parameter in the

analysis.

The wavelet is stretched in time by varying its scale (s), so that Z ¼ s·t, and

normalizing it to have unit energy. The CWT of a time series X, {xn, n ¼ 1,. . .,N}
with uniform time steps dt, is defined as the convolution of xn with the scaled and

normalized wavelet.

WXðs; tÞjt¼n¼
ffiffiffi
dt
s

q XN

n0¼1

xn0c0 n0 � nð Þdts
� �

:

The complex argument of WX(s,t) can be interpreted as the instantaneous phases

of X{f1. . ., fN} at the scale s. We utilize the strength of the instantaneous phase

angle difference between two series (X and Y), also known as the mean phase
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coherence, r(X,Y) (Mokhov and Smirnov, 2006). We are interested in causative

relations, so it is appropriate to measure r between the instantaneous phases f and y
of the two time series

r ¼ 1

N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

t¼1

cosðft � ytÞ
 !2

þ
XN

t¼1

sinðft � ytÞ
 !2

vuut

We vary the relative phase delay between the two series by lagging f relative to

y by a phase lag, D. Significance testing of r is done by Monte Carlo methods

against 1000 realizations of a red noise background (Grinsted, Moore and Jevre-

jeva, 2004), and the results can be visualized in a two-dimensional plot of r in l-D
space analogous to the wavelet frequency-time space plot. As a further refinement

in the utility of such a plot we find it useful to contour the strength of linear

regression of the wavelet filtered time series as a function of l and D, so that the

color scale bar corresponds to the value of m in the equation of WY(l,t+D) = mWX

(l,t). The phase relationship over the range multi-year to decadal periods was

examined by filtering both time series with a Paul wavelet with l between the

Nyquist frequency and 40 years with six l per octave of scale.

Results

TC Corrections and Normality

It is well known that the TC time series is not Normally distributed but follows a

Poisson distribution (Solow and Moore, 2000). However here we are interested to

see how the non-Normality affects the novel statistical techniques we use. There is

also a question as to how discrete data such as TC can be used in methods that were

developed for continuously distributed data. One approach to providing a more

continuous time series could be smoothing by running averaging the TC rate over a

variety of scales, though any particular length of the running average would create

data that would still be rational numbers. The smoothing window would naturally

tend to produce a more Normal distribution via the Central Limit Theory. The CWT

method is superior to running means as it effectively smoothes the data by the

particular wavelet filter used, and this creates a much less discreet set of data. For

both the modified and raw TC time series a Bera-Jarque test of Normality is rejected

(p¼ 0.02) (Fig. 2), however, the data are acceptably Lognormal (p¼ 0.15). Clearly

this is due to the TC being non-negative with a long tail.

We can remove the lack of Normality from the TC distribution completely by

making use of a Normalization procedure (Jevrejeva, Moore and Grinsted, 2003).

We transform the original data using a data adaptive transformation function.

The transformation operator is optimally chosen so that the new probability density

function is Normal, has zero mean and unit variance. This is calculated by making
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the inverse normal cumulative distribution function of the percentile distribution of

the original distribution (Fig. 3). We refer to this procedure as Normalization and it

can be a rather drastic operation to use on a time series. However, Jevrejeva, Moore

Fig. 2 Distribution of TC (black) and modified TC (grey), and their best fit Normal distributions

Fig. 3. The raw TC data (diamonds), (from Mann et al., 2007) modified TC (squares), (from
Landsea, 2007) and Normalized modified TC (TC’’) (marked by +) created as described in the text,
plotted on normal probability scaling so that straight lines represent a Normal probability distri-

bution
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and Grinsted, 2003 have shown that the results from even grossly non-Normal

distributions, that would not produce reliable results with the wavelet method, do

give results after Normalization that are consistent with alternative methods of

signal extraction such as Singular Spectrum Analysis. Henceforth we denote the

Normalized modified TC series as TC.

Figure 4 shows at first glance, quite large differences in significant regions.

However, the differences in the actual values of coherence are rather slight, the

coherence being quite close to the 95% value that marks the border. There are quite

small differences in the time derivative dSSTC plots. The differences become

smaller if the simple normalized times series or the simple modified time series

are compared with the original TC. The largest differences are in the 25–30 year

band, with no significant region in the raw TC curve but a quite large region in the

normalized modified TC data. Again at first glance this may seem to offer support

for the low frequency AMO oscillation, but there should be a number of cautions.

The largest region of significance is in the rather dubious physical region of the

graph whereby TC determines SSTC at rather long lead times of a decade or more.

An alternative complimentary method of examining the data is using wavelet

coherence. Figure 5 shows that there are very slight differences between the TC’’

Normalized modified TC time series and the raw TC series.

Fig. 4. Wavelet lag coherence plots showing: (a) TC sensitivity on SSTC (WY(r,t+D) =mWX(r,t),
m in number per �C is shown on the colour bar, as a function of Paul wavelet filtered period (r) and
phase lag (D), solid black contour is 95% confidence interval of mean phase coherence

(r) contours The arrow notation in Y!X etc. denotes that Y leads X in lag space. (b) TC and

the d SSTC. (c) Normalized modified TC (TC’’) and SSTC and (d) TC’’ and the dSSTC
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Snow Cover and Cyclones

It has been suggested that the large scale atmosphere is impacted by cyclone

activity for some considerable period after the cyclone has dies away. This memory

may be expected to manifest itself on seasonal snow cover in the Northern Hemi-

sphere. We investigate this using the long series of snow cover estimates from

Brown (2000). Figs. 6 and 7 show the behaviour of Northern Hemisphere spring

snow coherence and sensitivity with TC and TC’’. Perhaps most surprising is that

Fig. 6 shows that the relationship is basically in-phase, so that more spring snow

implies greater numbers of TC. However, Fig. 7 shows that the relationship is not

significant except at rather long positive and negative lags of about a decade.

Particular mechanisms for interactions with snow cover have been proposed by

Hart, Maue andWatson (2007). In particular they suggest that autumnal snow cover

may be influenced by TC. Figs. 8 and 9 examine October snow cover extent

1922–1997 in Eurasia—time series for the whole Northern Hemisphere not being

available. In contrast with Figs. 6 and 7, we see that the relationship is consistently

anti-phase, with zero or small lag times, but significant only at decadal periods. Thus

we see that the spring and autumn snow covers react in quite different ways. We also

Fig. 5 (a) Squared wavelet coherence between SSTC and TC (dark high values, light low values).

The 5% significance level against red noise is shown as a thick contour. The relative phase

relationship is shown as arrows (with in-phase pointing right, anti-phase pointing left, and SSTC

leading TC by 90� pointing straight down), the curved lines with no colouring delineate the region
affected by data boundaries (Grinsted, Moore and Jevejeva, 2004); (b) As for (a) but with the

Normalized modified TC and SSTC.
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tested the Eurasian spring snow cover relationship with TC (not shown here) and

found the wavelet coherence to be very similar as for the Northern Hemisphere as a

whole (see Fig. 6), but the lag coherence had no areas of significance.

Fig. 6 (a) Squared wavelet coherence between Northern Hemisphere spring snow cover and

TC. Contours and arrows as for Fig. 5. (b) coherence between Northern Hemisphere spring snow

and TC’’

Fig. 7 (a) sensitivity of TC on Northern Hemisphere spring snow and (b) sensitivity of TC’’ on

Northern Hemisphere spring snow. Contours and color bars as Fig. 4
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Discussion and Conclusions

TC Time Series and Statistical Testing

It has already been argued (Mann et al., 2007) that the modifications suggested by

Landsea (2007) and others, do not affect the main results of trend and correlation

analysis between SSTC and TC. We show quite clearly that this is also true of

Fig. 8 As for fig. 5 but (a) TC and Eurasian autumn snow and (b) TC’’ and Eurasian autumn snow

Fig. 9 As for Fig. 4 but (a) TC and Eurasian autumn snow and (b) TC’’ and Eurasian autumn snow
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analysis of the coherence and lag regressions of the modified time series, which

even largely survive the gross manipulation of the time series to ensure complete

Normality. One reason why the wavelet methods we use are not particular sensitive

to the actual distribution of the data is that the Paul—and indeed most if not all

wavelets, use more data points in their filter than required by simple Nyqust fre-

quency considerations. This means that we smooth the data by a series of filters of

different lengths. While the wavelet filters are infinitely long, the minimum scale

used here is 2 which for the Paul wavelet of order 4 corresponds to a shortest period

of about 2.8 years for annual data. The longer the filter, the more smoothed the data

and the closer the distribution of data within that sample length will be to Normally

distributed by the Central Limit Theory.

It has been suggested that our significance tests done on the wavelet data may be

misinterpreted. That is small areas of significance at the 95% level could occur

purely randomly some of the time, and so if the significant region is a small part of

the whole figure, it may be there purely by chance. However this does not take into

account that the tests are on phase relationships not measures of common power.

Hence the significance will not be inflated simply by a few common bits of high

power in the two series. This is borne out by testing of many series where we find

absolutely no region of significant coherence regardless of how large the plot is

made in lag-period space. The significance test uses the most conservative red noise

model available, i.e. matching the original series mean, standard deviation and

lag-1 autocorrelation, so the Monte Carlo common coherence thresholds found will

be more conservative than simply random noise would give. This follows as red-

noise that does not possess the same characteristics as the data would be less

correlated with the data and hence provide a lower significance threshold in

Monte Carlo testing than given by noise matching the data characteristics. How-

ever, since the procedure is essentially band pass filtering, the type of noise

distribution is not very critical for significance testing. Similarly as the coherence

is a phase matching rather than common power finding method, the relative power

distribution is not important in frequency space. Therefore the actual noise model

e.g. red noise auto regressive (AR1) or fractional Gaussian (self-similar scaling), is

less important for significance testing than would be case for many other statistical

methods.

TC Interaction with Snow Cover

The results presented in Figs. 6–9 are rather curious. The differences between

spring and autumn snow cover are somewhat suggestive of the differences seen at

5 year and decadal periods in TC and SSTc which Moore, Grinsted and Jevrejeva

(2008) interpreted by ENSO and Gulf Stream/NAO variability. The decadal power

seen in autumn snow is consistent with the ideas suggested by Hart, Maue and

Watson, 2007 regarding the extra-tropical impact of tropical cyclones. The larger

the number of tropical cyclones, the less autumn snow cover appears to be logical
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given the energy transport from tropics mediated by the cyclones. The surprising

feature is that this effect is only apparent at decadal periods. This suggests a

common causal factor with SSTc decadal variability (Figs. 4 and 5) ascribed to

NAO/Gulf Stream variability at 7.8 years. NAO phase is known to strongly impact

precipitation in Europe and the Middle East, so this observation is consistent with

ideas that NAO plays a useful role in predicting TC. Positive NAO phase has been

related to decreased sea level pressures (SLP) over the Arctic region - with a mini-

mum over Iceland- and a northeastward extension of the Atlantic storm track to

Greenland, Iceland, Norway and Barents Seas, causing major increases in cyclone

activity in the area and thus increased heat flux over the region (Serreze et al., 1997;

Alexandersson et al., 1998). Such situations enhance southerly warm winds over

the western Nordic Seas, causing 1) compaction and reduced freezing in the ice

margin (Vinje 2001), 2) warm air advection (Deser, Walsh and Timlin, 2000), and

3) enhanced flow of warm and saline Atlantic water (Grotefendt et al., 1998;

Morison, Aagaard and Steele, 2000; Polyakov et al., 2004). Persistent positive

NAO phase is predicted by climate models as a consequence of global warming

(e.g. Gillett, Graf, and Osborn, 2003). Regardless of this, NAO relationships with

Arctic environment are far from stationary. Surface air temperatures (SAT), SST,

and SLP over the North Atlantic during the period 1873–2000 have alternated

decades of strong negative with decades of strong positive correlations with NAO

(Polyakova et al., 2006). Likewise, NAO and SAT records from Europe showed

significant non-stationarities on decadal time-scales (Slonosky, Jones and Davies

2001). Suggested mechanisms for such non-stationarities are the co-occurrence or

otherwise of several NAO-related SLP patterns (Maslanik et al., 200), or the

planetary-scale SLP wave (Cavalieri, 2002).

The spring snow cover—in the northern hemisphere, but not in Eurasia, has

significant common coherence with TC in the 5 year band. If this is an ENSO

feature then it is entirely plausible given the impact of ENSO on the Pacific Decadal

Oscillation (PDO) and the observed large impact that the PDO has on North

American climate (Biondi, Gershunov, and Cayan, 2001). The long lags seen

(Fig.7) may in fact be a reflection of the dominant bi-decadal periodicity of the

PDO (Minobe, 1999) on the fundamental ENSO impact on TC that has been

observed for many years (Gray, 1984; Moore Grinsted and Jevrejeva 2008.
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Network Analysis of U.S. Hurricanes

Emily A. Fogarty, James B. Elsner, Thomas H. Jagger,

and Anastasios A. Tsonis

Abstract Hurricanes affecting the United States are examined with methods of

network analysis. Network analysis is used in a variety of fields to study relational

data, but has yet to be employed to study hurricane climatology. The present work is

expository introducing network analysis and showing one way it can be applied to

understand regional hurricane activity. The network links coastal locations (termed

‘‘nodes’’) with particular hurricanes (termed ‘‘links’’). The topology of the network

is examined using local and global measures. Results show that certain regions of

the coast (like the state of Louisiana) have high occurrence rates, but not necessarily

high values of connectivity. Regions with the highest values of connectivity include

southwest Florida, northwest Florida, and North Carolina. Virginia, which has a

relatively low occurrence rate, is centrally located in the network having a relatively

high value of betweenness. Six conditional networks are constructed based on years

of below and above average values of important climate variables. Significant

differences in the connectivity of the network are noted between phases of the El

Nino-Southern Oscillation.

Introduction

Hurricanes that make landfall in the United States pose a significant threat to life

and property. The frequency and intensity of hurricanes at the coast has been

studied extensively (Elsner and Kara 1999; Lyons 2004; Keim et al. 2007). In

fact, over the long term the United States gets hit on average by one or two

hurricanes per year. The strongest hurricanes (category three or higher on the

Saffir-Simpson hurricane damage potentsial scale) occur less frequently, with the

United States getting hit on average by three every five years. Studies have focused

on how the frequency and intensity of coastal hurricanes fluctuate with climate

variations (Gray et al. 1993; Lehmiller et al. 1997; Elsner and Jagger 2004; 2006).
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For instance, it is well known that pre-season values of the North Atlantic oscilla-

tion (NAO) portend the risk of hurricanes reaching the United States (Elsner and

Jagger 2004). Results from these studies are important for quantifying the risk of a

catastrophic hurricane.

While these studies are important for assessing the regional or local risk of a

hurricane strike and how it varies with climate, they say nothing about the relation-

ships of risk between regions or how such relationships change with climate

variations. For instance, a hurricane moving out of the Caribbean Sea may affect

more than one coastal region. Over the long run this introduces correlation between

the frequencies of hurricanes at different locations. Knowing which regions tend to

get hit in unison can help with risk assessment especially for those in the business of

hurricane-related insurance.

Network analysis allows us to examine hurricane landfalls in a relational way.

For instance how are Florida hurricanes related to Texas hurricanes, if at all? If

every hurricane that strikes Florida goes on to strike Texas or North Carolina, then

the risk of losses between Florida and elsewhere is correlated. This is important to

know since insurance companies need to diversify their exposure over uncorrelated

regions so as to minimize the impact of a single event on their book of business. It is

our contention that interesting connections between coastal hurricane paths and

climate analysis that have yet to be seen by more conventional approaches might be

available through a network analysis.

Some previous studies have considered coastal hurricanes in a relational way.

Elsner and Kara (1999) examined the occurrence of hurricanes that hit both Texas

and Florida in a single season. They also looked at the occurrence of hurricanes

hitting both Florida and North Carolina. They found that while the frequency

of Florida to North Carolina hurricanes has remained rather constant, the frequency

of Florida to Texas hurricanes decreased during the second half of the 20th century.

However, there was no attempt to analyze the complete network of multiple land-

falls. In studying typhoons affecting China, Fogarty et al. (2006) used a factor

analysis model to understand the correlated risk between coastal provinces. They

found that when hurricane activity is high in the southern provinces it tends to be

low in the northern provinces and this seesaw in activity is related to the El Nino-

Southern Oscillation (ENSO) phenomenon.

Network analysis offers a way to look at the correlated risk of hurricanes in a

more direct and systematic way than these previous studies. Here we demonstrate

one way network analysis can be applied to understand regional hurricane activity.

This is the first such study of its kind so in section 2 we begin with an introduction to

the basic ideas behind networks. Following this, in section 3, we examine the data

on U.S. landfalls providing summary statistics and plots of frequency. In section 4

we show how to construct an adjacency matrix from an incidence matrix and show

how the adjacency matrix leads to a network of landfalls. In section 5 we show how

to compute local and global metrics associated with the topology of the network

including the diameter and the prestige of individual nodes. In section 6 we

examine how these metrics change with climate covariates including the NAO.
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A Brief Introduction to Networks

Network analysis is the practical application of graph theory. Graph theory is the

study of mathematical structures used to model pair-wise relations between objects.

Networks (or graphs) have been constructed and studied for individuals, groups,

transportation, or occurrences from a wide range of disciplines including computer

science, biology, economics, political science, and sociology. In fact, an early

application of network analysis was in the area of social interaction. Network

analysis has recently been introduced into the study of climate by Tsonis et al.

(2006; 2007). Because it is rather new to climatology and has not yet, to our

knowledge, been applied to hurricanes, we begin with an introduction using con-

cepts from social network analysis (Scott 1991; Wasserman and Faust 1994).

Consider authors publishing in the field of hurricane climatology. Authors can be

represented as nodes with links to other authors established through a scientific

citation. If author A is cited by authors B and C then a network is established

between the authors. The connections between authors are called vertexes or nodes

and the links connecting them are called edges. Figure 1 is a hypothetical example

of a social network of authors linked by citation. If author B cites author A at least

once then an arrow from B to A is drawn. If two authors cite each other a double

arrow is used.

First note that the network is aspatial meaning that the absolute and relative

positions of the nodes and links in the graph on the page are arbitrary. Instead what

is important are the number of nodes and their linkages. Here our hypothetical

network consists of 4 nodes and 5 links. The network is a concise way to examine

relations. For instance the network shows that author A is cited by the three other

authors so its node has the highest in-node value. While author A generates

citations, he tends not to give them out. In contrast, author D is the only one that

cites the other three authors so its node has the highest out-node value. Also author

B does not cite author C and vice versa. But authors B and C are connected through

authors A and D since B cites D who cites C and since B cites A who is cited by and

cites C. This is an example of a directed graph since the links have arrows. In an

undirected graph all links point both ways so no arrows are used. This is the case

when the relationship between nodes is transitive. For example, if the network

Fig. 1 Hypothetical social

network of authors publishing in

the field of hurricane climate. The

authors (A, B, C, and D) are

represented with circles (nodes)

and the links indicating at least one

citation are indicated with arrows
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represents scientists who author papers and the links are co-authorships then all

relations are transitive and the links do not have arrow heads.

The configuration of links among the network nodes reveals the network struc-

ture. A path connecting two nodes is a sequence of distinct nodes and links

beginning with the first node and terminating with the last. For the example,

above node B is connected to node C through A or through D, so that the path is

BAC or BDC. If there is a path between two nodes then the nodes are said to be

reachable. The length of the path is the number of links. So the length of the path

from A to C is one and from B to C is two. However, another path from B to C is

through A and D in which case the length between B and C is three. A shortest path

between two nodes is called a geodesic. The diameter of the network is the length of

the longest geodesic between all pairs of nodes in the graph. Therefore the maxi-

mum geodesic distance between any pair of nodes is the diameter. Interestingly,

although the network is aspatial, many of the terms used in network analysis

suggest spatial or geometric representations, including centrality, distance, isola-

tion, and diameter.

U.S. Hurricanes

Our interest here is a network of hurricanes affecting the United States. First we

take an exploratory look at the data that will be used in creating the network. A

chronological list of all hurricanes that have affected the continental United States

in the period 1851–2005, updated from Jarrell et al. (1992) is available from the U.

S. National Oceanic and Atmospheric Administration (NOAA) at http://www.aoml.

noaa.gov/hrd/hurdat/ushurrlist.htm. We use the May 2006 version of the data.

A hurricane is a tropical cyclone with maximum sustained (one-minute) 10 m

winds of 65 kt (33 m/s) or greater. Hurricane landfall occurs when all or part of the

storm’s eye wall passes directly over the coast or adjacent barrier islands. Since the

eye wall extends outward a radial distance of 50 km or more from the hurricane

center, landfall may occur even in the case where the exact center of lowest pressure

remains offshore. We also include hurricanes that do not make direct landfall, but

produce hurricane-force winds at the coast. A hurricane can affect more than one

region as hurricanes Andrew (1992) and Katrina (2005) did in striking southeast

Florida and Louisiana.

Here it is assumed that the data on hurricanes affecting the United States are

complete back to 1899, but less so in the interval 1851–1898. Since we are

interested in multiple strikes rather than trends over time the fact that a few

hurricanes may have been missed or that a few multiple hit storms are counted

only as single hits will not materially influence the network.

The record contains 275 hurricanes affecting the United States in the period

1851–2005. Regions are divided along state lines from Texas to Maine, but Texas is

further divided into south, central, and north Texas and Florida is further divided

into four regions including northwest, southwest, southeast, and northeast Florida.
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This gives a total of 23 non-overlapping regions. The state two-letter abbreviation is

used. South, central, and north Texas are denoted ATX, BTX, and CTX, respec-

tively. Northwest, southwest, southeast, and northeast Florida are denoted AFL,

BFL, CFL, and DFL, respectively.

Figure 2 shows the frequency of hurricanes by region. The Gulf and Southeast

coasts from Texas to North Carolina are affected most often by hurricanes. Within

this high frequency zone, Louisiana, northwest Florida, and North Carolina have

the most frequent hurricanes. Within the low frequency zone, the region from New

York to Massachusetts has the largest frequency. We note that within Florida, the

northeast coast has the fewest hurricanes and the northwest coast has most. It should

be kept in mind that the regions used in this study do not have the same area or the

same coastal exposure to hurricanes so it is not advisable to make anything more

than broad generalizations of hurricane frequency. The frequency of major hurri-

canes (category three or higher) shows similar results (not shown) with most

activity occurring in the region from Texas to North Carolina.

It is also interesting to consider the time variation in hurricane frequency.

Figure 3 shows the cumulative sum of hurricanes by year for selected regions.

Hurricane rates and how they fluctuate over time can be inferred directly by

examining changes in slope on the cumulative sums. We see that the rate of

hurricanes affecting Louisiana is rather constant over time as indicated by a nearly

straight line cumulative sum, whereas the rate of hurricanes affecting southeast

Florida is variable with activity appearing in clusters.

More relevant to the present work is the occurrence of years in which two

different regions are affected by hurricanes. For example, Fig. 4 shows the cumula-

tive sum of years in which both southeastern Florida and Louisiana were affect by

hurricanes. Note that here the requirement is the both regions were affected in the

same year, not necessarily by the same hurricane.

Again we see variations depending on regions. The overall rate of multiple hit

years for Louisiana and southeast Florida is relative steady, whereas for northwest

Florida and North Carolina the period from about 1875 through 1910 was quite

active. Next we consider the relationship between regions affected by the same

hurricane using the methods of network analysis.

Fig. 2 Frequency of hurricanes affecting states from Texas to Maine. Texas is divided into 3

regions (south, central, and north) and Florida into four regions (northwest, southwest, southeast,

and northeast)

Network Analysis of U.S. Hurricanes 157



Fig. 3 Cumulative sum of hurricanes affecting selected regions along the U.S. coast

Fig. 4 Cumulative sum of years in which both regions where affected by a hurricane
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A Network of U.S. Hurricanes

While the frequency of coastal hurricane activity is well documented, a systematic

study of the relations of hurricanes affecting different regions has yet to be

performed. Here we use network analysis to perform a systematic study of regional

hurricane relations. As described in section 2, a network is graph connecting nodes.

Here we consider a hurricane affecting a region as a node. If the hurricane affects

more than one region then a link is drawn between nodes. The graph is undirected as

the link between regions does not differentiate the time order of the regions

affected.

Example

The network is constructed in three steps. In step 1, an incidence matrix is obtained

that shows the occurrence of hurricanes by regions. In step 2 an adjacency matrix is

computed from the incidence matrix using matrix algebra. In step 3, the network

graph is drawn from the symmetry of the adjacency matrix. To see how this works,

consider the following hypothetical table of hurricane occurrences. Hurricane 1

(H1) affected regions 1 (R1) and 3 (R3). Hurricane 2 (H2) affected regions 1 and 2,

and so on. We therefore have a 4� 5 (hurricanes� region) incidence matrix called

X. Then a 5 � 5 adjacency matrix A (Table 2) is computed by pre-multiplying the

incidence matrix by its transpose.

Table 1 A hypothetical incidence matrix consisting of 4 hurricanes and 5 regions. Hurricane 1

affected region 1 and 3, while hurricane 4 affected only region 1

R1 R2 R3 R4 R5

H1 1 0 1 0 0

H2 1 1 0 0 1

H3 0 1 0 1 0

H4 1 0 0 0 0

Table 2 The adjacency matrix constructed from the hypothetical incidence matrix shown in

Table 1. Here we see that region 1 is connected to regions 2, 3, and 5 since there was at least one

hurricane to hit region 1 that went on to, or came from, these other regions. The diagonal elements

of the matrix which consist of the frequency of hurricanes in each region are not used to construct

the network

R1 R2 R3 R4 R5

R1 – 1 1 0 1

R2 1 – 0 1 1

R3 1 0 – 0 0

R4 0 1 0 – –

R5 1 1 0 0 –
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Note that the adjacency matrix is symmetric with the value in row R1 and

column R2 matching the value in column R1 and row R2 and so on. The network

is constructed directly from the adjacency matrix where values of 1 indicate a link

between the regions. The diagonal values are ignored. Figure 5 shows a graph of the

network. Regions 1 and 2 each have three links; region 5 has two links and regions 3

and 4 each have one link. As mentioned, since we do not distinguish the time order

of hits, the links are undirected.

Full Network

The above example explains the steps we use to construct our U.S. hurricane

network. Note that it is certainly possible to construct other networks with the

same data, but here we limit ourselves to this straightforward approach. Figure 6

shows the incidence matrix, adjacency matrix, and network graph for the 275

hurricanes affecting the United States during the period 1851 through 2005. The

incidence matrix has 275 rows and 23 columns while the adjacency matrix has

dimensions 23 by 23. The network graph is plotted directly from the adjacency

matrix. All the algebra, plots, and network analysis are done using the R language

(R Development Core Team 2006).

The U.S. hurricane network shows the linkages between regions affected by the

same hurricane. In small coastal states or regions a single hurricane can affect more

than one region as is the case in the northeast. However, hurricanes affecting

Florida frequently travel on to affect other non contiguous coastal regions.

As noted above, the network can be mapped in different ways. Figure 7 shows

the U.S. hurricane network mapped onto a circle and onto the coastline. The circle

map makes it easier to see the linkages resulting from traveling hurricanes. In

particular we note relatively high number of links between northeastern Florida and

the regions of New England.

Fig. 5 Network graph based on

the hypothetical set of hurricanes

listed in Table 1. The network is

constructed from the adjacency

matrix shown in Table 2. Region

2 (R2) is connected to regions 1, 4,

and 5
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Global and Local Metrics of the Network

Next we examine various structural properties (local and global) of the network.

We use the R routines developed by Butts (2006) under the sna package and by

Csardi (2007) under the igraph package. We consider three measures of nodal

Fig. 7 The U.S. hurricane network mapped onto a circle (a) and onto the coastal geography (b)

Fig. 6 Incidence matrix (a), adjacency matrix (b), and network (c) of U.S. hurricanes. The storm

number in the incidence matrix refers to the consecutive list of hurricanes since 1851. The black

squares in the adjacency matrix indicate regions connected by at least one hurricane
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centrality. Where centrality is loosely defined as being in the ‘‘middle’’ of the

network. Middle nodes are nodes that are connected to many other nodes in the

network. They are considered structurally important to the network. The three

measures we consider are degree, closeness, and betweenness.

The ‘‘degree’’ (prestige) of a node (vertex) is its most basic structural property,

the number of links (edges) connected to it. In the hurricane network the degree

of the node is the number of regions that have been affected by a hurricane affecting

the particular location. Figure 8 shows a bar plot of the nodal degree. Here we see

that the south Texas node has degree of 6 since it is linked to 6 other regions

including central Texas, north Texas, Louisiana, northwest Florida, southwest

Florida, and southeast Florida. In comparison, the central Texas node has degree

2 being linked only to south and north Texas. Nodes with the largest degree include

southwest Florida and North Carolina.

Paths through the network are the successive links between the nodes. One path

from south Texas to Maine is constructed by starting in south Texas and following

the link to northwest Florida. Since northwest Florida is linked to North Carolina,

which is linked to Maine a path of length 3 links south Texas with Maine. The

shortest path between any two nodes is called the geodesic. The shortest path

between south Texas and Maine is 2 (through southwest Florida). A node’s ‘‘close-

ness’’ provides an index for the extent to which it has short paths to all other nodes

in the graph. Mathematically it is defined as

Cc vð Þ ¼ jVðGÞj � 1

Si:i 6¼v dðv; iÞ

where d(i,j) is the geodesic distance between nodes i and j and |V(G)| is the number

of nodes in the network. Figure 9 shows the closeness by region.

Another important property of network nodes is called ‘‘betweenness.’’

Betweenness is defined as the number of geodesic paths that pass through a node.

Fig. 8 Node degree. The node degree is the number of links connected to the node. Here the node

degree represents the number of regions affected by hurricanes that have affected the particular

region. For instance, south Texas (ATX) has degree 6 meaning that 6 other regions have been

affected by hurricanes affecting south Texas
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It is the number of ‘‘times’’ that any node needs to go through a given node to reach

any other node by the shortest path. Conceptually, nodes with high betweenness lie

on a large number of non-redundant shortest paths between other nodes; thus these

nodes can thus be thought of as ‘‘bridges.’’ A redundant path is one in which the

path is traversed by more than one hurricane. Figure 10 shows betweenness values

for each of the nodes in the hurricane network.

Global properties of the network may also be of interest. For instance, the

diameter of the network can be defined as the maximum geodesic distance over

the network. Here we find that this distance is 5 for the U.S. landfall network. Thus

the maximum shortest path between any two nodes is 5 links. This path connects

south Texas with New Hampshire and runs through central Texas, Alabama, New

York, and Rhode Island. Note that these intermediate nodes tend to have small

values of betweenness.

Another global property is the clustering coefficient. Returning to our example

from section 2 where we considered the citation network of hurricane researchers,

two authors are adjacent in the network if they site each other’s work. Consider an

author having two adjacent authors if these adjacent authors cite each other then we

have a cluster or clique. The clustering coefficient of the entire network can be

Fig. 9 Node closeness. The node closeness is an index that quantifies the number of paths through

the node that are geodesics

Fig. 10 Node betweenness. Node betweenness is defined as the number of geodesic paths that

pass through a node
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defined as the probability that adjacent nodes of a node are connected. The

clustering coefficient for the U.S. hurricane network is 0.46 indicating that slightly

less than half of all regions that are linked to a specific region are also linked

together.

Climate Conditioned Networks

It is interesting to consider how the hurricane network properties change with

climate factors. Here we consider three variables that have been related to the

frequency of U.S. hurricanes. The variables include an index of the North Atlantic

Oscillation (NAO), an index of the El Nino-Southern Oscillation (ENSO), and

North Atlantic ocean temperatures (SST). Ordered factors are created by consider

whether a year is above or below the long term average based on seasonal averages

of the variables. Six separate networks are constructed using only hurricanes from

years that fall into the six factor groups.

NAO index values are calculated from sea level pressures at Gibraltar and at a

station over southwest Iceland (Jones et al. 1997), and are obtained from the

Climatic Research Unit. The values used here are an average over the pre- and

early-hurricane season months of May and June and are available back to 1851.

Units are standard deviations. These months are chosen as a compromise between

signal strength and timing relative to the hurricane season. The signal-to-noise ratio

in the NAO is largest during the boreal winter and spring (see Elsner et al. 2001),

whereas the Atlantic hurricane season begins in June.

Values of the Southern Oscillation Index (SOI) are used as an indicator of

ENSO. Although noisier than equatorial Pacific SSTs, values are available back

to 1866. The SOI is defined as the normalized sea-level pressure difference between

Tahiti and Darwin. The SOI is strongly anti-correlated with equatorial SSTs so that

an El Nino warming event is associated with a negative SOI. Units are standard

deviations. The relationship between ENSO and hurricane activity is strongest

during the hurricane season, so we use an August through October average of the

SOI for our covariate. The monthly SOI values are obtained from the Climatic

Research Unit where they are calculated based on a method given in Ropelewski

and Jones (1987).

The SST values are based on a blend of model values and interpolated observa-

tions, which are used to compute Atlantic SST anomalies north of the equator

(Enfield et al. 2001). As with the SOI, we use August through October average of

the SST anomalies as our covariate. The anomalies are computed by month using

the climatological time period 1951–2000 and are available back to 1871. Units are

degrees C. Values are obtained online from NOAA-CIRES Climate Diagnostics

Center (CDC).

Table 3 summarizes the network properties conditional on each of the factors.

We see that the hurricane network changes substantially between above and below

phases of the ENSO. With below average values of the SOI characteristic of an El
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Nino event in the tropical Pacific, the mean nodal connectivity is 4.8 � 0.79. This

value is significantly less than the value of 7.2 � 0.98 for the La Nina network of

U.S. hurricanes. We also see more connectivity during warm SST years compared

with cool SST years. The mean betweenness value during below average NAO

years is higher largely due to the fact that North Carolina has a betweenness value

of 251 compared with 9 during above average NAO years. The largest betweenness

value during above average NAO years is 141 for southwest Florida. The connect-

edness which measures the fraction of all possible links over all nodes is highest for

the below normal NAO and above normal SST and smallest for the below normal

SOI.

Summary

Hurricane activity can have profound affects on lives and property along the coast.

The frequency and intensity of hurricanes is the topic of much of the current

research. Much less work has been done to understand the relationship of hurricanes

across different regions. Here we examine the data on hurricanes that have affected

the U.S. coast from a relational perspective using network theory. The tone of the

chapter is expository since the analysis of climate data using networks is relatively

new. In fact, the basics of networks are introduced using a hypothetical network of

citations in the hurricane climate literature.

The primary analysis centers on the network of U.S. hurricanes. The network is

created by considering hurricanes that have affected more than one coastal region.

The regions are based on individual States, but Texas and Florida are further

subdivided. The chapter describes how the adjacency matrix is derived from the

incidence matrix and how a network is a graphical representation of the adjacency

matrix. Graphical representations show ways to highlight different characteristics

of the network.

The topology of the network is examined using various local and global metrics

including degree, closeness, betweenness, diameter, and clustering coefficient. The

degree quantifies the number of links between each node where a link between two

Table 3 Network properties conditional on climate factors. The plus and minus indicate 1

standard error

NAO SOI SST

Above Below Above Below Above Below

Max Degree 16 16 16 11 16 14

Mean Degree 6.5 � 0.95 6.4 � 0.63 7.2 � 0.98 4.8 � 0.79 7.1 � 0.86 5.6 � 0.67

Max Betweenness 141 (BFL) 251 (NC) 94 (BFL) 73 (LA) 110 (NC) 134 (AFL)

Mean Betweenness 12.8 � 6.4 22.3 � 11.7 10.9 � 4.4 13.3 � 4.6 16.5 � 6.6 14.5 � 6.0

Connectedness 0.75 1.00 0.75 0.60 0.91 0.75
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nodes is established if at least one hurricane affected both regions. Areas that are

affected by hurricanes making multiple landfalls have high degree. Paths through

the network are routes between nodes via the links. Closeness and betweenness

quantify how many shortest paths go through each node. The diameter and cluster-

ing coefficient are global metrics and measure the maximum shortest path in the

network and the probability that adjacent nodes are linked, respectively.

The question of how the topology changes with changing climate is considered

by reconstructing networks based on three independent climate factors. It is found

that the ENSO phenomenon in the equatorial Pacific has the most significant

influence on the network. The present work represents a first step toward under-

standing relational aspects of hurricane activity using networks and how those

relationships change under different climate scenarios. A next step might be

to build prediction models of network structure based on pre-season climate

conditions.
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Migration of the Tropical Cyclone Zone

Throughout the Holocene

Terrence A. McCloskey and Jason T. Knowles

Abstract This paper proposes that a combination of short and long term atmo-

spheric oscillations have resulted in latitudinal movement of the tropical cyclone

(TC) zone and location of landfall through the Holocene. A GIS-based approach

demonstrates that currently intensity changes of the Bermuda High (BH) result in a

large latitudinal spread of TC track and landfall location across the western North

Atlantic (NA), while a literature-based examination of paleoclimatic evidence

supports the view that long-term changes in the pole-equator temperature gradient

has resulted in significant latitudinal migration of the general NA atmospheric

system throughout the Holocene, with a heightened (reduced) gradient moving

the entire system southward (northward).

Our model suggests that the location of hurricane landfall since the mid Holo-

cene is controlled by a millennial scale migration of the hurricane zone (paralleling

latitudinal movement of the entire system), complicated by the superimposition of a

higher frequency variation in track location, (controlled by intensity oscillations).

The resulting millennial scale shifts in landfall location of major hurricanes are

hindcast, and methods for testing this hypothesis are described.

Introduction

The damage hurricanes inflicted upon the Caribbean and the United States during

the 2004 and 2005 seasons dramatically demonstrate the societal importance of

changes in tropical cyclone (TC) tracks and frequencies. The increase in coastal

development that occurred during the relatively inactive TC regime that existed

during the 1970s, 80s and early 90s has contributed to the mounting property losses

and death toll that ensued following the return to a more active TC regime,

beginning in 1995 (Pielke and Landsea 1998). Clearly, an increased understanding

of the causes of these spatial/temporal oscillations is critical to achieving an

effective response to this natural hazard. The proximate cause(s) of these shifts,

which occur across a variety of scales, from interannual to millennial (Reading

1990; Walsh and Reading 1991; Liu and Fearn 2000; Elsner et al. 2000), are not
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well understood. This paper attempts to identify the average latitudinal position of

the Intertropical Convergence Zone (ITCZ) as an important primary control over

the location of the TC zone.

It should be noted that the correlation between the ITCZ and the TC zone is

expected to manifest itself more clearly over longer (millennial) time scales, with

the shorter term correspondence masked by ‘‘noisy’’ higher frequency atmospheric

oscillations. Connecting the frequency/track pattern shifts to larger, better under-

stood, and more easily tracked features of the general circulation system may lead

not only to an improved understanding of the relationship between TC and climate,

but also to improved coastal management.

In this paper we first explore the present relationship between various compo-

nents of the North Atlantic (NA) atmospheric circulation system and NA TCs. We

use a GIS-based approach to demonstrate a consistent relationship between circu-

lation features and TCs, identifying TCs as a integrated feature of the larger system.

We then use a literature-based approach to examine the structural stability of the

NA circulation system over millennial timescales, focusing on the spatial relation-

ship between the Bermuda High (BH) and the ITCZ, and examine evidence for

long-term movement of this system. The effects of such movement on major

hurricane landfall since the mid Holocene are explored.

Data

Storm track data were downloaded from the National Oceanic and Atmospheric and

Administration (NOAA) best-track dataset (HURDAT) (http://hurricane.csc.noaa.

gov/hurricanes/index.html) and imported into a geographic information system

(GIS). In order to minimize the use of less reliable (pre-aircraft reconnaissance)

data, our investigation covers the period 1948–2003. Two North Atlantic Oscilla-

tion (NAO) indices were used. The standard index (http://www.cru.uea.ac.uk/cru/

data/nao.htm), which we refer to as NAO, is based on the normalized sea level

pressures (SLP) between two fixed locations (normally southwest Iceland and the

subtropical eastern NA). A second index, referred to here as NAO-mobile, calcu-

lates the NAO index values as the difference in normalized SLP anomalies at the

locations of maximum negative correlation between the subtropical and subpolar

North Atlantic (Portis et al. 2001). By being normalized both indices are dimen-

sionless. Monthly and annual values from both NAO indices were added to the

storm vectors database.

Three data sets were then created, 1. ‘‘Tropical Cyclones’’, including all vectors

of all storms; 2. ‘‘Hurricanes’’, which included all vectors of all storms whose wind

speed exceeded 74 mph at any point during the storm’s lifetime, and 3. ‘‘Major

Hurricanes’’, which included all vectors of all storms whose wind speed exceeded

111 mph at any point, corresponding to category 3 storms or greater on the Saffir-

Simpson scale.

170 T.A. McCloskey, J.T. Knowles



Using geoprocessing techniques the center of each 6 hr storm vector was

converted to a point coverage in order to apply kernel density surface interpolation,

which is a technique that generalizes individual point locations or events, si, to an

entire area and provides density estimates, ëˆ (s), at any location within the study

region (Bailey and Gatrell, 1995). For a more detailed description of the methodol-

ogy and different visualization results, see Knowles and Leitner (2007).

Current Seasonal Variations in the NA Circulation System

As is well known, the NA circulation system basically consists of a series of

latitudinally adjacent belts, starting near the equator with the ITCZ, and proceeding

poleward through the trade wind belt, the Subtropical High Pressure Ridge, char-

acterized by the Bermuda High (BH), the zone of midlatitude westerlies, the high

latitude low pressure belt characterized by the Icelandic Low (IL), and the Polar

High. These components exhibit an annual latitudinal migration, following the

apparent annual solar movement. In the boreal winter these components drift

southward, moving the BH and its zone of subsiding air equatorward (Hastenrath

1966; Sahsamanoglou 1990; Davis et al. 1997; Machel et al. 1998; Portis et al.

2001). In the Caribbean and Central America this results in frequent atmospheric

inversions, increased trade wind strength and generally dry conditions, (i.e. the

annual December to May dry season) (Hastenrath 1966; Trewartha 1981). Around

June, when the ITCZ approaches from the south, the BH and the associated zone of

subsiding air moves north out of the Caribbean, resulting in uplift, condensation,

precipitation, and the region’s annual wet season (Hastenrath 1966; Trewartha

1981; Sahsamanoglou 1990; Davis et al. 1997; Portis et al. 2001).

From May to November TCs form between the ITCZ and the BH, with cyclo-

genesis being dependent upon the same general conditions as regular rainfall, in

addition to certain additional requirements, such as a threshold sea surface tem-

peratures (SST), low vertical shear, an existing disturbance and high relative

humidity in middle troposphere. TCs typically form in a narrow band off the west

coast of Africa, with the Main Development Region (MDR), between 10 and 20�N,
accounting for 60% of all TC and 85% of major hurricanes (Goldenberg and

Shapiro 1996, Goldenberg et al. 2001). TCs then drift westward, spreading latitudi-

nally, their track and eventual location of landfall (if any) controlled by a variety of

transient meteorological factors. A spatially separate set of TCs forms in the

western Caribbean and the Gulf of Mexico. The southern limit of TC activity is

determined by a threshold level of vorticity generated by the Coriolis effect. This

limit occurs around 8�N (Elsner and Kara 1999), meaning that the zone of TC

formation consists of the area lying between 8�N and the subtropical high pressure

ridge, although the latitude of track movement and landfall covers a much larger

range.

Migration of the Tropical Cyclone Zone Throughout the Holocene 171



Spatial Relationships Between Circulation Features

Short Term

The central node of the NA subtropical high-pressure ridge is referred to as either

the BH or the Azores High, which, though displaying some differences in the

winter are basically interchangeable during the summer months (Davis et al.,

1997). Here we use the term BH. Being a high pressure system the BH rotates

clockwise, spinning the northeasterly trade winds off its southern flank and the

midlatitude westerlies to the north. Although the BH is a well-recognized atmo-

spheric phenomenon, it remains a rather nebulous entity, defined in a number of

ways (Shasamangolou 1990; Davis et al. 1997; Portis et al. 2001). The effect of the

BH is most readily quantified by the NAO Index, which is the normalized differ-

ence, measured at a number of different locations, between the SLP below the BH

and the IL (Hurrell 1995; Jones et al. 1997; Portis et al. 2001). The BH and IL

generally behave in a ‘‘see-saw’’ manner, with high BH pressure intensity values

correlating with low IL values, which coincides with large/positive NAO Index

values and is referred to as a ‘‘strong’’ NAO; while low BH values generally

correlate with high IL pressure intensity values, resulting in a ‘‘weak’’ NAO, with

small/negative NAO Index values (Elsner et al. 2000). Because a more intense BH

generally correlates to a northeastern position and a weaker BH to a southwestern

position (Shasmangolou 1990; Machel et al. 1998), a ‘‘strong’’ NAO generally

means a northeastern position of the BH, and a ‘‘weak’’ NAO a southwestern one.

Stronger NAO values, driven by the intensification of the BH, and the increased

pressure gradient between the BH and IL, generally increase the intensity of the

trade winds to the south and the midlatitude westerlies to the north, significantly

impacting weather in the circum-NA region (Hurrell 1995; Kapala et al. 1998;

Machel et al. 1998; Nyberg et al. 2001; Visbeck et al. 2001). Wind strength exerts

an important control over SST, as increased surface winds increase heat transfer

from the ocean to the atmosphere, lowering SST in the affected area (Hasanean

2004; Chiang and Bitz, 2005; Chiang, 2006). The strength of the trade winds also

affects TC, by the effects on both SST and vertical shear.

Because NAO intensity is such a key feature of the NA circulation system the

NAO index is more useful than the record of the central intensity of the BH in

understanding the relationships between different components of the system.

That a close positive geographical relationship exists between the BH and TCs is

demonstrated by a roughly tandem movement of TC tracks and the BH throughout

the hurricane season, as they move first northeastward, before returning to the

southwest in the fall.

The BH also operates as an important control over the steering of TC tracks, and

consequently, for location of landfall. Elsner et al. (2000) show a direct relationship

between NAO values and latitudinal position of landfalls for major hurricanes

making landfall along the US coastline since 1865. Using bootstrap analysis they

show statistically significant differences between the JulyNAO values for years with
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at least one major hurricane strike along the Gulf Coast (south) and Atlantic Coast

(north), with lower NAO values for the Gulf Coast strike years (Elsner et al. 2000).

Using the NOAA dataset (Neumann et al. 1999) for the period 1948–2003, we

visually selected the 9 extreme years each for the most eastern and western group of

TC tracks, and applied a kernel density surface interpolation to display their

geographical distribution (Fig. 1). A calculation of the average annual NAO

index values shows negative values for the extreme western track years and positive

values for the extreme eastern years, for both the NAO and NAO-mobile indices.

Annual NAO values were used due to the influence that a strong winter NAO can

have on SST during the following TC season.

Using a data set consisting of all 6 hour segments for all TC for the period, we

queried out all TC segments by monthly NAO value, forming two groups

1. All segments which occurred during periods of ‘‘Extreme High’’ NAO (>2.5 s)
2. All segments which occurred during periods of ‘‘Extreme Low’’ NAO (<�2.5s)

Kernel density surface interpolations were applied to each group, after which the

‘‘Extreme Low’’ kernel density values were subtracted from the ‘‘Extreme High’’

kernel density values and the resulting differences plotted (Fig. 2). In this figure

light gray shading represents negative values, indicating areas experiencing more

Fig. 1 Interannual variability in TC track location displayed as kernel density surface interpola-

tion, a technique that generalizes individual point locations or events to an entire area and provides

density estimates at any location within the study region. Density estimates were derived by

placing a symmetrical surface (195 miles bandwidth), over each event and are displayed according

to the resulting kernel density value. (a) all TC tracks for the 9 years visually selected as having

the westernmost track location for the period 1948–2003, (b) the same for the 9 easternmost

years. The average annual NAO Index value for the 9 westernmost years are –0.11 (data from

http://www.cru.uea.ac.uk/cru/data/nao.htm), and –0.18 (data from Portis et al., 2001); for the

9 easternmost years the corresponding values are 0.20 and 0.10
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TCs during periods of extreme low than extreme high NAO values, while dark

gray areas indicate the reverse. Perhaps the most noticeable feature of this figure is

the semicircular dark gray pattern over the western Atlantic, indicating the severe

recurvature of TC paths connected with high NAO values. In contrast, the light gray

areas form a more horizontal band, indicating a reduced tendency to curve north-

eastward during periods of low NAO values. A slight northward shift of TC tracks

during high NAO values is also noticeable, with the horizontal light gray band

covering extreme northern South America and southern Central America indicating

that the most southern tracks occur mainly during periods of low NAO values.

Figure 3 maps the geographical distribution of the TC segments occurring during

extreme NAO conditions. This figure, a three dimensional surface representation

based on the kernel density values of TC incidence, facilitates the visualization of

the transformation of the BH from a weak horizontal trough during periods of

extreme low NAO (<�2.5 s) (Fig. 3a) to a strong circular depression translated to

the northeast during periods of extreme high NAO (>2.5 s) (Fig. 3b). Note the

similarity in shape and spatial placement between the extreme low/extreme high

surface figures here and the extreme west/extreme east tracks in Fig. 1.

Kernel density analysis on all three storm groupings (TC, hurricanes, and major

hurricanes) for the period 1948–2003 (Fig. 4) records a similar pattern in all three

cases; namely a westward path occurs across the Atlantic from approximately the

Cape Verde islands. Northeast of the Greater Antilles the pathway bifurcates,

resulting in two distinct track paths recurving to the northeast. A separate cluster

Fig. 2 Plot of kernel density values of TC tracks occurring during extreme low (<�2.5 s) NAO
months subtracted from kernel density values of TC tracks occurring during extreme high (>2.5 s)
NAO months for the period 1948–2003. Interpolation is by a 100 km bandwidth kernel density.

Light gray shadings represent negative values, dark gray shadings represent positive values
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of tracks is found in the Western Caribbean and Gulf of Mexico. The bifurcation of

the Cape Verde hurricane tracks supports the idea of the bimodal influence the BH

exerts over TC paths, related to NAO values. Presumably the distinct western

cluster records the Western Caribbean hurricanes.

This preliminary analysis indicates that on an inter-annual basis the strength/

position of the BH (as proxied by NAO values) exerts significant control over the

Fig. 3 Three dimensional surface representation based on the kernel density values of occurrence

incidence of all six hour storm tracks for the period 1948–2000 that occurred during periods of

(a) extreme low (<�2.5 s), (b) extreme high (>þ2.5 s) NAO. Note that the center hollow,

presumably representing the BH which the TC travel around, and not through, changes from a

weak horizontal trough during extreme low NAO Index values to a strong circular depression

during extreme high value, while moving to the northeast

Fig. 4 Kernel density surface interpolation of all (a) TC, (b) Hurricanes, (c) Major Hurricane

track sections for the period 1948–2003
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location of TC tracks as well as the location of hurricane landfall, as suggested by

Elsner et al. (2000). Low NAO values (southwestern BH positions) correspond to

less recurved, southern tracks, and high NAO values (northeastern BH positions)

correspond to increased recurvature and more northern tracks.

The relationship between TCs and the NA circulation system extends beyond

interactions with the BH. Bell and Chelliah (2006) show that for the period 1950–

2004, hurricane activity is tightly linked to the general NA circulation system

through a coherent set of interrelated atmospheric and oceanic features, including

SST, West African rainfall, and overall climate variability in the tropics. An

enhanced NAO results in strengthened trade winds (Nyberg et al. 2001), which

correlates to reduced NA SST between 45-65�N (Black et al. 1999) and enhanced

vertical wind shear in the MDR (Nyberg et al. 2007). In turn, a statistically

significant correlation exists between these features and hurricane activity (Nyberg

et al. 2007). This indicates that TCs are an integral and interconnected component

of the larger NA circulation system.

Long Term

BH/TC

Sedimentary evidence indicates that the control the BH currently exerts over

TCs operates over longer scales as well. Liu and Fearn (2000) have identified a

period of hyperactivity on the northern Gulf coast (Louisiana-Florida), for the

period 3400–1000 14C yr BP., with periods of reduced activity before and after.

They suggest millennial-scale positional movement of the BH as the proximate

cause of this oscillation in frequency of landfall, with positions to the southwest

funneling storms into the Gulf of Mexico and positions to the northeast pushing the

tracks along the Atlantic Coast. This implies an anti-phase relationship between the

frequency of strike activity between the Gulf and Atlantic Coasts, supported by

results from an Atlantic Coast paleotempestology study (Scott et al. 2003). The

timing of the posited movements of the BH is supported by proxy paleoenviron-

mental data (Hodell et al. 1991), based on the premise that long-term residency of

the BH over an area results in increased aridity.

ITCZ-BH

The long-term (centennial to millennial-scale) relationship between these two

features may be more direct than the short-term, with the longer-term average

annual latitude of both less affected by ‘‘noisy’’ short-term conditions. For both

features the principal latitudinal control seems to be the pole-equator temperature

gradient, with a steeper gradient resulting in a southern movement. For the BH this

relationship is demonstrated by Fig. 5 (modified from Flohn 1984), based on the
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monthly average positions of the subtropical highs and the pole-equator tempera-

ture difference at the 300/700 mb layer. Since this gradient is primarily dependent

upon polar temperatures (there being less variation in equatorial temperatures),

warm (cold) periods tend to move the BH to the north (south). Flohn (1984)

estimates that an increase in the average annual Arctic temperature of 7�C moves

the average BH latitude 100–200 km northward in summer and 800 km northward

in winter. Empirical evidence for this relationship also exists; as early as Lamb’s

(1977) estimation of a paleolatitudinal record for the BH based on palynological

and vegetational boundary displacement and marine microfaunal analysis evidence

found significant northward (southward) shifts paralleling overall hemispheric

heating (cooling).

Much evidence, on a variety of time scales, supports temperature-driven move-

ment of the ITCZ. Modeling studies simulating polar ice cover at the Last Glacial

Maximum (LGM) support a southern movement of the ITCZ (Chiang et al. 2003;

Chiang and Bitz 2005), with the increased pole-equator temperature gradient

resulting in a 6� southern displacement of the ITCZ (Broccoli et al. 2006). Similar

long-term temperature-driven movement of the ITCZ has occurred in both the

equatorial Indian Ocean (Tiwari et al. 2006 and the eastern Pacific (Koutavasa

and Lynch-Stieglitz 2004). Paleoclimatic evidence includes shifts in South Ameri-

can precipitation paralleling ITCZ movement, as recorded by Andean ice cores

(Thompson et al. 2000), spleothems and travertine deposits in northeastern Brazil

(Wang et al. 2004), and riverine discharge (Peterson et al. 2000; Haug et al. 2001).

Drought records from the western United States support northward migration of the

BH during the Medieval Warm Period (Seager et al., 2007).

In addition to the average long-term latitude of the two features being controlled

by a single primary factor, Flohn (1984) suggests a more direct physical connection,

Fig. 5 Latitude of subtropical high pressure ridge versus Pole-Equator temperature difference, by

month (modified from Flohn, 1984)
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arguing that the northern displacement of the BH resulting from a 7�C increase of

average annual north polar temperature alone is enough to move the ITCZ 3–4�

northward. Theoretically, therefore, coordination of the low frequency movements

of the two features seems likely.

Coordinated movement between the ITCZ and the subtropical highs implies anti-

phase rainfall anomalies across the ITCZ; i.e. if the subtropical high moves in

parallel with the ITCZ, southerly migration of the ITCZ resulting in positive

Amazonian rainfall anomalies should correlate with negative rainfall anomalies

for the Caribbean, which would be increasingly influenced by the dry subsiding air

associated with the BH. Numerous studies support this relationship during the

instrumental record for the tropical Atlantic for both the Caribbean-Central Ameri-

can region and the Sahel to the north and northeastern Brazil to the south of the ITCZ

(Hastenrath 1976, 1985, 2000a,b; Lamb 1978; Kapala et al. 1998; Curtis and

Hastenrath 1999). On both sides of the ITCZ, movement of the ITCZ toward

(away from) the location tends to result in positive (negative) rainfall anomalies

on an interannual basis, indicating coordinated movement between the subtropical

highs and the ITCZ. Paleoenvironmental evidence (Baker et al. 2001; Mayle et al.

2000,Maslin and Burns 2000, Poore et al. 2003; Tedesco and Thunell 2003) for such

coupling has also been demonstrated. Koutavasa and Lynch-Stieglitz (2004) include

a review of a large number of studies, based on several different proxies supporting

anti-phase precipitation anomalies across the ITCZ. Since trade wind-driven up-

welling provides direct evidence for the proximity of the subtropical high, anti-phase

rainfall and upwelling records from the Caricao basin provides strong support for

parallel movement between the ITCZ and the BH (Haug et al. 2001).

ITCZ-BH-TC

Marine cores from the coast of Venezuela (Haug et al. 2001) indicate that, driven

by latitudinal movement of the ITCZ, the region has been alternately subject to

either ITCZ-induced rainfall or BH-driven trade winds for the last 14,000 years.

This suggests that the TC zone, locked in at the northern edge of the ITCZ, south of

the zone of intense trade winds and upwelling, has experienced a parallel migration.

Based on sedimentary evidence from Saint-Martin in the French West Indies,

Bertran et al. (2004) have suggested a millennial-scale ITCZ-driven latitudinal

movement in the zone of TC activity.

ENSO and QBO

The influence of El Nino-Southern Oscillation (ENSO) on NA TC activity is well

known, with El Nino (La Nina) periods reducing (increasing) overall activity, with

some regional variation (Gray 1984; Richards and O’Brien 1996; Bove et al. 1998;

Elsner and Kara 1999: Pielke and Landsea 1998; Bengtsson 2001; Tartaglione et al.

2003). The Quasi-Biennial Oscillation (QBO) also influences NA TC, with the
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westerly phase corresponding to increases in frequency of both TCs and major

hurricanes (Gray and Shaeffer 1991; Elsner et al. 1999; Elsner and Kara 1999;

Landsea et al. 1999; Goldenberg et al. 2001). In this paper, however, we ignore both

cycles, as in effect, both of these high-frequency oscillations become noise super-

imposed on the underlying system at the time scales (centennial to millennial)

under consideration. The only exception is the possibility of significant long-term

changes in ENSO frequency (Haug et al. 2001; Koutavas and Olive 2006), which

potentially could affect TC frequency on the time scales of interest.

Paleo Conditions

ITCZ

Boundary conditions have not remained constant throughout the Holocene. Evi-

dence from varved sediments obtained from the anoxic Cariaco Basin off the coast

of Venezuela indicates significant migration of the mean latitude of the ITCZ over

the last 14,000 years (Haug et al. 2001). This interpretation is based on the

fluctuations in the seasonal hydrological cycle displayed in the high-resolution

(subdecadal) bulk sedimentary metals record, resulting from the changing length/

intensity of the annual dry and wet seasons. Intensified/lengthened wet seasons

result in increased river discharge, rich in metals, while intensified/lengthened dry

seasons result in increased biogenic silica, a result of increased trade wind-driven

upwelling on the basin.

BH

The chronology of the latitudinal position of the BH can be estimated from

paleoenvironmental records as areas directly under its influence are dominated by

subsiding dry air. Arrival of the BH over an area not previously under its influence

should result in increased aridity, detectable by a variety of vegetational and

isotopic proxies. Palynological studies are especially useful for recording long-

term shifts as their relatively low temporal resolution reduces the noise of higher-

frequency oscillations and are less dependent upon confounding external factors

such as local salinity and hydrological changes.

A large number of studies from the Central American-Caribbean region (Brad-

bury et al. 1981; Leyden 1985; Hodell et al. 1991; Peterson et al. 1991; Curtis

and Hodell 1996; Islebe et al. 1996; Leyden et al. 1996; Curtis et al. 1998,

1999; Higuera-Gundy et al. 1999; Islebe and Sanchez 2002; Nyberg et al. 2001;

Rosenmeier et al. 2002) have shown low-frequency environmental changes gener-

ally in temporal agreement with the ITCZ movement proposed by Haug et al.

(2001). The northwestern edge of the region (in particular the northern Yucatan

peninsula) seems to demonstrate a greater variability. This can perhaps be
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attributed to its location on the edge of the zone of influence, which increases the

site’s ability to record small latitudinal movements, which leave no detectable

signals in locations farther south and east. Complicating these estimations however,

are more general hemispheric changes resulting from variability in solar insolation

due to orbital influences, especially the processional aspects of the Milankovich

cycles (Berger and Loute 1991; Leyden et al. 1994). Additionally, after the mid

Holocene the difficulty in separating natural and anthropogenic effects becomes

increasingly difficult regionally (Leyden 1987; Leyden et al. 1998). It should be

noted that only areas located directly under shifts in BH location are expected to

show evidence of such shifts; far southern areas, for example, are not expected to

display palynological responses to shifts that occur to the north, as such shifts

should not result in aridity changes at their location.

TC

Paleotempestology uses sedimentary evidence to establish long-term proxy hurri-

cane strike records. In such studies, sediment cores are extracted from coastal

wetlands and storm-generated layers, identified by a variety of geologic methods,

are dated, permitting a chronology of site-specific landfalls (Liu and Fearn 1993,

2000; Liu 2004: Donnelly et al. 2001a,b, 2004; Donnelly 2005; Donnelly and

Woodruffe 2007; Scott et al. 2003). Records from several sites can be correlated

to develop regional hurricane histories (Liu 2004). Calibrations based on modern

analogs indicate that the threshold storm intensity required for depositing recogniz-

able sedimentary signatures is roughly that of major hurricanes (category 3 or

greater) (Liu 2004; Donnelly and Webb 2004).

Significantly, the majority of millennial-scale proxy hurricane landfall records

display evidence of the temporal clustering of events, often cyclic, indicating periods

of hyperactivity. That these intervals are non-synchronous suggests a movement in

the zone of maximum TC activity, as opposed to a basin-wide frequency increase. In

theUnited States Liu and Fearn (1993, 2000) found evidence for a hyperactive period

from3400-1000 14C yr BP for the northern Gulf of Mexico, while Scott et al. (2003)

emphasize the anti-phase timing of Atlantic and Gulf Coast hyperactivity, based on

a site in South Carolina. In the Caribbean, Bertran et al. (2004) found cyclical

periods of TC activity on Saint Martin in the French West Indies, with the

hyperactivity dating from �4900-2600 BP; McCloskey et al. (2004) found two

periods of hyperactivity between 5500-2500 BP for the central coast of Belize,

while Donnelly has found evidence for hyperactivity in Puerto Rico for the periods

5400-3600 BP, 2500-1000 BP and 250 BP to the present (Donnelly 2005; Donnel-

ley and Woodruff 2007). If correct, these records indicate increased hurricane

landfall from �5500-2500 BP for the northern Caribbean and from � 3500-1000

BP for the northern Gulf Coast, with activity increased for both during the period

�3500-2500 BP. The timing of this slow south-to-north migration of hyperactivity

roughly parallels that of the ITCZ movement postulated by Haug et al. (2001).
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It should be noted that these proxy records, based only on landfall of major

hurricanes, represent a minimum record of TC activity. Given the relative scarcity

of major hurricanes, which currently comprise �20% of US landfalling TCs,

(Landsea 1993) it seems reasonable to assume that stratigraphic intervals providing

sedimentary evidence for the increased frequency of landfalling major hurricanes

do, in fact, represent extended periods of overall increase in TC activity, once

geomorphological and sea level changes are controlled for. We suggest that the

spatial/temporal shifts in these intervals result from the migration of the zone of

maximum TC frequency.

Hindcast

By positing that the spatial relationships between the ITCZ, BH, and TC zone have

remained relatively constant over the long-term, we are able to hindcast paleoposi-

tions of the BH and the TC zone based on ITCZ position. We base our hindcast on

the Cariaco record of Haug et al. (2001) due to its large amplitude, high (subdeca-

dal) resolution and inclusion of both rainfall and trade wind data. Although the

latitudinal shifts represented by the changes in metal concentrations have not been

quantified, the difference in sign and magnitude permit rough estimations.

Based on the Cariaco record, the chronology of significant changes in mean

annual latitude of the ITCZ (and, by extension, location of the TC zone) is:

Northern residency: �11,000-4000 BP, �1100-600 BP (Medieval Warm Period)

Present position: �2400-1100 BP

Southern residency: �4000-2400 BP, �400-200 BP (Little Ice Age)

A potential complication is the possibility of major change in the strength/

variability of ENSO frequency, which has been argued to have become more prev-

alent in the late Holocene (Haug et al. 2001; Koutavas and Lynch-Stieglitz, 2004).

Although this should not affect the average latitude of the BH or TC zone, it might

affect landfall frequency. However, it is possible that the apparent increased

variability of ENSO suggested by Haug et al. (2001) for the interval between

�4000-2400 BP actually results from increased instability in the general atmos-

pheric circulation system, perhaps resulting from the establishment of a new

atmospheric equilibrium.

Hypothesis Testing

Evidence for/against our proposed low-frequency latitudinal oscillation of the NA

circulation system requires the long-term correlation of the various components.

In order to correlate low-frequency ITCZ and BH movements, it is necessary to

establish an accurate proxy for BH location. One possibility is determining the zone
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of aridity resulting from the subsiding air issuing from the BH, recognizable

palynologically by increasingly xeric taxa, or isotopically by the changing d18O
ratios of closed basin lakes. However, both vegetational and isotopic proxy records

are subject to a variety of local controls; additionally, they are constrained geo-

graphically as only fringe areas are directly affected by BH movements.

The correlation of ITCZ and TC zone could be more direct, based upon a basin-

wide paleo-strike record developed from paleotempestological studies extending to

the mid Holocene. With recognizable sedimentary signatures posited to be deposit-

ed only for major hurricanes, longer paleo-strike records seem unlikely, since major

hurricanes probably did not occur during the early Holocene due to the lowered

surface sea temperatures resulting from the large volume of glacial meltwater

entering the NA basin.

However, comprehensive paleo-strike records do not currently exist. For the NA

basin multi-millennial scale proxy records are spotty at best, particularly for the

Caribbean and the US Atlantic Coast. However, new research may prove fruitful; if

the frequency of TC-inhibiting El Nino events has increased throughout the late

Holocene as posited (Clement et al. 2000; Trudhope et al. 2001; Haug et al. 2001;

Moy et al. 2002; Koutavas and Lynch-Stieglitz 2004), one result could be an overall

increase in annual frequency for mid Holocene TCs. If so, such an increase

improves the possibility that landfall patterns may be preserved in the sedimentary

record.

Based on our model, increased hurricane landfall frequencies can be expected

to have occurred along the northern area (US Atlantic Coast) from �8-4000 BP,

and during the Medieval Warm Period, �1100-600 BP, while decreased landfall

frequencies should have occurred �4000-2400 BP and during the Little Ice Age,

(� 400-200 BP). The southern area (Gulf Coast and the Caribbean) should exhibit

the reverse pattern.

Obtaining evidence for/against such temporal/spatial shifts in maximum strike

frequency therefore presents a means of testing this model. During periods of

extreme northern/southern movement, the fringe areas, which currently experience

very low levels of TC activity, may have experienced increased activity, thereby

producing relatively easily recognizable sedimentary evidence for frequency

changes. Due to the latitudinal smearing of TC landfall resulting from the high-

frequency oscillation in BH intensity, the record in central areas will quite possibly

exhibit a less distinct signal. The long return intervals of major hurricanes, gen-

erally>100 years (Elsner and Kara 1999; Liu and Fearn 1993, 2000; Donnelly et al.

2001a,b, 2004) makes the existence of a clear sedimentary record over short time

spans somewhat problematic, thereby reducing the utility of the recent oscillations

connected to the Little Ice Age and the Medieval Warm Period. It is therefore

suggested that studies focusing on the period from 8000-4000 BP in the extreme

north and 4000-2400 BP in the south are the most likely to produce useful

information.

Obviously, there are very significant practical difficulties in obtaining proxy

strike records for the suggested periods, given the magnitude of sea level raise and

geomorphological changes in dynamic coastal areas. Coring submerged kettle holes
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in the northern area is one possibility (J. P. Donnelly, personal communication), as

are study sites in areas of uplift and steep bathymetry, or areas where ‘‘keep-up’’

reefs/mangroves have minimized relative sea level rise.

Summary

Using both a GIS and literature-based analyses of current conditions we developed

a model of current TC activity for the NA basin, in which TCs are latitudinally

‘‘fixed’’ between the ITCZ to the south and the BH to the north, with changes in the

general atmospheric circulation, as proxied by the NAO Index values, resulting in

the smearing of track location and landfall across the NA.

Evidence suggests that the coordinated movement of the ITCZ and the BH has

existed through the Holocene, controlled primarily by the pole-equator temperature

gradient. Changes in that gradient, ultimately driven by orbital factors, have

resulted in latitudinal movement of this integrated atmospheric structure on a

number of time scales. As part of this structure the TC zone has migrated north

and south over the Holocene in rough parallel with the ITCZ. From � 8000 BP on,

sedimentary evidence for the migration of the zone of maximum hurricane landfall

has potentially been preserved. Hindcasts, based on the proxy migration record of

the ITCZ, the southern edge of the structure, suggest that the zone of maximum TC

activity moved significantly to the

1. north from �8000-4000 BP and 1100-600 BP

2. south from �4000-2400 and 400-200 BP.

By providing proxy paleo-strike records, paleotempestology studies in the

northern and southern edges of the TC zone provide a method of evaluating the

validity of the model.
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Aerosol Effects on Lightning and Intensity

of Landfalling Hurricanes

N. Cohen and A. Khain

Abstract Intense and persistent lightning in landfalling hurricanes takes place within

the 250–300 km-radius ring around the hurricane center. At the same time the

lightning activity in the eye wall takes place only during comparatively short periods

of tropical cyclone (TC) intensification related to the replacement of old eyewall by

the new one. As soon as the hurricane weakens, the lightning in the eye wall

disappears. The mechanisms responsible for most of the phenomena are unknown.

In this study we provide some observational evidence and numerical estimations to

show that lightning in hurricanes approaching or penetrating the land, especially at

their periphery, arises under the influence of continental aerosols, which affect the

microphysics and dynamics of clouds in TCs. Numerical simulations using a 2-D

mixed phase cloud model with spectral microphysics show that aerosols that pene-

trate cloud base of maritime clouds dramatically increase the amount of supercooled

water as well as ice content and vertical velocities. As a result, in clouds developing

in dirty air ice crystals, graupel, frozen drop/hail and supercooled water can coexist

within the same cloud zone which allows for collisions and charge separation.

Simulation of the possible effects of aerosols on landfalling tropical cyclone has

been carried out using a 3-km resolution Weather Research and Forecasting (WRF)

mesoscale model. It is shown that aerosols change cloud microstructure in a way that

allows one to attribute observed lightning structure to effects of continental aerosols.

It is shown also that aerosols, invigorating clouds at 250–300 km from TC center

decrease the convection intensity in the TC center leading to some TC weakening.

The results suggest that aerosols change the intensity and spatial distribution of

precipitation in landfalling TCs. These results can serve as a justification of the

observed weekly cycle of intensity and precipitation of landfalling TCs caused,

supposedly, by the weekly variation of anthropogenic aerosol concentration.

Keywords: Tropical cyclones, lightning, cloud-aerosol interaction, numerical

modeling.

Introduction: Potential Mechanisms of Lightning in Hurricanes

Tropical cyclones (TCs) are known for their destructive power, particularly as they

make landfall. TCs often are accompanied by extreme winds, storm surges and
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torrential rainfall. The TCs wind fields, area of heavy rain, and rain rate are

determined by cloud microphysical processes and accompanying latent heat re-

lease. At the same time both experimental and numerical investigations of cloud

microphysics in TCs are quite limited. Microphysical observations are usually

limited by zones near the melting level (McFarquhar and Black, 2004). Numerical

simulations of TCs are often carried out using mesoscale models, when clouds are

not resolved. Lightning is one factor, which can shed light on the microphysical

cloud structure and TC evolution. For instance, increasing lightning rates indicates

invigoration of convection, accompanying increasingly larger volume of graupel or

small hail aloft, strengthening updrafts and increased probability of heavier rainfall

(e.g. Lhermitte and Krehbiel, 1979; Wiens et al., 2005; Fierro et al., 2007).

Appearance and intensification of lightning in the eyewall can be a predictor of

TC intensification (Orville and Coyne, 1999, Shao et al., 2005). Rodgers et al.

(2000) found that the closer the lightning is to the storm center, the more likely the

TC is to intensify. The latter makes lightning and its distribution in TCs to be an

important characteristic that can be served as a predictor of change in TCs intensity

and precipitation.

Lightning is a much more widespread phenomenon over the land than over the

sea (Williams et al., 2005). It is important that lightning over the sea takes place

manly nearly the continents or in regions located downwind of the continents (like

in the Intertropical convergence zone to the west from Africa). Hurricanes are not

an exception: a strong rise of the flash rate takes place in the hours prior to and after

the landfall. An example of lightning activity in hurricane Katrina (2005) at several

successive time instances is presented in Fig. 1.

One can see that intense and persistent lightning takes place within the 250–300

km-radius ring around the hurricane center, which is a typical feature of landfalling

hurricanes (Molinari et al. 1999, Cecil et al., 2002a, b). Besides, the lightning

activity within the eye wall takes place during a comparatively short period of the

tropical cyclone (TC) intensification. According to Black and Hallet (1999) the

updraft velocity Wmax exceeding 10 ms�1 and the existence of supercooled cloud

droplets above the �13�C level are necessary conditions for the lightning in a

hurricane eye wall. As soon as the hurricane stops intensify, the lightning in the eye

Fig. 1 Lightning in Katrina (2005) at different time instances (after Shao et al., 2005). Zones of

lightning are marked by black dots; the TC eye is marked by gray. Specific shape and the locations

of lightning allow one to assume the effects of aerosols penetrating from the land
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wall disappears. Figure 1 also shows that the high flash rate over the sea takes place

in the regions downwind from the land. Similar features were observed in hurricane

Rita as well (Shao et al., 2005). Analysis of TRMM’s Tropical Microwave Imager

(TMI) images of TC Katrina and Rita indicates that precipitation in clouds at the TC

periphery starts at higher levels than in the TC eye wall. The zones of intense

reflectivity at higher levels coincide with those of enhanced lightning activity.

The mechanisms responsible for most of the characteristics of lightning in

landfalling TCs are not well understood (Molinari et al., 1999). Molinari et al.

(1999) assumed that one of the factors fostering the lightning activity at the TC

periphery is the higher instability of the atmosphere at the periphery as compared to

the TC eyewall. At the same time, the instability at the TC periphery is typical of the

entire tropical zone over the oceans during the hurricane seasons (Jordan 1958), but

it does not lead to the formation of dense lightning over the oceans. Besides,

numerical simulations of evolution of an idealized hurricane-like vortex (Fierro

et al., 2007) using a mesoscale 2-km resolution model with a bulk parameterization

microphysical scheme describing 12 distinct hydrometeor habits (Straka and

Mansell, 2005) and a lightning scheme (Mansell et al., 2002) showed much more

intense convection and lightning within a TC central convective zone of �50-km

radius rather within outer rain bands.

It is known that the charging of hydrometeors in clouds takes place at tempera-

tures below �13�C, when collisions of ice crystals and graupel take place in the

presence of supercooled drops (e.g., Takahashi, 1978; Saunders, 1993; Cecil et al.,

2002b; Sherwood et al., 2006). It means that supercooled drops have to ascend in

clouds above �5–6 km to trigger flash formation. One can suppose two main

physical reasons retarding lightning formation in tropical maritime clouds. The

first one is the low vertical velocity in marine clouds including that in hurricanes,

which typically does not exceed 5–6 ms�1 (Jorgensen et al., 1985). The second

reason is that the concentration of aerosol particles (AP) over the open oceans is

very low. Hence, the concentration of cloud droplets growing on these AP is also

small, and cloud droplets grow rapidly by condensation and collisions into rain-

drops that efficiently collect the remaining cloud droplets. Since the fall velocity of

raindrops (about 10 ms�1) exceeds the updraft velocities, raindrops start falling at

low levels (3–5 km), and no liquid droplets reach the levels required for lightning

formation. A classical illustration is that of Hawaiian clouds, where lightning is

extremely rare phenomena.

The lightning onset indicates significant changes in cloud dynamics and/or in the

cloud microphysics of maritime clouds. Correspondingly, there are two main

plausible mechanisms (dynamical and microphysical) that could lead to the cloud

structure suitable for lightning formation. The dynamical mechanism (e.g., increase

in CAPE) may increase cloud updrafts decreasing the time for droplet collisions and

elevating the level of raindrop formation. If these velocities exceed 10 ms�1 even

raindrops will ascend leading to formation of graupel and hail by freezing aloft. The

importance of the dynamical mechanism of lightning was stressed in several studies

(Sherwood, 2002; Melani et al., 2003; Williams et al., 2002, 2005; Williams and

Satori, 2004; Heymsfield et al., 2005; Khain et al., 2008). We suppose, however,
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that in case of lightning in hurricanes, the changes in the atmospheric instability

(CAPE) hardly can be the sufficient factor that is fully responsible for the increase

in lightning activity. It is difficult to suggest a mechanism which is able to increase

CAPE within a narrow concentric ring of 250–300 km radius around the center of

TC located relatively far from the land. Characteristic scales of spatial SST varia-

tions in the zone of hurricane Katrina 2005, which could be the reason of variation

of the atmospheric instability, are much larger than the scale of a few tens of

kilometers representing the width of the ring of the intense TC lightning. Other

factors, such as variation of surface properties, the boundary layer moisture and the

surface friction take place when TC already penetrates the land (at least, partially),

but these inhomogeneities affect usually the convergence in the central zone of TC

and TC intensity (see e.g., Khain, 1984), and do not increase the CAPE at TC

periphery, at least in the manner that could lead to the lightning structure seen in

Fig. 1. Increase in instability of the atmosphere at the TC periphery could be caused

by penetration of continental air in case it is colder than that over the sea. This

opportunity will be tested in a separate study.

Here we will check other hypothesis, namely that the increase in lightning

activity in hurricanes approaching the land is caused by continental aerosols

involved into the circulation of the hurricane approaching the land.

To the best of our knowledge, the first attempt to study aerosol effects on TC was

made by Khain and Agrenich (1987), who studied a possible effects of the Saharan

dust on the TC development related to heating of air mass through the interaction of

suspended dust and solar radiation. The relationship between weekly changes of

anthropogenic particle pollutants and the TC-induced precipitation was reported first

by Cerveny and Balling (1998). Here we discuss possible aerosol effects on lightning

in hurricanes (and, on their intensity) in the context of cloud-aerosol interaction.

The ‘‘aerosol’’ hypothesis of lightning formation in deep convective clouds has

been discussed by Williams et al. (2002), Sherwood et al. (2006), and Rosenfeld

et al. (2007a). Sherwood et al. (2006) concluded that aerosols are a particular

contributor to climatological land-ocean lightning contrasts.

How might continental aerosol particles (AP) foster lightning formation in

hurricanes approaching the land? The concentration of submicron AP over the

land is higher than that over the sea by one to two orders of magnitude. When

aerosols penetrate oceanic clouds, they dramatically increase the concentration and

decrease the size of cloud droplets. Since collisions of such droplets are inefficient,

these droplets remain small for a longer time period and ascend in even moderate

cloud updraft to higher levels than in clouds with low aerosol concentration (Khain

et al. 2004, 2005, 2008; Wang 2005). As a result, in clouds developing in the dirty

air supercooled cloud droplets can coexist with graupel and crystals, which is

necessary condition for charge separation. Khain et al. (2005) found an invigoration

of maritime tropical convection (an increase in updraft) in case of continental

aerosol intrusion into the bases of maritime clouds. This increase also helps to

transfer supercooled water to upper levels fostering lightning formation.

The formation of lightning at TC periphery indicates an invigoration of the

convection there. The latter can affect structure and intensity of TCs. Significant

effects of idealized seeding with small aerosol particles of clouds at TC periphery
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on the intensity of hurricanes located over open sea was recently found by

Rosenfeld et al. (2007b) in simulations using a two nested grid Weather Research

and Forecasting (WRF) Model. A decrease in hurricane intensity in dirty air was

also reported recently by Cotton et al. (2007) in simulations of an idealized TC

using RAMS.

In this study we investigate the effect of aerosols both on individual deep

maritime clouds (as an element of TC convection) and on the TC structure as a

whole. The main purposes of these simulations are a) to justify that continental

aerosols penetrating into TC clouds are able to create conditions favorable for

lightning formation, b) to check whether aerosols can lead to the fine ‘‘coherent’’

spatial structure of the lightning rate, and c) to investigate the possible role of

continental aerosols on the intensity of TC, structure of cloudiness and precipitation

of landfalling TC.

The effects of aerosols on individual convective clouds under conditions typical

of TC periphery is investigated using a very high resolution 2-D mixed phase

Hebrew University cloud model (HUCM) with spectral bin microphysics (Khain

et al. 2004, 2005, 2008). The aerosol effects on the cloudiness structure of TC

approaching and penetrating the land is investigated using a two nested grid WRF

model (Skamarock et al., 2005).

The combination of the two models for the investigation is natural: the high

resolution HUCM can describe realistically vertical velocities, as well as all

microphysical processes to evaluate the aerosol effects on the vertical profiles of

liquid water content and that of different ice particles in individual clouds. These

simulations will represent the main justification to the fact that an increase in the

aerosol concentration can create conditions favorable for lightning formation in

maritime clouds. At present the 3-D simulations of TCs cannot be carried out with

so high resolution and with the microphysical scheme used in the HUCM due to

computer limitations. These simulations do not resolve small clouds and underesti-

mate vertical velocities. Correspondingly, the TC simulations provide less exact

(but still useful) estimations of aerosol effects on individual clouds. At the same

time the 3D model is able to reproduce effects of aerosols on the structure of TC

cloudiness and precipitation over large areas.

Taking into account the factors affecting the lightning rate (Fierro et al., 2007),

the lightning probability will be characterized by the magnitude of the product of

total ice content, supercooled content and the vertical velocity above the 5-km level.

Aerosol Effects on Microstructure of Individual Tropical

Maritime Clouds

Description of the Cloud Model

A 2-D mixed phase Hebrew University cloud model (HUCM) with spectral bin

microphysics (Khain et al., 2004, 2005, 2008) has been used to investigate whether

an increase in aerosol concentration in the zone of maritime tropical convection can
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change the cloud microphysical structure of individual clouds to make it suitable

for lightning formation. The HUCM model microphysics is based on solving a

kinetic equations system for size distribution functions for water drops, ice crystals

(plate-, columnar- and branch types), aggregates, graupel and hail/frozen drops, as

well as atmospheric APs. Each size distribution is described using 43 doubling mass

bins, allowing simulation of graupel and hail with sizes up to 4 cm in diameter. The

model is specially designed to take into account the effects of AP on the cloud

microphysics, dynamics, and precipitation. The initial (at t ¼ 0) CCN size distribu-

tion is calculated using the empirical dependence

N ¼ NoS
k
1; ð1Þ

using the procedure described by Khain et al. (2000). In (1) N is the concentration of

activated AP (nucleated droplets) at supersaturation S1 (in %) is with respect to

water, No and k are the measured constants. At t > 0 the prognostic equation for the

size distribution of non-activated AP is solved. Using the value of S1 calculated at

each time step, the critical AP radius is calculated according to the Kohler theory.

The APs with radii exceeding the critical value are activated and new droplets are

nucleated. The corresponding bins of the CCN size distributions become empty.

Primary nucleation of each type of ice crystals is performed within its own

temperature range following Takahashi et al. (1991). The dependence of the ice

nuclei concentration on supersaturation with respect to ice is described using an

empirical expression suggested by Meyers et al. (1992) and applied using a semi-

lagrangian approach (Khain et al. 2000) allowing the utilization of the diagnostic

relationship in the time dependent framework. The diffusional growth/evaporation

of droplets and the deposition/sublimation of ice particles are calculated using

analytical solutions for supersaturation with respect to water and ice. An efficient

and accurate method of solving the stochastic kinetic equation for collisions (Bott,

1998) was extended to a system of stochastic kinetic equations calculating water-

ice and ice-ice collisions. The model uses height dependent drop-drop and drop-

graupel collision kernels following Khain et al. (2001) and Pinsky et al. (2001). Ice-

ice collection rates are assumed to be temperature dependent (Pruppacher and Klett,

1997). An increase in the water-water and water-ice collision kernels caused by the

turbulent/inertia mechanism was taken into account according to Pinsky and Khain

(1998) and Pinsky et al. (2007). Advection of scalar values is performed using the

positively defined conservative scheme proposed by Bott (1989). The computational

domain is 178km� 16kmwith the resolution of 250mand125m in the horizontal and

vertical directions, respectively.

Design of Simulations with the Cloud Model

Simulations of development of individual maritime deep convective clouds under

conditions typical of tropical oceans during hurricane season (Jordan 1958) have been

performed. The sounding used indicates high humidity near the surface of about 90%,

and relatively stable maritime conditions. The zero temperature level is at 4.2 km.
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Weassume that theAP size distributions over the sea at the periphery of landfalling

TC can be represented as a sum of two distributions: one typical of maritime and,

another, typical of continental conditions. Aerosol particles giving rise droplet forma-

tion in all simulations were assumed soluble. Under high winds, aerosol size distribu-

tion can contain a significant amount of large cloud condensational nuclei (CCN)

arising because of the sea spray formation.Correspondingly, penetration of continental

aerosol should create aerosol size distributions containing a significant concentration

of both small continental aerosols and tails of large aerosols. To investigate the effects

of a large concentration of small continental aerosols on cloud microphysics and

dynamics under the existence of a significant amount of large maritime CCN, the

following simulations have been performed (see Table 1): a) the ‘‘M-case’’

corresponding to typical maritime distribution outside of the area of strong winds.

In this case the maximum radius of AP was set equal to 2-mm. The CCN number (at

S ¼ 1%) was set equal to 60 cm�3. Activation of the largest APs leads to formation

of 10 mm-radius droplets. b) the ‘‘M_c case", in which the AP distribution repre-

sents sum of a continental AP distribution (with maximum of dry AP radius of

0.6 mm) and a maritime distribution as in the previously described M-case. We

suppose that this case represents the AP size distribution over the sea in case of

continental aerosol intrusion under weak and moderate winds. c) The ‘‘M_tail-case",

which has the same AP distribution as in the M-case until a dry CCN radius of 0.6

mm, but with 100 times higher AP concentration with radii exceeding 0.6 mm. As a

result, the concentration of dry CCN (at S ¼ 1%) with radii exceeding 0.6 mm is 60

cm�3, which includes a concentration of 2 mm-radius CCN of 3.5 cm�3.We suppose

that this case may represent the AP distribution under hurricane winds in the central

TC zone. d) In the ‘‘M_c_tail case’’ the AP is the same as in M_c, but with the tail of

large CCN as in M-tail. We suppose that this case represents AP size distribution

under intrusion of continental aerosols and strong wind conditions.

Parameters No and k were assumed in these simulations and corresponding

references are presented in Table 1. We do not include CCN with dry radius

above 2 mm into the simulations. In all simulations clouds were triggered by the

initial heating within the zone centered at x ¼ 54 km, to allow the cloud hydro-

meteors to be located longer in the computational zone. The maximum value of the

dynamical time step was 5 s. Most simulations were conducted for time periods of

3 to 4 hours.

Results of 2-D Simulations

The first important result was that the tail of large CCN (within the radii range 0.6

mm to 2 mm) actually does not influence cloud microstructure structure and precipi-

tation in the presence of high concentration of small CCN. For instance, accumu-

lated rain amounts in the simulations M_c and M_c_tail are just similar (Fig. 2).

This result can be explained as follows: the rate of diffusion growth is determined

by supersaturation. In case when about 800–1000 cm�3 droplets are nucleated (as in

the M_c and the M_c_tail cases), the supersaturated water vapor is sheared between

a great number of droplets and the supersaturation is small. Note that droplets
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Table 1 List of simulations and parameters characterizing aerosol distributions

Type of cloud Short

title

No (cm
�3) k references

Maritime cloud M 60 0.308 Khain et al. 2005

Sum of maritime and

continental

M-c 2500

60

0.921

0.308

Khain et al. 2001b,

2004, 2005;

Khain and

Pokrovsky, 2004

Maritime cloud with

increased fraction of large

CCN

M_tail

cloud

60 tail: 60 CCN

with radii

exceeding 0.6

mm

0.308 Sensitivity study

Sum of maritime and

continental but with the

increased fraction of large

CCN

M_c_tail 2500 cm�3

60 cm�3 tail:

60 particles with

radii exceeding

0.6 mm

0.92

0.308

Sensitivity study

Fig. 2 Time dependence of accumulated precipitation at the surface in simulations with different

concentrations of small (continental) and large aerosols (see Table 1). The increase in slope of

curves indicates decrease in warm rain precipitation and beginning cold (melted) rain. Horizontal

dashed lines denote the approximate amount of warm rain in the simulations. Remaining accu-

mulated rain is mostly cold (melted) precipitation. The warm rain in clouds developing in dirty air

is smaller than that in cloud developing in clean air. At the same time, total accumulated rain is

larger in clouds developing in dirty air
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growing on large CCN also contribute to the decrease in the supersaturation. As a

result, the largest nucleated droplets with initial radius of about 10 mm grow

relatively slow and reach the size necessary to collect smaller droplets at heights

of about 5.5–6 km. It is necessary to recall that smaller droplets increase their size

by diffusional growth faster than the largest ones (Rogers and Yau 1989), so that at

the 6 km level the contribution of large CCN to the concentration of raindrops is not

substantial. Stronger effect of large tail takes place in case of low droplet concen-

tration, when supersaturation is higher than in case of high droplet concentration.

Hence, raindrops in the M_tail form at about 3 km instead of 4 km in the M-case.

The accumulated rain amount in the M_tail run is larger than in the M during the

first 1.5 h. However, the difference in the rain amounts is not substantial in this case

too. Low sensitivity of clouds developing under tropical maritime environmental

conditions to amount of large CCN allows us to discuss effects of continental

aerosols on TC clouds under a large uncertainty in the concentration of large

CCN. Since, we expect the existence of the tail of large CCN in the TC clouds,

we will discuss below the effects of continental aerosols on the cloud structure in

the M_tail and the M_c_tail simulations. Note that no giant CCN with radii above

25–30 mm capable to trigger drop collisions in a short time after their penetration

into a cloud, were assumed in the simulations.

Figure 3 shows the fields of cloud water content CWC (droplets with radii below

50 mm) in the M_tail and M_c_tail simulations at t ¼ 25 min. One can see that while

CWC in cloudswith the lowAP concentration decreases dramatically above 3.5–4 km

because of rapid raindrop formation, the CWC in clouds with the high AP

concentration remains significant to the upper atmosphere. This is a typical

feature of clouds developing in dirty air (e.g., Andreae et al. 2004; Ramanathan

et al. 2001; Khain et al. 2004, 2005). Specific feature of the present results is that

large CWC takes place in dirty air in the presence of a high concentration of large

CCN. Figure 4 shows the fields of crystal (upper panels), graupel (middle) and hail

content in the M_tail (left) and M_c_tail (right) simulations. One can see that these

contents are higher in clouds developing in polluted air, which can be attributed to a

larger amount of CWC penetrating above the freezing level in this case. The vertical

Fig. 3 Fields of cloud water content CWC (droplets with radii below 50 mm) in the M_tail and

M_c_tail simulations at t ¼ 25 min. CWC is significantly higher and reach higher levels in clouds

developing in dirty air
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velocities in clouds developing within the high AP concentration air are higher by a

few m/s than in clouds developing under the low aerosol concentration cases. This

aerosol effect on cloud dynamics was simulated and discussed in detail by Khain

et al. (2005) and then simulated in many studies (e.g. Lynn et al., 2005a, b). The

increase in the vertical updrafts in tropical clouds developing in dirty air can be

attributed to extra latent heat release caused by extra condensational droplet growth

(larger CWC) and extra freezing (larger ice contents) (see Figs. 4 and 5). The

calculated radar reflectivity fields (not shown) indicate that high values of radar

reflectivity in clouds forming in the dirty air reach (better to say, start) at higher

levels as compared with the clouds developing in clean air, which agrees with the

TRMM’s Tropical Microwave images mentioned above.

All these results indicate that

a) High vertical velocity which is possible in clouds at TC periphery is necessary,
but not sufficient condition for the lightning formation.

Fig. 4 The fields of crystal (upper panels), graupel (middle) and hail content in the M_tail (left)
and M_c_tail (right) simulations. One can see that these contents are higher in clouds developing

in the high aerosol concentration
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b) Continental aerosols penetrating into the convective clouds via their cloud base
can change dramatically the cloud microphysics and dynamics, making it
possible the coexistence of cloud ice and supercooled water at high levels
with temperatures below-13�C, i.e. transferring maritime convection into
thunderstorms.

Figure 3 shows time dependence of accumulated precipitation at the surface in

the simulations with different concentrations of small and large CCN (see Table 1).

One can see that a) accumulated precipitation from clouds developing in dirty air is

higher than in clean air; b) warm rain amount decreases in clouds developing in

dirty air, so that most precipitation in dirty clouds is cold rain formed by melting

graupel and hail. On contrary, precipitation from clouds developing in clean air

consists mainly of warm rain.

The results agree with observed data (e.g. Shepherd and Burian, 2003) and

numerical results by Wang (2005), Lynn et al. (2005a) about aerosol effects on

deep tropical convection under wet conditions. As it was discussed by Khain et al.

(2004, 2005) and in more details by Khain et al. (2008), the increase in precipitation

in dirty air under wet tropical conditions is related to the generation of larger

condensate mass due to extra condensational growth of droplets and extra deposi-

tional growth of ice and comparatively low loss of precipitating mass in wet air.

The conclusions reached in this section allow us to carry out the simulations

using a 3-D mesoscale model.

Fig. 5 The field of the aerosol concentration simulated in the lower troposphere in the TC zone on

28 August, 12 Z in % to the maximum value assumed to be over the continent (left). The locations
of negative ground flashes observed during hurricane stage in the nine storms in the Western

Atlantic, composited with respect to the hourly center position of each hurricane (adopted from

Molinari et al. 1999) (right)
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Aerosol Effects on TC Approaching the Land

Design of Numerical Simulations

A two nested grid WRF model was used to simulate landfall of hurricane Katrina.

The resolution of the finest and the outer grid was 3 km and 9 km, respectively. A

modified version of the bulk-parameterization by Thompson et al. (2006) was

applied. The WRF lateral boundary conditions were updated every six hours

using Global Forecast System Reanalysis data. The Gulf of Mexico’s surface

water temperatures were initialized at 28 August 12 Z, and were not updated during

the experiments described below. The number of vertical levels was 31 with the

distances between the levels increasing with height.

Because of computer limitations, the simulations were performed in two stages.

At first stage the transport of continental aerosols by the TC circulation was

calculated. Aerosols were considered as a passive scalar in the run. The TC was

simulated beginning with 27 August 6 Z (when it was located to the south of

Florida) till 28 August 12 Z. The purpose of the simulation was to check whether

continental aerosols located initially over the land can be involved into the TC

circulation and penetrate to the distances of about 300 km to the TC center toward

the beginning of lightning in the Mexican Gulf (Fig. 1). The simulation showed that

aerosols indeed penetrate in the lower troposphere of the TC ‘‘in time’’ (Fig. 5).

Toward28August 12Z aerosols forma concentric front of radius of about 250–300km

with a quite sharp gradient of aerosol concentration: while at the radii r �250 km

concentration in the lower atmosphere was actually similar to that over the land,

the central TC zone with radius below 250 km was free from the continental

aerosols. Figure 5 (left) shows that the aerosols penetrate closer toward the TC

center on the south side. This effect can be attributed to the fact that aerosols are

advected along spirals by the TC wind. Aerosols starting their motion at the

continent (to the north of the TC) should approach the TC center during their

motion along the spirals because of the radial wind directed inward. Thus, aerosols

should be closer to the TC center on the southern and the eastern sides of TCs then

in the west side. However, the AP concentration decreases along the stream limes.

Hence, the concentration on the south side turns out to be higher than on the east

side. It is interesting to note that the spatial distribution of the AP concentration

obtained in the simulation resembles the locations of negative ground flashes

observed during hurricane stage in the nine storms in the Western Atlantic (see

Fig. 5 (right) adopted from Molinari et al. 1999), composited with respect to the

hourly center position of each hurricane. One can see a good correlation between

the distribution of aerosols and the lightning density. The similarity of the fields

may be interpreted as some evidence of the validity of the aerosol hypothesis (at

least, it does not contradict the hypothesis). These results indicate that while

lightning at the distances of a few hundred km from the TC center may be related

to aerosols as it is hypothesized here, lightning in the TC eye wall seen in Fig. 1 is

not related to effects of continental aerosols. Note that developed rain bands form in
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the TC within zone of about 300 km radius. Thus, we suppose that one the

concentric lightning ring seen in Fig. 1 is that this ring forms in zone of the aerosol

‘‘front’’, which invigorates the convection transferring the maritime clouds into

thunderstorms.

In the simulation, in which aerosols are treated as a passive scalar (tracer) the

aerosol front approaches TC center in the inflow layer quite slowly, with the

velocity close to the radial velocity of the flow. Passive aerosols reach the central

TC toward the time, when Katrina was quite close to the land and lightning in its

eye wall has already terminated (Fig. 1, right panel) In case cloud-aerosol interac-

tion is taken into account, the concentration of continental aerosols must decrease

from the TC periphery toward the TC center even much stronger because of the

wash out of aerosols in TC rain bands. The results indicate that:

a) The lightning in the TC eye wall is not related to aerosols and caused by

dynamical reasons. To reach a significant concentration of supercooled droplets

above the �13�C level in the TC eye wall (where concentration of continental

CCN is small) vertical velocities must be especially high. At the same time the

conditions at the TC periphery where concentration of continental CCN is high

remain favorable for flash formation during the whole time period when the TC

approaches or penetrates the land. This result allows one to explain why light-

ning in TC eye wall takes place only during TC deepening, while the lightning is

permanent at the TC periphery (see e.g., Fig. 1).

b) The problem whether giant CCN arise in zone of maximum winds or not is not

very important for our purposes, because continental aerosols do not reach TC

center (at least, in TC simulated in the study).

At the second stage, the calculations of the TC were performed for cases when

the aerosol effects on TC clouds were taken into account. The calculation was

performed for the period from 28 Aug. 12 Z to 30 Aug. 6 Z. The way how the

aerosol effects were accounted for requires some preliminary comments. The 3-km

resolution and relatively crude vertical resolution does not allow one to reproduce

the fine features discussed in the Section 2.3. It is well known that crude resolution

decreases vertical velocities, which values are of crucial importance for simulation

of cloud dynamics, microphysics and precipitation. As discussed by Khain et al.

(2004), the utilization of crude resolution in cloud resolving models leads to the

simulation of clouds with characteristics similar to those of maritime clouds, even if

the concentration of droplets (either calculated with a model like HUCM or

prescribed in a bulk scheme) is high.

Khain and Lynn (2008) describe another problem related to the utilization of the

bulk parameterizations (including the Thompson bulk scheme 2006) for the simu-

lation of the aerosol effects on precipitation. They used WRF to simulate super-cell

storms with the scheme as well as with the spectral microphysics. They found that

the microphysical structure of super-cell storms simulated by the bulk scheme was

not very sensitive to large changes in initial cloud drop concentration, at least when

compared to results of corresponding simulations with the spectral (bin) micro-

physics. Thus, the direct simulation of clouds with the bulk parameterization
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scheme, just by presetting different droplet concentrations at cloud base would most

likely misrepresent fine aerosol effects in cloud microphysics in the 3-km resolution

model. To ‘‘sidestep’’ this problem, we simulated effects of continental aerosols in

the simulations by preventing warm rain altogether in the Thomson scheme. As

seen in Fig. 3, it is hardly possible to prevent warm rain in maritime deep clouds by

an increase in aerosol concentration to the magnitudes typical of continental

conditions. However, small aerosols significantly decrease the warm rain amount,

and even more relevantly, the prevention of warm rain in the 3-D model allows

reproduction of the aerosol effects qualitatively similar to those obtained in the 2-D

250 m resolution cloud model, namely, a substantial transport of large CWC

upward and increase in the ice content.

The following simulations have been performed with the 3-D WRF model. The

control run allowed for warm rain (WR) formation by drop-drop collisions (the WR

run). In this run droplet concentration at cloud base Nd was set equal 30 cm
�3. This

case corresponds to the M-run with the 2D model, where CCN concentration (at

S ¼ 1%) was assumed to be 60 cm�3 (usually about half of the available CCN are

activated). In the second run referred to as NoWarm Rain at the Periphery (NWRP-

30), aerosol effects were parameterized by shutting off the drop-drop collisions

only on the hurricane periphery, where the surface wind was smaller than 35 ms�1.

This threshold was chosen because the continental aerosol concentration in the TC

central zone where wind speed exceeds 35 ms�1 should be negligibly small, as it

was discussed above. Besides, very high wind speed supposedly is able to produce a

significant amount of giant CCN in the eye wall which most likely render ineffec-

tive any effects of small aerosols. Hence, warm rain is shut off only in that part of

the hurricane that has winds speeds less than the threshold value. Similar approach

has been used by Rosenfeld et al. (2008).

The third simulation, referred to as NWRP-1000, is similar to NWRP-30, but the

droplet concentration at cloud base was set to 1000 cm�3. This is a supplemental run,

which purpose is the illustration of difficulties to simulate properly the continental

aerosol effects on maritime convection using the model with the crude horizontal

and vertical resolution and changing only the droplet concentration.

Results of Simulations

In all runs the tracks of the simulated storms were actually similar and close to that

of Katrina. The observed and simulated minimum pressures of the storm with time

are shown in Fig. 6. The WRF model used does not allow exact assimilation of the

initial TC intensity, so that the modelled hurricane was initially weaker than the real

one. Nevertheless, the model was able to reproduce the main features of the

hurricanes evolution, including the formation of the super hurricane with the

minimum pressure of about 915–920 hPa. The main result that follows from

Fig. 6 is that aerosols, affecting the hurricane clouds, affect both its structure and

intensity. One can see that TC moving within a dirty air has smaller intensity that in

that moving in clean air during the entire simulation. This effect (see below) can be

attributed to the convection invigoration at TC periphery, which was caused
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by turning off the warm rain (representative of the potential impacts of high

concentrations of aerosols on formation of droplets). As a result, some fraction of

air moving within the inflow layer ascends at the periphery instead reaching the TC

eye wall. Hence, the rate of latent heat release decreases within the eye wall, which

results in some increase in the central pressure and increase in the maximum wind

(and eyewall) radius.

Figure 7 illustrates the aerosol effects (as it was simulated by in the study) on

microphysical and dynamical structure of the TC. One can see a good qualitative

correspondence of obtained values of super cooled CWC and those found in the 2-D

cloud simulations: the CWC maximum in dirty air is about 5 gkg�1, while in the

clean air it does not exceed 2 gkg�1. One can see an aerosol-induced increase in the

total ice content at the TC periphery in agreement with the results of the 2D model

with the spectral microphysics. The maximum values of total ice content are also in

good agreement with the 2-D results. The difference in the condensate mass

contents in simulations WR and NWRP-30 indicates the differences in the latent

heat release and the vertical updrafts (the third row panels). The maximum vertical

velocity in many small clouds arising in dirty air exceeds 10 ms�1, while in the TC

central zone the typical maximum vertical velocity ranges mainly from 4 to 10 ms�1.

One can see that aerosols increase the intensity of convection within cloud bands

WRF Forecast for Hurricane Katrina Min Sea Level Pressure
28/8/05 12Z - 29/8/05 21Z , every 3hr
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Fig. 6 The observed and simulated minimum pressures of the storm with time The WRF model

used does not allow exact assimilation of the initial TC intensity, and the modelled hurricane was

initially weaker than the real one. Nevertheless, the model was able to reproduce the main features

of the hurricanes evolution, including the formation of the super hurricane with the minimum

pressure of about 915–920 hPa. The warm rain prevention at the TC periphery decreased minimum

pressure by 7–10 mb
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Fig. 7 Maximum values of super cooled CWC above the 5 km-level (upper row), total ice content
(middle) and vertical velocities at t ¼ 6 h in simulations with warm rain permitted (left) and no

warm rain (right)
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located at the distance of 250–300 km from the TC center. This radius corresponds

to the TC remote cloud bands. Analysis of the vertical cross-sections of the

differences of azimuthally averaged fields of total ice content (Qice), cloud water

content (Qc), rain content (Qr), and vertical velocity between NWRP30 and WR

runs (Fig. 8). One can see that aerosols invigorate convection and increase precipi-

tation at the distance of about 250 km, decreasing, at the same time, the convection

intensity between the remote rain bands and the eye wall. As a result, convection

within the circle with radius of about 250 km weakens, preventing intense lightning

at closer distance to the TC center.

As was discussed above, an increase of CWC and ice content in the zones of high

vertical velocity should foster lightning formation. Figure 9 shows the fields

representing the product of CWC and ice mass contents of low and high density

ice. This product will be referred to as lightning probability (LP). This product is

maximum within the area of maximum updrafts. The Fig. 9 (upper right panel) is

plotted at time instance of lightning activity depicted in Fig. 1 (left and middle

panel). One can see that LP field calculated in NWRP-30 resembles very well the

Fig. 8 The vertical cross-sections of (NWRP30-WR) differences of azimuthally averaged fields

of total ice content Qtice, cloud water content (Qc), rain content (Qr), and vertical velocity. One can

see that aerosols invigorate convection (and precipitation) at the distance about 250 km (the

differences are positive), decreasing at the same time the convection intensity between the remote

rain bands and the eye wall. As a result, convection within the about 250 km radius circle weakens,

preventing intense lightning at closer distance to the TC center
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structure of observed lightning: a) the maximum lightning takes place within a

comparatively narrow ring of the 250–300 km radius; Time averaging of the LP

over the period of a few hours results in appearance of several rings of enhanced

lightning related to different time instances: b) lightning at TC central zone is as a

rule weaker than at the rain bands at TC periphery. In contrast, in the WR simula-

tion lightning is much weaker and concentrated in the eye wall, which does not

agree with the observations. The lower panels correspond to time when the entire

TC has penetrated to the land and rapidly decays. One can see that while in clean air

lightning weakens over the land, it continues in dirty air. Moreover, the lightning

rate increases in the TC central zone. These figures show that aerosols significantly

affect the spatial distribution of intense convection in TCs.

The results indicate also that aerosols affect cloud structure, intensity and spatial

distribution of precipitation of TCs approaching and penetrating the land. Figure 10

Fig. 9 Lightning probability (LP) (relative units) accumulated for different time periods of TC

evolution in case of clouds developing in clean air (left) and dirty air (right). The LP is calculated

as a product of updrafts, CWC and total ice content. In the upper row LP is calculated for the

period t ¼ 3–6 hours, and in the bottom row LP for the period t ¼ 24–27 hours
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shows the fields of precipitation rate in the experiment with warm rain allowed over

the entire computational area (WR-simulation) and in case when warm rain has

been turned off at the TC periphery (NWRP-30). One can see that in case the

aerosol effects are taken into account, precipitation takes place over larger area, but

the intensity in the TC center is weaker.

Figure 11 shows time dependences of precipitation averaged over 3 h periods

within the TC zone (the internal grid) in ‘‘warm rain’’ and ‘‘no warm rain’’

simulations. During first 5 hours precipitation rate in the NWRP-30 is larger than

in the WR run, supposedly due to increase of precipitation at the TC perephery.

Later on, an increase in the aerosol concentration decreases precipitation within the

TC zone, because the decrease in precipitation rate in the central zone of the TC.

These results can serve as numerical justification and explanation of the observed

weekly cycle of intensity and precipitation of landfalling TCs found by Cerveny

and Balling (1998) who attributed these changes to the weekly variation of anthro-

pogenic aerosol concentration.

Discussion and Conclusions

The potential effects of continental aerosol penetrated into the circulation of

TC approaching the land on the cloud structure and the lightning rate in

hurricane clouds has been investigated using a 2-D cloud model with spectral bin

microphysics and a 3D mesoscale model WRF with bulk microphysics. Numerical

experiments with the 2D cloud model with the resolution of 250 m and 125 m in the

horizontal and vertical directions, respectively, show that the continental aerosols

with the CCN concentrations of about 1000 cm�3 significantly increase the amount

of supercooled cloud water, as well as ice (mainly ice crystals, graupel and hail)

even under the high concentration of large CCN, which may have maritime nature.

Fig. 10 The field of precipitation rate in the experiment with warm rain allowed over the entire

computational area (WR-simulation) (left) and in case when warm rain has been turned off at the

TC periphery (NWRP-30) (right) during the TC landfall
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In addition, the vertical updrafts were stronger in the polluted clouds. All these

factors taken together lead to coexistence of ice and cloud water within a supper-

cooled cloud zone, which is considered to be favorable for charge separation and

lightning formation.

The purpose of simulations using a mesoscale 3-km resolution model was to

investigate the possible effects of aerosols on cloud structure and lightning of

hurricanes, as well on precipitation and TC intensity. The utilization of 3-km

resolution and crude vertical resolution, as well as the bulk-parameterization

scheme used does not allow one to reproduce aerosol effects related to a fine

balance between the fall velocity of growing droplets and the vertical velocity.

For instance the results of supplemental simulation with droplet concentration Nd of

1000 cm�3 indicate some increase in supercooled CWC, etc., but, in general, the

results were quite similar to those obtained in case when droplet concentration was

set equal to 30 cm�3.

As a result, the aerosol effects were parameterized by shutting of droplet

collisions, preventing warm rain at the TC periphery, where the surface wind

speed was weaker than 35 m/s. This simple parameterization of the aerosol effects

turned out to lead to more realistic results, which better agrees with those, obtained

using a spectral microphysical model with the resolution of 100–250 m.

The product of the updraft velocity, ice content and supercooled cloud water

content was chosen as the measure of lightning activity (lightning probability LP).
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Fig. 11 Time dependences of precipitation averaged over 3 h periods within the TC zone

(the internal grid) in ‘‘warm rain’’ and ‘‘no warm rain’’ (NWRP-30) simulations
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It was shown that the LP field calculated in the model resembles very well the

structure of observed lightning: a) the maximum lightning takes place within a

comparatively narrow rings with radius 250–300 km; b) lightning in the TC central

zone is, as a rule, weaker than that in the rain bands at the TC periphery. In the

simulation, where no aerosol effects were taken into account, the magnitude of the

LP parameter was smaller and concentrated in the eye wall, which does not agree

with the observations.

The analysis of the intensity variations of simulated TCs, as well as the observed

variation of the intensity of hurricanes Katrina (2005) and Rita (2005) (Fierro et al.,

2007), shows that the disappearance of lightning in the TC central zone and its

intensification (convection invigoration) at the TC periphery can be a good indica-

tor of the TC decaying. Such behavior of TC lightning may be useful for a short

range TC intensity forecast. Note that simulations of TC lightning in an idealized

TC performed by Fierro et al. (2007) showed negligible lightning activity at the TC

periphery as compared to that in the TC eye wall. We attribute this result to the fact

that no aerosol effects were taken into account in the simulations performed by

Fierro et al. (2007). Their results indicate that the changes of the instability of the

atmosphere can lead to a variability of the lightning in the TC eye wall, but not

within a narrow ring at the TC periphery. Correspondingly, the comparison of the

results obtained by Fierro et al. (2007) and those in this study supports the

assumption that lightning at the TC periphery is caused by continental aerosols.

The results indicate also that aerosols affect cloud structure, intensity and spatial

distribution of precipitation of TCs approaching and penetrating the land. Precipi-

tation in the TC zone of 350–400 km radius decreases in dirty air mainly due to

weakening of convection in the central zone of the TCs. These results can serve as

the first numerical justification of the observed weekly cycle of intensity and

precipitation of landfalling TCs found by Cerveny and Balling (1998), who attrib-

uted these changes to the weekly variation of anthropogenic aerosol concentration.

According to the results obtained using the 2-D cloud model, aerosols lead to

larger transport of CWC upward than it was simulated using the WRF mesoscale

model. We suppose, therefore, that aerosol effect on cloudiness, precipitation and

intensity of TCs may be even more pronounced than that was demonstrated in the

study. The utilization of high resolution models with spectral bin microphysics is

desirable to make the results quantitative. More observational studies are required

for investigation of microphysical structure (supercooled water, cloud ice) of clouds

in TCs. Observational and numerical studies are needed also for determination of

aerosol fluxes from the land to landfalling tropical cyclones.

The monitoring of lightning in hurricanes both over open sea and in the vicinity

to the land can provide useful information about the climatic changes of structure,

intensity and precipitation in tropical cyclones.

The decrease in intensity of TC under the influence of small aerosols penetrating

cloud base of deep convective clouds found in the simulation allows one to consider

a possibility to decrease of hurricane intensity by seeding of small aerosols near

cloud base at TC periphery. This seeding can be done during the time period before

penetration of natural continental aerosols to distances 250–300 km from the TC
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center. The idea to decrease TC intensity by cloud seeding is not new. Hurricane

mitigation was first attempted between 1962 and 1983 in the framework of project

STORMFURY by the US government (Willoughby et al., 1985). The envisioned

modification technique involved artificial stimulation of convection at the outer

periphery of the eyewall through seeding of strong convective cloud towers with

silver iodide for the purpose of freezing super-cooled water (water in liquid state

but colder than 0�C). It was hypothesized that the release of the latent heat of

freezing would invigorate convection (Simpson and Malkus, 1964) that would

compete with the original eyewall, leading to its reformation at a larger radius,

and thus, through partial conservation of angular momentum, produce a decrease in

the strongest winds. Modification was attempted in four hurricanes. The analysis of

the microphysical structure of tropical convective (TC) clouds performed later

(Willoughby et al., 1985) showed that at the levels where seeding was applied

there was too little supercooled water in agreement with the results of the present

study (see, e.g., Fig. 3 left panel). Consequently, the glaciogenic seeding was not

likely to affect cloud dynamics, at least in the way assumed in the STORMFURY

conceptual model. As a result, changes in intensity of seeded hurricanes were

attributed to natural fluctuations of TC intensity. Seeding with small aerosols at

cloud base leads, as it was shown in the study, to convection invigoration at the TC

periphery and to the TC weakening. Note that the seeding of cloud bases with small

aerosols increases amount of the supercooled water in the upper atmosphere. Thus,

the seeding with small aerosols at cloud base may be combined with glaciogenic

seeding with silver iodide to reach stronger invigoration of convection on the TC

periphery. In more detail the possibility to decrease TC intensity by cloud seeding is

discussed by Rosenfeld et al. (2007).
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Response of Tropical Cyclogenesis to Global

Warming in an IPCC AR4 Scenario

Jean-François Royer and Fabrice Chauvin

Abstract Since currently very few models can reach the high resolutions necessary

for a detailed representation of tropical cyclones, most assessments of their re-

sponse to climate change in coupled scenarios have to be based on indirect

estimates of the hurricane activity potential. A modified Convective Yearly Genesis

Potential index (CYGP) proposed by Royer et al. (1998) is applied here to the

analysis of TC genesis in 15 coupled general circulation models (CGCMs) that have

run simulations for the IPCC AR4 for the 20th century and for scenario A2. For the

current climate most of the models simulate rather realistic patterns of cyclogene-

sis, though the TC genesis in the different ocean basins differs from model to

model. The cyclogenesis index shows interdecadal fluctuations and long term

trends. In scenario A2 the patterns of response of cyclogenesis at the end of the

21st century differ according to the ocean basins and models. While in some ocean

basins like the Indian Ocean, the majority of models compute an increasing trend in

TC genesis, the response is less coherent in other basins where some models give a

decreasing trend. The lack of coherence of the TC genesis response to future

climate change can be associated to the different response patterns of sea surface

temperatures (SST) in the coupled models, particularly over the Equatorial Pacific,

and to their differences in the simulation of ENSO. Until some better convergence

of the model SST response has been achieved, it seems rather premature to draw

conclusions about possible future changes in TC genesis.

Introduction

There is still considerable uncertainty concerning the change in tropical cyclone

(TC) properties in response to global warming and climate change produced by the

increase of greenhouse gas (GHG) forcing (Henderson-Sellers et al. 1998; Walsh

2004; Pielke et al. 2005). The tools appropriate for studying this question are global,

or regional, coupled atmosphere-ocean climate models that can be applied in

climate simulations for present and future conditions. There are two complementary

aspects that need to be addressed, namely changes in tropical cyclone frequencies,
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that depend on their genesis and trajectories, and changes in tropical cyclone

maximum intensity. In this paper only the question relevant to TC genesis in global

coupled simulations will be considered. The question of TC intensity requires

different methodologies applied to high resolution nested regional models (Knutson

and Tuleya 2004; Stowasser et al. 2007).

The methods that have been used to study the genesis of tropical cyclones, in

global climate simulations, can be divided in two categories:

l The direct approach by tracking methods
l The indirect approach by means of a cyclogenesis potential based on large-scale

environment factors.

The direct approach consists simply in identifying TC-like vortices in sequences

of daily (or sub-daily) large-scale fields, and tracking them in order to construct

their trajectories. Though conceptually simple, the application of this method

requires in practice consideration of different rather complex technical issues. For

example, the choice of the detection thresholds needs to be adapted to the model

resolution (Walsh et al., 2007), and criteria need to be defined for checking the

continuity of the constructed trajectories. In order to yield convincing results this

method requires a rather high resolution in the models, so that the simulated tropical

vortices can have a reasonable resemblance to observed tropical cyclones. Though

it has been applied initially to models with low resolution (Manabe et al. 1970;

Broccoli and Manabe 1990, Krishnamurti et al. 1998; Tsutsui 2002), it is only with

a grid reaching about 100 km resolution that the vortices start to look somewhat

more realistically like TCs, rather than like large-scale lows, as was shown in the

pioneering work of Bengtsson et al. (1982, 1995, 1996). However the application of

this tracking method to the analysis of climate change has still been rather limited

(Haarsma et al. 1996; Sugi et al. 2002; McDonald et al. 2005; Chauvin et al. 2006,

Oouchi et al. 2006) since only a very small number of high-resolution simulations

have been available, and this has precluded the assessment of model uncertainties.

Therefore it may appear preferable to try to assess the simulations by means of

indirect methods allowing an estimation of cyclone properties by a combination of

large-scale environment factors that have been shown physically relevant to TC

formation or development. The most well known of such indices is the Yearly

Genesis Parameter (YGP) developed by Gray (1968, 1975). The potential interest

of the application of such indices to the analysis of climate simulations is that one

can hope that the results should be less dependent on the model resolution than the

direct approach, since the index depends on large-scale environmental properties,

generally averaged over time. As some of the indices rely on time-averages proper-

ties over a month or a season, their computation should be much less costly in

computer resources, and much easier to apply in practice than the tracking method

that requires analysis of high-frequency (daily or subdaily) maps.

The indirect approach can thus be applied efficiently to a large set of different

model simulations, which can be useful to assess the differences in their results and

thus the uncertainties in the response (Ryan et al. 1992; Watterson et al. 1995;

Tsutsui and Kasahara 1996). The initial application of the YGP to the analysis of
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climate simulations has given a high increase of the YGP in the case of doubled

CO2 simulations (Ryan et al. 1992). Royer et al. (1998) have confirmed the large

increase of YGP in the case of doubled CO2 simulations. However they have shown

that most of the increase comes from the thermal potential and its dependence on a

fixed 26�C SST threshold. They defined a modified index in which the thermal

potential is replaced by convective precipitation, and have shown that this modified

Convective YGP (CYGP) was able to reproduce tropical cyclogenesis distribution.

The CYGP is much less sensitive to surface temperature and provides a more

modest and more credible change in cyclogenesis for the doubled-CO2 case.

McDonald et al. (2005) have compared tracked cyclones in high resolution

simulations and have found that the CYGP was able to provide a good agreement

with the genesis of tropical cyclones. Similar results were found by Chauvin et al.

(2006) with higher resolution simulations for the change of the CYGP in future

climate simulations. However Camargo et al. (2007) found less good agreement

between the actual TC track density or TC numbers and the Genesis Potential Index

defined by Emanuel and Nolan. The agreement of the CYGP with the results of

cyclone tracking shows that the CYGP could be a useful diagnostic for analyzing

cyclogenesis in climate simulations.

The aim of this paper is to illustrate the potential of the CYGP by applying it to a

subset of IPCC climate simulations for the past climate, and for an A2 scenario for

the future. The methodology is described in section 2, and the models in section 3.

The results of applying the CYGP to model simulations for the current climate are

given in section 4. The results for scenario A2 at the end of the 21st century are

presented in section 5. Finally some conclusions and perspectives are discussed in

section 6.

Method of Calculation of the Convective Seasonal and Yearly

Genesis Parameter

Given that the formulation of the Seasonal and Yearly Genesis Parameter (resp.

SGP and YGP) of Gray (1968, 1975) is not appropriate for climate change pur-

poses, as indicated in the introduction, Royer et al. (1998) suggested to replace all

the thermal contributions by a new thermal potential which can be represented by

convective precipitation. This diagnostic is indeed a good integration of the three

components of the Gray’s YGP thermal potential. It combines the stability of the

atmosphere, the humidity of the low levels and SST anomalies, since evaporation is

a major contribution to convection. This new formulation of the YGP is able to

diagnose the thermal potential with the model components and avoids the depen-

dence to a fixed 26�C SST threshold that the old formulation induced.

The dynamical potential is defined as the product of three factors:

l f¼ 2O sinj is the Coriolis parameter, j is the latitude andO the angular velocity

of the Earth, in 10�5 s�1.
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l Iẑ¼ (zr f/|f|) + 5 where zr is the low level relative vorticity at 950 hPa, in 10�6 s�1.
l IS¼ (|dV/dP| + 3)�1 is the inverse of the vertical shear of the horizontal wind (V)

between the pressure (P) levels 950 hPa and 200 hPa, in ms�1/750 hPa.

In CYGP the thermal potential is based on the convective precipitation diag-

nosed by the models. In order to avoid cyclogenesis being diagnosed over regions

of shallow convection, a threshold (PT) has been introduced in the formulation of

the thermal potential, i.e. if convective precipitations are less than this amount, the

convective potential is set to 0. The choice of the threshold has been made

subjectively, in such a way that the spatial repartition of the YGP computed from

the ERA40 reanalysis corresponds fairly to global observations. A basic threshold

of 3 mm day�1 was fixed for ERA40. Without taking into account the 3 mm day�1

threshold, some near mid-latitude cyclogenesis was artificially diagnosed while the

conditions are generally not favorable over these regions. Actually, since ERA40

diagnoses total precipitation, this threshold is useful to remove the areas of weaker

non-convective precipitation.

Since the total convective precipitation varies from model to model depending

on the convective precipitation scheme, we have attempted to remove this variation

by making the convective precipitation threshold (PT) model dependent and pro-

portional to the total oceanic convective precipitation simulated by each model

between the latitudes 35�S and 35�N.
Furthermore, in order to make sure that the global count of genesis for the

present climate is the same for all the models, a calibration factor b is made model-

dependent and chosen so that global TCs computed for the period 1960–99 is

the same for all the models and equals 84 TCs per year (as observed, cf. Tsutsui

and Kasahara 1996). Using this calibration is a useful feature for normalizing model

results for intercomparison, as it avoids that the total level of computed TC genesis

be too much dependent on model resolution or specific parameterizations. However

this also puts a limitation on the usefulness of the CYGP as a diagnostic tool of

model quality. It should be remembered later on that comparisons over a specific

area between models are not absolute but only relative to the model global distri-

bution of diagnosed cyclogenesis. In particular, a model tendency to overestimate

cyclogenesis over a particular area will be compensated by an underestimate over

the other areas to satisfy the constraint put on the total.

The thermal convective potential at each grid-point (i,j), is thus defined as

follows:

PCijðkÞ ¼ bðkÞ �maxð0; PRijðkÞ � PTðkÞÞ

where k represents the model, PRij(k) the convective precipitation and PT(k) the

convective threshold for the model k, and b (k) the calibrating factor.

The TC seasonal genesis potential is then computed for each season as the

product of the dynamical potential and the convective potential, and the CYGP is

computed as the sum of the seasonal potential over the 4 seasons.
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Model Data Used for the Analysis

The analysis based on the CYGP has been applied on the coupled GCM simulations

prepared for the Intergovernmental Panel of Climate Change (IPCC) Fourth As-

sessment (AR4), and made available by the Program for Climate Model Diagnosis

and Intercomparison (PCMDI1). For the analysis of the future climate change we

have chosen to use the simulation A2 of the Special Report on Emission Scenarios

(SRES), which is the economic scenario giving one of the larger increases of

greenhouse gas (GHG) forcing at the end of the 21st century. The models for

which results for scenario A2 were available and used in the present analysis are

summarized in Table 1.

We have also used as validation for the current climate the ECMWF ERA40

reanalysis dataset (Uppala et al. 2005). The ERA40 dataset has been interpolated to

a T42 resolution, which corresponds to about an average of the model resolutions.

As another measure of model resolution, in addition to the standard descriptions in

term of spectral truncation (indicated by the standard notation of T for triangular

truncation and the maximum wavenumber), or grid spacing (in degrees of longitude

Table 1 Characteristics of the IPCC models used for the CYGP computations

Model Resolution Number of

ocean points

Convective

precipitation

(mm/day)

Calibration

coefficient b

INMcm3_0 5� � 4� 892 3.02 0.256

GISS_model_e_r 5� � 4� 909 2.71 0.514

CCMA_cgcm3_1 T47 1240 2.14 0.603

IPSL_cm4 3.75� � 2.5� 1988 2.15 0.429

UKMO_hadcm3 3.75� � 2.5� 1995 3.34 0.335

MRI_cgcm2_3_2_a T42 2466 2.59 0.384

MIROC3_2_medres T42 2466 1.59 0.848

BCCR_bcm2_0 T63/G42 2478 3.36 0.822

CNRM_cm3 T63/G42 2480 3.60 0.713

GFDL_cm2_0 2.5� � 2� 3807 2.95 0.406

CSIRO_mk3_0 T63 5344 2.42 0.620

MPI_echam5 T63 5396 3.01 0.328

UKMO_hadgem1 1.875� � 1.25� 7994 3.48 0.346

NCAR_ccsm3_0 T85 9443 2.79 0.434

INGV_echam4 T106 14672 1.99 0.558

ERA40 T42 2480 2.27 0.543

1 see information at: http://www-pcmdi.llnl.gov/ipcc/data_status_tables.htm
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and of latitude), we have also indicated the total number of grid points over ocean in

the latitude belt 35�S–35�N, over which the TC cyclogenesis index is computed.

The models have been ranked in the order of increasing number of ocean grid

points. The small differences in the number of ocean grid points inmodels with similar

resolutions is mainly due to the use of slightly different land masks. The average

annual convective precipitation over these ocean points is given in the fourth column

of the table since it is a fundamental component of the CYGP. The last column gives

the calibration coefficient b of the CYGP that is applied to each model.

It can be seen that the model resolutions encompass a range of resolutions of

over an order of magnitude in the number of ocean points (from less that 900 points

to more than 14000 points). The convective precipitation varies also within large

limits, from less than 2 mm/day to more than 3 mm/day, without any apparent link

to model resolutions. This variation can be due to the fact that models use very

different convective parameterization schemes and have different biases in SSTs,

which can influence the surface heat and moisture fluxes. It has been noticed that

many models produce too much convective precipitation and too little stratiform

precipitation compared to observational estimates (Dai 2006). In view of this wide

variation we have chosen to make the CYGP convective precipitation threshold

(PT) proportional to the mean convective precipitation of each model. The coeffi-

cient of proportionality (1.32) was chosen after determining that a threshold of

3 mm/day seemed suitable for the ERA40 reanalysis that has a mean convective

precipitation of 2.27 mm/day. We have checked that in the models the results are

not sensitive to the choice of a threshold, but for consistency with ERA40 we have

kept the use of the threshold in the models as well.

Since the large variation in convective precipitation in the different models is

largely due to their use of different parameterization schemes for convection, it

seems appropriate to choose the calibration coefficient b used in the computation of

the CYGP as model dependent. This calibration coefficient was chosen so that the

total cyclogenesis over all the ocean points computed over the interval 1960–1999

was equal to 84 TCs per year, which is about the average number of observed

cyclones. It can be seen that this calibration coefficient varies also in a large interval

(from less than 0.3 to over 0.8), but not always in the opposite direction as

convective precipitation, since dynamical factors may also modulate the CYGP.

Results for the Current Climate

The CYGP has been computed from the 10-year mean large-scale fields. The

average over the 3 last decades of the 20-th century (1970–1999) for the different

models and for ERA40 are represented in Fig. 1 in order to show the geographical

distribution of the cyclogenesis. It can be seen that the different models are able to

represent the broad distribution patterns of the area of TC genesis. However

differences between models can be noted in the different ocean basins.

218 J.‐F. Royer, F. Chauvin



Fig. 1 Geographical distribution of the genesis index CYGP. The unit is number of TC genesis

per 20 years per 5� � 5�. The model identification is shown above each figure for the other models

and ERA40 reanalysis
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Fig. 1 (Continued)
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Over the South-West Pacific several models extend the cyclogenesis zone east-

wards farther east of 150�W than is computed in ERA40 (CNRM_cm3, GISS_

model_e_r, INGV_echam4, INMcm3_0, IPSL_cm4, MPI_echam5, NCAR_

ccsm3_0). This deficiency originates from the fact that these coupled models have

the tendency to give a too symmetric distribution of precipitation straddling the

equator. This is the well-known problem of the so-called double inter tropical

convergence zone (ITCZ) frequently found in coupled models in association with

an excessive westward extension of equatorial Pacific cold tongue in SSTs (Mechoso

et al. 1995; Dai 2006; Lin 2007a). Some of the models give in addition a too zonal

distribution over the North Pacific, and do not reproduce the contrast between the

North West and North East Pacific (GISS_model_e_r, INMcm3_0, IPSL_cm4), a

problem that could be due in part to the coarse resolution in these models. In several

models the cyclogenesis index is underestimated over the North Atlantic

(BCCR_bcm2_0, CCMA_cgcm3_1, CNRM_cm3, CSIRO_mk3_0, INVG_echam4,

INMcm3_0, MPI_echam5, MRI_cgcm2_3–2a, NCAR_ccsm3_0). About half the

models indicate a cyclogenesis area in the South Atlantic near the coasts of Brazil

(BCCR_bcm2_0, CCMA_cgcm3_1, CNRM_cm3, CSIRO_mk3_0, GISS_model_

e_r, INGV_echam4, MPI_echam5, NCAR_ccsm3_0, UKMO_Hadgem1). This

does not seem to match well with current observations, since only one single case

of a hurricane in this area has been ever observed, namely Catarina in March 2004

(Pezza and Simmonds 2005).

All models reproduce correctly the TC genesis area over the South Indian Ocean,

and over the Gulf of Bengal in the North Indian Ocean. However several models

tend to give too much TC genesis over the Arabian Sea (CNRM_cm3, CSIR-

O_mk3_0, GISS-model_e_r, INMcm3_0, IPSL_cm4, NCAR_ccsm3). This may

be due to a tendency of these models to overestimate precipitation in this region.

In order to provide results of TC genesis in a more quantitative form, the CYGP

has been integrated over the traditional ocean basins in order to provide an estima-

tion of the number of TC generated each year over each basin (Table 2).

The figures from the models are an average over the 3 decades 1970–1999. In

order to summarize the model results, the mean of the 15 models with the standard

deviation (after the � sign) has been included. The cyclogenesis computed from

ERA40 is shown for comparison, as well as the observed number of cyclones over

the period 1973–1992 published in Tsutsui and Kasahara (1996).

The six ocean basins are:

l NI (North Indian: 0�-35�N, 40�E-100�E);
l SWI (South West Indian: 45�S-0�S, 20�E-100�E);
l NWP (North West Pacific: 0�-55�N, 100�E-180�E);
l SWP (South West Pacific: 55�S-0�S, 100�E-220�E);
l NEP (North East Pacific: 0�-55�N, 180�E-American coast);
l ATL (Atlantic: 0-55�N, American coast-360�E).

This table confirms a tendency of many models to overestimate cyclogenesis

over the South West Pacific and to underestimate it strongly over the Atlantic, while

the cyclogenesis computed from ERA40 is in rather good agreement with the
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observed values. This is an indication that the opposite bias of some models over

the Atlantic and South Pacific may be due to excessive convection over the Pacific

simulated in these models. It is also likely that the dependence of the convective

precipitation threshold on the mean convective precipitation may enhance the

reduction of the convective potential over the Atlantic in the models that generate

large convective rainfall over the Pacific. To go further into the explanation of such

a low amount of CYGP over the Atlantic basin, we have calculated the average of

the three main contributions to the CYGP index: vorticity, shear and thermal

potential. Only the thermal potential average may explain the underestimated

values of CYGP over the Atlantic for some of the models (not shown). Indeed,

the models that show the more pronounced lack of activity are those with the

weaker thermal potential. Besides the effect of the convective threshold, which is

only effective on the edges of the convective precipitation pattern, one may

conclude that the weakness of the CYGP over the Atlantic is mainly due to the

lack of convective precipitations simulated by the models over this region. These

weak convective precipitations are coherent with cool summer SSTs in the coupled

models over the Atlantic (not shown). Several models have quite large cold SST

biases over the tropical Atlantic that are associated with dry biases (Dai 2006).

In order to investigate the evolution of the results over time we have displayed in

Fig. 2 the evolution of the number of cyclogenesis events computed by means of the

CYGP for successive 10-year period as averaged over each of the six ocean basins.

Table 2 Number of annual cyclogeneses per year simulated in the different ocean basins by the

15 models, ERA40 and observed (Tsutsui & Kasahara 1996)

Model NI SWI NWP SWP NEP ATL

INMcm3_0 3.0 16.5 20.9 20.7 20.0 1.3

GISS_model_e_r 3.2 9.7 21.7 18.6 15.2 6.9

CCMA_cgcm3_1 6.9 9.8 35.4 21.0 8.9 1.1

IPSL_cm4 4.9 14.4 26.6 18.8 16.5 2.5

UKMO_hadcm3 7.5 9.0 24.0 25.0 14.5 3.1

MRI_cgcm2_3_2_a 4.1 10.4 31.9 26.4 10.2 1.7

MIROC3_2_medres 6.5 8.0 24.9 23.0 17.5 1.9

BCCR_bcm2_0 4.4 10.4 23.8 32.6 6.3 3.1

CNRM_cm3 6.2 15.4 23.0 25.5 7.6 1.5

GFDL_cm2_0 3.0 11.3 24.9 21.3 19.8 2.0

CSIRO_mk3_0 4.2 9.0 34.1 23.8 9.8 0.8

MPI_echam5 3.3 9.5 28.0 20.4 14.9 2.5

UKMO_hadgem1 4.1 11.3 25.0 19.3 20.6 2.6

NCAR_ccsm3_0 6.0 15.0 22.5 21.1 14.5 1.1

INGV_echam4 4.1 13.2 24.7 23.8 9.3 4.6

Mean � Std. Dev. 4.8 � 1.5 11.5 � 2.7 26.1 � 4.4 22.8 � 3.7 13.7 � 4.7 2.4 � 1.6

ERA40 4.8 11.4 24.5 18.1 18.7 7.0

Obs. 1973–92 5.2 10.5 26.6 15.6 17.4 8.7
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The 10-year averages illustrate a rather large interdecadal variability, as well as the

large differences in the number of cyclogenesis among the different models, as

already discussed in Table 2.

Some long-term trends are clearly apparent in most simulations over some ocean

basins, even over the 20th century, and they tend to increase over the 21st century. This

is the case for the IndianOcean (NI and SWI) where nearly all models simulate a small

Fig. 2 Time evolution of TC genesis simulated in the six ocean basins by the 15 IPCC models

(detailed in legend) and by ERA40 (* symbol). Horizontal axis represents the decades from 1860

to 2000 in the 20C3M simulation and from 2000 to 2100 in the A2 scenario, and vertical axis is the

equivalent number of TCs following Gray’s definition
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increasing trend, and also for the North West Pacific. Over the NEP and SWP the

trends are less apparent, and trends over the 21st century are even opposite in

different models. Over the Atlantic most models give no trend or a slightly

decreasing trend, with the exception of a single outlier. The trends over the 20-th

century are not very stable and partly masked by the interdecadal variability.

ERA40 gives larger CYGP variability and trends than the models for the last 4

decades of the 20th century. The observations over the past twenty to thirty years

(Klotzbach 2006; Kossin et al. 2007, Webster et al. 2005) show only relatively

small trends in TC numbers over most ocean basins, with an increasing trend only

over the North Atlantic, and a decreasing trend over the Northeast Pacific that are

not simulated by most of the models, nor by ERA40. So there appears to be more

decadal variability in the model- or ERA40-diagnosed TC genesis than in reality,

although with only a few decades of reasonably reliable observations, it is difficult

to reach a more quantitative conclusion. In order to analyse these contrasting

responses it is useful to examine the distribution of the cyclogenesis at the end of

the 21st century.

Results for Scenario A2

To lookmore clearly at the trends of the different models that were apparent in Fig. 2,

the change in the yearly number in TC genesis over the different basins between the

last 3 decades of the 21st century with respect to those of the last 3 decades of the

20th century have been computed. The results, shown in Table 3, have been

normalized by expressing the evolution as a percent change with respect with

their numbers at the end of the 20th century (shown in Table 2), so as to show

more clearly the behavior of the different basins independently of their large

differences in total TC genesis.

There is a rather good consistency of the models for simulating an increase in TC

genesis over the North Indian Ocean. Only one model (GFDL_cm2_0) simulates a

small decrease, and another model (INGV_echam4) a negligible increase. Most

models give increases above 10%, and three of them produce increases above 40%

(INM_cm3, GISS_model_e_r, BCCR_bcm2_0). Over the South West Indian

Ocean the consistency decreases as four models simulate a decrease in TC genesis

(MRI_cgcm2_3_2_a, GFDL_cm2_0, UKMO_hadgem1, INGV_echam4), the de-

crease being rather strong (-22%) in the case of the INGV model. Two models still

give increases above 40% in this region (MIROC, CSIRO).

The situation is similar over the North West Pacific where four models give a

negative change (CCMA_cgcm3_1, MIROC3_2_medres, CNRM_cm3, INGV_

echam4). Over the South West Pacific and North East Pacific there is no consisten-

cy even in the sign of the response since respectively 6 and 7 of the models, that is

nearly half of the models, give a decreasing response and the rest a positive

response. Over the Atlantic ten of the models give a decreasing in TC genesis,

but still five of them an increase (GISS_model_e_r,, UKMO_hadcm3, BCCR,
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GFDL, CSIRO). From the dispersion of the model results it seems rather hazardous

to draw a conclusion on the changes in TC genesis in the different ocean basins.

We can try to investigate further the cause of this dispersion by looking at the

spatial distribution of the CYGP response. The changes of cyclogenesis in the

different basins have a rather complex spatial distribution. This can be illustrated

by the map of differences of the CYCP at the end of the 21st century compared to

the end of 20th century (Fig. 3). It can be seen that the patterns of the cyclogenesis

changes differ from model to model and have a rather complex structure with both

positive and negative regions, which are an indication of displacements of the

cyclogenesis areas. Though at first sight it may seem rather difficult to distinguish

some coherency in model responses, a more detailed analysis reveals a number of

general features.

The distribution of the response in longitude varies markedly according to the

model and ocean basin. Over the Atlantic the response is very small except for the

GISS_model_e_r, which gives a zonally symmetric increase over all ocean basins.

This weakness of the response should, nevertheless, be related to the underestima-

tion of the Atlantic TC activity as it is diagnosed by the CYGP in the models. Over

the North Indian Ocean nearly all models simulate an increase of TC genesis west

of India over the Arabian Sea. However, east of India over the Gulf of Bengal some

models simulate an increase of TC genesis (BCCR, CSIRO, GISS, INM, MRI),

while several other simulate a decrease (CCMA, CNRM-cm3, INGV, NCAR). This

Table 3 Change in the cyclogenesis per year simulated by the models in scenario A2 for the end

of the 21st century (2070-2099) with respect to the end of the 20th century (1970–1999) for the

total numbers, and relative change for the different ocean basins (in percent)

Model Total NI SWI NWP SWP NEP ATL

INMcm3_0 12.1 58% 26% 25% 10% �5% �21%

GISS_model_e_r 30.5 59% 11% 39% 38% 48% 67%

CCMA_cgcm3_1 �1.7 14% 23% �12% �10% 18% �23%

IPSL_cm4 7.3 13% 18% 5% 19% �4% �11%

UKMO_hadcm3 10.8 13% 10% 15% �10% 49% 21%

MRI_cgcm2_3_2_a 5.4 35% �7% 10% 9% �6% �11%

MIROC3_2_medres �1.6 23% 62% �15% �19% 0% �4%

BCCR_bcm2_0 9.5 41% 28% 9% 1% 36% 2%

CNRM_cm3 9.0 12% 21% �1% 10% 35% �13%

GFDL_cm2_0 �3.3 �8% �8% 8% �16% �6% 39%

CSIRO_mk3_0 15.5 33% 45% 23% 9% �1% 32%

MPI_echam5 21.6 30% 16% 31% 20% 46% �25%

UKMO_hadgem1 10.6 9% �5% 49% 4% �3% �55%

NCAR_ccsm3_0 �1.6 31% 8% 0% �6% �22% �11%

INGV_echam4 �11.7 2% �22% �8% �20% 0% �43%

Mean 7.5 24% 15% 12% 3% 12% �4%

S. Dev. 10.6 19% 21% 19% 17% 24% 32%
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Fig. 3 Spatial distribution of the model CYGP change at the end of the 21st century (2070–2099)

with respect to the end of the 20th century (1970–1999). The unit is the number of TC genesis per

20 years per 5� � 5�. Positive contours are shown by solid lines and negative contours by dashed

lines. The model identifier is shown above each figure
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contrasting response in the Bay of Bengal explains the difference in the magnitude

of the change over the North Indian domain shown in Table 3. A similar contrast

between west and east is found in the South Indian Ocean, where nearly all models

give an increase of TC genesis in the western part, while in the eastern part (east of

Fig. 3 (Continued)

Response of Tropical Cyclogenesis to Global Warming in an IPCC AR4 Scenario 227



90�E) most models give a decrease (BCCR, CNRM, CSIRO, MIROC, MRI,

NCAR, UKMO_Hadcm3), with only a few giving an increase (CCMA, GISS,

IPSL, MPI). Two models have a different pattern of response in this area: the

INGV model that gives a general decrease over this area, and the UKMO_hadgem1

that gives a zonal response with an increase equatorward and a decrease poleward,

corresponding to a general equatorward migration of the TC genesis area over the

South Indian Ocean.

It can be noticed that the same pattern of response extends over the South West

Pacific in these two models. For several of the other models the response over

the SWP basin shows a contrast in longitude with a positive response westward

of about 180–150�W, and a negative response eastward (BCCR, CNRM-cm3,

INMcm3, MPI_echam5, NCAR_cssm3, UKMO_hadcm3). This pattern of response

corresponds to a reinforcement of TC genesis over the Coral Sea, and a reduction of

the eastward extension of the cyclogenesis zone associated with the SPCZ.

A similar east-west contrast over the North Pacific is found only in a few models

(CSIRO_mk3, INMcm3, IPSL-cm4, MRI_cgcm2_3_2a). The majority of models

give rather a more zonally uniform response extending across the whole North

Pacific (BCCR, CNRM-cm3, GFDL_cm2_0, GISS_model_e_r, MPI_echam5,

NCAR_ccsm3_0, UKMO_hadcm3, UKMO_hadgem1) with most of the time a

north-south contrast. In most of the models there is an increase of TC genesis

between 10–20�N latitude situated on the poleward side of the main cyclogenesis

area. Depending on the model this zone of increase can extend over a whole ocean

basin or be restricted to a part of it. This pattern corresponds to a poleward

extension of the TC genesis, which is consistent with the poleward expansion of

the Hadley circulation that has been diagnosed in the IPCC AR4 climate simula-

tions (Lu et al. 2007).

There are however some exceptions to this general pattern, for example MIR-

OC3_2_medres that simulates an increase equatorward and a decrease poleward of

the main cyclogenesis zone in the North Pacific, both in the west and in the east, as

well as in the South West Pacific. A similar opposite pattern is also found in the

NCAR_ccsm3_0 simulation. For CCMA this opposite pattern is found only over

the West Pacific in both hemispheres, and for INGV only in the South West Pacific

and South Indian Ocean. For these models this type of response explains the strong

reduction in TC genesis in these basins noticed in Table 3.

In conclusion there appears a diversity of patterns of TC genesis changes in the

different models, but for several models there is a similar response pattern in

longitude leading to a displacement of TC genesis westward in the North Indian

Ocean, South Indian Ocean and South West Pacific. This pattern could be asso-

ciated to a response of the Walker circulation to global warming, as described by

Vecchi and Soden (2007). As the response of the tropical circulation is very

sensitive to the SST gradients, a possible explanation of this diversity of response

patterns could be linked to the model SST response to GHG increase.

Indeed it can be seen that the SST changes differ considerably from model to

model (Fig. 4) not only in their magnitude, but also in their geographical pattern.

Several models have a pattern of warming showing a marked resemblance to an El
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Fig. 4. Change in SST simulated by each model for scenario A2 at the end of the 21st century

(2070–2099) with respect to the end of the 20th century (1970–1999). The contour interval is 0.5 K

above 2K. The model identifier is shown above each figure
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Fig. 4 (Continued)
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Nino type anomaly with a maximum warming in the equatorial East Pacific

(CCMA, CNRM_cm3, CSIRO, INGV, IPSL, MPI_echam5, UKMO_hadcm3)

while others have a maximum warming in the central or West equatorial Pacific

(INMcm3, MIROC, NCAR_ccsm3, UKMO_hadgem1). Such patterns of El Nino-

like or La Nina-like responses to global warming have been previously pointed out

(Collins et al. 2005, Yamaguchi and Noda 2006). It can be expected that the

different patterns of SST changes in the model can modify the location of convec-

tive rainfall and also the other circulation features, such as wind shear, that can have

a controlling effect on TC genesis (Vecchi and Soden 2007, Latif et al. 2007).

The lack of agreement in the pattern of SST changes can be considered to be one

of the principal factors that is responsible for the diversity of the patterns of change

in TC genesis.

Discussion and Conclusions

This paper has reported a preliminary analysis of 15 simulations of IPCC AR-4

coupled models for the 20th century in term of a cyclogenesis index, CYGP, based

on a combination of large-scale environment factors, among which the simulated

convective precipitation plays the part of a thermal potential. For the current climate

the geographical distribution of the cyclogenesis patterns simulated by the different

models has some degree of realism, although the absolute number of cyclogenesis in

the different ocean basins differ widely frommodel to model. The cyclogenesis index

presents large interdecadal fluctuations and trends. In scenario A2 the trends in the

cyclogenesis response differ according to the ocean basins andmodels.While in some

ocean basins like the Indian Ocean, the majority of models compute an increasing

trend in cyclogenesis, the response is much less coherent in other basins where some

models give a decreasing trend. In the global mean, nearly all models give an overall

increase of cyclogenesis in the 21st century, except for the INGVmodel. Interestingly

this is themodel with the highest resolution (T106). The CYGP response in this model

appears in good agreement with a direct analysis of the cyclone tracks (Gualdi et al.

2008). This would seem to add another piece of evidence to support the idea that

models with a resolution of T106 or above produce a rather different response of the

tropical cyclones to climate change than lower resolution models.

The lack of coherence of the TC genesis response to future climate change can

be associated to the different response patterns of SST in the coupled models,

particularly over the Equatorial Pacific and their differences in the simulation of

ENSO. How the ENSO will change in a warmer climate is still a very uncertain and

debated issue. A study of ENSO in different CGCMs has shown that most models

simulate different characteristics of the ENSO pattern, intensity and period (van

Oldenborgh et al. 2005, Guilyardi 2006, Lin 2007b). As the ENSO phenomenon has

a large impact on the distribution of TCs over the Pacific, and even over the

Atlantic, it seems useful to extend this study by analyzing the CYGP at higher

temporal resolution (seasonal) and relating it to an ENSO index in each of the

model simulation. In this way one could attempt to relate the response of each
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model in the future climate to its response to ENSO SST patterns. However it seems

that the large spread of model responses in term of SST patterns precludes drawing

precise conclusions on the future TC genesis until some better convergence of the

model SST response has been achieved. The question of the horizontal resolution of

the coupled models may also be a crucial one, since it seems that the higher

resolution models may have a different response than the lower resolution models

in term of convective precipitation response.
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Risk of Tropical Cyclones Over

the Mediterranean Sea in a Climate

Change Scenario

Miguel Angel Gaertner, Marta Domı́nguez, Victoria Gil, and Enrique Sánchez

Abstract The possible development of tropical cyclones over the Mediterranean

Sea due to anthropogenic climate change is analysed here. A previous paper

(Gaertner et al., 2007) has shown for the first time that there is a risk of such a

development, based on regional climate model simulations for a high emissions

scenario. The combined use of an ensemble of regional climate models nested in the

same global climate model and of the cyclone phase space method from Hart (2003)

as an objective way to detect tropical characteristics in the cyclones has allowed us

to detect this possibility. The results show a large spread among the models, ranging

from no cyclone intensity change in the future climate scenario to the development

of strong tropical cyclones. A spatial and temporal comparison of the sea surface

temperature with the ocurrence of intense cyclones show that though this variable is

important, it’s not the only important factor. An adequate synoptic setting is

needed, with high-latitude blocking conditions and an upper-level cut-off low

over the Mediterranean Sea. Several important uncertainties remain to be analysed,

but the existence of a theoretical mechanism for tropical cyclone formation over the

Mediterranean Sea and the fact that already some observed Mediterranean cyclones

show partially tropical characteristics give plausibility to the analysed risk.

Introduction

The changes in tropical cyclones that can be expected due to anthropogenic climate

change still have several open aspects. One of these aspects is the possibility of

changes in the geographical distribution of tropical cyclones. The projected in-

crease of sea surface temperatures (SSTs) alone cannot be linked directly to an

extension of the areas where tropical cyclones can be found, as the genesis and

development of tropical cyclones depend also on atmospheric conditions like the

atmospheric stability and the vertical wind shear. Previous studies have not found

evidences of changes in the projected areas of formation of tropical cyclones

J.B. Elsner and T.H. Jagger (eds.), Hurricanes and Climate Change, 235

doi: 10.1007/978-0-387-09410-6, # Springer Science þ Business Media, LLC 2009



(IPCC, 2007; Lionello, 2002; Walsh, 2004). These results were based either on

simulations with General Circulation Models (GCMs), which have a relatively low

horizontal resolution or on one particular Regional Climate Model (RCM). The

coarse resolution of GCMs limits their ability to simulate perturbations of the scale

of tropical cyclones.

Recently, two cyclones have developed over unusual areas of the Atlantic

Ocean, raising questions about this issue. In March 2004, the first documented

South Atlantic hurricane, called Catarina, made landfall over the southern coast of

Brazil (Pezza and Simmonds, 2005). Hurricane Vince (Franklin, 2006) formed next

to Madeira Islands in the Atlantic Ocean and was the first detected hurricane to

develop over this area. It was also the first known tropical cyclone to make landfall

in Spain, though at this point it had lost the hurricane category. Both cyclones

developed from an initially baroclinic cyclone, and the tropical transition occurred

over SSTs lower than 26�C. The mechanisms of tropical transition and the potential

impacts of large scale circulation changes on them have been analyzed in recent

studies (Davis and Bosart, 2003; Pezza and Simmonds, 2005).

The Mediterranean Sea reaches already for present climate conditions rather

high SST values at the end of summer and beginning of autumn. This has led to

studies analysing observed Mediterranean cyclones with respect to tropical char-

acteristics. Partially tropical characteristics have been found in some September

and October cyclones (Reale and Atlas, 2001; Homar et al., 2003). Fita et al. (2007)

make an analysis of seven observed Mediterranean tropical-like storms using

observations and numerical simulations. A mechanism for the development of

Mediterranean tropical cyclones, initiated by upper-level cut-off lows, has been

proposed (Emanuel, 2005).

The future characteristics of Mediterranean cyclones have been analysed in

several papers. Lionello et al. (2002, 2007) have used global climate model

(GCM) results and one particular regional climate model (RCM), finding no

evidence of more intense cyclones during early autumn months. Another study

applied a different regional climate model to analyze Mediterranean cyclones and

also did not find any clear tendency in the number of intense summer cyclones for

future climate conditions (Muskulus and Jacob, 2005). A recent paper has found

evidences of fully tropical cyclones developing over the Mediterranean Sea in

future climate scenario simulations (Gaertner et al, 2007), making use of an

ensemble of RCMs and an analysis method focused on the detection of tropical

cyclones. Here we present additional results of this study.

Methods and Data

Climate change simulations. The multi-model ensemble simulations which are the

basis of the present study were performed within PRUDENCE project (Christensen

et al., 2002). A description of the nine regional climate models and an analysis of

their results can be found e.g. in Jacob et al. (2007) or Déqué et al. (2007). The
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domains cover most of Europe, but differ particularly in the location of the southern

and eastern boundaries. This is the reason of the differences in the extension of the

Mediterranean basin covered by the models. The horizontal resolution is between

50 and 55 km. Two 30-year time slice simulations have been performed in this

study: the control run for 1960–1990 period, with observed greenhouse gases

levels, and a scenario run for 2070–2100 period, considering SRES-A2 greenhouse

gases evolution (IPCC, 2000). Lateral boundary conditions were provided by

simulations performed with the Hadley Centre atmospheric global climate model

(HadAM3H) (Pope et al., 2000).

The analysis is performed for the month of September, in order to focus on the

possible development of cyclones with tropical characteristics. In this month, the

SSTs are near their maximum annual value and the summer subsidence over the

Mediterranean Sea is also weakening. The summer subsidence is associated to the

northward displacement of the subtropical high, and limits strongly summer pre-

cipitation over the region.

Observed SSTs (1960–1990) are used for present climate, and future climate

SSTs are calculated by adding a constant increment and a positive trend to the

monthly values used in the control simulation. This increment is the 30-year

monthly mean difference between the two periods in corresponding runs performed

with the ocean-atmosphere coupled model HadCM3 (Johns et al., 2003), and the

trend has been taken from the same simulation. SSTs reach values of up to 30�C
(averaged over the Mediterranean Sea) at the end of the scenario simulation. The

SST values (averaged over the Mediterranean Sea) for both present and future

climate simulations are shown in Fig. 1.

Cyclone detection method. An objective cyclone detection method (Picornell

et al., 2001) based on sea level pressure (SLP) fields is used. The SLP output from

the models has been smoothed with a Cressman filter with a radius of 200 km in

order to filter out smaller scale noisy features that appear usually in SLP fields. SLP

minima are detected in the filtered fields. Too weak cyclones are removed by

applying an SLP gradient threshold within a radius of 400 km around the SLP

minima. This radius is the reason why the so called cyclone detection area is smaller

Fig. 1 Evolution of September SST (averaged over the Mediterranean Sea) for control simulation

(grey line, 1960–1990) and for scenario simulation (black line, 2070–2100)

Risk of Tropical Cyclones Over the Mediterranean Sea 237



than the respective RCM domain. Figure 2 shows the smallest and the largest

detection area among the nine models. The largest detection area covers almost

the whole Mediterranean Sea, while the smallest one covers only the northernmost

part. For the present study, the geostrophic vorticity at cyclone centre has been used

for measuring cyclone intensity.

The cyclone detection method allows also to calculate cyclone tracks, but it uses

the horizontal wind at 700 hPa to this effect. This field is not available for the

analysed RCMs. Due to this, a subjective method has been applied in order to

determine cyclone duration and track for the most intense cyclones of each simula-

tion. To this effect, the daily SLP field has been plotted with a 2 hPa interval, and

only those lows with at least one closed contour have been considered. Tracks have

been obtained by linking the daily cyclone centres using criteria of proximity and

similarity. The fact that only the most intense cyclones were analysed this way

simplified this task.

Vertical structure of the cyclones. The objective analysis of the vertical

structure of the cyclones for determining if the cyclones have tropical or extra-

tropical characteristics has been applied following the published description of the

cyclone phase space method (Hart, 2003), based on the geopotential fields between

900 and 300 hPa.

Fig. 2 Largest (continous box) and smallest (dashed box) detection areas in the regional climate

model ensemble
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Results

Frequency and Intensity of Cyclone Centres

As explained before, the detection area differs among the nine models. The

southern extension of the detection area has been used for dividing the RCM

ensemble in two groups for the following analysis. Those models reaching

36.5�C or further to the south were included in one group for which the most

detailed analysis has been done, whereas models reaching only up to 39.5�C were

included in the other.

As a measure for extreme intensity, the 95th percentile of geostrophic vorticity

at cyclone centre has been used. Table 1 shows the values of this statistic for control

(CTRL hereafter) and scenario (SCEN) simulations for the two groups of models,

ordered from smaller to larger southern extension of the detection area. Among the

models covering only the northern part of the Mediterranean Sea, two show almost

no difference between CTRL and SCEN simulations, while the others show some

intensity increase in the SCEN run. The increasing tendency of extreme intensity is

more definite among the models covering also part of the southern Mediterranean

Sea. Most of them show a moderate to strong increase in the intensity of extreme

cyclones, with only one exception (RegCM) showing almost no increase. The

spread in intensity among the models is much larger for SCEN than for CTRL

runs, particularly for the models with larger detection area.

The following discussion concentrates on the group of five models with larger

Mediterranean domain. The clearer intensity change in this group compared to the

remaining models might suggest that it’s related to cyclones over southern

and eastern areas of the Mediterranean Sea. In order to analyse this possible

Table 1 Intensity of cyclone centres

Model CTRL A2 SCEN

CHRM (41.5�C) 186 182 (�2%)

HIRHAM (40.5�C) 162 212 (+31%)

RACMO (40.5�C) 198 231 (+17%)

RCAO (39.5�C) 185 187 (+1%)

HadRM3H (36.5�C) 169 361 (+114%)

CLM (35.5�C) 216 274 (+27%)

PROMES (35.5�C) 257 300 (+17%)

REMO (33.5�C) 221 491 (+122%)

RegCM (32.5�C) 205 214 (+4%)

95th percentile of geostrophic vorticity at cyclone centre (�10�6 s�1). The

percentage variation from CTRL to A2 SCEN simulations is indicated in

brackets in the third column. The southern limit of the cyclone detection area

is indicated in brackets after the model name, in the first column. The two

groups of models mentioned in the text are separated by a blank line.
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relationship, the Mediterranean Sea has been divided in four subdomains, shown in

Fig. 3. The northern subdomain corresponds roughly to the area of Genoa cyclones.

The warmer waters occur in the southern and eastern subdomains, which are not

fully included in all the five models. If a direct relationship exists between higher

SSTs and the cyclone intensity increase, this should show up in the spatial distribu-

tion of cyclone centres.

Figure 4 shows, for all five models and for every subdomain, the frequency of

cyclone centres (all low pressure centres during the 30-year simulation period) and

the average intensity of the four most intense cyclone centres, as a measure of the

change in extreme intensity from CTRL to SCEN run. The model with the largest

intensity increase (REMO) shows a clear increase in the number of cyclone centres

and in their extreme intensity particularly over the southern and eastern subdo-

mains, as expected if the SST increase is a major reason for these changes. But the

picture isn’t that clear when we look at the other models. HadRM3H shows also the

largest intensity increase over the southern subdomain, but the number of detected

cyclone centres is very low there. This is in part due to the more limited detection

domain for this model. A visual inspection of the SLP field at the original

HadRM3H domain reveals that the cyclone detection method misses several intense

cyclone centres over the southern and eastern Mediterranean areas. If these missed

cyclones would have been taken into account, a clearer relationship between

intensity increase and SSTs for this model would have been apparent. But the

largest frequency and extreme intensity increases for CLM occur over the western

Fig. 3 Mediterranean subdomains for intensity change analysis: western (W), northern (N),

southern (S) and eastern (E) subdomains
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subdomain, whereas in PROMES these two quantities increase similarly over three

subdomains, including the northern one. Finally, RegCM (which gives no overall

intensity increase) shows even some intensity decrease over the southern subdo-

main. For this last model, the clearest change is a frequency increase over the

western subdomain, which seems to be linked mainly to more cyclone centres

forming north of the Atlas mountain range.

In summary, the model ensemble shows no systematic relationship between

higher SSTs and more intense cyclone centres, though a clearer relationship may

be masked by the limited extension to the south and east of the detection areas.

Fig. 4 Number of cyclone centres during 30 years (upper graph) and geostrophic vorticity at

cyclone centre (�10�6s�1) (average of the 4 most intense cyclone centres, lower graph) for the

different models, for every subdomain (horizontal axis) and for CTRL (grey bar) and A2 SCEN

(white bar) simulations. The scales are different for each model
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An interesting related question is if the most intense SCEN cyclones develop at

the end of the 30-year period, when the trend leads to the the highest SSTs (Fig. 1).

For the same group of five models previously considered, we have taken the ten

most intense cyclones of every model, and summed for all models the number of

these cyclones occurring every year. This aggregate frequency is shown in Fig. 5,

compared to the SST evolution. There seems to be no trend in the number of most

intense cyclones, though the highest value occur in the last two years. A visual

inspection reveals no correlation with SST either, with some peaks in the number of

intense cyclones coinciding even with the lowest SSTs.

This is an aggregate result for the five models. If we look only at the model with

the strongest intensity increase, we see that the three most intense cyclones occur

during the last decade (figure not shown). This model showed also a relationship

between higher SST areas and the intensity increase. SSTs seem therefore to play a

role in the intensity increase, but other factors contribute to it.

Analysis of Tropical Characteristics of Cyclones

We will analyse now if the cyclone intensity increase, found in most models of the

RCM ensemble, is associated at least in part to tropical characteristics. To this end,

the cyclone phase space method described by Hart (2003) has been applied to two

of the models. The analysis of other models with this method has not been possible,

due to the absence of the necessary daily upper-level data.

The cyclone phase space method uses 3 parameters: one indicates if the cyclone

is thermally asymmetric (i.e. has a frontal structure) or symmetric in the horizontal,

the other two describe if the cyclone has a cold core or a warm core in the lower

troposphere (900-600 hPa) and in the upper troposphere (600-300 hPa). A tropical

cyclone is a thermally symmetric, full-tropospheric warm-core cyclone.

The two models analysed are REMO (which shows the strongest intensity

increase) and PROMES (which shows the weakest intensity increase among the

Fig. 5 SCEN simulation: evolution of SST (�C) (black line, left vertical axis) during the period

2071–2100 and evolution of the number of intense cyclones per year (grey line, right vertical axis)
for all the five models analysed. The 10 most intense cyclones have been taken for every model
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five models, when we exclude the model showing virtually no intensity change).

This way we can get a first approximation of the relationship between intensity

changes and vertical structure changes of cyclones in the RCM ensemble.

Specifically, the four most intense cyclones of CTRL and SCEN runs have been

analysed for these two models. Figure 6a shows the cyclone phase space evolution

Fig. 6a Cyclone phase space for the most intense cyclone in REMO CTRL simulation. Upper
frame: 900 hPa‐600 hPa storm-relative thickness symmetry (m) versus 900 hPa‐600 hPa

thermal wind parameter (m). Lower frame: 600-300 hPa thermal wind parameter (m) versus 900

hPa‐600 hPa thermal wind parameter (m). The most intense cyclone centre is highlighted with a

circle
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for the most intense REMO-CTRL cyclone. This cyclone has a lifetime of 4 days. In

the second day, it develops a full-tropospheric warm core, but it has a certain degree

of thermal assymetry. Another REMO-CTRL cyclone (figure not shown) is able to

develop a symmetrical warm core structure during two days, but the warm core is

less intense and doesn’t reach 300 hPa. Similar short-lived warm cores develop also

in PROMES-CTRL simulation, where three of the four most intense cyclones show

a warm core during 1 day. An example can be found in Fig. 7a), which shows the

phase space evolution for the most intense PROMES-CTRL cyclone. The appear-

ance of such short-lived features is consistent with the so called ‘‘medicanes’’ (Fita

et al., 2007), which are ocasionally observed over the Mediterranean and show a

partially tropical structure. It’s noteworthy that the days with a most intense cyclone

centre correspond to a warm core structure in the cyclones shown (the most intense

cyclone centre is highlighted with a circle in all these phase space graphs).

REMO-SCEN most intense cyclones show a strong structure change. As can be

seen in Fig. 6b, the most intense cyclone is able to develop a symmetric, full-

tropospheric warm core structure during 6 days. The warm cores are also much

more intense than for CTRL cyclones. The parameters reach values typical of a

strong hurricane (Hart, 2003). The other three most intense cyclones (not shown)

have a warm core structure during 5 to 8 days and, at the same time, low values of

the thermal asymmetry parameter. These simulated cyclones are therefore tropical

cyclones during part of their lifetime. They maintain a warm core structure for

several consecutive days (up to 8), which indicates clearly that the feedback

between latent heat fluxes and winds at the sea surface is operating as in fully

developed tropical cyclones.

In contrast, the differences between PROMES SCEN and CTRL cyclones are

smaller, in good correspondence with the smaller intensity change. The changes are

in the direction of an increasingly tropical structure, as two SCEN cyclones show

warm cores during more days (2 and 3) in their lifetime, and the intensity of the

upper tropospheric warm cores is larger. This is associated to deeper warm cores.

The most intense centres for every cyclone correspond to lows with warm core

structure, though not necessarily with thermal symmetry, as seen in Fig. 7b).

The clear relationship between maximum intensity and warm cores could sug-

gest that tropical characteristics are also behind at least part of the intensity increase

observed in two other models (CLM and HadRM3H). The data needed for a

cyclone phase space analysis are not available for these models, but we can look

for surface features associated likely to a tropical structure. The most intense CLM-

SCEN cyclone is particularly noteworthy in this respect: it deepens strongly while

diminishing in size and the spatial distribution of the modelled precipitation is

compact and rather symmetrical around the cyclone centre, with high precipitation

values near the centre and no evidence of fronts. The radius of maximum wind is

small, taking into account the horizontal resolution of 50 km. Several other

cyclones simulated by these two models show similar characteristics of the precipi-

tation and wind field, which makes likely that they have tropical characteristics

during part of their lifetime.
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Discussion and Conclusions

In this study we have analysed how different RCMs simulate changes of extreme

intensity of cyclones over the Mediterranean Sea in the month of September for a

particular emissions scenario. The uncertainty due to differing RCMs, which is

relatively low regarding the future evolution of variables like temperature (Déqué

et al., 2007), is here very important, as the responses from the different RCMs range

Fig. 6b As figure 6a, but for the most intense cyclone in REMO SCEN simulation
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from no change in extreme intensity to a large change which is due to the formation

of strong tropical cyclones over the Mediterranean Sea.

There are several other important sources of uncertainty that have to be analysed

before reaching clear conclusions regarding the risk of tropical cyclone develop-

ment. One of them is the use of different GCMs. Tipically the uncertainty due to

GCMs is larger (Déqué et al., 2007) than the uncertainty due to RCMs. Different

coupled atmosphere-ocean GCM simulations will yield a different evolution of

Mediterranean SSTs. For example, the global model of CNRM used also in some

Fig. 7a As Fig. 6b, but for the most intense cyclone in PROMES CTRL simulation
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PRUDENCE simulations shows an average SST increase of 3.1�C (Somot et al.,

2007) for the same emissions scenario, which is about half a degree less than the

SST increase of HadCM3 model. The GCMs can also differ in the frequency and

duration of blocking episodes, which would modify the environment for the

development of tropical cyclones.

The observed SSTs (Smith et al., 1996) used in the present study show a limited

interannual variability, due to the way the database was obtained (Somot et al.,

2007). If large positive SST anomalies (like the one observed in the summer of

2003) are more frequent in the future, SSTs at the end of the summer for certain

Fig. 7b As Fig. 6a, but for the most intense cyclone in PROMES SCEN simulation
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years might be clearly above the ones used in the present study, increasing the risk

of tropical cyclone development.

The use of RCMs which are coupled to the Mediterranean Sea can offer

important information. Somot et al. (2007) show that the use of an atmosphere-

ocean RCM reduces slightly the average summer SST increase (to 2.9�C, compared

with 3.1�C in the uncoupled simulation), but the impact on the intensity of tropical

cyclones could be larger than implied by such a small average difference, as a

coupled simulation would include the sea surface cooling typically observed under

such cyclones. This limiting factor would depend on the depth of the warm sea

mixed layer, as a deep mixed layer can even lead to a positive feedback on the

intensity of tropical cyclones, as indicated e.g. by Shay et al. (2000).

Another important uncertainty is the emissions scenario. The A2 scenario used

here is based on high emissions, but the global temperature increase in the specific

HadAM3H A2 simulation is of 3.18�C between CTRL and SCEN runs (Frei et al.,

2006), which is at the middle of the range projected by IPCC (Intergovernmental

Panel on Climate Change, 2007). Lower emissions scenarios should be analysed to

determine the effect of mitigation measures on tropical cyclone risk.

Regarding the synoptic environment under which the SCEN tropical cyclones

develop, the tropical cyclones identified in the present study seem to follow a

mechanism similar to the one proposed by Emanuel (2005) for the formation of

Mediterranean tropical cyclones from upper-level cut-off lows. The cyclones with a

clear tropical structure detected in the present study form from a cut-off low which

triggers convection over the sea and undergoes a tropical transition afterwards

(results not shown). The development of a strong tropical cyclone needs an ade-

quate environment, and that seems to be provided by long-lasting blocking antic-

yclones over northern Europe. This synoptic setting explains also why these

cyclones may move westward over long distances, as seen particularly in one of

REMO-SCEN most intense cyclones, steered by the easterly winds on the southern

part of the blocking anticyclone. The duration of these blocking anticyclones can be

very long. For example, high pressures last during two weeks over northern Europe

when the most intense REMO-SCEN cyclone develops.

Finally, some aspects of the RCM setup can affect the results. The domain of the

models, together with the cyclone detection method used, has probably led to

missing cyclone centres over the warmer waters of the southern and eastern

Mediterranean Sea. The resolution (about 50 km) is certainly larger than that of

many GCMs used up to now in analysing Mediterranean cyclones, but is still too

coarse to fully resolve tropical cyclones. Resolution increases could lead to better

simulation of tropical cyclone processes, and perhaps to more intense cyclones, if

the tipically observed relationship between resolution and intensity is valid here.

The results presented here give strong support to the use of RCM ensembles. The

use of only one RCM can lead either to underestimations of the risk or to over-

estimations of the risk. The use of the cyclone phase space analysis seems to

be a promising tool in analysing structural changes of cyclones, due to its objective

and gradual character, as there are no arbitrary limits separating in a binary

way extratropical from tropical cyclones. The large frequency of vertical level
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geopotential data needed by this method may limit its application, due to the

possible absence of such data in the output from climate simulations.

Despite the need for more studies that take into account the different sources of

uncertainty, the present results give plausibility to the future development of

tropical cyclones over the Mediterranean Sea. At least some increase in tropical

characteristics seems likely for the analysed emissions scenario, following the

results presented here. A theoretical mechanism exists for explaining the possible

development of tropical cyclones, and the fact that for present climate conditions

some Mediterranean cyclones develop already partially tropical characteristics is a

strong reason for taking this possibility into account.
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A Fast Non-Empirical Tropical Cyclone

Identification Method

Norihiko Sugimoto, Minh Tuan Pham, Kanta Tachibana,

Tomohiro Yoshikawa, and Takeshi Furuhashi

Abstract We propose a high speed non-empirical method to detect centers of

tropical cyclones, which is useful to identify tropical cyclones in huge climatology

data. In this method, centers of tropical cyclones are detected automatically by

iteration of streamline in down-stream direction from some initial positions. We

also bend the path of streamline successively to converge on the center of tropical

cyclone rapidly. Since this method is free from empirical conditions used in the

conventional method, the accuracy is independent of these conditions. Moreover,

because the proposed method does not need to check these at all grid points,

computational cost is significantly reduced. We compare the accuracy and effec-

tiveness of the method with those of the conventional one for tropical cyclone

identification task in observational data. Our method could find almost all tropical

cyclones, some of which were not identified by the conventional method. This

method will be useful for future huge climatology data, since computational cost

does not depend on the number of grid points.

Introduction

Global warming is a very important issue in the climate research fields. As the

Intergovernmental Panel on Climate Change (IPCC 2007) reported, global warm-

ing gives not only increase of global average temperature, but change of frequen-

cies and intensities of extreme events. There is a social need to study causality

between global warming and these extreme events, since their impact on our life

and environment will be serious in future climate.

Among these extreme events, tropical cyclone is one of the most important

topics. It is argued eagerly that the effect of global warming on the frequencies and

intensities of the tropical cyclones [Emanuel 1987, Holland 1997]. In order to

predict future climate change and extreme events such as tropical cyclones, many
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numerical investigations has been done using general circulation model [Broccoli

and Manabe 1990, Haarsma et al. 1993, Bengtsson et al. 1996, Krishnamurti et al.

1998, Sugi et al. 2002, Yoshimura et al. 2006, Bengtsson et al. 2007]. However,

there is some ambiguity in these studies because of the parameterization process

due to finite resolution of the numerical model. Some studies suggest that while

tropical cyclones will appear less frequently, intense tropical cyclones will appear

more frequently. It is necessary to use a higher resolution model to discuss features

of future tropical cyclones in detail. Although recent numerical investigation

achieves fine grid size about 20 km [Oouchi et al. 2006], further investigation

will be needed to have a consensus understanding of future tropical cyclones.

This tendency to develop and use high resolution model is accelerating and will

continue.

One of the main weak points of these high resolution numerical studies is that

there is no definite method to identify tropical cyclones in huge output data. In the

case of the observational data, the conventional way is an empirical identification

by experts using satellite images. However, it is not reasonable for an identifier of

tropical cyclones in the model output data to create surrogate images to satellite

ones, since the reliable data are distributed uniformly at all grid points. There is a

room of exploring an alternative method to identify tropical cyclones effectively.

Although several methods have been proposed to identify tropical cyclones in the

model output data [Haarsma et al. 1993, Bengtsson et al. 1995, Sugi et al. 2002,

Oouchi et al. 2006], these methods have some problems as the following. Since

these methods use empirical conditions of criteria, first it is difficult to determine

criteria themselves. Second, there is some possibility to overlook and miss the

tropical cyclones in the datasets, since the accuracy depends on these criteria. Third,

as these conditions need to be checked at all grid points, the computational cost is

enormously in the case of high resolution model. The finer the model resolution is,

the larger the size of the output data becomes. Thus, sometimes we have to analyze

several gigabyte data to discuss future tropical cyclones induced by climate change

[Oouchi et al. 2006].

In the present study, we propose a new high speed non-empirical method to

detect centers of vortices automatically, which enables us to identify tropical

cyclones in huge climatology data. To perform this method effectively, we first

transform coordinates. Since a tropical cyclone has its wind flow as concentric

circles, we make use of streamline. For effective searching, we bend the path of

streamline successively. This method allows us to save large amount of computa-

tional time even in the case of high resolution model, since our method does not

need to check conditions at all grid points.

The rest of this paper is organized as follows. In section 2, we show several

methods used in this study. First, empirical conditions of criteria used in the

conventional method are shown. Then we propose a new high speed non-empirical

method to detect centers of tropical cyclone automatically. In Section 3, we

compare the effectiveness of the proposed method with those of the conventional

one for tropical cyclone identification task in the observational data. We give

summary and future works in Section 4.

252 N. Sugimoto et al.



Methodologies

Data

In the present study, we use datasets of National Centers for Environmental

Prediction (NCEP) global reanalysis project [Kalnay et al. 1996] as a meteorologi-

cal data. The horizontal resolution is 2:5�lat� 2:5�lon grid, and the total grid

number is 10244. In the conventional method of identifying tropical cyclones,

fourth-daily geopotential height, horizontal velocity, and temperature at several

pressure levels are used. In the proposed method, we only use fourth-daily horizon-

tal velocity at one pressure level, i.e. either of 850[hPa] or 1000[hPa]. Although

mesh size of this data is too coarse to express structures of tropical cyclones, this

dataset is enough to detect tropical cyclone-like phenomena. In the present study,

we emphasize the accuracy of the proposed method even in the coarse resolution.

We also use ‘‘best track’’ dataset as a correct answer to evaluate the accuracy of

the methods. This dataset is official record of tropical cyclones in Northwest

Pacific, compiled by the Japan Meteorological Agency since 1951. The dataset

contains records such as center position, central pressure, and maximum sustained

wind speed for every three to six hours. We regard the data as ground truth data,

since these data are provided and assessed by the experts after receiving all

information of tropical cyclones. We compare the identification of tropical cyclones

in the several methods with the right answer of ‘‘best track’’.

Conventional Method

First, we introduce the conventional method of tropical cyclone identification.

Traditionally, tropical cyclones are identified by several empirical conditions. For

example, [Bengtsson et al. 1995] use the following 5 conditions of criteria. For the

position i,

ð1Þ 9j 2 Nði; 48Þ;V850
j > 3:5� 10�5:

ð2Þ H1000
i � minl2Nði;4Þ H1000

l and above j 9k 2 Nðj; 48Þ; w1000
k

�� �� > 15:

ð3Þ A700
i;48 þ A500

i;48 þ A300
i;48 > 3:

ð4Þ A300
i;48 > A850

i;48:

ð5Þ
X

j2i[Nði;48Þ ð w
850
j

���
���� w300

j

���
���Þ > 0:
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Here, Nði; nÞ denotes n neighborhoods of grid point i,V850
j is a relative vorticity [1/s]

at the pressure level of 850[hPa] at grid point j. H1000
l is height field [m] at the

pressure level of 1000[hPa] at grid point l. wl
k is velocity [m/s] at the pressure level

l[hPa] at grid point k. Al
i;n ¼ ali � 1

n

P
j2Nði;nÞ a

l
j stands for air temperature anoma-

lies [k] from average of n neighborhoods of grid point i at the pressure level of

l[hPa], where ali is air temperature [k] at the pressure level of l[hPa] at grid point i.
If these conditions are satisfied with more than one and a half day long, the

phenomenon is regarded as a tropical cyclone.

It is not appropriate to apply this method to data from high resolution numerical

models. First, these conditions are empirical, so it needs a trial and error to obtain

effective identification of tropical cyclone. Second, since the longitudinal grid

intervals depend on the latitude, conditions of criteria are not uniform. Third, it

needs large amount of computational time, since it has to check these conditions at

all grid points. In the case of high resolution numerical model, it would be

troublesome to use this method.

Proposed Method

In the proposed method, we use coordinate transformation and streamline with

enhanced curvature in order to achieve high speed detection of centers of tropical

cyclones without empirical conditions. For preparation, we construct a database of

velocity fields from the NCEP reanalysis dataset. In the database, horizontal

velocities at arbitrary positions are obtained using linear interpolation at desired

time and pressure level.

Coordinate Transformation

We first transform the coordinate. Traditionally, observational datasets are provided

in the latitude-longitude grid system and these datasets are used to identify tropical

cyclones in the conventional method. However, if we project this grid system to the

2-dimensional plane, there are large distortions especially at higher latitude. To avoid

this distortion, we need to transform flow velocity field provided in the latitude-

longitude grid to the 3-dimensional Cartesian coordinate. In the proposed method,

since we use vector field of streamline and its curvature in 3-dimensional Cartesian

coordinate, we equip a conversion and inversion from latitude-longitude coordinate

to 3-dimensional Cartesian one, as shown in Fig. 1.

The transformation from latitude-longitude coordinate ðf; cÞ to 3-dimentional

Cartesian coordinate (x,y,z) with the origin at the center of the earth is written in the
following equation.
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x
y
z

2

4

3

5 ¼ RyðcÞRxðfÞ
0

0

hl

2

4

3

5; ð1Þ

where, hl stands for the length from the center of the earth to the pressure level l.
RxðfÞ is the rotation matrix of angle f around x axis,

RxðfÞ ¼
1 0 0

0 cosf sinf
0 � sinf cosf

2

4

3

5: ð2Þ

RyðcÞ is the rotation matrix of angle c around y axis,

RyðcÞ ¼
cosc 0 sinc
0 1 0

� sinc 0 cosc

2
4

3
5: ð3Þ

Then the velocity vector ðwx;wy;wzÞ is written in 3-D Cartesian coordinate,

wx

wy

wz

2
4

3
5 ¼ RyðcÞRxðfÞ

u
v
0

2
4
3
5: ð4Þ

Fig. 1 Latitude-longitude

coordinate and 3-dimensional

Cartesian coordinate
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where, u and v are longitudinal and latitudinal velocity, respectively. The latitude f
and longitude c are obtained from 3-D Cartesian coordinate vector ðx; y; zÞ as

follows,

sinf ¼ y

hl
; cosf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p

hl
; ð5Þ

sinc ¼ xffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p ; cosc ¼ zffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p : ð6Þ

Streamline

Streamline is one of the ways to search convergent points in the vector field

[Vollmers 2001]. Since velocity vector field around the tropical cyclone is nearly

concentric circles and there is almost no flow at the center of tropical cyclone, the

convergent point of velocity is considered as the center of tropical cyclone. In

addition, because of the surface friction, the velocity field tends to converge on the

center of tropical cyclone near the ground pressure level. Thus, we use streamline to

detect the center of tropical cyclone.

Starting with several initial positions we search for the center of tropical cyclone

by iterating the streamline path downstream until the interpolated wind speed at 850

[hPa] or 1000[hPa] is close to zero. At the next step of iteration, the position is

moved to,

x!iþ1 ¼ x!i þ Dt w!i: ð7Þ

Here x!i and w!i is the reference position and its velocity in 3-dimensional Cartesian

coordinate system, respectively. x!iþ1 stands for the position at the next step. In the

present study, we set Dt at 21600[s]. From equation (7) and the fact that w!i is

perpendicular to x!i, we obtain

x!2

iþ1 ¼ ð x!i þ Dt w!iÞ2 ¼ x!2

i þ ðDt w!iÞ2: ð8Þ

Since above equation gives x!iþ1

�� �� � x!i

�� ��, if we use (7), the reference point goes
away and away from the center of the earth. To avoid this, we convert x!iþ1 to

latitude-longitude coordinate, and then we obtain the position at the corresponding

pressure level in 3-dimensonal coordinate.

We decide centers of tropical cyclones using the following criterion, since there

is almost no flow at the center of tropical cyclone.
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x!iþ1 � x!i

�� �� < e: ð9Þ

Here we set e ¼ 1000[m], after checking several values of e. This means that our

searching finishes when the velocity is less than 1 km per 6 hour. This small value is

effective to search convergent points precisely. We also set total iteration steps to

be 100.

Streamline With Enhanced Curvature

Since velocity field of tropical cyclone tends to form concentric circle as mentioned

before, it is possible that the method of streamline (9) does not converge on the

center of tropical cyclone. To avoid this, we make use of velocity vector w!0
i at the

next position x!0
i ¼ x!i þ Dt w!i as shown in Fig. 2.

x!iþ1 ¼ x!0
i þ

w!i � w!0
i

w!0
i2

Dt w!0
i: ð10Þ

Namely, we enhance the curvature of streamline at the position x!i to assume that

the curvature at the position x!0
i is almost equal to that at the position x!i. Since the

path of the streamline with enhanced curvature bends to the inner circle, this

method converges on the center of tropical cyclone in contrast to the method with

simple streamline. In addition, as x!iþ1 � x!i

�� �� � Dt w!i

�� ��, this method also tends to

converge rapidly and accurately. We set the criterion of the end of searching to be

the same as (9). Total iteration steps are also the same as the method with simple

streamline.

Fig. 2 Example of streamline with

enhanced curvature (10)
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Results

Comparison of Two Streamline Methods

First, we compare the efficiency of the two methods, simple streamline (7) and

streamline with enhanced curvature (10). Here we use a velocity field data from

NCEP at 1000[hPa] pressure level on 1800UTC July 10, 2006. We put 12 initial

positions at grid points, 10�N; 22:5�N; 35�Nf g � 120�E; 130�E; 140�E; 150�Ef g.
Fig. 3 shows the result of the comparison. Black marks express observational

points, and short black lines at these points denote velocity vectors. Long black

lines show the results of simple streamline, and long white lines show those of the

streamline with enhanced curvature. Black and white hexagons show convergent

points of two methods which colors correspond to those of the methods.

Although some simple streamlines approach near to a tropical cyclone, named

BILIS, they never converge on the center and do not satisfy the criteria (9) even

after 100 iterations. On the other hand, streamlines with enhanced curvature

converge on the center of the tropical cyclone BILIS, from 5 initial positions at

20 iterations on average. These results show the efficiency of the streamline method

with enhanced curvature. In the next subsection we make a comparison of this

method with the conventional method.

Fig. 3. Comparison of the two

streamline methods
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Comparison of Streamline Method to Conventional One

We compare the efficiency of the proposed method (10) with that of the conven-

tional method, using the NCEP reanalysis dataset in 2006. The accuracy of the

identifications of tropical cyclones near Japan is evaluated by the ‘‘best track’’ data.

We use conditions in [Bengtsson et al. 1995] as the conventional method, since the

resolution is comparable to NCEP. Note that since conventional methods proposed

by [Sugi et al. 2002, Oouchi et al. 2006] are for the data of higher resolution

numerical models, the conditions of criteria, such as the values of neighborhood

points or the values of criterion (3), are somewhat different from [Bengtsson et al.

1995]. In the proposed method, we put 12 initial positions, which are the same as

subsection 3.1 but at 850[hPa] pressure level to compare with the conventional

method. We also evaluate accuracy of detection using only criterion (1) of the

conventional method, since the other criteria based on different data than wind

vectors may remove some tropical cyclones. We focus on the tropical cyclones in

the range of 0�N�50�N½ � � 110�E�170�E½ � (we call it ‘‘near Japan’’).
The results are summarized in Table 1. There are 23 tropical cyclones in 2006.

For each tropical cyclone, ‘‘lifetime’’ shows a duration time between developed

Table 1 The results of identification of tropical cyclones, number in the parentheses denotes hour

[UTC]

Name Lifetime Max

strength [kt]

Streamline Criterion 1 All

criteria

CHANCHU 5/9(12)–18(18) 95, 5/15(0) 5/5(0) 5/13(0) 5/15(6)

JELAWAT 6/27(12)–28(18) 40, 6/28(6) 6/23(6) none none

EWINIAR 6/30(18)–7/10(6) 100, 7/4(12) 6/29(18) 6/30(18) none

BILIS 7/9(6)–7/15(0) 60, 7/12(21) 7/4(12) 7/7(12) 7/8(6)

KAEMI 7/19(12)–7/25(18) 80, 7/21(12) 7/17(12) 7/20(18) 7/24(18)

PRAPIROON 8/1(6)–8/4(18) 65, 8/2(12) 7/25(0) 8/1(18) 8/2(18)

MARIA 8/5(18)–8/10(0) 70, 8/6(18) 8/4(0) none none

SAOMAI 8/5(12)–8/10(18) 105, 8/9(12) 8/5(0) none none

BOPHA 8/6(12)–8/9(0) 55, 8/7(21) 8/3(6) none none

WUKONG 8/13(0)–8/19(6) 50, 8/15(12) 8/10(0) 8/10(18) 8/11(18)

SONAMU 8/14(0)–8/15(0) 35, 8/14(0) none none none

IOKE 8/27(6)–9/6(12) 105, 8/30(0) 8/30(12) 8/31(6) 8/31(6)

SHANSHAN 9/10(12)–9/18(9) 110, 9/15(15) 9/9(0) 9/15(6) 9/15(6)

YAGI 9/17(6)–9/25(0) 105, 9/21(12) 9/18(18) 9/22(6) 9/22(6)

XANGSANE 9/26(0)–10/1(18) 80, 9/29(18) 9/24(6) 9/27(0) none

BEBINCA 10/3(0)–10/6(0) 50, 10/4(18) 9/28(18) 10/2(0) 10/2(6)

RUMBIA 10/3(6)–10/5(18) 45, 10/4(0) 10/2(18) 10/2(18) 10/5(12)

SOULIK 10/9(12)–10/16(6) 75, 10/14(6) 10/7(12) 10/13(12) 10/13(6)

CIMARON 10/27(6)–11/4(6) 100, 10/29(6) 10/25(6) none none

CHEBI 11/9(12)–11/13(6) 100, 11/10(12) 11/8(12) none none

DURIAN 11/26(12)–12/5(0) 105, 11/29(12) 11/25(0) none none

UTOR 12/7(18)–12/14(0) 85, 12/12(12) 12/7(0) 12/9(12) none

TRAMI 12/17(12)–12/18(12) 35, 12/17(12) none none none
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time and decayed time when maximum wind velocity exceeds 0 at first and at final,

in the ‘‘best track’’ data, respectively. The maximum strength [kt] and its time for

each tropical cyclone are also shown. We list the time of identifying tropical

cyclones at first in the proposed and the conventional methods, in which we also

include the case using only criterion (1). There are only 11 tropical cyclones found

by the conventional method. Even when we only use criterion (1), 14 tropical

cyclones are found. In contrast, the proposed method finds 19 tropical cyclones

before the developed time, and other 2 at the time of developing. Only 2 tropical

cyclones, which have very short lifetime, are missed.

Figure 4 shows the result on 1200UTC August 13, 2006. Black pentagons show

the centers of tropical cyclones in ‘‘best track’’ data. A black diamond denotes a

tropical cyclone identified by the conventional method. By the conventional meth-

od, only a tropical cyclone ‘‘WUKONG’’ is found. White hexagons are the centers

of tropical cyclones detected by the proposed method. The proposed method finds

1. A decaying tropical cyclone, MARIA

2. A developing tropical cyclone, WUKONG

3. A strong vortex near to Japan.

However, a tropical cyclone SONAMU is missed by the proposed method. The

reason is that there is no vortex at 850[hPa].

We emphasize another benefit of the proposed method. In this method, at each

iteration we need only few data points around the reference point. Thus, in the case

of huge climatology datasets of the high resolution numerical model, we only use

small subset of the data to detect centers of tropical cyclones. Although there are

several empirical conditions in the proposed method, such as initial positions, Dt,

Fig. 4 Comparison enhanced

streamline with conventional

method
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and e in the criterion (9), it is easy to test several values of these conditions because
of small computational time.

We investigate the efficiency of the proposed method for different pressure

levels (850[hPa] and 1000[hPa]) and initial positions (12 and 20). Table 2 shows

statistical average of identification on 2006. Each column shows the average

numbers for a time step throughout the year of: convergent streamlines, convergent

points, convergent points in the range of 0�N�50�N½ � � 110�E�170�E½ � (near
Japan), and convergent points at the centers of tropical cyclones (TC), respectively.

Although there are some initial points from which streamline do not converge after

100 iterations, we obtain better convergence and thus find more tropical cyclones in

higher pressure level of 1000[hPa]. On the other hand, in the case of 20 initial

points, there are not significant differences to detect tropical cyclones. Although we

have checked several choices of initial positions, the results are qualitatively the

same.

One thing we have to note is that the proposed method detects several strong

cyclones. These strong cyclones are important for natural disaster at one side.

However, if we want to discuss the effect of global warming on tropical cyclones,

we have to omit these strong cyclones correctly. Once we find strong vortices in the

huge datasets, it is a relatively easy task to remove these cyclones by adding several

conditions, such as coherent vertical structure and warm core. Since there are only

small numbers of convergent points (3.51–4.97), we can identify tropical cyclones

applying, for example, traditional empirical conditions to each of the convergent

points and its neighborhoods. This procedure saves us a large amount of computa-

tional time, since we do not need to check empirical conditions for all grid points.

Note that there is no convergence at high pressure point. This is because of two

main reasons. First, flow velocity of anticyclone tends to be weaker than that of

cyclone. Second, the center of anticyclone at lower levels is not a convergent point

but rather a divergence point.

Summary

In the present study, we proposed a non-empirical streamline method to detect the

center of tropical cyclone automatically with less computational time. In the

proposed method, first we solve the problem of distortion at high latitude in

latitude-longitude grid system by use of coordinate transformation. We also bend

Table 2 The statistical average of identification on 2006 by the proposed method

Level [hPa] Initial points convergence all area near Japan TC

850 12 7.22 3.51 2.25 0.78

1000 12 11.16 4.15 2.79 0.9

1000 20 18.49 4.97 3.27 0.91
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the path of streamline successively to accelerate the convergence on the center of

tropical cyclone. This method does not depend on empirical conditions which are

adopted in the conventional method. Moreover, since the proposed method does not

need to check conditions at all grid points, we achieved significant reduction of

computational time.

To evaluate the effectiveness of the proposed method, we made several compar-

ison experiments using the NCEP reanalysis datasets. Although the data is too

coarse to define tropical cyclones, the proposed method automatically detects

almost all tropical cyclones some of which are not identified by the conventional

method. While our method is robust for initial positions, we could obtain better

results using lower level (1000hPa). It is true that some tropical cyclones are not

detected by the proposed method because of small vorticity, but these tropical

cyclones have short lifetime.

As future work, we extend this method to 3-dimensional one, using the stream-

lines at all pressure levels in huge climatology data. Not only the extension will

allow us to detect tropical cyclones more accurately, but will reveal 3-dimensional

structure. This will be important for risk management. It would be interesting to

predict course and development of the tropical cyclone by using a revealed 3-

dimensional structure.
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Boundary Layer Model for Moving Tropical

Cyclones

Andreas Langousis, Daniele Veneziano, and Shuyi Chen

Abstract We propose a simple theoretical model for the boundary layer (BL) of

moving tropical cyclones (TCs). The model estimates the horizontal and vertical

wind velocity fields from a few TC characteristics: the maximum tangential wind

speed Vmax, the radius of maximum winds Rmax, and Holland’s B parameter away

from the surface boundary where gradient balance is approximately valid, in

addition to the storm translation velocity Vt, the surface drag coefficient CD, and

the vertical diffusion coefficient of the horizontal momentum K.
The model is based on Smith’s (1968) formulation for stationary (axi-symmet-

ric) tropical cyclones. Smith’s model is first extended to include storm motion and

then solved using the momentum integral method. The scheme is computationally

very efficient and is stable also for large B values and fast-moving storms.

Results are compared to those from other studies (Shapiro 1983; Kepert 2001)

and validated using the Fifth-Generation Pennsylvania State University/NCAR

Mesoscale Model (MM5). We find that Kepert’s (2001) BL model significantly

underestimates the radial and vertical fluxes, whereas Shapiro’s (1983) slab-layer

formulation produces radial and vertical winds that are a factor of about two higher

than those produced by MM5. The velocity fields generated by the present model

are consistent with MM5 and with tropical cyclone observations.

We use the model to study how the symmetric and asymmetric components of

the wind field vary with the storm parameters mentioned above. In accordance with

observations, we find that larger values of B and lower values of Rmax produce

horizontal and vertical wind profiles that are more picked near the radius of

maximum winds. We also find that, when cyclones in the northern hemisphere

move, the vertical and storm-relative radial winds intensify at the right-front

quadrant of the vortex, whereas the storm-relative tangential winds are more intense

in the left-front region. The asymmetry is higher for faster moving TCs and for

higher surface drag coefficients CD.
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Introduction

Tropical cyclones (TCs) are a particular class of rotating low-pressure systems that

develop over tropical and subtropical waters. The systems have a warm-core, a

well-organized convection, and cyclonic surface wind circulation (Anthes 1982;

Landsea 2000).

Empirical observations (La Seur and Hawkins 1963; Hawkins and Rubsam

1968; Holland 1980; Willoughby 1990, 1991; Vickery et al. 2000; among others)

show that in the altitude range from 2–3 km to about 10 km, the tangential winds are

in approximate gradient balance and the radial inflow is negligible. Based on earlier

work by Schloemer (1954) and Myers (1957), Holland (1980) used a symmetric

pressure distribution to derive the tangential gradient wind Vgr, as a function of

distance R from the TC center. His result, which we refer to here as Holland’s wind

profile, is

VgrðRÞ ¼ Vmax

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRmax=RÞBexp½1� ðRmax=RÞB�

q
ð1Þ

where Vmax, Rmax, and B are TC-specific constants. The tangential velocity Vgr

increases with R to a maximum Vmax at R = Rmax (usually referred to as the radius of

maximum winds). For R >> Rmax, Vgr has an approximately power-law decay with

distance, with exponent �B/2. According to Willoughby and Rahn (2004), B varies

in the range [1, 2] with typical values around 1.4.

Inside the TC boundary layer (BL) (within approximately 1–2 km from the

surface), frictional stresses are important and result in an inward net force that

drives low-level convergence. Consequently, the horizontal and vertical wind fields

are strongly coupled and Eq. (1) does not apply. Horizontal convergence drives the

vertical winds, which are maximum at the top of the boundary layer near the radius

of maximum winds Rmax (e.g. Kepert 2001 and Kepert and Wang 2001).

Since the convergence of moisture inside the BL is of major importance for the

maintenance, evolution and destructive potential of TCs (Emanuel 1986, 1989;

Renno and Ingersoll 1996), a number of studies (Myers and Malkin 1961; Chow

1971; Shapiro 1983; Kepert 2001) have focused on developing theoretical models

for the boundary layer of moving TCs. These models derive the radial and tangen-

tial winds inside the boundary layer from an assumed radial profile of the tangential

wind velocity under gradient balance, for example the profile in Eq. (1), and from

suitable surface boundary conditions.

Review of Boundary Layer Models reviews these BL models and their limitations.

Proposed Model describes our proposed model by giving the governing equations (an

extension of the equations of Smith 1968) and discussing their numerical solution.

Model Comparison, we compare model results with earlier models and with simula-

tions using the Fifth-Generation Pennsylvania State University/NCAR Mesoscale

Model (MM5). Sensitivity Analysis shows how the calculated winds depend on

various storm parameters. Conclusions are stated in Conclusions.
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Review of Boundary Layer Models

The focus of this review is on BL models for moving tropical cyclones, but studies

of stationary TCs that are relevant to what follows are also mentioned.

Boundary layer models differ mainly in their treatment of altitude Z and the

surface boundary conditions. In one of the earlier studies of moving TCs, Myers and

Malkin (1961) used a Lagrangian parcel trajectory approach to study the horizontal

winds inside the BL. The authors assume that the frictional drag force is propor-

tional to the square of the wind speed with equal tangential and radial components.

Another (implicit) assumption is that the velocity of the background flow is zero

rather than equal to the translation velocity of the TC. A finding of the study is that,

when a TC in the northern (southern) hemisphere moves, the radial convergence is

maximum at the right-front (left-front) quadrant of the vortex and the location of

this maximum rotates anticyclonically as the translation velocity Vt increases.

Based on the work of Chow (1971), Shapiro (1983) approximated the boundary

layer of a moving TC by a slab of constant depth H ¼ 1 km. The horizontal

momentum equations are formulated in cylindrical coordinates that translate with

the vortex and then averaged in the vertical direction. This results in a system of two

partial differential equations (PDEs) that are solved numerically for the vertically

averaged tangential �VðR; yÞ and �UðR; yÞ radial wind velocity as a function of radius
R and the azimuth y relative to the direction of TC motion. Contrary to Myers and

Malkin (1961), Shapiro’s (1983) formulation assumes that the frictional drag force

is parallel to the surface-relative flow and itsmagnitude is proportional to the square of

the composite surface-relative wind velocity. Although the two studies use different

formulations for the friction-induced convergence, they both produce maximum

convergence at the right-front quadrant of vortices in the northern hemisphere. How-

ever, in Shapiro’s model the location of the maximum does not depend on the

translation velocity, whereas in Myers and Malkin’s (1961) analysis it does.

The main limitation of Shapiro’s (1983) approach is that it approximates the BL

as a slab of constant depth and hence cannot resolve the variation of U and V with

height. According to Anthes (1971), this leads to overestimation of the radial and

vertical velocities close to the vortex core; see discussion of Fig. 3 below. Another

limitation of Shapiro’s analysis is that the numerical stability of the system depends

on TC parameters such as the depth of the boundary layerH, the translation velocity
Vt, the vertical diffusion coefficient K and the surface drag coefficient CD. This

limitation becomes important when, as for example in risk studies, one needs to

calculate the wind field under a wide variety of conditions.

A thirdBLmodel formoving tropical cycloneswas proposed byKepert (2001) (see

also refinements in Kepert 2006b). Kepert’s formulation neglects vertical advection

and linearizes the horizontal advection. This produces a system of linear PDEs that is

solved analytically for the radial, tangential and vertical wind velocities (U, V and W,

respectively) as a function of R, y, and Z. Kepert (2001) uses a bulk formulation of

the surface stresses similar to those of Rosenthal (1962), Shapiro (1983) and Smith

(1968, 2003). However, the surface boundary condition is linearized to allow
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analytical integration. Linearization produces inaccurate results close to the TC

center (R < 2–3 Rmax) where the horizontal gradient of the wind components is

high, when the vertical gradient of the horizontal wind velocity is large (this

happens for large surface drag coefficient CD; see discussion on Fig. 2 below), for

high translation velocities (Vt> 5 m/s), and under inertially neutral conditions (B>
1.6–1.8). Other linearizations of the horizontal momentum equations have been

proposed by Haurwitz (1935), Rosenthal (1962), Miller (1965) and Elliassen and

Lystad (1977), but these formulations are for stationary vortices (Vt = 0).

An order of magnitude analysis by Smith (1968) shows that in the near-core

region the nonlinear terms are as important as the linear ones. To include the non-

linear terms, Smith (1968) (see also refinements in Leslie and Smith 1970 and Bode

and Smith 1975) used the Karman and Pohlhausen momentum integral method to

calculate the radial U(R,Z) and tangential V(R,Z) wind velocities in a stationary

vortex. In the momentum integral method (Schlichting, 1960), one avoids an

explicit analysis of altitude Z by assuming vertical profiles for U and V that satisfy

the boundary conditions at the surface (Z = 0), and tend asymptotically to gradient

balance as Z!1; see Eq. (3) below. Specifically, Smith (1968) used profiles of the

Ekman type, with an amplitude coefficient E and a dimensionless BL scale thick-

ness d as parameters. The horizontal momentum equations are vertically integrated

to produce a system of ordinary differential equations that are solved numerically to

obtain E and d as a function of R.
The main limitation of Smith’s (1968) model is that it does not consider storm

motion. Also, Smith’s (1968) formulation is theoretically correct only for the case

of no slip at the surface boundary (i.e. for CD ! 1); see Proposed Model. In the

following section, we extend Smith’s (1968) model to include storm motion and

correct the formulation for the general case of stress surface boundary conditions.

Proposed Model

In a cylindrical coordinate system(R, y, Z) that follows the vortex motion, the bound-

ary layer equations are (see Smith 1968 and Kepert 2001 for a detailed derivation),

U
@U

@R
þ V

R

@U

@y
þW

@U

@Z
þ V2

gr � V2

R
þ f Vgr � V
� � ¼ K

@2U

@Z2 ðaÞ

U
@V

@R
þ V

R

@V

@y
þW

@V

@Z
þ UV

R
þ fU ¼ K

@2V

@Z2
ðbÞ

@ RUð Þ
@R

þ @V

@y
þ @ RWð Þ

@Z
¼ 0 ðcÞ

ð2Þ

where R is distance from the vortex center, y is azimuth relative to the direction of

motion, f is the Coriolis parameter, U, V, and W are the storm-relative radial,

tangential and vertical wind velocities, respectively, K is the vertical diffusion

coefficient of the horizontal momentum, and Vgr is the tangential wind velocity

under gradient wind balance; see for example Eq. (1).
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As Kepert (2001) and Smith (1968), we solve Eqs. (2) for the case of a semi-

infinite domain, when gradient wind balance is satisfied asymptotically as Z ! 1,

@U

@Z
¼ @V

@Z
¼ U ¼ 0; and V ¼ Vgr; at Z ! 1 ð3Þ

The translation velocity Vt enters through the surface boundary conditions. Suppose

that the vortex is translating in the positive x-direction with constant speedVt. Using

a viscous surface stress formulation similar to Smith (1968, 2003) and Kepert

(2001), the conditions to be satisfied at the surface boundary (Z = 0) are:

U þ Vt cos y ¼ K

CDVgr

@U

@Z
ðaÞ

V � Vt sin y ¼ K

CDVgr

@V

@Z
ðbÞ

W ¼ 0 ðcÞ

ð4Þ

where CD is a surface drag coefficient; see for example Rosenthal (1962), Smith

(1968, 2003), Kepert (2001), and Kepert and Wang (2001). For 1/CD = 0, Eq. (4)

corresponds to no slip conditions (U = �Vt cosy, V = Vt siny) at the surface

boundary.

For R ! 1, the system in Eq. (2) reduces to the classic Ekman BL equations

under geostrophic conditions (Kundu and Cohen, 2004):

f Vgr � V
� � ¼ K

@2U

@Z2
ðaÞ

fU ¼ K
@2V

@Z2
ðbÞ

W ¼ const: ðcÞ

ð5Þ

Denote by Rg the distance from the TC center beyond which the geostrophic model

in Eq. (5) is approximately valid; say Rg� 1000 km (Smith 1968, Kundu and Cohen

2004). Also denote by KM the vertical diffusion coefficient under geostrophic

conditions and let Vg = Vgr(Rg) be the gradient tangential wind for R = Rg and

Zg = (KM/f )
1/2 (Zg has the meaning of vertical length scale for the depth of the

boundary layer; see below). Then one can write Eq. (2) in dimensionless form, as

Ro u
@u

@r
þ v

r

@u

@y
þ w

@u

@z
þ v2gr � v2

r

" #
þ vgr � v ¼ k

@2u

@z2
ðaÞ

Ro u
@v

@r
þ v

r

@v

@y
þ w

@v

@z
þ uv

r

� �
þ u ¼ k

@2v

@z2
ðbÞ

@ ruð Þ
@r

þ @v

@y
þ @ rwð Þ

@z
¼ 0 ðcÞ

ð6Þ
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and Eqs. (3) and (4) become

@u

@z
¼ @v

@z
¼ u ¼ 0; and v ¼ vgr; at z ! 1 ðaÞ

uþ vt cos y ¼ ak

vgr

@u

@z
; v� vt sin y ¼ ak

vgr

@v

@z
; and w ¼ 0; at z ¼ 0 ðbÞ

ð7Þ

In Eqs. (6) and (7), Ro = Vg/(Rg f ) is the Rossby number and r = R/Rg, z = Z/Zg, vt =
Vt/Vg, u = U/Vg , v = V/Vg, w = (WRg)/(VgZg), vgr = Vgr/Vg, k = K/KM, and a = KM/

(CD Zg Vg) are dimensionless quantities. In his model for axi-symmetric vortices,

Smith (1968) allows K to be different from KM and to vary radially. In the present

extension to moving vortices, we further allow K to vary azimuthally.

Vertical integration of Eq. (6) under boundary conditions (7a) gives

Ro
@

@r

Z1

0

ru2dzþ @

@y

Z1

0

uvdzþ
Z1

0

v2gr � v2dz

2

4

3

5þ r

Z1

0

vgr � v dz¼�kr
@u

@z
jz¼0 ðaÞ

Ro
@

@r

Z1

0

r2uvdzþ r
@

@y

Z1

0

v2dzþ r2w1vgr

2
4

3
5þ r2

Z1

0

udz¼�kr2
@v

@z
jz¼0 ðbÞ

w1 ¼ �1

r

@

@r
r

Z1

0

udz

0

@

1

Aþ
Z1

0

@v

@y
dz

2

4

3

5 ðcÞ

ð8Þ

where w1 is the dimensionless vertical wind velocity at Z ! 1. Next we discuss

how Eq. (8) is solved under the conditions (7b).

Momentum Integral Method

Similar to Smith (1968) we take the boundary layer thickness to be proportional to

Zg = (KM/f )
1/2, with proportionality coefficient d. In Smith’s (1968) axi-symmetric

formulation d exhibits only radial variation, but in the present case of moving

cyclones we allow d to vary also azimuthally.

Define � = Z/[Zg d(r,y)] = z/d(r,y) and notice that the geostrophic model in

Eq. (5) is satisfied for d ¼ ffiffiffi
2

p
; see e.g. Kundu and Cohen (2004). Following the

derivations of Schlichting (1960), Mack (1962) and Smith (1968), but allowing

azimuthal dependence of u and v, the solution of Eq. (8) can be approximated as

uðr; y; �Þ ¼ Eðr; yÞCðr; y; �Þ ðaÞ
vðr; y; �Þ ¼ Oðr; y; �Þ ðbÞ ð9Þ
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where E(r,y) is an unknown function, usually referred to as the amplitude coeffi-

cient, and C and O are such that (u,v) = (C,O) satisfy Eqs. (6) and (7) under

geostrophic conditions (R > Rg). After some algebra one obtains

Cðr; y; �Þ ¼ gðr; y; �Þvt cos yþ f ðr; y; �Þðvgr � vt sin yÞ � vt cos y ðaÞ
Oðr; y; �Þ ¼ gðr; y; �Þðvgr � vt sin yÞ � f ðr; y; �Þvt cos yþ vt sin y ðbÞ ð10Þ

where

f ðr; y; �Þ ¼ �e��½a1ðr; yÞ sin � þ a2ðr; yÞ cos �� ðaÞ
gðr; y; �Þ ¼ 1� e��½a1ðr; yÞ cos � þ a2ðr; yÞ sin �� ðbÞ ð11Þ

The parameters a1(r, y) and a2(r, y) in Eq. (11) are calculated so that (u, v) in Eq. (9)
satisfy condition (7b). This gives

a2 r; yð Þ ¼ L3L4 � L1L6
L2L4 � L1L5

; a1 r; yð Þ ¼ L3 � L2a2
L1

ð12Þ

where

L1 ¼ vgr � vt sin yþ 1þ 2ka

vgrd

� �
vt cos y;

L2 ¼ vgr � vt sin y� 1þ 2ka

vgrd

� �
vt cos y

L3 ¼ vgr � vt sin yþ vt cos y
E

;

L4 ¼ vgr � vt sin y
� �

1þ 2ka

vgrd

� �
� vt cos y

L5 ¼ vt sin y� vgr
� �

1þ 2ka

vgrd

� �
� vt cos y;

L6 ¼ vgr � vt sin y� vt cos y
E

ð13Þ

The parameters a1 and a2 are constants independent of r and y (a1 = 1 and a2 = 0)

only for a stationary TC and a = 0 (i.e. CD!1, no slip conditions). Hence, Smith’s

(1968) axi-symmetric formulation, where a1 and a2 are assumed constant indepen-

dent of r, is theoretically correct only in the case of no slip conditions at the surface
boundary.
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By combining Eq. (8)–(11) and after some algebra, one obtains the following

system of differential equations in E and d:

B1ðr; yÞ @E
@r

þ B2 r; yð Þ @E
@y

þ B3 r; yð Þ @d
@r

þ B4 r; yð Þ @d
@y

¼ �B5 r; yð Þ ðaÞ

C1 r; yð Þ @E
@r

þ C3 r; yð Þ @d
@r

þ C4 r; yð Þ @d
@y

¼ C5 r; yð Þ ðbÞ
ð14Þ

with coefficients

B1 ¼ rdRoA10; B2 ¼ dRoA12; B3 ¼ rRoA1; B4 ¼ RoA2

B5 ¼ kr

d
A6 þ dRo rA5=Ro þ A3 þ A13 þ A1 þ rA11ð Þ; C1 ¼ r2Rod A12 � vgrA16

� �

C3 ¼ r2Ro A2 � vgrA7

� �
; C4 ¼ rRo A4 þ A19 � vgrA8

� �

C5 ¼ � kr2

d
A9 þ rRod vgr A18 þ rA17 þ A7 � A20ð Þ � rA7=Ro � A15 � rA14 � 2A2

	 


ð15Þ

Analytical expressions for the parameters A1–A20 in Eq. (15) are derived in Appen-

dix A.

The nonlinear system in Eq. (14) can be integrated numerically to obtain E(r,y)
and d(r, y). For this purpose we use a scheme that is implicit in y and explicit in r.

Integration starts at r = 1 where we set E = 1 and d =
ffiffiffi
2

p
(these are the values under

geostrophic conditions) and moves inward using a stepwise integration procedure.

At each step i in r, integration with respect to y is performed simultaneously for all

azimuthal locations using a central difference approach; see e.g. Chapra and Canale

(2002).

Since the parameters in Eq. (14) depend on E and d, a first approximation to the

solution at step i is obtained by evaluating all parameters using the values of E and d
from step i–1. This procedure is iterated until E and d at step i converge.

After E and d (and hence the horizontal wind components U and V) are obtained,
the vertical wind velocity W is calculated using mass conservation, as

W R; y; Zð Þ ¼ � 1

R

ZZ

0

@ RUð Þ
@R

dZ þ
ZZ

0

@V

@y
dZ

2
4

3
5 ð16Þ

In what follows, we refer to Eqs. (6) and (7) and their solution by the momentum

integral method as the Modified Smith (MS) model. In the next section we compare

results for a specific storm with wind estimates from the Shapiro (1983) and Kepert

(2001) formulations and with MM5 simulations, and in Sensitivity Analysis we

examine how the winds generated by the MS model vary with a number of storm

parameters.

272 A. Langousis et al.



Model Comparison

First we illustrate the results from the MS model and then compare the performance

of that model with others for stationary and moving tropical cyclones.

Figure 1 shows the storm-relative radial and tangential wind velocity fields U
and V and the vertical wind velocityW at elevations Z = 0, 0.5, 1 and 2 km obtained

using the MS model. The tropical cyclone translates eastward in the northern

hemisphere, with velocity Vt = 5 m/s. Asymptotically as Z ! 1, the tangential

winds satisfy Holland’s profile in Eq. (1) with parameters Vmax = 50 m/s, Rmax =

40 km and B = 1.6. Results are for non-slip conditions at the surface boundary

(1/CD = 0) and constant vertical diffusion coefficient K = KM = 50 m2/s. This value

of K is often quoted in the literature (e.g. Smith 1968, Shapiro 1983, Kepert 2001;

Kepert 2006b) and is close to values extracted from MM5 simulations (M. Desflots

2006, personal communication). The Coriolis parameter f is set to 5 10�5 sec�1,

which corresponds to a latitude ’ of 20o North.

The model reproduces the conditions U|Z=0 = �Vt cosy, V|Z=0 = Vt sin y, and
W|Z=0 = 0 at the surface boundary; see also discussion of Fig. 2 below. Translation

of the tropical cyclone causes intensification of the radial fluxes at the right and

right-front of the vortex. Specifically, the maximum of U (x symbol in Fig. 1) is

located at the right/right-front of motion and close to the vortex center for Z =

500 m, and moves outward while rotating clockwise as Z increases. Intensification

of V is at the left-front of the vortex, with an asymmetry that decreases as one

approaches gradient balance. Due to radial convergence at different altitudes, the

vertical velocity W increases monotonically with Z. In addition, storm translation

causes W to intensify at the right and right-front of the vortex. Similar qualitative

findings on U, V and W have been reported by Kepert (2001) and Kepert and

Wang (2001).

For the same storm, Fig. 2 compares the vertical profiles of the azimuthally

averaged radial and tangential winds generated by the MS and Kepert (2001)

models. Azimuthal averaging produces results that correspond to a stationary, and

hence, axi-symmetric TC. The profiles shown in Fig. 2 are at radial distances

R = Rmax = 40 km and R = 2.5Rmax = 100 km from the vortex center.

As was pointed out in Review of Boundary Layer Models, the linearized stress

formulation of Kepert (2001) is accurate only for small drag coefficients CD. In the

present case CD !1 and Kepert’s (2001) model correctly reproduces the non-slip

condition U|Z=0 = 0 in the radial direction (see Fig. 2) but fails to reproduce the

condition V|Z=0 = 0 in the tangential direction (Fig. 2). This inconsistency results in

underestimation of the frictional stresses at the surface boundary and hence of the

radial fluxes relative to theMS formulation; seeFig. 2 and discussion of Fig. 3 below.

Kepert’s (2001) model also fails to reproduce the variation of the radial wind U
with R. Observations using GPS dropsonde data (Kepert 2006a, b) show that the

maximum of U increases as one approaches the center of the TC. While the MS

model is consistent with this observation, the maximum values of U at 40 and

100km from Kepert’s (2001) approach are about the same.
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In both the MS and Kepert (2001) models, the depth of the boundary layer H,
defined as the height Z where U � 0, increases with increasing R. In the MS

solution, H is about 2.2 km at R = 100 km and about 1.5 km at R = 40 km, whereas
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Fig. 1 MS boundary layer solution for the tangential V, radial U and vertical W wind velocity

fields at altitudes Z = 0, 0.5, 1, and 2 km. V and U are velocities relative to the moving vortex. The

location of the maximum ofU is denoted by an x symbol. The tropical cyclone translates eastwards

(to the right) with velocity Vt = 5 m/s. All figures are generated under non-slip conditions at the

surface boundary and using a constant vertical diffusion coefficient K = 50 m2/s. Other parameters

are Vmax = 50 m/s, Rmax = 40 km and B = 1.6
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the corresponding values from Kepert’s (2001) analysis are 1.5 and 0.8 km. Both

sets of estimates are order-of-magnitude correct, with the MS values been closer to

observations (e.g. Frank 1977 and Kepert 2006a).

Figures 3 and 4 compare the vertically averaged radial and tangential winds and

the vertical winds obtained using the Shapiro (1983), Kepert (2001) and MS models

as well as MM5 simulations. Figure 3 shows the radial variation of the axi-

symmetric component, whereas Fig. 4 includes the asymmetry due to motion

through contour plots. The reasons for vertically averaging U and V (over a depth

of 1 km) are to ease model comparison, since Shapiro (1983) treats the BL as a slab

of constant depth H = 1 km, and to reduce the effect of vertical fluctuations in the

MM5 solution. All storm parameters are the same as in Fig. 1, except for the drag

coefficient, which is set to 0.003. This value of CD is close to values extracted from

MM5 simulations for oversea conditions (M. Desflots 2006, personal communica-

tion), does not introduce significant distortions in Kepert’s (2001) linear formula-

tion, and does not cause numerical oscillations in Shapiro’s (1983) approach. Also,

values of CD close to 0.003 are often quoted in the literature for wind speeds in the
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velocity V at 40 km and 100 km from the vortex center. Same storm as in Fig. 1
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range encountered in hurricanes (e.g. Large and Pond 1981; Powell et al. 2003;

Donelan et al. 2004).

In general, the MS model predictions are close to the MM5 simulations, except

that in MM5 the vertical velocities are more peaked near Rmax (mainly due to

rainband effects, which the BL models do not resolve) and the contour plots are
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more erratic due to local fluctuations. Also the Kepert (2001) model reproduces

well the vertically averaged tangential winds of MM5, but that model severely

underestimates the radial and vertical flows, especially in the near-core region. This
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is due to inaccuracy of Kepert’s linearization at radial distances smaller than

2–3Rmax; see Review of Boundary Layer Models. For example, flight observations

show that, in the vicinity of Rmax,W is in the range 0.5–3 m/s or higher (Willoughby

et al. 1982; Jorgensen 1984a, b; Black et al. 2002), whereas Kepert’s (2001)

estimates are around 0.1–0.4 m/s. In the far field (R > 2.5Rmax), Kepert’s (2001)

model and MM5 produce vertical velocities that are similar and in good agreement

with observations (Jorgensen 1984a, b; Black et al. 2002).

Shapiro’s (1983) model has an opposite behavior in the near-core region, where

it overpredicts the radial and vertical flows by a factor of about 2. This is consistent

with the finding by Anthes (1971) for slab-layer models; see Review of Boundary

Layer Models.

Overall, we find that the MS model produces realistic estimates of the tangential,

radial and vertical wind velocities and is numerically more stable and more accurate

than the boundary layer models of Kepert (2001) and Shapiro (1983). Next we use the

MS model to study the sensitivity of the velocity fields to various storm parameters.

Sensitivity Analysis

Figures 5, 6 and 7 show the sensitivity of MS model results to tropical cyclone

characteristics: the tangential wind speed under gradient balance (parameterized

here in terms of Vmax, Rmax and B; see Eq. (1)), the vertical diffusion coefficient K,
the surface drag coefficient CD, and the translation velocity Vt.

Figures 5 shows the sensitivity of the azimuthally averaged (axi-symmetric)

velocities to Vmax, Rmax, B, K and CD. The base case (solid lines in Fig. 5)

corresponds to the storm used in Fig. 1. Sensitivity is evaluated by varying the

parameters one at a time around their base-case values. Vmax affects only the

amplitude of the radial profiles, whereas other parameters affect mainly the shape

of the profile (e.g. rate of decay with distance) or both. The effects on the three

velocity components are however not uniform. For example, Rmax has negligible

influence on the peak value of the horizontal winds �U and �V, but affects significant-
ly the peak vertical velocity.

Figure 6 shows the effect of CD on the wind fields for a TC that moves eastward

with velocity Vt = 5 m/s. Higher values of CD correspond to increased friction at the

surface boundary and stronger asymmetry of the three velocity components.

Finally, Fig. 7 shows sensitivity to the translation velocity Vt when the other

parameters are fixed at Vmax = 50 m/s, Rmax= 40 km, B = 1.6, K = 50 m2/s and CD =

0.003. One sees that �U and W intensify in the NE quadrant relative to the direction

of motion, whereas �V intensifies to the left of the velocity vector. The asymmetry

increases with increasing Vt.

Qualitatively similar sensitivity results are obtained when using Kepert’s (2001)

model (not shown here). This is expected, since Kepert’s (2001) model is a

linearized variant of the present MS formulation. However, Kepert’s linearization

has approximate validity only for large R, CD << 1 and small Vt; see Review of

Boundary Layer Models.
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Fig. 6 Sensitivity of MS results to the drag coefficient CD for a tropical cyclone that translates

eastwards (to the right) with velocity Vt = 5 m/s. Vertically averaged radial wind velocity �U (left
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velocity W at an altitude of 1 km (right column). �V and �U are relative to the moving vortex and
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Conclusions

We developed a simple theoretical model for the boundary layer (BL) of translating

tropical cyclones (TCs). The model estimates the tangential, radial and vertical wind

fields from a given radial profile of the tangential wind speed under geostrophic

conditions (e.g. Holland’s profile in Eq. (1)) and surface stress boundary conditions.

0.2
0.2

0.2

0
.6

0
.6

1

10

15

15

15

20

20

20

25

25

2
5

3
0

3
5

40

-18

-1
6

-14

-14

-12

-12

-10 -1
0

-10

-8 -8

-8

-6

-6

-6-4

-4

-4

0.2

0
.2

0 .
2

0
.6

0
.6

1

10

15

15
15

2
0

20

20

25

25

25

3
0 3

5

40

45

-18 -16

-1
4

-14

-12

-1
2

-10

-10

-10

-8

-8

-8

-6
-6

-6

-4

-4

-4

-2

-2

0.2

0 .2

0.2

0
.8

1 .4

5

10

10

15

15

15

2020

20
25

25

2
5

30

30

35

-2
7

-21

-18
-15 -1

5

-12
-1

2

-1
2

-9

-9

-9

-6

-6

-6

-3

-3

-3

0.2

0.
2

0.2

0
.8

1 .4

5

10

10

1515

15

20

2
0

20

25

25

25
30

3
03

5

35

40

-30
-2

1-18

-18

-15

-1
5

-15

-12

-1
2

-12

-9
-9

-9

-6

-6

-6

-3

-3

-3

W(m/s)

Distance from storm center (km)

V
t=

5m
/s

V
t=

7m
/s

V
t=

10
m

/s
V

t=
3m

/s

–300

–200

–100

100

0

V(m/s)
-

U(m/s)
-

200

300

–300

–200

–100

100

0

0

200

300

–300

–200

–100

100

200

300

0

–300

–200

–100

100

200

300

0

–300

–200

–100

100

200

300

0

–300

–200

–100

100

200

300

0

–300

–200

–100

100

200

300

0

–300

–200

–100

100

200

300

–100

–50

–150

50

0

0

100

150

–100

–50

–150

50

100

150

0

0

–100

–50

–150

50

100

150

–100

–50

–150

50

100

150

–150 –100 –50 0 50 100 150–300 –200 –100 0 100 200 300–300 –200 –100 0 100 200 300

Fig. 7 Sensitivity of MS model results to the translation velocity Vt. Notation and parameters are

the same as in Fig. 6, except for CD = 0.003
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The model is based on Smith’s (1968) formulation, which is corrected for the

general case of a stress surface boundary (see Proposed Model) and modified to

account for motion-induced asymmetries. The governing equations are solved using

the momentum integral method, resulting in a very efficient computational scheme

(less than a minute to run on a conventional computer). Contrary to the Shapiro

(1983) and Kepert (2001) BL formulations, the present modified Smith (MS) model

is stable over a wide range of storm parameters and produces results that are in good

agreement with MM5 simulations and observations; see Figs. 5, 6 and 7.

In a parametric analysis, we have examined how the symmetric wind compo-

nents and motion-induced asymmetries generated by the MS model depend on

various storm characteristics. For TCs that translate in the northern hemisphere, the

vertical and storm-relative radial wind velocity fields intensify at the right-front

quadrant of the vortex, whereas the storm-relative tangential winds intensify at the

left-front of the storm. The asymmetry is higher for faster-moving TCs. These

findings are in accordance with field observations; see for example Shapiro (1983).

As the intensity of the TC (expressed through the maximum tangential velocity

at gradient balance Vmax) increases, the horizontal and vertical velocity components

also increase. Larger values of Holland’s B parameter and lower values of the radius

of maximum winds Rmax produce horizontal and vertical wind profiles that are more

picked and concentrated closer to the TC center.

The effect of the frictional drag coefficient CD is more complex. As CD

increases, the frictional drag force also increases resulting in lower tangential

winds and higher radial convergence (stronger vertical winds). Another effect of

increasing CD is higher asymmetry of the velocity field.

As described above, the model considers CD to be spatially constant. In reality,

the drag coefficient varies with the sea state and hence with the near surface wind

speed (Large and Pond 1981; Donelan et al. 2004). We are currently extending the

model to include the coupling between CD and wind speed.

The combination of accuracy, stability and computational efficiency make the

present model a good instrument for applications, like risk analysis, for which one

must assess tropical cyclone winds under many parameter combinations. In this

respect, a limitation of the model is that it produces smooth solutions, since it does

not account for features like rainbands and local convective activity. It is the

authors’ belief that these features are best represented statistically.
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Appendix A

Analytical expressions for the parameters in Eq. (15)

Let I1 ¼
R1

0

f 2d�, I2 ¼
R1

0

1� g2ð Þd�, I3 ¼
R1

0

1� gð Þd�, I4 ¼
R1

0

fgd�,

I5 ¼
R1

0

fd�, I6 ¼
R1

0

g2 � gð Þd� and I7 ¼
R1

0

1� gð Þ2d�, where f and g are the
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functions given in Eq. (11). Then

@f

@�
j�¼0 ¼ a2 � a1;

@g

@�
j�¼0 ¼ a1 � a2

I1 ¼ 1

8
a21 þ 2a1a2 þ 3a22
� �

; I2 ¼ a1 þ a2ð Þ � 1

8
3a21 þ 2a1a2 þ a22
� �

I3 ¼ a1 þ a2
2

; I4 ¼ 1

8
a21 þ 4a1a2 þ a22
� �� a1 þ a2

2

I5 ¼ � a1 þ a2
2

; I6 ¼ 1

8
3a21 þ 2a1a2 þ a22
� �� a1 þ a2

2

I7 ¼ 1

8
3a21 þ 2a1a2 þ a22
� �

ðA:1Þ

where a1 and a2 are calculated from Eq. (12). Under Eq. (A.1), the parameters

A1�A20 in Eq. (15) are given by

A1 ¼ E2½v2t cos2 y I7 þ ðvt sin y� vgrÞ2I1 þ ðI5 � I4Þðv2t sin 2y� 2vtvgr

cos yÞ� ðA:2Þ

A2 ¼ E ðv2t cos 2yþ vtvgr sin yÞ
	

I5 þ ð½v2t sin 2y� vtvgr cos yÞ I1
þ ðv2gr � 2vtvgr sin y� v2t cos 2yÞI4 þ vtvgrI6 cos y� ½ I7v

2
t sin 2y�

ðA:3Þ

A3 ¼ �v2t I1 cos
2 yþ v2t I5 sin 2yþ ð2vtvgr cos y� v2t sin 2yÞI4 � v2t I7 sin

2 y

þ v2grI2 þ 2vtvgrI6 sin y ðA:4Þ

A4 ¼ v2t I1 cos
2 y� v2t I5 sin 2yþ ðv2t sin 2y� 2vtvgr cos yÞI4 þ v2t I7 sin

2 y
� 2vtvgrI6 sin y ðA:5Þ

A5 ¼ vtI5 cos yþ ðvgr � vt sin yÞI3 ðA:6Þ

A6 ¼ E vt cos y
@g

@�

����
�¼0

þ vgr � vt sin y
� �@f

@�

����
�¼0

" #
ðA:7Þ

A7 ¼ E½ðvgr � vt sin yÞI5 � vtI3 cos y�; A8 ¼ �vt cos yI5 þ vtI3 sin y ðA:8Þ

A9 ¼ �vt cos y
@f

@�

����
�¼0

þ vgr � vt sin y
� �@g

@�

����
�¼0

ðA:9Þ

A10 ¼ 2E½v2t I7 cos2 yþ I1ðvgr� vt sinyÞ2þðv2t sin2y�2vtvgr cosyÞðI5� I4Þ� ðA:10Þ
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A11 ¼ E2 v2t cos
2 y

@I7
@r

� 2I1 vt sin y� vgr
� � @vgr

@r

�
þ vgr � vt sin y
� �2 @I1

@r

� 2vt I5 � I4ð Þ @vgr
@r

cos yþ v2t sin 2y� 2vtvgr cos y
� � @ I5 � I4ð Þ

@r

� ðA:11Þ

A12 ¼ ðv2t cos 2yþ vtvgr sin yÞI5 þ ð½v2t sin 2y� vtvgr cos yÞI1
þ ðv2gr � 2vtvgr sin y� v2t cos 2yÞI4 þ vtvgrI6 cos y� ½v2t I7 sin 2y

ðA:12Þ

A13 ¼ E

���2v2t sin 2yþ vtvgr cos y
�
I5 þ

�
v2t cos 2yþ vtvgr sin y

��@I5
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þ I1

�

þ ½v2t sin 2y� vtvgr cos y
� � @I1

@y
þ 2v2t sin 2y� 2vtvgr cos y
� �

I4

þ v2gr � 2vtvgr sin y� v2t cos 2y
�  @I4

@y
� vtvgrI6 sin yþ vtvgr cos y

@I6
@y

� v2t I7 cos 2y� ½v2t sin 2y
@I7
@y

�
ðA:13Þ

A14 ¼ E

�
vt sin y

@vgr
@r

I5 þ
�
v2t cos 2yþ vtvgr sin y

� @I5
@r

� vt
@vgr
@r

I1 cos y

þ ½v2t sin 2y� vtvgr cos y
� � @I1

@r
þ 2I4 vgr � vt sin y

� � @vgr
@r

þ I6vt

cos y
@vgr
@r

þ v2gr � 2vtvgr sin y� v2t cos 2y
�  @I4

@r
þ vtvgr cos y

@I6
@r

� ½v2t sin 2y
@I7
@r

�

ðA:14Þ

A15 ¼ �v2t I1 sin 2yþ v2t cos
2 y

@I1
@y

� 2v2t I5 cos 2y� v2t sin 2y
@I5
@y

þ 2v2t cos 2yþ 2vtvgr sin y
� �

I4 þ v2t sin 2y� 2vtvgr cos y
� � @I4

@y

þ v2t I7 sin 2yþ v2t sin
2 y

@I7
@y

� 2vtvgr I6 cos y� 2vtvgr sin y
@I6
@y

ðA:15Þ

A16 ¼ ðvgr � vt sin yÞI5 � vt I3 cos y ðA:16Þ

A17 ¼ E I5
@vgr
@r

þ vgr � vt sin y
� � @I5

@r
� vt cos y

@I3
@r

� �
ðA:17Þ

A18 ¼ vtI5 sin y� vt cos y
@I5
@y

þ vtI3 cos yþ vt sin y
@I3
@y

ðA:18Þ
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A19 ¼ v2grI6; A20 ¼ vgr
@I6
@y

ðA:19Þ

In Eqs. (A.2)–(A.19), the derivatives
@Ij
@r and

@Ij
@y for j = 1,..,7 can be calculated

analytically using the chain rule

@Ij
@s

¼ @Ij
@a1

@a1
@s

þ @Ij
@a2

@a2
@s

; j ¼ 1;::; 7 ðA:20Þ

where s is either r or y and @a1
@s and @a2

@s can be analytically derived from Eqs. (12)

and (13).
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Changes in Tropical Cyclone Activity due to

Global Warming in a General Circulation Model

S. Gualdi, E. Scoccimarro, and A. Navarra

Abstract This study investigates the possible changes that the greenhouse global

warming might generate in the characteristics of the tropical cyclones (TCs). The

analysis has been performed using scenario climate simulations carried out with a

fully coupled high-resolution global general circulation model. The capability of

the model to reproduce a reasonably realistic TC climatology has been assessed by

comparing the model results from a simulation of the 20th Century with observa-

tions. The model appears to be able to simulate tropical cyclone-like vortices with

many features similar to the observed TCs. The simulated TC activity exhibits

realistic geographical distribution, seasonal modulation and interannual variability,

suggesting that the model is able to reproduce the major basic mechanisms that link

the TC occurrence with the large scale circulation.

The results from the climate scenarios reveal a substantial general reduction of the

TC frequency when the atmospheric CO2 concentration is doubled and quadrupled.

The reduction appears particularly evident for the tropical North West Pacific and

NorthAtlantic (NA). In theNWP theweaker TC activity seems to be associatedwith a

reduced amount of convective instabilities. In the ATL region the weaker TC activity

seems to be due to both the increased stability of the atmosphere and a stronger vertical

wind shear. Despite the generally reduced TC activity, there is evidence of increased

rainfall associated with the simulated cyclones. Despite the overall warming of the

tropical upper ocean and the expansion of warm SSTs to the subtropics and mid-

latitudes, the action of the TCs remains well confined to the tropical region and the

peak of TC number remains equatorward of 20� latitude in both Hemispheres.

An extended version of this work is published in Journal of Climate (Gualdi et al.

2008).

Introduction

Tropical cyclones (TCs) are non-frontal synoptic scale low-pressure systems, which

develop over warm pools of the tropical or sub-tropical oceans, with organized

convection and definite cyclonic surface wind circulation (Holland 1993). A severe
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tropical cyclone is also known as ‘‘hurricane’’ in North Atlantic and North-East

Pacific and ‘‘typhoon’’ in West Pacific. TCs are one of the most devastating natural

phenomena, which often cause severe human and economic losses. Therefore, the

understanding of the mechanisms that underlie their formation and evolution is a

high-priority issue from both the scientific, social and economic point of view.

The increased frequency and intensity of observed hurricanes since 1995

(Goldenberg et al. 2001, Webster et al. 2005) and the extraordinary nature of the

North Atlantic hurricane season that occurred in 2005 have triggered a lively

discussion about the possible changes of TC frequency and intensity due to global

climate change (e.g., Emanuel 2005, Trenberth 2005, Pielke et al. 2005, Anthes

et al. 2006, Pielke et al. 2006., Landsea et al. 2006, among other).

A number of studies have shown that TC activity varies substantially from

interannual to decadal timescales. For example, the sensitivity of the TC activity

to the phase of El Niño/Southern Oscillation (ENSO) has been documented in

several studies (e.g., Gray 1984, Chan 2000, Chia and Ropelewski 2002). Similarly,

low-frequency modulations of the North Atlantic Oscillation (NAO) exert signifi-

cant influences on the behaviour of TCs (e.g., Elsner and Kocher 2000).

The wide interannual and decadal changes, associated with natural modes of

climate variability, make difficult the identification of changes in the TC features

that could be unambiguously attributed to the global warming (Walsh 2004). The

detection of possible trends becomes even harder when observational data-sets only

are used. The destructive nature of TCs, in fact, makes the collection of observed data

extremely difficult and expensive. For this reason, databases of observed TCs are

available only for a few regions (particularly North Atlantic) and are generally limited

in length. Furthermore, due to subjective measurements and variable procedures,

reservations have been raised about the reliability of the existing tropical cyclone

data-bases for estimating climatological trends (Landsea et al. 2006, Landsea 2007).

To overcome the limitations of the observational data-sets, the possible influ-

ences of global warming on TC activity also have been explored using numerical

models. Since the early work of Broccoli and Manabe (1990), a number of studies

have been performed both with global and regional models, reaching conflicting

conclusions. Haarsma et al. (1993), for instance, found a significant increase of the

number of simulated TCs in greenhouse warming experiments. However, similar

simulations, but performed with higher resolution models, showed a significant

reduction of the global TC activity in a warmer earth (Bengtsson et al. 1996, Sugi

et al. 2002, McDonald et al. 2005, Yoshimura et al. 2006, Bengtsson et al. 2007).

Royer (1998), on the other hand, found increased (decreased) TC activity in the

Northern (Southern) Hemisphere, whereas Chauvin et al. (2006) showed that

possible changes in the frequency of TC occurrence in the North Atlantic strongly

depend on the characteristics of the sea-surface temperature (SST) spatial distribu-

tion produced by the scenario simulations.

While the issue of the TC frequency response to greenhouse warming remains

arguable, some consensus has been achieved about the effects on the TC intensity.

Consistent with the theoretical findings of Emanuel (1987) and Holland (1997),

numerous model studies, have found that the intensity of simulated TCs tends to

288 S. Gualdi et al.



increase in a warmer earth (e.g., Walsh and Ryan 2000, Sugi et al. 2002, Knutson

and Tuleya 2004, Chauvin et al. 2006, Yoshimura et al. 2006, Oouchi et al. 2006,

Bengtsson et al. 2007). In particular, these works have shown that in a warmer

climate TCs might be characterized by stronger winds and more intense precipita-

tions. These results appear to be rather robust, as they have been obtained using a

variety of models (global and regional), different resolutions and convective para-

metrizations. However, it is important to note that most of these studies have been

conducted analyzing experiments performed with atmospheric only models forced

with prescribed SSTs, thus the large majority of these experiments do not include

air-sea interactions. Moreover, the SST patterns used to force the atmosphere were

based on (generally low-resolution) climate scenario simulations performed with

other models. This procedure, therefore, might be affected by possible inconsis-

tencies between the simulations from which the SST patterns were taken and the

atmospheric runs used to analyze the TC behaviour.

Though the air-sea feedbacks are known to be important for TC intensity

(Emanuel 2003), there are only a few analysis of the TC response to global warming

performed with coupled models, which, moreover, have been carried out using

limited area models with simplified experimental setting (Knutson et al. 2001). On

the other hand, in-depth investigations of TCs and their simulation conducted with

fully coupled global models, the same as those used to perform the climate

scenarios, would provide further insight into these phenomena and into our ability

to reproduce and predict their behaviour.

In this study, we document the ability of a high-resolution coupled atmosphere-

ocean general circulation model to simulate tropical cyclone-like vortices and

explore how the features of these phenomena are possibly altered by greenhouse

warming. The analysis is performed on idealized greenhouse gas forcing scenarios

and a simulation of the 20� Century climate. The difference with respect to most of

the previous works published on he same subject is that we use a fully coupled

model, where air-sea feedbacks are accounted for.

In Section 2, a description of the model, scenario simulations and of the

methodological approach used in the present paper is provided. In Section 3, we

examine the ability of the model to simulate TCs. Section 4 presents an assessment

of the possible changes of the TC characteristics as a consequence of global

warming. In Section 5, the main findings of this work will be discussed, and the

summary in Section 6 close the paper.

Model, Simulations and Methodology

The Model

The modelling data employed in this work are time series obtained from climate

simulations carried out with the SINTEX-G (SXG) coupled atmosphere-ocean

general circulation model (AOGCM), which is an evolution of the SINTEX and
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SINTEX-F models (Gualdi et al., 2003a, 2003b; Guilyardi et al., 2003, Luo et al.

2003, Masson et al. 2005, Behera et al. 2005).

The ocean model component is the reference version 8.2 of the Ocean Parallelise

(OPA; Madec et al. 1998) with the ORCA2 configuration. To avoid the singularity

at the North Pole, it has been transferred to two poles located on Asia and North

America. The model longitude-latitude resolution is 2� � 2� cosine(latitude) with
increased meridional resolutions to 0.5� near the equator. The model has 31 vertical

levels, ten of which lie in the top 100 m.

Model physics includes a free-surface configuration (Roullet and Madec 2000)

and the Gent and McWilliams (1990) scheme for isopycnal mixing. Horizontal

eddy viscosity coefficient in open oceans varies from 40000 m2/s in high latitudes to

2000 m2/s in the equator. Vertical eddy diffusivity and viscosity coefficients are

calculated from a 1.5-order turbulent closure scheme (Blanke and Delecluse 1993).

For more details about the ocean model and its performance, readers are referred to

Madec et al. (1998) or online to the web-site http://www.lodyc.jussieu.fr/opa/.

The evolution of the sea-ice is described by the LIM (Louvain-La-Neuve sea-ice

model; Fichefet and Morales Maqueda, 1999), which is a thermodynamic-dynamic

snow sea-ice model, with three vertical levels (one for snow and two for ice). The

model allows for the presence of leads within the ice pack. Vertical and lateral

growth and decay rates of the ice are obtained from prognostic energy budgets at

both the bottom and surface boundaries of the snow-ice cover and in leads. When

the snow load is sufficiently large to depress the snow-ice interface under the sea-

water level, sea-water is supposed to infiltrate the entirety of the submerged snow

and to freeze there, forming a snow ice cap. For the momentum balance, sea-ice is

considered as a two-dimensional continuum in dynamical interaction with the

atmosphere and ocean. The ice momentum equation is solved on the same horizon-

tal grid as the ocean model. LIM has been thoroughly validated for both Arctic and

Antarctic conditions, and has been used in a number of process studies and coupled

simulations (Timmermann et al. 2005 and references therein).

The atmospheric model component is the latest version of ECHAM-4 in which

the Message Passing Interface is applied to parallel computation (Roeckner et al.

1996). We adopted a horizontal resolution T106, corresponding to a gaussian grid

of about 1.12� � 1.12�. In the pantheon of long coupled climate simulations, this is a

considerably high horizontal resolution. A hybrid sigma-pressure vertical coordi-

nate is used with 4–5 of a total of 19 levels lying in the planetary boundary layer. The

parameterization of convection is based on the mass flux concept (Tiedtke, 1989),

modified following Nordeng (1994). The Morcrette (1991) radiation scheme is used

with the insertion of greenhouse gases (ghg) and a revised parameterization for the

water vapour and the optical properties of clouds. A detailed discussion of the model

physics and performances can be found in Roeckner et al. (1996).

The ocean and atmosphere components exchange SST, surface momentum, heat

and water fluxes every 1.5 hours. The coupling and the interpolation of the coupling

fields is made through the OASIS2.4 coupler (Valcke et al., 2000). No flux correc-

tions are applied to the coupled model.
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The Climate Scenario Simulations

With respect to the previous versions of the SINTEX model, SXG includes a model

of the sea-ice, which allows the production of fully coupled climate scenario

experiments. In this paper, we present results obtained from the analysis of four

climate simulations (Table 1).

In order to assess the capability of the model to reproduce a reasonably realistic

TC activity and to evaluate the effectiveness of our TC detection methodology, the

tropical cyclone-like vortices produced during the last 30 years of a 20th Century

simulation have been analyzed and compared with observations. The simulation

has been conducted integrating the model with forcing agents, which include

greenhouse gases (CO2, CH4, N2O and CFCs) and sulfate aerosols, as specified

in the protocol for the 20C3M experiment defined for the IPCC simulations (for

more details see also the web-site http://www-pcmdi.llnl.gov/ipcc/about\_ipcc.

php). The integration starts from an equilibrium state obtained from a long coupled

simulation of the pre-industrial climate, and has been conducted throughout the

period 1870–2000.

Once the skill of the model to reproduce TC-like vortices has been evaluated

using the present climate simulation, the possible effects induced by greenhouse

global warming on the simulated TCs have been explored using 30 years of twice-

daily data from climate scenario experiments. Specifically, a simulation with

atmospheric CO2 concentration 287 ppm, corresponding to the pre-industrial

period (PREIND), a climate simulation with CO2 concentration doubled with

respect to the PREIND period (2CO2), and a climate simulation with atmospheric

CO2 concentration quadrupled with respect to the PREIND period (4CO2). The

transition between PREIND and 2CO2 and between 2CO2 and 4CO2 periods has

been produced by a 1%/year increment of the CO2 concentration. At the end of the

two transition periods, the model has been integrated for 100 years with constant

values of CO2 concentration, i.e. 574 ppm and 1148 ppm respectively.

A greenhouse warming scenario based on a doubling and a quadrupling of atmo-

spheric CO2 is certainly an idealized experiment and does not represent a realistic

forecast of future radiative forcing. The motivation of this choice resides in the fact

that large concentration of atmospheric CO2might emphasize andmakemore evident

the response of simulated TCs to greenhouse warming. Also, the advisability of this

kind of idealized experiments in the framework of TC studies has been discussed by

Michaels et al. (2005) and Knutson and Tuleya (2005). Furthermore, the possible

impacts of a doubling of atmospheric CO2 concentration has been explored in a

Table 1 Summary of the climate simulations used in this study

CLIMATE SIMULATIONS AND SCENARIOS

PREIND Preindustrial ghg concentration 30 years

20C3M 20th Century ghg conc. + aerosols 30 years (1970–1999)

2CO2 2 � PREIND CO2 conc. 30 years

4CO2 4 � PREIND CO2 conc. 30 years
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number of previous works (e.g., Broccoli and Manabe 1990, Haarsma et al. 1993,

Bengtsson et al. 1996, Royer 1998, Sugi et al. 2002, Knutson and Tuleya 2004,

McDonald et al. 2005, Yoshimura et al. 2006, Chauvin et al. 2006), but so far no

analysis has been performed on the effects of its further increase.

Reference Data

The simulated TC-like vortices and the main features of their climatology are

evaluated comparing the model results with observational data sets. Specifically,

we use data from the National Hurricane Center (NHC) and the U.S. Joint Typhoon

Warning Center (JTWC). Furthermore, the capability of the model to reproduce

the observed mean climate is assessed using the ECMWF 40-year Re-Analysis

(ERA40; more information available at the web-site http://www.ecmwf.int/

research/era), the observational sea-surface temperature data set HadISST (Global

Sea-Ice and Sea Surface Temperature Dataset produced at the Hadely Centre,

Rayner et al. 2003) and the observed precipitation data set produced by Xie and

Arkin (1997). For the sake of simplicity, in the rest of the paper we will refer to all

of these data as observations.

Method of Detection of the Simulated Tropical Cyclones

Basically, two methods for detecting TCs have been commonly used in the analysis

of general circulation model (GCM) experiment results. The first technique pro-

duces an estimate of the TC activity based on a genesis parameter computed from

seasonal means of large scale fields (Gray 1979, Watterson et al. 1995, Royer

1998). This method has been used especially in the analysis of low-resolution

model runs, as it obviates the explicit simulation of individual TCs.

The second method is the location and tracking of individual TCs based on

objective criteria for the identification of specific atmospheric conditions that

characterize a TC with respect to other atmospheric disturbances. In particular,

TCs are identified and tracked as centres of maximum relative vorticities and

minimum of surface pressure, with a warm core in high levels and maximum

wind in the low layers of the atmosphere (Haarsma 1993, Bengtsson et al. 1995,

Walsh 1997). In the existing literature, the definition of the criteria, i.e. the thresh-

olds and the domain over which they are computed, varies from work to work. A

discussion and a short summary for the criteria of objective TCs detection in

atmospheric analysis and model simulations is given in Walsh (1997) and Chauvin

et al. (2006) respectively.

In this study, we use a TC location and tracking method based on the approach

defined in Bengtsson et al. (1995) and Walsh (1997). Specifically we assume that a
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model TC is active over a certain grid point A if the following conditions are

satisfied:

l in A relative vorticity at 850 hPa is >3 · 10�5 1/s;
l there is a relative minimum of surface pressure and wind velocity is >14 m/s in

an area of 2.25� around A;
l wind velocity at 850 hPa is > wind velocity at 300 hPa;
l the sum of temperature anomalies at 700, 500 and 300 hPa is >2�K. Where the

anomalies are defined as the deviation from a spatial mean computed over an

area of 13 grid points in the east-west and 2 grid points in the north-south

direction;
l temperature anomaly at 300 hPa is > temperature anomaly at 850 hPa;
l the above conditions persist for a period longer than 1.5 days;

Conditions 3, 4 and 5 distinguish TCs from other low-pressure systems and part-

icularly the extra-tropical cyclones, which are characterized by strongest winds

near the tropopause and a tropospheric cold core. The choice of the parameters in

conditions 1–6 are very similar to the value indicated by Bengtsson et al. (1995) and

Walsh (1997) and optimize the detection of simulated TCs in our model compared

with the observations. Also, we checked the sensitivity of our results to small

changes in these parameters. We found that the number of detected TCs is scarcely

sensitive to the threshold values, but exhibits some sensitivity to the size of the

areas over which means are computed. For a complete discussion of these criteria

and their sensitivity to the parameters used the reader is addressed to Walsh (1997).

Simulation of the Tropical Climate and TC Climatology

As a first step, we analyze the results obtained from a simulation of the 20th

Century, as described in Section 2.2, comparing the model results with observations

(re-analysis) for the period 1970–1999.

The TC occurrence has a pronounced seasonal character, with more intense

activity found in the summer hemisphere (Emanuel 2006), namely in the Northern

Hemisphere from June to October and in the Southern Hemisphere from December

to April. Therefore, we will focus our attention on the specific seasons (and regions)

of intense TC activity.

Simulation of Mean State and High-frequency Variability
in the Tropics

Figure 1 shows the seasonal means of SST and precipitation as obtained from the

observations and the model, for the extended northern summer (June–October,

JJASO) and southern summer (December-April, DJFMA).
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Fig. 1 Seasonal means of sea-surface temperature (SST) and precipitation as obtained from the

observations (left panels) and the model (right panels). The upper panels (a–d) show the extended

Northern Hemisphere summer means June-July-August-September-October (JJASO); the lower

panels (e–h) are the means obtained for the extended Southern Hemisphere summer December-

January-February-March-April (DJFMA). The SST contours (panels a, b, e and f) is 2�C for the

SST interval 10–20�C and 1�C for the SST interval 21–29�C. The precipitation contours (panels c,
d, g and h) are 2 mm/day. Rainfall values lower than 2 mm/day are not plotted
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In general the model overestimates the SSTs in the tropical regions, during both

seasons. The seasonal mean SST, averaged over the tropics is 0.26�C and 0.32�C
warmer than observed in JJASO and in DJFMA respectively. The warm bias is

visible both in the tropical Indian Ocean and Atlantic Ocean and it is particularly

evident in the central-eastern Pacific, south of the equator. In this region, over the

warm SSTs, the model overestimates also the rainfall, tending to produce a double

ITCZ, which is a common error of most AOGCMs. In the equatorial Pacific, on the

other hand, the model cold tongue is clearly too strong and extends too far west.

Correspondingly, the simulated precipitation is too weak in the equatorial Pacific,

especially west of the date line.

In the tropical Atlantic, the model rainfall is reasonably close to observations in

JJASO, whereas during DJFMA it appears to be shifted south (by about 10� of

latitude), probably as a consequence of the excessively warm SSTs found in the

subtropical southern Atlantic, off the Brazilian coast. Interestingly, in the tropical

Indian Ocean, the model precipitation is generally weaker than observed. During

northern summer, the model shows a clear rainfall deficit in the area affected by the

Asian summer monsoon, extending from the Bay of Bengal, through South-East

Asia and South China Sea, up to the region east of the Philippines archipelago.

Simulated precipitation appears to be too weak also over the eastern equatorial

Indian Ocean, whereas it tends to be too intense in the western part of the basin,

between the equator and 10�S. Also during northern winter (Fig. 1, panels g and h)

model rainfall is too weak over the eastern Indian Ocean and the Indonesian region.

Simulation of Tropical Cyclones

In this Section we analyze the ability of the model to simulate tropical cyclones-like

vortices (that we will refer to simply as TCs), following the methodology discussed

in Section 2.4. As a first step, we compare the total number of TCs per year detected

in the model simulation and in the observations over the period 1970–1999

(Table 2). In general, the number of simulated TCs per year is almost 30% lower

than the number detected in the observations, whereas its standard deviation is quite

well captured by the model.

The geographical distribution of the TC formation positions is shown in Fig. 2.

In the observations (panel a) there are four distinct regions of TC formation in the

Tropics of the Northern Hemisphere: North Indian Ocean (NI), West-North Pacific

(WNP), East-North Pacific (ENP) and North Atlantic (NA); and three regions in the

Table 2 Total number of Tropical Cyclones found in the observations and in the 20th Century

model simulation during the period 1970–1999

NUMBER OF TCs 1970–1999

OBS SXG 20C3M

TOT 2813 1986

MEAN 93.8 66.2

STD 10.9 9.2
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Southern Hemisphere: Southern Indian Ocean (SI), the ocean North of Australia

(AUS) and the Southern Pacific (SP). Based on these regions of TC genesis and

following Camargo et al. (2004), we define seven basins (demarked by the boxes in

Fig. 2) that will be used to delimit and characterize the different areas of TCs

activity.

The model (Fig. 2, panel a) reproduces well the patterns of TCs genesis,

especially in the Northern Hemisphere. The major contrast with the results obtained

from the observations occurs in the southern Atlantic, where the model generates

some TC, though no TCs are observed in this region during the considered period

(1970–1999). This model error might be related to the too warm SSTs and intense

convective activity found in this region (Fig. 1). However, it is noteworthy that in

March 2004 the first ever observed TC in South America, named Catarina, hit the

Brazilian coast (Pezza and Simmonds, 2005).

A comparison with the results obtained with atmospheric GCMs forced with

observed prescribed SSTs (Camargo et al. 2004, Fig. 1) shows a substantial

improvement in the patterns of TC genesis obtained with the coupled simulation.

Interestingly, the comparison is made more valid by the fact that one of the

atmospheric models used in Camargo et al. (Echam4) is basically the same as the

one we use as atmospheric component in our coupled model. An important differ-

ence, however, is the horizontal resolution, which is T42 in Camargo et al. and

T106 in our case. The enhanced model resolution might explain some of the

Fig. 2 Distribution of the TC track starting points for the period 1970–1999 for the observations

(panel a) and model (panel b). Each point corresponds to the geographical location of a TC at the

time of its first detection. Following Camargo et al. (2004) seven regions of TC genesis have been

defined. In the pictures these regions are delimited by thick black lines
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improvements we find with our model, such as, for example, the increased global

number of TCs, accompanied by a significant reduction of the number of TCs near

the equator, which is a rather unrealistic feature (e.g., Camargo et al. 2004, Oouchi

et al. 2006).

In Fig. 3, the box plots representing the mean number of TCs per year for each

area are shown both for the observations (left panel) and the model (right panel).

The plots confirm that in the simulation there is a lower number of TCs, especially

in the tropical North Pacific (WNP and ENP). However, in general the difference

with the observations is relatively small, and, for each area, the model simulates a

fairly realistic mean year-to-year variability (see also STD in Table 2). More

importantly, the simulation appears to capture the basic features of the TC distribu-

tion among the different areas. Specifically, the region with the highest mean

number of TCs per year is the north-western tropical Pacific (WNP) both in the

model and observations. Also the mean number of TCs in the North Indian Ocean

Fig. 3 Box plots of the number of TCs per year for the observations (left panel) and model

simulation (right panel). The number of TCs (y-axis) is plotted for each area of TC-genesis

(x-axis) defined in Fig. 4. In a box-plot, the box represents the interquartile (IQR) and contains

the 50% of the data; the upper edge of the box represents the 75th percentile (upper quartile, UQ),

while the lower edge is the 25th percentile (lower quartile, LQ). The horizontal lines within the box

are the median. The vertical dashed lines indicate the range of the non-outliers. The values

indicated with the crosses are the outliers, i.e. values that are either larger than UQ þ 1.5 · IQR

or smaller than LQ � 1.5 · IQR
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(NI) and Atlantic region (ATL) are well reproduced, whereas the TC activity in the

north-eastern Pacific (ENP) is clearly underestimated.

The results shown in Figs. 1–3 indicate that the model reproduces a quite

realistic tropical mean state (at least in terms of SST and precipitation) and number

of simulated TC-like vortices. Furthermore, the geographic distribution of TCs

appears to be in good agreement with the observations. However, so far nothing has

been said about how realistic the features of the simulated TCs are.

In order to have a closer look at the structure of the model TCs, Fig. 4 depicts the

composite patterns of precipitation and low-level wind field obtained from the 100

most intense simulated TCs in the Northern Hemisphere. The composites were

calculated by averaging the fields over the period of occurrence of the TCs and over

the 100 events. The means have been computed for a domain centered on the core

of the cyclones and extending 10� each side.

From these patterns it turns out that the model simulates TCs with a somewhat

realistic structures. When averaged over the 100 events and their lifetimes, the

mean TC has intense mean precipitation and surface winds that extend for about

300–400 Km from the centre (‘‘eye’’) of the cyclone. The amplitude of the fields

is substantially smaller than observed, but consistent with the results obtained

from high-resolution atmospheric GCMs experiments (e.g., Bengtsson et al. 1995,

Fig. 4 Composite patterns of 850-hPa wind and total precipitation associated with the simulated

TCs. The composites have been computed by averaging the fields of the 100 most intense (in terms

of precipitation) model TCs in the Northern Hemisphere. The fields have been averaged over the

period of occurrence of the TCs and over the 100 events. The mean fields have been computed over

a spatial domain centred in the core of the cyclone and extending 10� each side. In panel (a) the of
850-hPa wind (arrows) is plotted along with the intensity of the wind (contour). The contour

interval is 2 m/s. Contours larger than 10 m/s are shaded. Panel (b) shows the 850-hPa wind

(arrows) along with the total precipitation rate. The contour interval is 5 mm/day
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Chauvin et al. 2006). In agreement with observational studies (e.g., Frank 1977,

Gray 1979, Willoughby et al. 1982), the strongest wind velocities are located to the

right–front sector of the core, though the maxima in the model is much too far away

from the ‘‘eye’’. This model error is most likely due to the model resolution, which

does not allow to resolve the fine and tight structures observed in ‘‘real’’ TCs, as

suggested in McDonald et al. (2005) Chauvin et al. (2006) and shown in Bengtsson

et al. (2007). For the same reason, the minimum surface pressure at the center of the

storm (not shown) tends to be rather high (�990 hPa) and the simulated TC does not

exhibits the ‘‘eye’’ in precipitation, though in general the rainfall pattern is reason-

ably realistic.

An important feature of the observed TCs is their marked seasonal character

(Emanuel 2003). Fig. 5 shows the seasonality of TC occurrence for both observa-

tions and model simulations in the Northern Hemisphere and Southern Hemisphere

and for specific regions of activity described in Fig. 2. In general the model repro-

duces well the seasonal behaviour of TCs, especially in the Southern Hemisphere,

the northern Indian and Atlantic Oceans. In the Northern Hemisphere, and

Fig. 5 Seasonal modulation of the TC occurrence for the observations (dashed lines) and model

simulation (solid lines) and for different region of the Tropics. Upper panels: tropical region of the
Southern Hemisphere (left) and of the Northern Hemisphere (right). Middle and lower panels:
northern Indian Ocean, western tropical Pacific, eastern tropical Pacific and tropical Atlantic
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particularly in the North-West and North-East Pacific the annual phase of the TC

activity is captured but the amplitude is much smaller, consistent with the reduced

number of simulated TCs previously discussed.

Beside the seasonal modulation, the TC activity exhibits a rather strong year-to-

year variability. As it has been shown in a number of studies (Gray 1984, Chan

2000, Chia and Ropelewski 2002, Frank and Young 2007, among the others), this

interannual variability has a strong link with ENSO. Changes in the SST distribu-

tion in the tropical Pacific and the associated changes in the large scale circulation,

in fact, appear to have a strong impact on the number of TCs that occur in different

regions of the globe. The relationship between ENSO and TCs activity differs

depending on the region considered. Frank and Young 2007 have shown that the

number of observed TCs and the NINO3 ENSO index are negatively correlated in

the North Atlantic (r ¼ �0.55), whereas they appear to be positively correlated in

the North-East Pacific (r ¼ 0.38) and Indian Ocean (r ¼ 0.24).

Figure 6 shows the interannual variation of the number of TCs in the North

Atlantic, North-East Pacific and southern Indian Ocean (solid curves), along with

the NINO3 SSTA index (dotted curves). Here, the value of the NINO3 index is

computed for the season of maximum TC activity, i.e. JJASO for the Northern

Fig. 6 Time series of the number of TCs along with the NINO-3 index for different regions of the

Tropics. The dashed lines show the interannual variation of the number of simulated TCs in the

northern tropical Atlantic (upper panel), northern tropical eastern Pacific (middle panel) and

Southern Indian Ocean (lower panel). The solid line show the value of NINO-3 SSTA index

defined as the average of the SST anomaly over the NINO-3 region (5�S-5�N ; 150�W-90�W). The

values of the NINO-3 index plotted in the ATL and ENP case have been obtained for JJASO,

whereas for the SI case it has been computed for DJFMA. The value of the correlation between the

two curves (r) is also shown
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Hemisphere and DJFMA for the Southern Hemisphere. The curves shown in Fig. 6

indicate that the model simulates a fairly realistic interannual modulation of

the number of TCs and that this interannual variability is correlated with ENSO

similarly to what is found in the observations.

All these results indicate that the model simulates intense convective distur-

bances with characteristics similar to the basic features of observed TCs, reassuring

about its suitability to investigate how climate change might impact on the TC

activity, which will be the subject of the next Section.

Impacts of the Global Warming on the Tropical Climate

and TC Climatology

Possible changes in the basic features of the tropical mean climate and of the

simulated tropical cyclones due to greenhouse global warming are investigated

using the climate scenario experiments PREIND, 2CO2 and 4CO2 described in

Section 2.2.

Changes in the Tropical Mean State

The impacts of the increased atmospheric CO2 on the mean state of the Tropics is

shown in Fig. 7. Here the difference between 2CO2 and PREIND (2CO2-PREIND),

and 4CO2 and PREIND (4CO2-PREIND) seasonal means of SST and precipitation

are shown. Panels a, b, e and f indicate that the overall warming of the tropical SST

is characterized by regional patterns. Both during JJASO and DJFMA, in fact, the

warming is more marked in the western part of the Indian Ocean, in the equatorial

Pacific and along the coast of South America, whereas a weaker warming is found

in the eastern tropical Indian Ocean and eastern subtropical Pacific. In the tropical

Pacific the warming patterns resemble El Niño anomalies. Interestingly, these

patterns are similar for the 2CO2 PREIND and 4CO2-PREIND cases, though

with different amplitudes.

Similar characteristics exhibit the patterns of difference between the PREIND,

2CO2 and 4CO2 precipitation (panels c, d, g and h). In particular, the increased

CO2 induces a remarkable enhancement of precipitation along the ITCZ, from the

Indian Ocean, through the Pacific to the Atlantic, during JJASO. Interestingly

the increase of rainfall is confined to a relatively narrow region, very close to the

equator. In the same season, areas of reduced rainfall are located in the south-

eastern tropical Indian Ocean and south-central Pacific. During DJFMA, increased

precipitation is found south of the equator, along the southern branch of the double

ITCZ simulated by the model and discussed in Section 3.1; whereas regions

of decreased rainfall are found in the subtropics of both the summer and

winter hemispheres. Also in this case, the patterns of precipitation difference
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2CO2-PREIND and 4CO2-PREIND exhibit very similar spatial features but differ-

ent amplitudes.

Table 3 shows the changes in mean temperature, mean precipitation and mean

convective precipitation over the entire globe and over the Tropics for the three

Fig. 7 Differences between the seasonal mean SST and precipitation obtained from the 2CO2 and

PREIND experiments (left panels) and 4CO2 and PREIND experiments (right panels). Panels a, b,
e and f show the differences in mean SST; contour interval is 0.25�C. Panels c, d, g and h show the

differences in mean precipitation, with a contour interval of 1.0 mm/day
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experiments. Here, the convective precipitation is the precipitation associated with

convective processes and produced by the convective parametrization scheme.

Interestingly, while a substantial rise in mean surface temperature and mean total

precipitation are found when the CO2 is increased, a completely different behaviour

is found for the convective precipitation. The latter in fact shows a significant

reduction when the atmospheric CO2 concentration has doubled and quadrupled,

especially in the tropical region.

A first assessment of the changes in high-frequency (<10 days) convective

variability induced by the CO2 forcing has been obtained computing the difference

in standard deviation of high-pass filtered OLR anomalies (not shown). Over most

of the tropical belt the sign of the difference is negative, indicating a tendency of the

model to attenuate the high-frequency convective variability when the atmospheric

CO2 is increased. Only over the equatorial Pacific, between about 5�N and 5�S,
there is a clear sign of enhanced variability.

These results appear to suggest that increasing the concentration of CO2 in the

atmosphere of the model, the general warming of the earth surface is accompanied

by a reduction of the (deep) convective activity in the Tropics. The weaker

convective activity, in turn, might be due to an enhancement of the vertical stability

of the atmosphere. This point will be examined in more detail in Section 5.

Changes in the Simulated Tropical Cyclones

Let us consider now what happens to the simulated TCs as a consequence of the

greenhouse global warming. Table 4 shows the total number of TCs and TC days

(upper row), the annual mean number of TCs and TC days (middle row) and their

standard deviations (lower row) for the PREIND, 2CO2 and 4CO2 experiments.

The method for detecting the TCs in these experiments is the same as the one used

for the 20th century and discussed in Section 2.4. Also in this case we checked the

sensitivity of the results to changes in the parameters used in the tracking procedure.

In particular, we checked whether the results obtained from the 2CO2 and 4CO2

simulations might be affected by the choice of the vertical levels used to detect the

Table 3 Global average and tropical average of mean surface temperature, mean total precipita-

tion and mean convective precipitation. The mean have been computed over the 30-year periods

considered in the study. Values in parenthesis are the differences (absolute values for temperature

and percentage for precipitation) with respect to the PREIND case

PREIND 2CO2 4CO2

T global mean �K 288.37 290.377 (þ2.01) 292.72 (þ4.36)

T Tropics �K 298.72 300.286 (þ1.57) 302.41 (þ3.69)

Prec. global mean mm/day 2.757 2.809 (þ1.89%) 2.852 (þ3.45%)

Prec. Tropics mm/day 3.317 3.353 (þ1.09%) 3.354 (þ1.12%)

ConvPrec global mean mm/day 1.209 1.164 (�3.72%) 1.106 (�8.52%)

ConvPrec Tropics mm/day 2.117 2.008 (�5.15%) 1.884 (�11.01%)
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warm core (700, 500 and 300 hPa). The analysis indicated that the results shown in

Table 4 are scarcely sensitive to small changes in the criteria we adopted.

The results illustrated in Table 4 suggest that the total number and the annual

mean number of TCs and TC days appear to be substantially reduced with increased

concentration of atmospheric CO2, whereas their interannual variability does not

show significant changes. Also the average duration of TC (2.7 days for the

PREIND and 4CO2 experiments and 2.8 days for the 2CO2 case) does not exhibit

substantial variations. Our simulations, thus, indicate that increased CO2 leads to a

reduction of the TC activity, both in terms of number of TCs and number of TC

days. These results are consistent with previous findings (e.g., Bengtsson et al.

1996, Sugi et al. 2002, McDonald et al. 2005, Yoshimura et al. 2006), and for the

first time they have been obtained using climate scenario simulations performed

with a state-of-the-art fully coupled GCM.

The box plots shown in Fig. 8 represent the mean number of TCs per year for

each activity area and for the three climate experiments. The reduction of the

number of TCs is visible in all of the regions, though it appears to be particularly

evident in the WNP and ATL areas. Interestingly, the TC activity appears to be

drastically reduced also in the tropical South Atlantic (SATL).

Observational studies have hypothesized the existence of an Atlantic Multi-

dicadal Oscillation (AMO; e.g., Delworth and Mann 2000), which modulating the

Atlantic SST might influence the low-frequency variation of the TC activity in this

region (Goldenberg et al. 2001). If the model produces an AMO-like variation of

the SSTs and a consequent modulation of the Atlantic TC frequency, then the

changes found in the TC number and shown in Fig. 8 could be due to a low-

frequency ‘‘natural’’ oscillation of the storm activity. The time series of the number

of TCs in the North Atlantic have been computed for 90 years of the PREIND

climate simulation and the 4CO2 experiment. In the PREIND case, the series shows

a pronounced decadal variation of the TC number, apparently much more pro-

nounced than in the 4CO2 case. However, the amplitude of the oscillation is much

smaller than the differences between 4CO2 and PREIND and also during the phases

of lower TC activity, the number of storms in the PREIND experiment is higher

Table 4 Total number of TCs (left columns) and total number of TC days (right columns) found

in the PREIND, 2CO2 and 4CO2 experiments. In all of the experiments a 30-year period is

considered. In the upper row is the total number of TCs and TC days; in the middle row is the mean

number of TCs and TC days per year; in the bottom row is the year-to-year standard deviation of

the annual number of TCs and TC days. The average duration of the TCs, defined as the ratio

between number of TC days and number of TCs, is 2.7 days for the PREIND, 2.8 for the 2CO2 and

2.7 for the 4CO2 experiment

Number of Tropical Cyclones Number of Tropical Cyclone Days

PREIND 2CO2 4CO2 PREIND 2CO2 4CO2

TOT 2196 1839 1229 5941 5085 3313

MEAN 73.2 61.3 41.0 198.0 169.5 110.4

STD 6.8 8.3 7.6 24.0 23.3 23.3
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then in the 4CO2 one. Therefore, even considering the model ‘‘natural’’ (internal)

low-frequency modulation of the TC activity, the number of TCs in the PREIND

climate is systematically larger than in the 4CO2 case. This result suggests that the

marked reduction of Atlantic TC number in the 4CO2 experiment is most likely

ascribable to the greenhouse warming.

Generally, it is accepted that TCs tend to develop over oceanic warm waters.

Specifically, climatological studies (e.g., Palmen 1948) indicate that the SST has to

be warmer than about 26�C. The overall warming of the SST shown in Fig. 7,

implies a poleward migration of the 26�C isotherm, therefore, one could expect to

find a poleward extension of the TC activity in a warmer climate.

Figure 9 shows the zonal average of the total number of simulated TCs (left

panels, dashed lines) and number of TC days (right panels, dashed lines) along with

the zonal mean SST (solid lines) for the three experiments, PREIND (upper panels),

2CO2 (middle panels) and 4CO2 (lower panels). In the PREIND case the zonal

mean SST threshold for TC occurrence appears to be between 25 and 26�C. The
maximum number of TCs and TC days occur slightly equatorward of 20� latitude in
both Hemispheres.

Increasing the atmospheric CO2 (middle and lower panels) the 26�C isotherm

migrates poleward, on average, of almost 10� of latitude, but the latitudinal distri-
bution of the number of TCs and TC days do not appear to be substantially changed.

The maxima of TC occurrence, though reduced, still appears to be confined

equatorward of 20� latitude, and the number of TC days tends to vanish poleward

of 30� latitude. On the other hand, the zonal mean SST threshold for TC occurrence

increases to about 28�C and almost 30�C for the 2CO2 and 4CO2 cases respective-

ly. These results, in agreement with previous works (e.g., Haarsma et al. 1993,

Henderson-Sellers et al. 1998) suggest that the poleward migration of warm SSTs

caused by the greenhouse global warming does not imply an extension of the

regions of cyclogenesis or TC activities towards the middle latitudes. Similar

findings for the relationship between SSTs and convective precipitation have

been indicated by Dutton et al. 2000.

In order to assess possible modifications in the strength of the simulated TCs, we

have analyzed the changes in intensity of both low-level winds, minimum surface

pressure and precipitation associated with the model TCs. The intensity of the TC

low-level wind has been analyzed using the PDI (power dissipation index) proposed

by Emanuel (2005), whereas as an index of intensity of TC precipitation we

consider the rainfall averaged over a 4 by 4 grid point area around the centre of

the cyclone and over the duration of the event.

When the pdf (probability density function) of the PDI for the three experiments

is computed and plotted (not shown), the curves do not show significant differences.

Similar results are obtained from the pdf of the lowest TC minimum surface

pressure (not shown). Thus, in terms of strength of the near-surface wind, the

changes in atmospheric CO2 do not appear to alterate the intensity of the simulated

TCs. Simulations performed with very high resolution atmospheric models, on the

other hand, showed that in a warmer climate the pdf of TC intensity shifts to higher

values, with a decrease of the weaker cyclones and an increment of the most intense
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ones (Knutson et al. 2004, Oouchi et al. 2006, Bengtsson et al. 2007). In particular,

Bengtsson et al. (2007) have shown that the shift becomes more evident increasing

the model horizontal resolution. We think that this shift does not occur in our

simulations because of thes deficiencies that our model appears to have in simulat-

ing intense events. It is likely, in fact, that the model produces the most intense TCs

that is capable of simulating even in the PREIND climate, at least in terms of

surface wind and minimum surface pressure. Therefore, the apparent lack of impact

of the global warming on the simulated PDI and surface pressure, might be actually

due to the difficulties of the model in representing the TC intensity, which in turn

are probably ascribable to the too coarse resolution.

Different findings are obtained when we use the precipitation field to quantify

the intensity of the model TCs. Fig. 10 shows the pdf of precipitation (total,

convective and non-convective) associated with a model TC for four different

regions of activity and for the three experiments. In all of the cases, the maximum

of pdf appears to shift to higher values of rainfall when the CO2 increases,

indicating that in general in a warmer climate the TCs tend to be accompanied by

more intense precipitation.

To further confirm these findings, in Fig. 11 the composite of TC precipitation

are shown. The composite represents the mean rainfall rate averaged over the TC

life time and over the number of TCs for the considered regions. The means have

been computed for a domain centered on the core of the cyclones and extending 5�

each side. The shaded patterns show the composites of TC rainfall for the PREIND

case, whereas the contours are the difference between the composite 2CO2-PRE-

IND (upper panels) and 4CO2-PREIND (lower panels), for the WNP region (left

panels) and the ATL region (right panels). Using a boot-strap technique, the

changes shown in Fig. 11 are found to be statistically significant, and suggest that

the amount of TC rainfall, on average, becomes larger as a consequence of the

greenhouse warming. These results are consistent with the findings of Knutson and

Tuleya (2004), Bengtsson et al. (2007), Chauvin et al. (2006), for the Atlantic

hurricanes, and Yoshimura et al. (2006), who used a high-resolution atmospheric

only model.

Discussion

In Section 4, it has been shown that, in general, the frequency of the simulated TCs

is substantially and significantly reduced when the concentration of atmospheric

CO2 is increased. In order to understand this result, we discuss here how the global

warming affects those characteristics of the tropical atmosphere which are of

relevance for the development of the TCs. In particular, we consider the two

major basic mechanisms, dynamical and thermodynamical, that can oppose the

development, and hence the occurrence, of these phenomena: the vertical wind

shear and the stability of the atmosphere.
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It is well known that the vertical wind shear is one of the dynamical parameters

that controls the formation of TCs. Specifically, strong large scale vertical wind shear

represent unfavorable environmental conditions to the development of TCs (Gray

1968, Emanuel 2003). Therefore, a change in the climatological wind shear induced

by greenhouse warming over a certain region might affect the TC frequency there.

Figure 12 shows the vertical wind shear for the PREIND and 4CO2 experiments

and the difference 4CO2-PREIND (for the sake of brevity, we omit the 2CO2

experiment, whose results are fully consistent with the 4CO2 case, though with

smaller amplitudes). Here, the wind shear is defined as the absolute value of the

vector wind difference at 300 hPa and 850 hPa (i.e., winds shear ¼ sqrt{(u_{300}-

u_{850})^2+(v_{300}–v_{850})^2}). Both in the PREIND and 4CO2 case, the

Fig. 11 Left panels: composite of TC precipitation for the PREIND experiment over the WNP

region (shaded pattern) along with the difference 2CO2-PREIND (upper panel) and 4CO2-

PREIND (lower panel) shown by the contour patterns. The composites represent the mean

rainfall rate averaged over the TC life time and over the number of TCs for the considered

regions. The means have been computed for a domain centered on the core of the cyclones and

extending 5� each side. Right panels: as for the left panels but for the ATL region. The PREIND

rainfall composite (shaded patterns) have a shaded contour interval of 5 mm/day. The difference

between the 2CO2 and PREIND composite and the 4CO2 and PREIND composite (contour
patterns) have a contour interval of 1 mm/day. The contour lines show only the values that are

statistically significant at a 95% level. The significance test has been performed using the boot-

strap method
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Tropics are characterized by a minimum of vertical wind shear, which is particu-

larly weak in the summer hemisphere. The difference 4CO2-PREIND (bottom

panels) indicates a general reduction of the wind shear over most of the Tropics.

This result is in agreement with previous studies, which have shown the weakening

of the tropical circulation with the increasing of the atmospheric CO2 (e.g. Knutson

and Manabe 1995, Vecchi and Soden 2007a).

A notable exception is the reinforcement of the vertical wind shear in the 4CO2

experiment visible both in winter and in summer over the north tropical Atlantic.

The increase of the tropical Atlantic wind shear in a warmer climate is consistent

with the findings of Vecchi and Soden 2007b, and might be one of the possible

causes of the TCs reduction found over this area. Interestingly, the warming

patterns in the tropical Pacific SSTs found in the 4CO2 case (Fig. 7) resemble the

SST anomalies occurring during El Niño events. It is known that ENSO affects

the TC activity over the north tropical Atlantic and one hypothesized mechanism is

Fig. 12 Seasonal mean of the vertical wind shear defined as the difference between the wind at

300 hPa and at 850 hPa (winds shear = sqrt{(u_{300}-u_{850})^2+(v_{300}–v_{850})^2}). On

the left panels are the results for the Southern Hemisphere extended summer (DJFMA), whereas

on the right panels the values for the Northern Hemisphere extended summer (JJASO). The upper

panels show the fields for the PREIND experiment. The middle panels the results from the 4CO2

experiments. For these plots, the contour interval is 5 m/s. The lower panels show the difference

between the 4CO2 and the PREIND case. For these plots the contour interval is 1 m/s and negative

values are shaded
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the modulation of the vertical wind shear strength (Goldenberg and Shapiro 1996).

Therefore, the stronger response of the tropical eastern Pacific SSTs to the global

warming might induce a reduction of the TC activity in the ATL region in a way

(and through mechanisms) similar to the influence exerted by El Niño (see also

Aiyyer and Thorncroft 2006, Latif et al. 2007).

The strengthening of the vertical wind shear, however, does not explain the

reduction of the TCs over the WNP. Fig. 12, in fact, shows that the wind shear

reinforces over this region only during the northern winter, whereas it remains

substantially unalterated in boreal summer, i.e. the TC season for this area. There-

fore, there must be some other explanation for the reduced TC activity in this area.

Another important parameter that may regulate the development of TCs is the

vertical stability of the atmospheric column (e.g., Gray 1979, DeMaria 2001). If the

atmosphere becomes more stable, the occurrence of phenomena based on the devel-

opment of organized convective systems, such as TCs, becomes more unlikely. In

Section 4.1, it has been shown that the increase of atmospheric CO2 is accompanied

by a reduction of the convective precipitation in the Tropics. The latter, in turn,

might be the sign of an increase of the vertical stability in this region. In order to

investigate possible changes in the stability of the tropical troposphere, we have

assessed how the Convective Available Potential Energy (CAPE) and the Convec-

tive Inhibition (CIN) (Stevens, 2005) might be affected by the greenhouse warming.

The annual mean values of CAPE and CIN have been computed for the three

experiments. The results (not shown) indicate that, in general, CAPE tends to

increase with the increasing of CO2 over most of the Tropics. Exceptions are

found in the eastern equatorial Indian Ocean, subtropical eastern Pacific and central

Atlantic, where a slight reduction of CAPE is recorded. Table 5 shows the mean

value of CAPE computed over the Tropics and over the tropical oceans only. When

the atmospheric CO2 concentration is doubled, on average CAPE has increased by

about 20% over the Tropics and 17% over the tropical oceans, with respect to the

PREIND case. The further doubling of CO2 (4CO2) leads to only a slight increase of

CAPE (3% with respect to 2CO2 and 24% with respect to PREIND) in the tropical

belt. However, even more interesting, over the tropical oceans, the 4CO2 CAPE

increases only by about 15% compared to the PREIND value and decreases by about

2% compared to the 2CO2 case. Therefore, the increment of tropical CAPE that

appears to accompany the doubling of atmospheric CO2 seems to saturate, especial-

ly over the oceans, when the CO2 concentration is further augmented.

Table 5 shows also the mean value of CIN. Similarly to CAPE, also CIN tends to

increase with the CO2 concentration, and at an even greater rate. However, differ-

ent from CAPE, CIN does not appear to saturate when the CO2 concentration is

quadrupled. Therefore, in the model, the increased atmospheric CO2 appears to

cause an increase of CAPE, i.e. an augmented conditional instability, but also an

even more pronounced increment of CIN, i.e. a higher energy barrier preventing the

convection from occurring spontaneously.

Figure 13 shows the pdf of the level of free convection (LFC) for the PREIND,

2CO2 and 4CO2 cases over the WNP and ATL areas. The results suggest that the

LFC tends to be higher when the atmospheric CO2 concentration increases. Con-

312 S. Gualdi et al.



sistent with the larger CIN, the effects of the higher LFCs is to reduce the chance for

convective instabilities to develop.

The generally larger potential energy barrier (CIN) and the shift of the LFC to

higher levels, making less likely the development of convective systems, might be

responsible for both the general diminishing of convective precipitation and, at

least in part, for the reduced occurrence of TCs, especially in the WNP region. For

the ATL region, on the other hand, the decreased number of TCs appears to be

probably due to both the increased vertical wind shear and the reduced instability of

the atmosphere.

Importantly, the reduction of the convective activity suggested by the results of

this work is fully consistent with the findings of other studies, where the effects of

atmospheric CO2 concentration on the tropical convection have been investigated

(e.g., Knutson and Manabe 1995, Sugi and Yoshimura 2004, Held and Soden 2006,

Vecchi and Soden 2007a).

The warming of the tropical troposphere is accompanied by an increase of water

vapor, especially in the lower layers (not shown), which, in general, leads to an

increase of the potential energy available for convection. In fact, as we have seen in

Table 5, the tropical CAPE increases in the 2CO2 and 4CO2 experiments compared

with the PREIND case. Therefore, when convection occurs it has more potential

energy available and the events might be more intense. In other words, the increase

of CIN makes the triggering of convective episodes more difficult, but the larger

CAPE makes the convective episodes stronger. This might explain the increased

intensity of TC precipitation, found in Section 4.2 (Fig. 10 and Fig. 11).

In order to further substantiate our findings, we have assessed how other

(empirical) indices related to the TC activity are changed as a consequence of the

greenhouse warming. Specifically, parameters like the mid-tropospheric relative

humidity over the oceans, the maximum potential index (MPI, Bister and Emanuel

2002) and the genesis potential (GP) index (Emanuel and Nolan, 2004) have been

found to be related with the TC activity (e.g., Camargo et al. 2004). In Fig. 14 we

show the differences between the 30-year mean values of these parameters from the

4CO2 and the PREIND case.

The tropical mean of the 4CO2-PREIND difference of the 700-hPa relative

humidity (RH700) exhibits a very small increase, consistent with Held and Soden

2007. However, locally some considerable change is visible (Fig. 14, upper panels).

Table 5 Spatial average of mean convective available potential energy (CAPE) and mean

convective inhibition (CIN). The mean CAPE and CIN are obtained by averaging over the 30-

year periods of the PREIND, 2CO2 and 4CO2 experiments. The spatial average are computed over

the whole tropical belt and over the tropical oceans only. Values in parenthesis are the percent

increment with respect to the PREIND case

PREIND 2CO2 4CO2

CAPE Tropical mean (J/Kg) 109.09 131.39 (+20%) 135.24 (+24%)

CAPE Tropical oceans only (J/Kg) 132.41 155.21 (+17%) 152.40 (+15%)

CIN Tropical mean (J/Kg) 13.06 16.04 (+23%) 18.73 (+43%)

CIN Tropical oceans only (J/Kg) 8.16 9.85 (+21%) 11.46 (+40%)
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Fig. 13 Probability density function (PDF) of the level of free convection (LFC) for the PREIND

case (dashed line), the 2CO2 case (solid line) and the 4CO2 experiment (dotted curve) over

the ATL region (panel a) and the WNP region (panel b) during northern summer (JJASO). On the

x-axis is the value of vertical levels in Millibar (mb), and on the y-axis is the (density of) frequency

of occurrence at which free convection can be triggered at that level
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A substantial increase, for example, is found in the equatorial band of the Pacific

ocean, whereas reductions are found the tropical Indian Ocean, subtropical Pacific

and Atlantic oceans. In northern summer (left panel), the RH700 appears to

decrease in the North Atlantic, whereas a very slight increased is found in the

WNP region.

When averaged over the Tropics, the MPI difference (panels c and d) shows a

reduction of this index. Consistent with Vecchi and Soden (2007b), the patterns of

MPI change are similar to the patterns of SST change (Fig. 7). MPI increases

(decreases) over the region where the SST warming is more (less) intense. Thus,

substantial increase of MPI is found in the equatorial Pacific and western Indian

Ocean, while the index decreases over the southern Pacific, eastern Indian Ocean,

WNP and tropical Atlantic, especially during northern summer (left panel).

The 4CO2-PREIND difference of the GP index (lower panels) reveals an

increase of this parameter in the tropical Pacific, north of the equator, during

northern summer. In most of the WNP sector, the difference is not statistically

significant, though there is a portion of the region where the GP exhibits a signifi-

cant increment. The increase is more pronounced in the central-eastern North

Pacific. Noteworthy, from the results shown in Section 4 (e.g., Fig. 8), this is also

the region where the TC activity does not appear to be reduced by the CO2 increase.

Overall, the results obtained from the parameters shown in Fig. 14 are consistent

with the findings we obtained with the TC tracking methods described in Section

2.4. The agreement appears to be particularly evident in the ATL region, where all

of the empirical parameters suggest a reduction of the TC activity, consistent with

the results shown in Section 4. In the WNP area, on the other hand, the agreement is

less obvious. While the MPI shows a slight but visible decrease, the GP index

exhibits some increment, especially in the eastern part.

Summary

In this study, a fully coupled high-resolution AOGCM has been used to investigate

the possible impacts of greenhouse global warming on the characteristics of tropical

cyclones. To our knowledge, this is the first time the impact of global warming on

TCs is investigated by means of a state of the art fully coupled GCM.

The simulated TCs have many, basic, gross features similar to the observed ones.

However, the rather low intensity of the low-level winds and the too large distance

between the cyclone eye and the wind maximum remain unsatisfactory. These

shortcomings are likely due to the model resolution, which, though rather high

for long climate simulations, is still too coarse for an adequate representation of the

tight structures accompanying these phenomena. Despite these problems, the model

seems to be able to simulate a reasonable realistic climatology of TCs, both in

terms of spatial distribution, seasonal and interannual variability of the TC activity.

In particular, the model appears to capture at least some of the links between SST

interannual variability and TC activity.
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The enhanced concentration of atmospheric CO2 induces a warming of the

entire tropical and subtropical upper ocean, accompanied by a redistribution of

the tropical rainfall. The increase of the tropical ocean surface temperature, how-

ever, is not uniform, and the eastern Pacific exhibits a more pronounced warming

with patterns that resemble El Niño SST anomalies. The total precipitation aver-

aged over the Tropics increases with the CO2 increase, but the convective precipi-

tation exhibits a significant reduction.

Along with the attenuated convective activity, our simulations show a substan-

tial and significant reduction of the number of generated TCs, especially over the

North West Pacific and North Atlantic tropical regions. Both the decrease in

convective activity and and the reduced occurrence of TCs might be due to the

larger potential energy barrier found when the CO2 concentration is increased. In

the reduction of the TC activity in the ATL region, however, an important role

appears to be played also by a considerable increase of the vertical wind shear.

The greenhouse warming is associated with a poleward expansion of the tropical

warm SSTs. In particular, the 26�C isotherm, that appears to be crucial for the

development of the TCs in the present climate, in the 4CO2 case migrates poleward

of almost 10� latitude compared to the PREIND one. In the model, however, the

warming of the subtropical and mid-latitudes is not accompanied by a poleward

extension of the TC action, consistent with earlier works. The peaks of TC activity

remain substantially confined equatorward of 20� latitude in both the Hemispheres.

Despite the reduced number of TCs generated when the CO2 has doubled and

quadrupled, there is evidence of an increase in their intensity in terms of precipita-

tion. This might be related with the increase of CAPE found in the warmer climate.

The intensity of the simulated TCs expressed in terms of near-surface wind (PDI)

and surface pressure, on the other hand, does not appear to be significantly affected

by the global warming. However, we think that this result might be actually related

to the deficiencies that the model exhibits in reproducing realistic TC intensities.
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Relationship between ENSO and North Atlantic

Tropical Cyclone Frequency Simulated in a

Coupled General Circulation Model

Satoshi Iizuka and Tomonori Matsuura

Abstract Relationship between El Niño / Southern Oscillation (ENSO) and tropi-

cal cyclone (TC) frequency over the North Atlantic simulated in a high-resolution

(T213) coupled ocean-atmosphere general circulation model is described. The

high-resolution model succeeded to simulate TCs with a maximum surface wind

speed at 10 m more than 17 m/s. In La Niña (El Niño) years, the annual number of

model TCs as well as hurricanes in the North Atlantic increases (decreases). The

change seems to be related to that in the vertical wind shear over the North Atlantic

accompanied by model ENSO. This relationship between ENSO and North Atlantic

TC frequency is in agreement with observational evidence. Although there is no

TCs with a maximum surface wind more than 43 m/s belonging to the category 2 on

the Saffir-Simpson scale in this model, the present study suggests that a finer-

resolution CGCM could become a powerful tool for understanding the future

variability of TC intensity.

Introduction

It has been recognized that a large proportion of North Atlantic tropical cyclones

(TCs) originate from Africa easterly waves that propagate westward from the

western coast of North Africa at around 15˚N, and eventually developing into

TCs (e.g., Landsea 1993). The peak of TC formation in the North Atlantic happens

during the months from August to October, and the mean annual number is about 10

but more than 10 since 1995 (e.g., Goldenberg et al. 2001). The frequency of

Atlantic TCs is observed to have significant variability on a number of different

timescales (e.g., Goldenberg et al. 2001). Although previous studies (Shapiro

1982a, b; Gray 1984) have identified several factors (e.g., quasi-biennial oscilla-

tion, Sahel rainfall) that appear to influence Atlantic TC activity, El Niño / Southern

Oscillation (ENSO) give a significant impact on Atlantic TC frequency on the

interannual timescales (e.g., Gray, 1984; Shapiro 1987). During El Niño years, the

vertical wind shear over the North Atlantic is increased. The increased vertical wind
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shear helps to prevent tropical disturbances from developing into TCs, resulting in

fewer TC formations. In La Niña years, there are more TCs than average because

the vertical wind shear is reduced.

Manabe et al. (1970) first noted that a general circulation model (GCM) could

reproduce vortices similar to observed TCs. Subsequently, Tsutsui and Kasahara

(1996) confirmed that the seasonal and geographic variations of TC-like vortices

reproduced observational TC statistics reasonably well even in a GCM with the

horizontal resolution of approximately 300 km. While Wu and Lau (1992) exam-

ined the ability of GCM to reproduce the interannual variability of TC frequency,

Vitart et al. (1997, 1999) explored the possibility of a GCM to forecast seasonal TC

activity using an ensemble of integrations for the period 1980–88. The latter

showed that their GCM was able to simulate a realistic interannual variability of

tropical storm frequency over the North Atlantic. Vitart and Anderson (2001)

further demonstrated that a GCM also has the ability to simulate the interdecadal

variability of North Atlantic tropical storm frequency. These studies have showed

the potential skills of a GCM in reproducing observed interannual variability of TC

frequency and genesis location. However, the resolution of a GCM used by the

above-mentioned studies is relatively coarse, and hence the intensity of model TCs

is much weaker than in observations, and also there is the deficiency in tracks of

model TCs (e.g., Vitart et al. 1997; Camargo et al. 2005).

In global warming experiments, the simulations of TCs using a high-resolution

GCM are now becoming feasible (Sugi et al. 2002; Yoshimura et al. 2006; Oouchi

et al. 2006; Bengtsson et al. 2007). They have reported that the models are

successful in simulating intense TCs. However, an air-sea interaction is not consid-

ered in the models, which is one of the important factors controlling TC intensity

(e.g., Emanuel, 1986). Recently Iizuka and Matsuura (2008) have examined the

relationship between ENSO and TC activity in the western North Pacific simulated

in a high-resolution ocean-atmosphere coupled GCM (CGCM) with a nearly 60km

horizontal resolution. They have demonstrated that the model has the ability to

simulate the ENSO impact not only on TC frequency and genesis location as in the

previous studies but also on TC track and intensity reasonably well. In this paper,

we document the interannual variations in TC frequency over the North Atlantic

simulated in the same CGCM. The paper is organized as follows. A description of

the model and data are given in Section 2. The model climatology is shown in

Section 3. Section 4 presents the relationship between ENSO and TC activity over

the North Atlantic simulated in the model. A summary is given in Section 5.

Model and Data

The atmospheric component of the CGCM used in the present study is the global

spectral model that was previously used as a forecasting model at the Japan Meteoro-

logical Agency. In the horizontal direction, all variables are truncated at total

wave number 213 (T213). There are 21 levels in the vertical from the surface to
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approximately 10 hPa. The model includes comprehensive physical parameteriza-

tions: long wave radiation (Sugi et al. 1990), short wave radiation (Lacis and

Hansen 1974), planetary boundary layer (Mellor and Yamada 1974), surface fluxes

(Louis et al. 1982), SiB as a land surface model (Sellers et al. 1986; Sato et al.

1989), and gravity wave drag (Iwasaki et al. 1989). The cumulus convection scheme

is based on the mass flux scheme proposed by Arakawa and Schubert (1974). The

scheme is modified for entrainment rate (Moorthi and Suarez 1992) and for determi-

nation of mass flux at cloud base (Randall and Pan 1993; Lord et al. 1982). The cloud

work function for each cloud type is relaxed back to a critical value taken from Lord

and Arakawa (1980) over a fixed time scale. Detailed descriptions of the physical

processes are given in Sugi et al. (1990) and in Kuma (1996).

The ocean component is based on the Southampton–East Anglia model (e.g.,

Killworth et al. 1991). The model domain covers all oceans except the Arctic Ocean,

where the observed climatological sea surface temperatures (SSTs) and sea-ice dis-

tributions are prescribed as the boundary conditions of the atmospheric model. The

horizontal resolution is 0.5625˚ inboth longitude and latitude.There are 37 levels in the

vertical direction,with the upper 400mdivided into 25 levels,making itwell suited for

investigating the upper layer of ocean. The coefficient of vertical mixing depends on

the Richardson number, as in the parameterization proposed by Pacanowski and

Philander (1981). The coefficients for both horizontal eddy viscosity and diffusivity

are 1 � 107 cm2 s�1. The penetrative solar radiation is parameterized by using the

formula of type I given in Paulson and Simpson (1977). The convection scheme

introduced by Marotzke (1991) is used to immediately eliminate unstable condi-

tions. The process for sea-ice and runoff is not considered in the ocean model.

The initial conditions for the atmospheric model were taken from the National

Center for Environmental Prediction–National Center for Atmospheric Research

(NCEP–NCAR) global atmospheric reanalysis data (Kalnay et al. 1996). Those of

the ocean model were the state of rest with annual mean temperature and salinity

distributions (Levitus 1982). Under these conditions, the atmospheric model and

the ocean model were coupled through daily mean SSTs and surface fluxes. The

CGCM was integrated for 100 years without flux correction, and we analyzed the

results during a period from year 30 to year 100.

In order to validate the relationship between ENSO and TC activities in the

CGCM, we use the best track data compiled by the National Hurricane Center, the

NCEP–NCAR reanalysis, and the extended reconstructed sea surface temperature

(ERSST) ver.2 (Smith and Reynolds 2004).

Climatology

Model Climate

SST and vertical wind shear are key environmental variables that control tropical

cyclone development, in particular, over the North Atlantic (e.g., Gray 1968; Gray
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1975; Gray et al. 1993). Thus, we first present the climatology of the model SST and

vertical wind shear averaged from August to October in Fig. 1. The vertical wind

shear in this study is defined as the magnitude of the vector difference of the 200

and 850 hPa horizontal winds. The warm SST regions exceeding 26˚C are spread

over the entire tropical regions in the model. The overall patterns and magnitudes of

the model warm SST regions are in agreement with the observations, although the

model SSTs, in particular, over the eastern parts of the Atlantic are warmer

compared with the observation (Figs. 1a and b) partially due to a lack of low-

level marine stratus in this model. The similar deficiency is found also in other

CGCMs (e.g., Mechoso et al. 1995). The model SSTs over the mid-latitude oceans

are also warmer compared with the observation due to insufficient resolution of

ocean model to simulate the Gulf Stream and a lack of sea ice model in this CGCM.

The overall patterns and magnitudes of surface wind fields in the model are in

general agreement with the observations (Figs. 1a and b).

In observations, the area of weak vertical shear with values less than 10 m/s

extends from the east of the Caribbean to northwest Africa. The regions of strong

vertical shear are found to both south and north of the weak vertical shear area. The

Fig. 1 Climatology of observed (a) and model SST (b) averaged from August to October,

along with surface wind vector. Regions with values more than 26˚C are shaded and contour

interval is 2˚C. (c)–(d) Same as in (a)–(b) but for magnitude of vertical wind shear defined

as the vector difference of the 200 and 850 hPa horizontal winds. Regions with values less than

10 m/s are shaded and contour interval is 2 m/s

326 S. Iizuka, T. Matsuura



overall pattern of model vertical wind shear is similar to the observation, but the

magnitude over the observed weak vertical shear region is stronger, in particular,

over the Caribbean and the Gulf of Mexico. As shown in the next, this model bias in

vertical wind shear could affect the distribution in genesis location of model TCs.

Structure of Model TC

Evans (1993) argued that it is important to examine the degree to which the model

vortices have physical similarities with real TCs. Here we present the structure of

the simulated TC. Figure 2 shows the horizontal and vertical structures of several

quantities in a TC simulated in the model. In common with observed TCs, there is

low sea level pressure accompanied by cyclonic circulations with stronger surface

winds on the right hand side (Figs. 2a and b). The surface wind speed at 10 m

exceeds 20 m s�1. The cyclonic circulations of the model TCs extend up to near 200

hPa (Fig. 2c), with warm cores from 700 hPa to 200 hPa (Fig. 2d). Although the

model used in the present study cannot simulate the eye wall structure because of

the insufficient resolution, the above features of the simulated TC are in reasonable

Fig. 2 (a) Sea Level Pressure. Contour interval is 5 hPa. (b) Wind vector and speed at 10 m.

Contour interval is 5 m/s. (c) Vertical section of meridional wind. Contour interval is 10 m/s.

(d) Vertical temperature anomalies. Contour interval is 1 K
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agreement with the observations (e.g., Frank 1977) and the model TC simulated in

other GCM (e.g., Wu and Lau 1992; Tsutsui and Kasahara 1996; Vitart et al. 1997).

Climatology of TCs

Various definitions have been proposed to detect TCs simulated in GCMs (e.g.,

Camargo and Zebiak 2002). In the present study, we used the following definitions

to identify TCs simulated in the CGCM:

1. The grid point with minimum sea level pressure in a 9 � 9 grid-point box is

defined as the center of a TC

2. The difference in sea level pressure between the center and each grid point on the

boundaries at 4 grid points away from the center is greater than 5 hPa

3. Maximum surface wind speeds at 10 m in a 9 � 9 grid-point box around the

center are greater than 17 m/s

4. The difference in the vorticity of surface winds between the center and each grid

point on the boundaries at 4 grid points away from the center is greater than

1.5 � 10�4 s�1

5. The lifetime is more than 2 days

6. The genesis location is located to the south of 40˚N

7. The vorticity of surface winds around the center has a value greater than

5.0 � 10�4 s�1 at least 4 times throughout its lifetime.

Figure 3 present the genesis locations of model TCs, along with the observed

ones during the period from 1930 to 2000. The more model TCs are formed over the

northeastern part of the North Atlantic, along the western coast of Africa, and along

the eastern coast of North America, while there are less model TCs over the

Caribbean and the Gulf of Mexico. The reason for this discrepancy is not clear,
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Fig. 3 Density of total TC genesis number in (b) model and (a) observations over the 1930–2000.

TC genesis density is shown in each 5˚ � 5˚ latitude-longitude grid box. Contour interval is 5 and

values more than 10 are shaded
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but in the model, a trough or cold-core low in the upper atmosphere produces

convection, occasionally developing into a warm-core tropical cyclone, which

seems to contribute to the excess formation of model TCs in the mid-latitude of

the North Atlantic compared with the observations. Less model TCs formed over

the Caribbean and the Gulf of Mexico appear to be related to the stronger vertical

wind shear compared with the observation (Figs. 1c and d).

Figure 4 shows the climatological seasonal cycle of frequencies of the simulated

TCs. The annual number of the model TC is about 10, which is consistent with the

observation. The peak of the observed North Atlantic TC season happens during the

months of August to October with its maximum in September, while the frequency

of model TCs is more in July and August compared with the observation.

Variability of TC

Model ENSO

Before addressing the variation of model TC frequency, we present the features of

model ENSO. Figure 5a shows the time series of the simulated SST anomalies in

the Niño3 region (5˚S–5˚N, 150˚W–90˚W) averaged during the months from

August to October. Though observed ENSO typically occurs every 2 to 7 years

(e.g., McPhaden et al. 2007), the CGCM simulates the quasi-periodic ENSO with a

significant narrow spectrum peak at about 5 years (Fig. 5b). The standard deviation

Seasonal Cycle of TC Frequency
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Fig. 4 Seasonal frequency of observed (thick line) and model (dashed line) TCs

Relationship between ENSO and North Atlantic Tropical Cyclone 329



of model Niño3 SST anomaly is 2.12˚C that is twice larger than the observed one

(0.91˚C). However, this deficiency implies that the model may provide useful

information for understanding the impact of a strong ENSO on TC frequency.

Figure 6 presents the composite maps of model SST anomalies on Niño3 SST

anomalies, together with the observed counterparts. We here define El Niño (La

Niña) years when Niño3 SST anomaly averaged during the months from August to

October is more (less) than the standard deviation. Comparing with the observa-

tions, there are discrepancies in the SST anomalies in the equatorial Atlantic and the

eastern equatorial Indian Ocean. This is because air-sea coupled modes in the

tropical Atlantic and Indian Oceans concur with ENSO in this model, while those
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Fig. 5 (a) Time series of model Niño3 (5˚S–5˚N, 150˚W–90˚W) SST anomaly averaged during

the months from August to October (ASO), denoted by solid line. Dashed lines are standard

deviation. (b) Power spectra of model ASO Niño3 SST anomaly (solid line) and dashed curve

shows the power spectra of red noise
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modes do not always occur with ENSO in the observations (Zebiak 1993; Saji et al.

1999). The deficiencies may be related to the larger amplitude of ENSO in this

model, resulted from the difference in convection scheme (Iizuka et al. 2003).

However, the spatial structures of SST anomalies in the model during model El

Niño and La Niña years show generally good agreement with the observed ones.

ENSO and TC Frequency

Figure 7a shows the time series of annual number of the model TCs over the North

Atlantic. There is an interannual variation with a period of about 5 years in the time

series (Fig. 7b). Although the variation on decadal time scales as in the actual TC

frequency observed over the North Atlantic is not found in this model, there is an

upward trend in annual number of the model TCs (0.5/decade). This increase will

be discussed later.

It has been accepted that SST is one of the key environmental variables affecting

the interannual variability of TC frequency. Thus, we first present the correlation

maps of SST anomalies with model annual TC frequency in Fig. 8a. The correlation

of SST anomalies is quite similar to the model ENSO SST anomaly pattern (c.f.

Fig. 6), suggesting that the interannual variability of model TC frequency is related

to ENSO. In the Atlantic, there is no significant correlation in the region between

10˚ and 20˚N from the west coast of Africa to Central America and along the

eastern coast of North America, where most model TCs are formed (c.f., Figs. 3b

and 8a). Moreover, the negative correlation is found off Dakar. This implies that

TCs cool SST through an increase in ocean mixing and evaporation. Therefore, it is

suggested that the interannual variability of TC frequency in the Atlantic simulated

by this CGCM is constrained by the large-scale atmospheric circulation rather than

by the local SSTs.
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Previous studies (e.g. Gray 1984; Goldenberg and Shapiro 1996; Vitart and

Anderson 2001) have shown that an inverse relationship exists between North

Atlantic TC activity and vertical wind shear in the main TC developing region

between 10˚ and 20˚N from the west coast of Africa to Central America (MDR) on

seasonal and longer time scales. Thus, we next examine the relationship between

the vertical wind shear and TC frequency in the model. There is the region with

negative correlation between 10˚N–20˚N over the western part of North Atlantic

(Fig. 8b). The similar spatial pattern is found in the correlation map between

vertical wind shear and Niño3 SST anomaly (Fig. 8c). Therefore, the change in

the vertical wind shear through atmospheric bridge associated with ENSO would

cause the variation in annual TC frequency simulated by this CGCM. The results

are in good agreement with the relationship between ENSO and Atlantic TC

frequency in the observations (e.g., Goldenberg and Shapiro 1996).
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Figure 9 shows the scatter diagrams for annual TC number and annual Hurricane

number against Niño3 SST anomaly during August-October. Here, the model

tropical storms (TSs) and Hurricanes are defined as model TCs reaching maximum

surface winds more than 17 and 33 m/s, respectively. It is noted that there are no

TCs with maximum surface winds more than 43 m/s belonging to the category 2 on

the Saffir-Simpson scale because the horizontal resolution of the model used in the

present study does not have the ability to simulate such strong TCs (c.f. Oouchi

et al. 2006).

The annual number of model Atlantic TCs tends to increases in model La Niña

years while it seems to be below the average in model El Niño years (Fig. 9a). There

is also the similar relation in the annual number of model Hurricanes (Fig. 9b). The

regression coefficients of model annual TC number and annual Hurricane number

against Niño3 SST anomaly are �0.94/˚C and �0.45/˚C, respectively. The result

suggests that in model El Niño years there are fewer intense TCs than in model La

Niña years, which is generally consistent with the observation (e.g., Landsea et al.

1999).

Trend in TC Frequency

Although an interannual variation with a period of about 5 years is dominant in the

time series of annual number of the model TCs over the North Atlantic (Fig. 7),

there is also an upward trend in annual number of the model TCs (Fig. 7a). Since no

any trend is found in time series of model Niño3 SST anomaly (Fig. 5), other
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forcing might induce the change. In the present CGCM, an increase of any

anthropogenic forcing is not considered. Therefore, one may consider that the

SST change induced through slow oceanic adjustment from the initial state is

related to the upward trend of model TC frequency. Thus, we computed the

correlation between the SST and model TC frequency after applying a 7-year

low-pass filter to both variables to remove ENSO signal.

In contrast to the correlation of the non-filtered SST and Atlantic TC frequency

(Fig. 8a), there is the significant positive correlation in the region between 10˚ and

20˚N from 30˚W to Central America (Fig. 10a). The positive correlation is found

also in the mid-latitude North Atlantic. The similar pattern is found in the trend and

the 2nd EOF mode of SST anomalies (not shown). This also seems to be somewhat

similar to the spatial pattern of SST anomalies associated with the Atlantic Multi-

decadal Oscillation (AMO) (e.g., Goldenberg et al., 2001). It is noted that there is

no significant correlation in the filtered vertical wind shear (Fig 10b). These imply

that warmer SSTs in the region between 10˚ and 20˚N over the North Atlantic may

have potentially impacts on an increase in Atlantic TC frequency.
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Summary

We examined the impact of ENSO on the activity of tropical cyclones (TCs) in the

North Atlantic using 71-yr outputs simulated in a high-resolution (T213) coupled

ocean-atmosphere general circulation model (CGCM). The high-resolution model

simulated TCs with a maximum surface wind speed at 10 m more than 17 m/s,

although there are no TCs with a maximum surface wind more than 43 m/s belong-

ing to the category 2 on the Saffir-Simpson scale. The model also simulated quasi-

periodic (about 5 years) ENSO-like events with amplitudes of Niño34 SST anomaly

twice as large as observed. The spatial structure in the model anomalies shows good

agreement with the observed one.

As in the observations, the annual frequency of model TCs as well as hurricanes

over the North Atlantic increases (decreases) in model La Niña (El Niño) years. The

increase (decrease) in model TCs is related to the reduction (enhancement) of

vertical wind shear over the North Atlantic induced by a cold (warm) SST anomaly

in the eastern equatorial Pacific. The upward trend found in model TC frequency,

on the other hand, seems to be related to SST warming in the North Atlantic.

Recent papers have been focusing on the association between TC activities and

global warming. Emanuel (2005) and Webster et al. (2005) suggested that the

recent upswing in Atlantic TC activity since 1995 is related to SST warming in

the North Atlantic, resulting from anthropogenic climate change, while Goldenberg

et al. (2001) and Landsea et al. (2006) attributed the change to natural climate

variability termed the AMO. On the other hand, Knight et al. (2005) suggested that

changes in Atlantic thermohaline circulation could cause the AMO but the asso-

ciated SST changes may be not enough to explain the recent increase in SST over

the North Atlantic. It is certainly necessary to enhance our understanding of how

global warming affects TC activities from both observational and modeling per-

spectives. Although the relationship between ENSO and TC frequency in the North

Atlantic is simulated reasonably well in this high-resolution CGCM, there is still

the deficiency in simulated TC intensity, therefore suggesting that further finer-

resolution model would be required to simulate realistic TC intensity. Here we have

demonstrated that the use of a finer-resolution GCM could be a powerful tool for

understanding the future TC activities.
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Landsea, C.W., R.A. Pielke Jr, A.M. Mestas-Nuñez, and J. Knaff, 1999: Atlantic basin hurricanes:

indices of climate changes. Climatic Change, 42, 89–129.
Landsea, C.W., B.A. Harper, K. Hoarau, and J.A. Knaff, 2006: Can we detect trends in extreme

tropical cyclones? Science, 313, 452–454.
Levitus, S., 1982: Climatological atlas of the world ocean. NOAA Prof Paper 13, 178pp. U.S.

Government Printing Office Washington D.C.

Lord, S.J., and A. Arakawa, 1980: Interaction of a cumulus cloud ensemble with the large-scale

environment. Part II. J Atmos Sci, 37, 2677–2692.
Lord, S.J., W.C. Chao, and A. Arakawa, 1982: Interaction of cumulus cloud ensemble with the

large-scale environment: Part IV: The discrete model. J Atmos Sci, 39, 978–1002.
Louis, J., M. Tiedtke, and J.F. Geleyn, 1982: A short history of PBL parameterization at ECMWF.

Workshop on planetary boundary layer parameterization, ECMWF, 59–80.

Manabe, S., J.L. Holloway, Jr., and H.M. Stone, 1970: Tropical circulation in a time-integration of

a global model of the atmosphere. J Atmos Sci, 27, 580–613.
Marotzke, J., 1991: Influence of convection adjustment on the stability of the thermohaline

circulation. J Phys Oceanogr, 21, 903–907.
McPhaden, M.J., S.E. Zebiak, and M.H. Glantz, 2007: ENSO as an integrating concept in earth

science. Science, 314, 1740–1745.
Mechoso, C.R., A.W. Robertson, N. Barth, M.K. Davey, P. Delecluse, P.R. Gent, S. Ineson, B.

Kirtman, M. Latif, H. Le Treut, T. Nagai, J.D. Neelin, S.G.H. Philander, J. Polcher, P.S. Schopf,

T. Stockdale, M.J. Suarez, L. Terray, O. Thual, and J.J. Tribbia, 1995: The seasonal cycle over

the Tropical Pacific in General Circulation Models. Mon Wea Rev, 123, 2825–2838.
Mellor, G.L., and T. Yamada, 1974: A hierarchy of turbulence closure models for planetary

boundary layers. J Atmos Sci, 31, 1791–1806.
Moorthi, S., and M.J. Suarez, 1992: Relaxed Arakawa-Schubert: A parameterization of moist

convection for general circulation models. Mon Wea Rev, 120, 978–1002.
Oouchi, K., J. Yoshimura, H. Yoshimura, R. Mizuta, S. Kusunoki, and A. Noda, 2006: Tropical

cyclone climatology in a global-warming climate as simulated in a 20 km-mesh global atmo-

spheric model: frequency and wind intensity analysis. J Meteorol Soc, 84, 259–276.
Pacanowski, R., and S.G.H. Philander, 1981: Parameterization of vertical mixing in numerical

models of tropical oceans. J Phys Oceanogr, 11, 1443–1451.
Paulson, E.A., and J.J. Simpson, 1977: Irradiance measurements in the upper ocean. J Phys
Oceanogr. 8, 1572–1583.

Randall, D., and D.M. Pan, 1993: Implementation of the Arakawa-Schubert cumulus parameteri-

zation with a prognostic closure. Meteorological Monograph/The representation of cumulus

convection in numerical models, No. 46, 137–144.

Saji, N.H., N.H. Goswami, P.N. Vinayachandran, and T. Yamagata, 1999: A dipole mode in the

tropical Inidan Ocean. Nature, 401, 360–363.
Sato, N., P.J. Sellers, D.A. Randall, E.K. Schneider, J. Shukla, J.L. Kinter, Y.T. Hou, and E.

Albertazzi, 1989: Effects of implementing the simple biosphere model in a general circulation

model. J Atmos Sci, 46, 2757–2782.
Sellers, P.J., Y. Mintz, Y.C. Sud, and A. Dalcher, 1986: A simple biosphere model (SiB) for use
within general circulation models. J Atmos Sci, 43, 505–531.

Shapiro, L.J., 1982a: Hurricane climate fluctuations. Part I: Patterns and cycles. Mon Wea Rev,
110, 1007–1013.

Shapiro, L.J., 1982b: Hurricane climate fluctuations. Part II: Relation to large-scale circulation.

Mon Wea Rev, 110, 1014–1023.
Shapiro, L.J., 1987: Month-to month variability of the Atlantic tropical circulation and its

relationship to tropical storm formation. Mon Wea Rev, 115, 2598–2614.
Shapiro, L.J., and S.B. Goldenberg, 1998: Atlantic sea surface temperatures and tropical cyclone

formation. J Clim, 11, 578–590.
Smith, T.M., and R.W. Reynolds, 2004: Improved Extended Reconstruction of SST (1854–1997).

J Clim. 17, 2466–2477.

Relationship between ENSO and North Atlantic Tropical Cyclone 337



Sugi, M., K. Kuma, K. Tada, K. Tamiya, N. Hasegawa, T. Iwasaki, S. Yamada, and T. Kitade,

1990: Description and performance of the JMA operational global spectral model (JMA-

GSM88). Geophys Mag. 43, 105–130.
Sugi, M., A. Noda, and N. Sato, 2002: Influence of the global warming on tropical cyclone

climatology: an experiment with the JMA global model. J Meteorol Soc, 80, 249–272.
Tsutsui, J., and A. Kasahara, 1996: Simulated tropical cyclones using the National Center for

Atmospheric Research community climate model. J Geophys Res, 101, 15013–15032.
Vitart, F., J.L. Anderson, and W.F. Stern, 1997: Simulation of interannual variability of tropical

storm frequency in an ensemble of GCM integrations. J Clim, 10, 745–760.
Vitart, F., J.L. Anderson, and W.F. Stern, 1999: Impact of large-scale circulation on tropical storm

frequency, intensity, and location, simulated by an ensemble of GCM integrations. J Clim, 12,
3237–3254.

Vitart, F., and J.L. Anderson, 2001: Sensitivity of Atlantic tropical storm frequency to ENSO and

interdecadal variability of SSTs in an ensemble of AGCM integrations. J Clim, 15, 533–545.
Webster, P.J., G.J. Holland, J.A. Curry, and H.R. Chang, 2005: Changes in tropical cyclone

number and intensity in a warming environment. Science, 309, 1844–1846.
Wu, G., and N.C. Lau, 1992: A GCM simulation of the relationship between tropical-storm

formation and ENSO. Mon Wea Rev, 120, 958–977.
Yoshimura, J., M. Sugi, and A. Noda, 2006: Influence of greenhouse warming on tropical cyclone

frequency. J Meteorol Soc, 84, 405–428.
Zebiak, S.E., 1993: Air-sea interaction in the equatorial Atlantic region. J Clim, 6, 1567–1586.

338 S. Iizuka, T. Matsuura



Modeling of Tropical Cyclones

and Intensity Forecasting

Zafer Boybeyi, Menas Kafatos, and Donglian Sun

Background

Accurate forecast of tropical cyclones/hurricanes (TC) is a high priority topic of

research, due to their potential large economic impact as well as public safety

issues. Hurricanes rank among the most destructive and costly of natural phenome-

na. For example, the warm waters particularly along the Bahamas and the Greater

Antilles provide a significant energy source for hurricanes en route to Florida. As a

result, Florida receives more hurricanes than elsewhere in the United States (Elsner

and Kara, 1999). In 1992, hurricane Andrew caused more than $30 billion in direct

economic losses in south Florida. The recent hurricanes of 2004 (Charley, Frances,

Ivan and Jeanne) that spun toward and crossed Florida, caused over $20 billion in

losses. Even more alarming, Pielke and Landsea (1998) reported that total loss

estimates for a category-4 hurricane striking Miami, Florida would be more than

$60 billion. The most recent hurricane of 2005 (Katrina) caused $100 billion

economic cost. This trend in damages highlights the importance of and need for

better TC track and particularly intensity forecasting.

Despite large reductions in track forecast errors over the past three decades (cf.

Fig. 1), hurricane forecast errors have not reached estimated predictability limits

(McAdie and Lawrence, 2000). In contrast to the improvements in track forecasts,

there has been little improvement in forecasts of storm intensity and surprisingly

little effort to forecast storm structure and overall size (Liu et al., 1997; Camp and

Montgomery, 2001). Since, most of the damaging hurricanes undergo rapid

intensification prior to landfall, such as hurricane Katrina, (globally about

10–15% of all hurricanes experience a period of rapid intensification), considerable

improvement is still needed in the understanding and prediction of TC intensity

change and inner core structure.

The TC forecasting has received significant attention both on the scale of

weather prediction (�3–5 days forecasting) and on the climate scale. On the climate

scale, TC behavior is influenced by climate factors, such as changes in large scale
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circulation anomalies associated with the El Ninño-Southern Oscillation (ENSO) or

the North Atlantic Oscillation (NAO) or by shifts in tropical storm origins or

regional changes in land use (e.g., Elsner et al., 1998). On the scale of weather

prediction, TC behavior is characterized by strong multi-scale interactions: the

hurricane vortex is hundreds of km in horizontal size (synoptic-scale), the eye is

tens of km (mesoscale), and the embedded convective clouds are in the order of km

(cloud-scale), with a vertical scale of up to 20 km (e.g., Gopal et al., 2002).

Moreover, other atmospheric phenomena, such as dust aerosols, may affect the

development of TC’s (Dunion and Velden, 2004). Such issues are still under

investigation and are somewhat controversial.

The local environmental flow in which the hurricane vortex is embedded is the

main factor that determines its short-term track. At longer timescales, an accurate

forecast of the flow at considerable distance from the cyclone is needed. The

internal structure of the TC and interaction between the structure and the hurri-

cane’s environment are the primary influences on hurricane intensity. These space-

time scales and scale interactions should be represented as accurately as possible,

when TC behavior is studied. Otherwise, significant components of the problem

may be neglected.

This wide range of temporal and spatial scales characterizing atmospheric

processes demonstrates the need for multiscale capabilities in hurricane modeling.

However, the current atmospheric simulation systems are scale specific and cannot

resolve the full spectrum required for the accurate forecast of local scale phenome-

na (e.g., convection). Even with recent advances in computational power, the

current architecture and physics of today’s generation of atmospheric models

Fig. 1 Shown are the analysis and 24, 48, and 72 hour National Hurricane Center forecast track

errors from 1975 to 1998 (after McAdie and Lawrence, 2000). The linear regression trend lines

show that in this 23 year period the 48 and 72 hour forecast track error improved by 50%, while the

24 hour forecast track error improved by 37%. In spite of these improvements, 72 hour forecast

track error is still about 400 km, the 48 hour forecast track error is about 275 km, while the 24 hour

track error is about 175 km
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cannot simulate the full spectrum of scale interactions of the atmosphere. Never-

theless, numerical weather prediction (NWP) models should be capable of predict-

ing three dimensional, time dependent atmospheric mean flow and turbulence fields

over complex terrain in an unsteady synoptic environment. In addition, these

models should have a sufficient grid resolution to account for local scale phenome-

na and mean vertical planetary boundary layer structure. The numerical accuracy of

the algorithms and consequently the eventual predictions of these models are

closely related to the completeness of model physics, dynamics, accurate initial

and boundary conditions, and the computational domain and mesh on which the

model calculations are performed.

As to the completeness of model physics and dynamics, over the last two

decades, with the advancements in supercomputers and improvements in the

formulation of atmospheric physics and dynamics, NWP models have been contin-

uously improved. However, analysis errors (i.e., errors in initial conditions) are still

being considered as one of the main source of the TC forecast errors for the NWP

models (Lorenz, 1990). As for the atmospheric analyses, their quality depends on

two main factors. First, the quality of the analysis is limited by the technique

through which the analysis is derived. Both the NWP model used to generate first

guess fields for the analysis, and the statistical estimation method that combines

information from the first guess and observations are built using approximations

because of limits in our knowledge and computational capabilities. The second

dominant factor regarding the quality of the analysis is data coverage. Observations

with better geographical coverage, higher quality and/or more comprehensive data

should lead to improved atmospheric initial conditions and in turn improved NWP

forecast, provided that these observations can be assimilated rapidly enough to be

useful.

The current in-situ atmospheric measurement system is inadequate to determine

the current state of the atmosphere and hence our ability to forecast is limited by this

constraint. These observations at regular time intervals and at fixed geographical

locations have been able to define the large-scale features of the atmospheric

system and have served the interests of climatologists, synoptic forecasters, and

early NWP forecast systems. However, there is always need for additional data to

resolve critical features in the atmosphere (such as the details of convective

structure of hurricanes). The current and next generation of satellite-based atmo-

spheric observations is likely to provide a significant increase in our observational

coverage. The spatial and temporal resolution of the retrieved atmospheric proper-

ties will expand and the net result on the data flow is expected to increase. This

paradigm shift may require a shift in our utilization of data. For example, instead of

using all data in an egalitarian and brute-force method, we may need to consider

adding some form of intelligence to our data processing system to identify, extract,

and utilize just the necessary critical information for a given forecast cycle

(Boybeyi et al., 2007).

Undoubtedly, another obvious method to improve the accuracy of the prediction

of NWP models is to enhance the spatial grid resolution. However, introducing fine

spatial resolution throughout the domain is not always practical since the size of the
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modeling domain, the numerous interactions between the various atmospheric

processes, and the complexity of the numerical algorithms places restrictions on

the grid resolution that can be achieved using current computers. These limitations

prohibit the use of a uniform high spatial resolution that is appropriate to resolve the

smallest scales of interest (in case of TC forecasting, the smallest scale of interest is

‘‘convection’’). One of the alternatives is then to develop methodologies capable of

providing local refinement in certain key regions.

Hence, TC track and intensity forecast can be improved by;

l Detailed measurements on scales from the storm’s large scale environment to its

small inner-core and
l Appropriate numerical grid resolution to resolve the smallest scales of inter-

est (e.g., eye, eye wall, and spiral bands) and multi-scale atmospheric flow

interactions.

This chapter discusses the above requirements in details for a better TC forecasting.

Section 2 provides discussion on remotely sensed observations, while Section 3

provides discussion on high fidelity numerical modeling coupled with high resolu-

tion observations. Finally, Section 4 provides some concluding remarks.

Importance of Remote Sensing Data

Over the past four decades, remote sensing of the atmosphere from space has

undergone a steady progression from qualitative vertically-integrated measure-

ments to quantitative vertically-resolved information – providing high-density

observations. Satellite observations are especially useful in data sparse ocean

areas where TC’s occur.

Of particular recent interest is the issue of the effect of dust aerosols on TC’s.

Here, remote sensing (RS) data become even more crucial, particularly vertical

measurements. As such, the importance of African dust has been increasingly

recognized for its potential influence on climate and TC’s worldwide (Arimoto,

2001; Goudie and Middleton, 2002; Kaufman et al., 2002). Radiative forcing (e.g.,

Carlson and Benjamin, 1980; d’Almeida, 1987; Li et al., 2003; Miller and Tegen,

1998; Weaver et al., 2002; Christopher and Jones, 2006) is recognized as the most

important aspect of African dust. Such outbreaks are associated with an elevated

layer of hot, dry air outbreaks (e.g., Prospero and Carlson, 1981). Dry air affects

tropical clouds and precipitation directly through thermal structure and indirectly

through dry air entrainment (e.g., Mapes and Zuidema, 1996; Yoneyma and

Parsons, 1999; Zhang and Chou, 1999; Tompkins, 2001).

Tropical cyclones/hurricanes in the Atlantic basin often develop from mesoscale

convective systems embedded within the African Easterly Waves (AEWs) that

develop over West Africa. Previous studies show that the Atlantic basin major

hurricane activity is associated with western Sahelian monsoon rainfall, and
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negative Sahelian rainfall anomalies or droughts are associated with suppressed

Atlantic basin TC activity (Goldenberg and Shapiro, 1996). They explained that

drought induced the increase of vertical wind shear and therefore inhibited TC

development.

Since rainfall in the Sahel is found to be highly anti-correlated with African dust

(Prospero and Lamb, 2003), the Atlantic basin TC activity is also found to be anti-

correlated with African dust outbreaks (Evan et al., 2006). Recently, Wu et al., 2006

analyzed the effects of the Saharan air layer (SAL) on Hurricane Isabel by incor-

porating the Atmospheric Infrared Sounder (AIRS on the Aqua satellite) measure-

ments into MM5 model runs. They found that the SAL may have delayed the

formation of Hurricane Isabel and inhibited the development of another tropical

disturbance following behind it. Dunion and Velden (2004) suggest the dry SAL

can suppress Atlantic tropical cyclone activity by increasing the vertical wind shear

and stabilizing the environment at low levels.

We also believe the radiative forcing effects of dust aerosols on sea surface

temperature (SST) may be an important factor to influence TC activity as shown in

the study of Lau and Kim (2007). The reason is because SST plays a fundamental

role in the inter-annual variability of tropical storm frequency and intensity (Vitart

et al., 1999), and a direct role in providing moist enthalpy (i.e., latent and sensible

heat flux) to intensify tropical cyclones.

In the study of TC development and intensification, as well as the possible

aerosol effects on TC formation, several data sets have become of interest, which

can be coupled to numerical runs (cf. Boybeyi et al., 2007; Kafatos et al., 2006; Sun

et al. 2007). Some of these data sets include;

l MODIS from the NASA GSFC DAAC;

� Daytime aerosol optical depth (AOD) at 0.55 mm,
� Daytime SST.

l AIRS daytime vertical temperature and moisture profiles from the NASA GSFC

DAAC.
l CALIPSO vertical data from the NASA GSFC DAAC.
l Tropical cyclone data from the National Hurricane Center (NHC) Hurricane

Best Track Files (HURDAT), available at http://www.nhc.noaa.gov/pastall.

shtml.
l NOAA Extended Reconstructed SST V2 products from 1854 to 2003 (http://lwf.

ncdc.noaa.gov/oa/climate/research/sst/sst.html#ersst).
l Monthly mean wind and humidity profile data from the NCEP-NCAR reanalysis

(NNR) from 1948 to present.
l Dust concentration data at the Barbados sampling station (13� 10’N, 50�30’W),

which provide the most extensive long-term records with aerosol measurements

that start in 1965 (Prospero and Lamb, 2003).
l Aerosol Index (AI) data with 1� X 1.25� resolution are from 1980 to 2006 (1980

to 1993 from the Nimbus and 1996–2000 from the total ozone mapping spec-

trometer, TOMS, and 2004–2006 from the Ozone Mapping Instrument, OMI,
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from the NASA GSFC) with missing data from 1993 to 1995 (http://toms.gsfc.

nasa.gov/aerosols/aerosols_v8.html). The AI data from 2001–2003 are not used

due to the unreliability in the TOMS data.

The primary factors that will determine the use of any observational data in

NWP models are the quality and spatial and temporal resolution of the data. Since

the current in-situ atmospheric measurement system is inadequate to determine the

current state of the atmosphere particularly over water areas where TCs develop,

remote sensing observations provide a viable option with better geographical

coverage. This aspect of remote sensing data is important for NWP models. As to

the quality of remote sensing data, over past four decades, quality of the data has

undergone a steady improvement. For example, the standard error for surface tem-

perature is now less than 0.8 K, the SST data have accuracies to þ/�0.4 degrees

Celsius, temperature profiles have accuracies to 1�K in 1 km layer, and water vapor

profiles have accuracies of 15% in 2-km layer in the troposphere. In short, the regular

and opportunity driven observations constitute the backbone of the global observing

network and will likely do so for the foreseeable future. Satellite derived atmospheric

properties have the accuracy, coverage, and resolution to dominate our understanding

of the dynamics of the atmosphere. The utilization of this data in NWP models will

improve the forecast accuracy of such models.

Numerical Modeling of Tropical Storms

Over the past four decades, numerical modeling of the atmosphere has also under-

gone a steady progression from 2D simulations to high fidelity 3D real time

simulations. NWP models use predictive equations to describe the model variables

(i.e., they are prognostic). In other words, NWP models are described by appropri-

ate differential equations, which represent the time-variability of the state and

dynamical variables. The model variables are quantities that are conserved under

spatial motion. Here, a quantity is defined as conservative if it does not change in

value with time as it moves through the computational grid. For example, in the

atmosphere linear momentum, potential temperature, and mass mixing ratios of

airborne material are conserved quantities. Hence the prognostic variables are

defined on an appropriate geometric grid and the time-behavior of the variables is

represented by a truncated Taylor series as shown later in this section. The partial

differential equations (PDE’s) are then used to compute the rate of change of a

quantity at a grid point.

As to the physical processes, the four most important ones that must be included

in NWP models are radiation transport, turbulence, cloud microphysics, and con-

vective parameterization. Radiation transport is important in determining the solar

heating of the Earth’s surface and the atmosphere. Atmospheric radiation is mod-

eled at various levels of complexities ranging from simple bulk calculations and

two-stream models to more complex models that treat the different parts of the
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electromagnetic spectrum. Turbulence affects, among many other things, the rate at

which surface energy and moisture enter the atmosphere. For example, it is a well-

known fact that hurricanes are strengthened by the thermal energy and water vapor

from the surface of warm oceans and they rapidly decay if either of these sources is

cut off. The parameterization of turbulence in NWP models is usually divided into

two parts: horizontal and vertical. In general, the horizontal diffusion is defined as a

function of the deformation of momentum, while the vertical diffusion is imple-

mented using a multi-level planetary boundary layer model. The planetary bound-

ary layer (PBL) is also generally treated separately as the viscous sub-layer, the

surface layer, and the transition layer in which the surface layer provides the

necessary link for the surface latent and sensible heat fluxes that are very important

in TC development (cf. Fig. 2).

Cloud microphysics and convective parameterization play an important role in

the vertical distribution of moisture and energy, and in the formation of clouds and

precipitation. The term ‘‘microphysics’’ is here referred as the processes that

comprise the water cycle such as evaporation and condensation, growth of ice

crystals (and water droplets) on heterogeneous microscopic particle substrates

called ice (and condensation) nuclei, etc. (cf., Fig. 3). Many of the microphysical

turbulent processes are not easy to represent in simple mathematical terms so as to

be incorporated into numerical models. In models, these processes are represented

by parameterizations that have been derived empirically with theoretical considera-

tions in which the parametric values are set from the results of numerous field and

laboratory experiments and measurements. Even though significant progress has

been achieved in the understanding of these processes in the last few decades, cloud

microphysics and atmospheric turbulence still pose considerable challenge to

Fig. 2 A conceptual layout of a PBL scheme
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researchers in the field of NWP. It is also here where the effects of dust aerosols are

still largely an unknown and become important.

In addition, atmospheric modeling is fundamentally an initial and boundary

value problem. The fundamental equations are integrated with the constraint that

the variables have known values at the initial time and also along the boundaries of

the computational domain at all times. For the initial conditions, we depend on

measurements of the key state variables. Ideally, the initial conditions should define

the state of the atmosphere accurately at all points within the computational

domain. This is impractical if not impossible to achieve and we have to be satisfied

with a diverse set of measurements at a finitely few points in space and time.

In summary, although the poor performance of many NWP models in TC track

and intensity forecasting may be explained by their neglect or poor treatment of the

above mentioned physical processes, inadequate representation of the initial and

evolving three-dimensional structure and dynamics of hurricanes and the surround-

ing large-scale environment are often the cause of these substandard predictions

(Burpee et al., 1996). Consequently, TC track and intensity forecasts of NWP

models can be improved by improving their initial condition and grid resolution.
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Fig. 3 A conceptual layout of a microphysics scheme derived from the scheme developed by Lin

et al. (1983)
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Therefore, the rest of discussion in this section will concentrate on relatively new

concepts in improving both model initial fields and grid resolution. Namely,

adaptive data assimilation (i.e., targeted observations) and solution adaptive nu-

merical modeling technique will be discussed rather than all other aspects of NWP

that have been extensively studied in the past.

Improving Initial Condition (Adaptive Data Assimilation)

Numerical forecasts of chaotic systems like the atmosphere are limited by the use of

imperfect initial conditions. Lorenz (1965) pointed out that any minor discrepan-

cies, between either the natural system and its model or the actual and the analyzed

state of the system at the initial time of a forecast, will lead to a loss of predictability

within a finite time period. The size of these discrepancies will, in general,

determine the time period for which useful forecasts can be made. Improving the

analysis of the atmosphere used as initial condition is hence one of the basic

avenues through which progress can be made in NWP.

Although the regular and opportunity driven observations constitute the back-

bone of the global observing network, satellite derived atmospheric properties as

discussed in the previous section are expected to be able to provide the accuracy,

coverage, and resolution to improve our understanding of the dynamics of the

atmosphere. Current remotely-sensed observations, therefore, provide the opportu-

nity to assist the hurricane research community in addressing the deficiencies

in initial conditions. The utilization of these data, however, will require either

massive increase in our data processing capability, or a change in our approach.

The selective extraction of observations (i.e., targeted observations) is, for exa-

mple, one possible method to make maximal utilization of the satellite derived

information.

3DOI scheme is used in many data assimilation studies (e.g., Daley, 1991), since

it is less CPU intensive. The basic principle of the OI scheme is that an estimate of

the value of a variable at a set of grid points can be created from a set of

meteorological observations distributed irregularly throughout the analysis domain

by forming an ‘‘optimal’’ linear combination of the observations closest to the grid

point. However, the 3DOI analysis scheme provides a simple means for assimilat-

ing data. More sophisticated assimilation methods (such as three-dimensional or

four-dimensional variational analysis, 3DVAR/4DVAR) may yield better results

(e.g., Leslie et al., 1998).

For example, Figures 4 and 5 show one of the recent such studies in which

temperature and dew point temperature soundings from the GOES satellite were

selectively (i.e., targeted way) assimilated using a 3DOI scheme to improve the

model initial condition (Boybeyi et al., 2007). The results show that by reducing

uncertainties in the steering polar jet entrance flow region at initial time, the track
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error was improved by about 30%. In a NWP model, the initial uncertainty is

mainly associated with the low resolution of the observations. This problem is

amplified further in hurricane initialization due to lack of observations over the

ocean regions (Burpee et al., 1996; Aberson and Franklin, 1999).

Today, we are on the verge of having improvements in horizontal, vertical, and
quantitative resolutions to provide 10 to 100 times more than is potentially useful

for TC forecasting. This is due to the computational cost of data assimilation that is

quadratic in both the model horizontal grid resolution and the number of observa-

tions used. Over the coming decade, we are likely to see a 10-fold increase in the

forecast model resolution and a 10–100 fold increase in the amount of satellite data.

This will result in a 104 to 106 fold increase in the cost of data processing, which

will far outstrip the factor of 100 increase in computing power predicted by

Moore’s Law over the same period.

Targeted observations can provide a viable solution to the above noted problem.

From a numerical modeling point of view, the prediction will be more sensitive

over some areas as compared to others, or the inaccuracy of analysis over some

locations will affect the forecast errors more than in other locations. Thereby, the

concept of targeted data assimilation can improve forecast skill by reducing the

uncertainties over some particular areas for specific weather systems at the initial

stages. Forecasts of events with potentially large societal impact, such as tropical

cyclones (hurricanes), are prime candidates for targeted observation studies, given

there is substantial uncertainty in their forecasts. Many investigators also studied

this concept for TC simulations (Joly et al., 1997; Gelaro et al., 1999; Bergot et al.,

1999; Leutbecher 2003; and Kim et al., 2004).

Fig. 4 Shown are; (left) 300-mb wind and height ETA analysis roughly overlaid on the enhanced

infrared image of hurricane Floyd at 0000 UTC on September 15, 1999. The shaded area shows the

high winds in the polar jet entrance steering flow region, (middle) the locations of about 1200

irregularly spaced GOES temperature and dew point temperature soundings superimposed on the

observed Floyd track (hurricane symbols) and (right) OMEGA model forecasted tracks with the

assimilation of the soundings at model initial time on 0000 UTC 9/14/2005 (dashed lines) and
without the data assimilation (solid line)
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Improving Model Grid Resolution (Solution Adaptive Modeling
Technique)

Even, given the improved model initial condition, predictions of hurricanes can not

be improved without accurately resolving the fine scale structure of the eye (cloud

scale) and the steering large-scale environment (synoptic scale). Numerical models

of the atmosphere are derived fundamentally from the Taylor series approximation

which relates the value of a continuous function f(x) to the known values of the

function and its derivatives at a set of discrete points, xi.

f xð Þ ¼ f xið Þ þ x� xið Þf 0i þ
x� xið Þ2
2!

f 00i þ x� xið Þ3
3!

f 000i þ :::
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Fig. 5 Shows temperature (top) and dew point temperature (bottom) error distribution for the case
presented in Fig. 2 below 850 mb level for hurricane Floyd case at model initial time (0000 UTC 9/

14/1999) with and without the assimilation of the GOES soundings, respectively
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where, f 0; f 00; f 000denote the spatial derivatives @f
@x ;

@2f
@x2 ;

@3f
@x3, respectively, evaluated at

x ¼ xi. An examination of the above equation reveals that the general accuracy (or

‘‘order’’) of the calculation depends upon the number of terms on the RHS retained

in the calculation. This translates into greater requirements for the computational

resources. Hence it is customary to strike a balance by truncating the series at a

suitable order of accuracy. An examination of the above equation also reveals that

the error can be minimized by reducing the magnitude of (x – xi). This is in fact

attained by increasing the grid resolution.

Therefore, in a numerical model of the atmosphere, the spatial scales of motion

that can be resolved are dependent on the grid spacing used to represent the

computational domain. In general, to effectively represent any feature requires that

the feature be defined over four grid cells. Traditional numerical models use constant

grid spacing. This implies that these models have prescribed lower limits for the

spatial scale. However, atmospheric motions occur over various spatial scales.

Introducing high grid resolution to resolve the smallest scales of interest throughout

a simulation domain is not always practical, since the size of the modeling domain,

the interactions between the atmospheric processes, the complexity of the numerical

algorithms, and the operational requirements place restrictions on the grid resolution

that can be achieved using today’s computers (clusters or supercomputers).

The alternative, then, is to use methodologies or techniques capable of providing

local refinement only in necessary key regions. In recent years, new grid methods

have been developed to deal with multiscale events in atmospheric motion. In

general, these methods can be classified into four groups: grid stretching techni-

ques, grid nesting techniques, grid refinement techniques, and unstructured grid

techniques. In the following section, these grid techniques are discussed briefly.

Anthes 1970 introduced a nonlinear grid transformation function that mapped

nonuniform physical coordinates onto orthogonal, uniform computational coordi-

nates. This mapping, commonly known as grid stretching, provides increased

spatial resolution in selected regions of the computational domain, and has been

widely applied in convective and mesoscale modeling studies (Wilhelmson and

Chen, 1982). A principal limitation of the grid stretching technique is that one must

know a priori, and for the duration of the calculation, which regions of the domain

will require high spatial resolution.

The grid nesting technique is another way to provide increased spatial resolution

in model forecasts of small scale features without requiring a fine mesh throughout

the entire domain. This technique involves the sequential placement of multiple

fine-scale meshes in desired regions of the domain (Jones, 1977). One problem with

this technique, however, is the interaction among multiple nested meshes, particu-

larly the tendency for propagating dispersive waves to discontinuously change their

speeds upon passing from one mesh to the next and to reflect off the boundaries of

each nested grid (Clark and Farley, 1984).

The grid refinement technique is a relatively new and powerful method that

attempts to change resolution locally in response to the evolving solution. This

technique can be subdivided into two basic categories: adaptive grid refinement and
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continuous dynamic grid adaptation. The adaptive grid refinement technique refines

the grid resolution either by adding grid points to an existing grid or by making use

of separate fine grids that overlie existing coarser grids where the solution error is

presumably high. Though similar in concept to the grid nesting technique, the

adaptive grid refinement technique automatically determines the location, orienta-

tion, and resolution of the subgrids, and can be incorporated as a general solver in

hydro-dynamical models without modifying the governing equations or their nu-

merical representations. This technique has been successfully applied to atmospher-

ic models by Skamarock et al. (1989). The continuous dynamic grid adaptation

technique involves methods that redistribute a fixed number of grid points in a

predetermined manner (Dietachmayer and Droegemeier, 1992). The criteria that

determine how the grid points are redistributed with time are the critical element of

this method, and are typically based on the physical characteristics of the evolving

flow field. In this manner, the computational mesh structure is globally and dyna-

mically coupled to the physics of the problem so that both are solved in a continu-

ous manner (Thompson, 1984).

The unstructured grid technique (e.g., triangular prism computational mesh) is

rather new to the atmospheric science community. In many fields of engineering

applications (Baum et al., 1993), there is recognition that this method is more

efficient and accurate than the structured logical grid approach used in more

traditional codes. The primary benefit of the unstructured grid technique over a

conventional structured grid lies in its ability to smoothly transition from high

resolution where needed to low resolution elsewhere. This feature effectively

removes the wave reflection and wave dispersion problems that are common in

other grid techniques. The flexibility of unstructured grids also facilitates the

gridding of arbitrary surfaces and volumes in three dimensions. In particular,

unstructured grid cells in the horizontal dimension can increase local resolution

to better capture the topography or important physical features of atmospheric flow

and cloud dynamics. Therefore, this new grid technique can be suitable for studying

the inherently multiscale nature of atmospheric motions (e.g., hurricanes).

For the first time, this technique has been applied to three dimensional atmo-

spheric modeling by Bacon et al. (2000). Operational Multiscale Environment

model with Grid Adaptivity (OMEGA) is a fully non-hydrostatic, three-dimension-

al prognostic model that is based on an adaptive, unstructured triangular prism grid.

A full description of the system can be found in Bacon et al. (2000) and the details

of validation studies can be found in Boybeyi et al. and Gopalakrishnan et al. 2002.

The unstructured grid of the model provides flexibility to increase local grid

resolution to better capture the important physical features of atmospheric flow

and cloud dynamics (e.g., location, eye, eyewall, and spiral bands of a hurricane).

This grid feature provides smooth transition from high resolution where needed to

low resolution elsewhere and hence effectively removes the wave reflection and

wave dispersion problems that are common in other grid techniques.

The model grid can adapt dynamically to a variety of user-specifiable adaptive

criteria (e.g., precursors to convection, eye of a hurricane). In other words, the

model focuses the model’s horizontal grid resolution during the run on regions of
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complex and critical phenomena to improve the overall quality and efficiency of

simulations. The criteria have been well tested for the adaptation to wind-speed and

pressure minima for hurricane simulations (cf. Figs. 6 and 7).

The model permits horizontal grids of continuously varying spatial resolutions

ranging from about 100 km down to about 1 km to resolve important physical

features of atmospheric circulation and cloud dynamics (Figs. 6 and 7). This

Fig. 6 Shows 4-day forecasts of hurricane FRANCES (from 9/1/2004 00Z to 9/ 4/2004 00Z)

using OMEGA model with its dynamic grid adaptation: 1) top figures shows the simulation

domain and model grid adapting to the evolving hurricane. The model grid resolution ranges

from 60 km down to 1 km, 2) middle figures show OMEGA model predicted flow field and

hurricane track in a zoomed area, and 3) bottom figures show model predicted vertically integrated

water vapor in a further zoomed area and corresponding satellite image
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provides not only a higher resolution in the region of evolving weather systems

(dynamic adaptation), but also allows a natural interaction with and influence upon

the larger scale flow avoiding the wave-reflecting problem. We are currently

investigating the possible impact of using solution adaptive modeling technique

on a better TC intensity forecast. This work is still under investigation.

Combining remote sensing data sets (i.e., 3D or 4D data assimilation) with the

concept of solution adaptive modeling technique presented above may be the most

beneficial in improving TC track and particularly intensity forecast. For example,

SST is one of the most important data set in accurately determining the storm

intensity. We have also investigated the impact of warm sea surface temperature

anomaly (SSTA) position on hurricane intensification, using the following remote

sensing and buoy data combined with a numerical model:

l SST from the Geostationary Operational Environmental System (GOES) at 6 km

resolution from the NASA JPL (http://podaac.jpl.nasa.gov/).
l SST from the tropical rainfall measuring mission (TRMM) microwave imager

(TMI) at 0.25� resolution from the Remote Sensing Systems (http://www.ssmi.

com). The advantage of using SST from microwave observations, like the TMI, is

that it provides retrievals evenunder intense cloudyconditions associatedwithTC’s.
l Buoy observations of winds, SST, surface air temperature, and dew point from

the National Data Buoy Center (NDBC) (http://www.ndbc.noaa.gov/).

For example, both the buoy observations and TMI measurements show SST

increase in advance of about 2 days prior to the significant intensification of

Fig. 7 Shows a zoomed view of dynamically adapted grid for the hurricane Frances case

presented in Fig. 4 (top right figure). Note that grid resolution continuously ranges from 60 km

down to 1 km or less
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hurricane Katrina, while surface air temperature declined and reached minimum

value at the time of the maximum hurricane intensity. This may be because it may

need a period of time for a tropical cyclone to accumulate energy for developing

into a hurricane, similar to the evaporation of water vapor, which may need some

time to heat the water and make it evaporate, while evaporative cooling makes

surface air temperature decrease.

Figure 8 (from Sun et al., 2007) compares the pre-storm SST (27 August 2005)

with the post-storm SST (30 August 2005). Figure 8a shows that SST right before

the storm development was above 31�C along the Gulf coast and storm track and

was much warmer than the long-term mean for August (Fig. 8c). Also, the SST right

after the storm passage showed cooling at the right side of the storm track (Fig. 8b).

As compared to the pre-storm SST (Fig. 8a), the strongest cooling in SST is over

6�C, and occurred in the right-front quadrant of the storm track, near the location of

the strongest intensity (category 5 as represented by red circles), where higher,

longer, and more developed ocean waves usually produce higher drag (Moon et al.,

2004).

The difference between the SST prior to and after the storm is related to the

storm intensity (Zhu and Zhang, 2006). The stronger the TC, the larger is the

difference. For Katrina, the pre-storm and post-storm SST difference was up to 6�C.
The SST map shows that the entire Gulf of Mexico was almost uniformly�30�C

prior to Katrina’s intensification (Fig. 8a), while SSTA data show clearly there

existed a hot patch along the right side of the storm track, where Hurricane Katrina

underwent quick intensification and reached the strongest intensity when it moved

into the Gulf of Mexico. It has been found that most clouds and precipitation

develop at the right side of the storm track. Desflots et al. (2004) indicate that it

is the vertical wind shear that caused this wavenumber one rainfall asymmetry,

while shear is due to change of direction of the upper-level wind.

Braun and Tao 2000 showed the significant sensitivity of Hurricane Bob (1991)

to several planetary boundary layer (PBL) schemes in MM5 and suggested the

dependence of simulated intensity on surface fluxes. We find that the maximum

latent heat flux (LHF) occurs at the northeast quadrant or to the right side of storm

track, at least at its mature stages. Although the wavenumber one asymmetry may

not be caused by high SSTA, because high SST exists at the location of the

maximum LHF, and increases the LHF, it enhances the effect of the LHF, and

therefore may have played an important role in hurricane intensification.

In order to investigate the effect of the SSTA on hurricane intensification, we

performed two control numerical experiments using the latest version of mesoscale

model MM5 (Sun et al. 2007). The difference in the simulated tracks was found to

be minor. However, as indicated by the pronounced difference in simulated mini-

mum SLP, the simulated hurricane intensity shows remarkable sensitivity to the

high SSTA. During the 36–84 h simulations, the control experiment with out the

warm SSTA generated weaker intensity or higher minimum SLP than that with

the higher SSTA. Although the SST reduction due to storm-induced upwelling and

vertical mixing should result in a weaker-simulated hurricane intensity than that

simulated when the SST was held constant during the simulations, the simulated
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LHF from the experiment with the warm SSTA at the right side of the storm track is

higher than that from the control experiment without higher SSTA, leading to the

stronger deepening in the minimum SLP. These experiments further confirm the

Fig. 8 TMI SST on: (a) 26 August 2005 for two days prior to the storm, and (b) 30 August 2005

for one day after the storm, and (c) 8-year (1998–2005) averaged monthly mean SST in August.

The color bar in (a) and (b) is the same as in (c). The circles of different colors indicate the track

and intensity of Hurricane Katrina (from Sun et al. 2007)
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TMI observations and show the important impacts of the warm SSTA on hurricane

intensification.

Concluding Remarks

This chapter discussed the TC development, including track and intensity forecast-

ing. The accurate simulation of TC track and intensity requires high resolution (in

space and time) atmospheric conditions. Given the limited amount of atmospheric

data, one obvious method to improve the prediction accuracy of NWP models is to

use remotely sensed data to enhance their initial conditions. Undoubtedly, the

numerical accuracy of the algorithms and consequently eventual predictions of

the NWP models are also closely related to the computational mesh on which the

model calculations are performed. Thus, the goal is to implement simulation

models with as fine a grid resolution as possible.

In recent years, new grid techniques have been developed to improve prognostic

meteorological model predictions. Grid nesting, grid refinement, and unstructured

grid techniques all promise to improve the quality of the computed solution in these

models. When these new techniques coupled with the adaptive data (particularly

remote sensing data) assimilation, the desired improvements in hurricane track and

intensity forecast may be achieved.
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Roadmap to Assess the Economic Cost of Climate

Change with an Application to Hurricanes

in the United States

Stéphane Hallegatte

Abstract This paper presents a methodological roadmap to assess macro-econom-

ic damages from climate change. To do so, it explores a single manifestation of

climate change in a single location: an increase in hurricane intensity in the United

States. The presentation starts from a global climate change, namely a homogenous

10 percent increase in hurricane potential intensity, and follows the causal chain to

total macro-economic losses. First, the large-scale change is downscaled to a spatial

scale pertinent to investigate socio-economic impacts. Here, the Emanuel hurricane

model is used to estimate present and future local landfall probabilities. Second, a

statistical analysis of historical landfalls is used to translate these probability

changes into direct economic losses. The paper also discusses several adaptation

strategies that could be implemented to limit these losses. Finally, a modified Input-

Output model is used to investigate indirect losses due to macroeconomic mechan-

isms and feedbacks. This model translates the changes in direct losses into changes

in total losses. The model suggests that total losses increase non-linearly, amplify-

ing the role of the most extreme events. The paper then proposes adaptation

strategies that can reduce indirect losses by improving the ability of the economy

to reconstruct and deal with the consequences of disaster.

Introduction and Motivation

Estimating the economic consequences of climate change is a tricky task for

various reasons. The first one is that climate and weather influence, more or less,

almost all human activities from leisure to industrial production. Assessing this

influence is made difficult by the multiplicity of these human activities. But even

when considering only a few activities, the task remains problematic. Indeed,

uncertainties are large in all components of the analysis. The future economy that

will be impacted by climate change will differ from today’s economy, and even

small changes in economic development can make a difference in climate change
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impacts. For example, a reduction in poverty and an improvement in housing

quality can reduce vulnerability to climate change. Climate change impacts will

therefore vary with levels of economic development as well as with levels and types

of climate change.

But future economies are not the only unknown components: future climate is

also uncertain. While there is an agreement about the largest patterns of climate

change (IPCC, 2007), local changes are still very uncertain. Unfortunately, impacts

are mainly at the local scale, and this uncertainty makes it very difficult to investi-

gate climate change impacts.

Also, all economic agents will respond to climate impacts by implementing

adaptation strategies, therefore reducing damages. Their ability to do so, however,

is difficult to predict, as it depends on the ability to detect a change in climate

conditions in due time, to develop technical or institutional responses to this

change, and to implement these responses in an efficient way (Hallegatte, 2007a).

Past experience shows that detection failure, ill-adaptation, and over-reactions are

common in such situations. This makes the efficiency of adaptation dependent on

subtle local factors, which are difficult to measure and predict.

Finally, even when impacts can be estimated with some level of confidence, e.g.

an impact on agriculture in a region, the indirect effects of this impact on the entire

society or economy is very difficult to assess. For instance, if one important sector

of the economy is made unprofitable by climate change, the overall impact on the

economy depends on complex interaction of factors including the ability of workers

to shift to other economic sectors, the ability of investors and entrepreneurs to

create rapidly profitable activities in new sectors, and the ability of the government

to facilitate the transitions and support the households in difficulty.

In spite of these difficulties, this paper aims at proposing a methodological

roadmap to assess sectoral and regional impacts of climate change. To highlight

methodological issues, it focuses on one well-studied phenomenon – hurricanes –,

on one period of time – the end of this century –, and on one well-studied region, the

U.S. Atlantic and Gulf coastline. The paper proposes an assessment of the additional

hurricane losses due to climate change over this region and at this time. It

summarizes and combines several analyses from different disciplines, namely

climatology, engineering and economy, within an interdisciplinary framework

that is presented in Fig. 1. The methodology that is described could then be adapted

to other regions and other climate change phenomena (e.g. winterstorms, flood,

etc.). Most importantly, the present paper emphasizes the main difficulties in the

assessment of the economic impacts due to climate change, and highlights issues on

which additional research is needed.

The study of hurricane risk in the U.S. is a good candidate to demonstrate such a

methodological roadmap because hurricanes represent a real concern in the U.S.

and in the rest of the world. Indeed, many recent hurricane seasons have been

particularly active, and the 2005 season remains the most active in recorded history,

with 28 tropical storms, 15 hurricanes, 7 strong hurricanes (category 3 and higher);

Wilma was the most intense hurricane ever observed over the North Atlantic.

Some have argued that the level of hurricane activity in the North Atlantic exhibits
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inter-decadal oscillations that fully explain the present level of activity (e.g., Land-

sea, 2005), while others have suggested that climate change is responsible for the

current situation (Emanuel, 2005; Webster et al., 2005). Regardless, the uninter-

rupted rise in social vulnerability (e.g., Pielke, 2005; Pielke et al., 2007), combined

with the possibility that climate change may increase future hurricane intensity and

frequency has raised concerns about the management of hurricane risks in the U.S.

Investigating hurricane risks in relation to climate change is also important because

of the high cost of coastal protection and because of the lifetime of these infra-

structures. This long lifetime makes it essential to anticipate future changes in

hurricane risks to avoid infrastructure ill-adaptation and sunk costs (see, e.g.,

Hallegatte, 2006).

In the course of this century, climate change will modify many identified drivers

of hurricane activity (see, e.g., Bove et al., 1998; Murnane et al., 2000; Elsner et al.,

2000; Elsner et al., 2001; Jagger et al., 2001; Emanuel, 2005): sea surface tempera-

ture, vertical wind shear, global circulation, tropopause temperature, El Niño and

NAO properties, etc. The following considers only an increase in potential intensi-

ty, which summarizes not the full set of drivers but only the thermodynamical

drivers of hurricanes. This paper assumes a global 10-percent increase in potential

intensity, which corresponds roughly to a 2�C warming of the Atlantic Ocean

Regional climate change and 
changes in hazards 

(RCMs or downscaling)
[Section 3] 

Changes in direct losses 
(vulnerability models)

[Section 4.1] 

Change in total losses, including 
economic responses 

(macroeconomic models, behav-
ior modeling, etc.)

[Section 5.1]

Adaptation to reduce direct 
losses (e.g., seawalls)

[Section 4.2] 

Adaptation to reduce indi-
rect losses (e.g., insurance 

regulation)
[Section 5.2] 

Socio-economic, emission and 
global climate change scenarios 

(scenario development, long-
term prospective models and 

GCMs)
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Fig. 1 The different components necessary to assess climate change impacts
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(Emanuel, 2005), all other environmental drivers being unchanged. A more detailed

analysis accounting for other parameters will be published in a follow-up article.

One major drawback of the present analysis is that uncertainty is discussed but is

not quantified, because only one model is used in each component of the analysis.

As a consequence, this paper proposes only one estimate of the climate change

influence on hurricane losses. To inform public policy and guide adaptation strate-

gies, however, a best guess is insufficient: an uncertainty estimate, or at least an

assessment of confidence level, would also be necessary (on this issue, see the IPCC

guidelines, Manning et al, 2004, and a discussion in the conclusion of this article).

Another drawback is that climate change will occur in many other forms than

through shifts in hurricane activity. Hurricanes in the U.S. coastline represent only a

part of the climate change impacts in this region and other perils need to be

considered in conjunction (e.g., sea level rise). However, the narrow focus here is

consistent with the aim of this paper, which is to demonstrate a methodology to

estimate climate change damages rather than to provide new estimates of aggregate

climate change damages.

The paper is organized following the causal chain from global climate change to

economic damages, which is presented in Fig. 1. Section 2 will describe the socio-

economic, emission and climate scenarios that are used in this article. Section 3

shows how to downscale simulations of global climate change, i.e. how to translate

climate change information at the pertinent scale of analysis. Section 4 translates

the changes in hurricane risk into changes in direct losses caused by hurricanes in

the U.S. Atlantic and Gulf coastline. Section 5 translates these changes in direct

losses into indirect economic impacts, taking into account macroeconomic feed-

backs and limitations in reconstruction capacity, and provides a mean to estimate

total macro-economic costs of the change in hurricane activity. Section 6 concludes

from a methodological and substantive point of view, and highlights the need for

future research.

Socio-Economic, Emission and Climate Scenarios

The first information that is needed to carry out an impact assessment is the baseline

(or control) scenario, i.e. a scenario in which no climate change is included. Such

scenarios have been developed by the Intergovernmental Panel on Climate Change

(IPCC), in the Special Report on Emission Scenarios (SRES, Nakicenovic and

Swart, 2000). The numerous SRES scenarios describe the world evolution in terms

of demography, technology and economy, with different assumptions about, for

instance, how the world becomes more globalized or remains regionalized or how

economic development focuses on industrial production. These scenarios, however,

are at a very low spatial resolution, considering only large regions.

From these socio-economic scenarios, global emission scenarios can be derived,

for all greenhouse gases (GHG). From GHG emissions, carbon cycle and climate

models (or General Circulation Models, GCMs) can produce climate scenarios, i.e.,
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possible evolutions of all meteorological variables (temperature, precipitation,

wind, pressure, etc.) at a resolution of about 200 km.

Both the socio-economic and climate scenarios, therefore, are not at a resolution

that would allow a local impact analysis to be carried out. Hurricane damages,

indeed, depend on population and exposure in coastal areas, on building norms, on

wind speed at the scale of a neighbourhood, and other local information. This

information, obviously, is not available in the scenarios developed at the global

scale.

First, therefore, an impact assessment requires a socio-economic downscaling,
i.e. the development of a local scenario that describes the socio-economic condi-

tions at a pertinent scale. This is very difficult, because predicting social and

economic trends is very difficult. An alternative, therefore, is to consider the current

society and economy, and to assess the impact the future climate would have on

current societies and economies. The drawback of such an approach is that vulner-

ability can change over time, as explained in Section 4.2. This is especially the case

in developing countries where (i) the shift from the primary sector (agriculture) to

other economic sectors reduces the vulnerability to climate events; (ii) the improve-

ment in the standards of living (especially for housing quality) limits damages due

to extreme weather; (iii) governments and local institutions become more able to

implement mitigation policies and emergency measures. In developed countries,

however, this difficulty in assessing future vulnerability is less serious, because

economic changes that are expected in the next decades are less dramatic. The

advantage of considering the current economy, moreover, is to control uncertainty

and reduce the number of unknown parameters in the analysis.

Then, climate change also needs to be downscaled at the spatial scale that allows

for impact analysis. The next section will discuss the methods to do so.

Downscaling from Global Climate Change to Local Impacts

To assess climate change impacts, one usually starts from one or several socio-

economic scenarios and uses one or several GCMs to create ‘‘climate scenarios’’,

i.e. low-resolution global simulations of climate change. Typically, GCMs will be

able to provide time series for meteorological variables with a very short time

sampling (up to hourly) and a medium to low resolution at the horizontal scale (so

far, up to 100 km). Such a spatial resolution is sometimes good enough to carry out

impact analyses, e.g. to assess the impact on agriculture or forestry.

Quite often, however, impacts are precisely localized, and a higher resolution is

needed. It is the case when local characteristics play an important role and when

weather conditions have a high variability. Such a situation occurs in mountain

areas, where orography is essential, or in cities, where the urban heat island can play

a significant role. In such situations, it is necessary to downscale GCM output, to get

climate scenario at a resolution that is high enough to be used in impact models.

Some sort of downscaling is also needed when the phenomena that one wants to

consider are too small to be adequately reproduced by GCMs. Examples of such
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phenomena are heavy precipitations that have a spatial scale of the order of a few

kilometres or tropical cyclones. Tropical cyclones cannot be reproduced by GCM

because their intensity depends on small-scale processes around the eye that a

100km-resolution model cannot resolve.

There are two ways of downscaling: using statistical methods or physical

models. The first method uses statistical relationships, calibrated on historical

data, to relate large-scale drivers – which GCMs can reproduce – to local

phenomena – which GCMs cannot reproduce. Even though our knowledge of the

laws of physics helps selecting potential predictors, this method is not directly

based on physical laws. Example of this method applied to hurricanes is provided

by Elsner and Jagger (2006), who estimate the return level of extreme hurricane

wind on the U.S. coastline, as a function of global climate indices like ENSO and

NAO. Statistical methods have often a good prediction skill. Statistical models,

however, have two main drawbacks: first, they need long series of reliable data;

second, it is difficult to know the validity domain of statistical relationships. While

physical laws will not change in the future (even though we may find out that they

are not what we used to think they are), a statistical relationship can be different in a

different climate. For instance, the correlation between sea surface temperature and

hurricane intensity is very strong in the present climate (see, e.g., Emanuel, 2005),

but it does not mean that if climate gets 2�C warmer, hurricane intensity will

automatically increase: the effect of a local or temporary perturbation may be

different from the effect of a global or permanent change.

To avoid this validity problem, one may use physical models, which often have a

lower skill than statistical models (see an example on hurricanes in Emanuel et al.,

2006), but which are based on physical laws that will not change in the future.

These physical models, used to downscale GCM output, can be Regional Climate

Models (RCM) that take as input a large-scale forcing produced by GCM (see

examples of this approach in Christensen and Christensen, 2007), or specific

models like hurricane models. An example of application of this method on

hurricanes is provided by Emanuel (2006), who uses a hurricane model that takes

as input large-scale conditions (vertical wind shear, potential intensity, etc.), and

provides hurricane tracks and intensity. Of course, physical models often require

calibration, so that the distinction between physical models and statistical models is

sometimes fuzzy.

As an illustration of the methodology, the present paper summarizes the main

findings of Hallegatte (2007a), which investigates the changes in hurricane risk due

to a 10-percent increase in potential intensity. To do so, this work uses the synthetic

hurricane tracks, which were produced using a physical model described in

Emanuel (2006). Two sets of tracks are used. First, a set of 3000 tracks (with

1862 landfalls), which has been produced using large-scale drivers that correspond

to the present climate. This set is referred to as Present Climate (PC). Second,

another set of synthetic tracks, which has been produced assuming a 10 percent

increase in potential intensity, compared with the present climate conditions. Such

an increase in potential intensity, together with other environmental changes and

with a large uncertainty, is expected at the end of this century (Emanuel, 2005).
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This set also contains 3000 tracks, with 1912 landfalls, and is hereafter referred to

as Modified Climate (MC). Comprehensive description and validation of these

synthetic tracks are provided in Emanuel (2006).

These tracks are used to assess how the increase in potential intensity could modify

the annual probability of hurricane landfall on the U.S. Atlantic and Gulf coastline.

Figure 2 shows these probabilities as derived from the HURDAT database, from the

Emanuel’s model in the present climate, and from the Emanuel’s model in a climate

where potential intensity has increased by 10 percent. It can be seen that the model

is able to reproduce fairly well the historical probability of landfall, except for the

weakest hurricane of category one. This discrepancy arises probably from the track

model that assumes that the storm is well structured, which might not be the case of

weak storms. For the strongest hurricanes, of category 2–5, the model fits well with

present-day data. For these intense hurricanes, the model predicts an increase in the

annual probability of landfall, and the higher the category, the larger is the proba-

bility increase. For category 5 hurricanes, the annual probability of landfall even

soars from 7 percent to 21 percent, suggesting that the risk of large-scale disaster

could be significantly increased by climate change.

More useful for risk analysis, the synthetic tracks can provide, see Tables 1 and 2,

the annual probability of landfall for the five categories of the Saffir-Simpson scale,

in 11 regions of the U.S. Atlantic and Gulf coastline (see the region definition in

Hallegatte, 2007a, or in the United States Landfalling Hurricane Project website,

http://www.e-transit.org/hurricane/map.asp"). These tables highlight where hurri-

cane risk could be enhanced. In particular, one can notice (i) the 10-fold increase in

the category-5 landfall probability in region 3, which includes New Orleans; (ii) the

possibility of category 4 landfalls in the regions 9, 10, and 11, that lies from

Virginia State to the Canadian border and include Washington D.C., New York

City, Boston, and several other major American cities.
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Fig. 2 Annual probability of landfall of a hurricane of a given category, according to historical

data (HURDAT), and synthetic tracks in the present (PC) and modified (MC) climate
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These results are useful because they describe how hurricane risks could change,

which is the most important information for risk managers. They do not tell

anything, however, about the economic impact of such a change. To investigate

this question, it is necessary to go from hurricane risks – expressed in terms of

probability – to the direct losses – expressed in terms (i) of mean annual direct

losses and (ii) of probability of exceeding a given level of losses. In particular, these

two variables are of the foremost importance for the insurance industry that needs to

assess insurance premiums and capital requirements.

Table 2 Annual probability of landfall of a hurricane of each category, in the 11 regions, for the

Modified Climate (MC)

Region Category

1 2 3 4 5

1 13.9% 2.9% 2.9% 3.9% 1.9%

2 22.8% 7.3% 5.8% 3.2% 3.6%

3 15.6% 5.8% 6.7% 2.9% 2.9%

4 20.5% 7.0% 6.7% 3.2% 2.3%

5 26.9% 9.8% 10.4% 6.4% 9.5%

6 6.4% 3.6% 1.6% 1.0% 0.0%

7 7.0% 3.9% 2.9% 5.5% 2.3%

8 6.7% 3.2% 3.6% 4.2% 0.3%

9 9.8% 5.1% 1.3% 0.3% 0.0%

10 2.9% 0.3% 0.0% 0.3% 0.0%

11 2.9% 0.6% 0.3% 0.3% 0.0%

Table 1 Annual probability of landfall of a hurricane of each category, in the 11 region, for the

present climate

Region Category

1 2 3 4 5

1 8.9% 2.6% 1.0% 2.9% 0.0%

2 17.0% 3.2% 2.6% 3.2% 0.6%

3 11.6% 4.8% 3.6% 2.3% 0.3%

4 14.2% 5.5% 3.6% 1.0% 1.3%

5 22.1% 6.4% 7.3% 5.1% 3.6%

6 4.2% 1.9% 1.6% 0.3% 0.0%

7 6.1% 4.8% 3.9% 1.3% 0.6%

8 5.8% 1.3% 2.9% 2.3% 0.3%

9 7.0% 2.6% 0.6% 0.0% 0.0%

10 2.3% 0.6% 0.0% 0.0% 0.0%

11 1.3% 1.0% 0.3% 0.0% 0.0%
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From Local Impacts to Direct Losses

This section assesses how changes in hurricane risk could translate into changes in

‘‘direct losses’’, i.e. in the value of the damages to property caused by the hurricane.

It is important to note that this paper does not consider fatalities and injuries. This

choice can be justified by the fact that, in most cases, fatalities and most injuries due

to hurricanes can be avoided thanks to warning systems and evacuation schemes, as

shown by the usually small number of fatalities in developed countries. Hurricane

Katrina is an outlier in terms on human toll, but such a situation is exceptional and

could have been avoided thanks to a more efficient warning and evacuation system.

One can expect, therefore, that the human toll of hurricane will remain very low in

the future and can, therefore, be disregarded in this analysis.

Assessing Direct Losses

There are two methods to assess how a change in hurricane risks, including surge

and wind, would translate into destruction of buildings, equipment and infrastruc-

ture. The first one is based on physical models, while the second one is purely

statistical.

In most cases, physical models have been developed by consulting companies that

advise the insurance industry and help them assess their level of risk. Thesemodels are

based: (i) on a comprehensive dataset of the exposure, i.e. the characteristics and

value of the property exposed to a hazard at a fine spatial resolution; and (ii) on

vulnerability models, which relate wind speed, flooding depth and any other

physical description of a disaster, to a damage ratio, which is the share of the

exposure that is destroyed or damaged for a given hazard level. These models

describe a hurricane by its wind field and storm surge and estimate damages to

properties. The drawback of these models is the amount of data they require – this

information is for instance not available for developing countries – and the fact

that it is particularly difficult to create scenarios to project exposure over long

timescales.

Statistical models, on the other hand, can be very simple. They use past hurri-

canes, and data on the resulting direct economic losses to create statistical relation-

ships able to predict future damages (Howard et al., 1972; Nordhaus, 2006;

Hallegatte, 2007a; Sachs, 2007).

In Hallegatte (2007a) each coastal county is considered separately, using the

normalized damages proposed by Pielke and Landsea (1998) and refined in Pielke

et al. (2007). In this data set, historical hurricane losses, due to wind and surge, are

normalized to remove the influence of changes in population, wealth and price

level. As a consequence, for a given hurricane, the dataset estimates the amount of

losses that would result if it occurred today. One can assume that the normalized

losses due to a hurricane making landfall in the coastal county i depend upon the
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hurricane intensity and on the vulnerability of the landfall county. This can be

approximated by:

L ¼ ai �Wd

where W is the maximum wind speed of the hurricane (as provided for instance by

the HURDAT database), and ai is a vulnerability parameter, which describes the

vulnerability of the entire U.S. to a hurricane making landfall in the coastal county i
(even if all the losses are not only in the county i). It is interesting to note that losses
are assumed here to depend on the cubed wind speed (d = 3), which is a proxy for

the energy dissipated by the hurricane. This relationship is very conservative

compared with other analyses: the statistic analysis by Sachs suggests a much

larger value for d, of 6.3; Howard et al. (1972) suggest a mean value of 4.36; and

Nordhaus (2006) cites values between 4 and 9. Of course, the larger this value, the

larger is the sensitivity of direct losses to a change in hurricane intensity, and our

analysis can be considered as conservative on this point.

In spite of data availability problems, this method provides an assessment of

local vulnerability parameters, which are reproduced in Fig. 3. Most of these values

are consistent with what one can expect, with large values in New York, Miami,

New Orleans, Galveston and Currituck County, but an unrealistic value appears in

the Lee County. As an illustration of data availability issues, negative bars show

counties where no landfall occurred in the recent past and where no vulnerability

information can be estimated.

Using this assessment of county vulnerability, one can estimate the mean direct

losses due to a set of synthetic hurricanes. For the present climate, this method gives

a value of 1578 million U.S.$ per landfall and 980 million U.S.$ per track. These
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values are close to historical values, which are 1833 million U.S.$ per landfall and

1005 million U.S.$ per track. Hallegatte (2007a) shows that the difference between

values estimated from the model and the historical values is not statistically

significant.

Using these values, and assuming that there is no change in price level, wealth

and population, one can produce an estimate of how a change in hurricane intensity

or frequency would translate in terms of direct losses. Here, with the Modified

Climate assumption with a 10-percent increase in potential intensity, annual direct

hurricane losses increase by 54 percent, from about $8 billion to about $12 billion.

This cost could then be adjusted as a function of expectations about how the region

will develop (how the population will change, how wealthy this population will be,

where and how the population will settle). Regardless, this 54-percent increase in

the mean annual normalized loss is significant, but it does not seem really threaten-

ing for this region, which is one of the richest in the world. This change, neverthe-

less, should cause an equivalent rise in insurance premiums that can create local

issues of insurance affordability (e.g., see RMS, 2006, on the insurability of New

Orleans).

Possible changes in the frequency of extreme hurricanes, however, are more

worrying: among the 3000 tracks produced by the hurricane model in the present

climate, only 59 cause direct losses exceeding $10 billion, and only 4 exceeding

$50 billion. Among the 3000 tracks produced for a climate in which potential

intensity has been increased by 10 percent, as many as 99 cause direct losses

above $10 billion, and 10 cause direct losses above $50 billion. Figure 4 shows

the major increase in the probability of the most intense and destructive hurricanes.
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More than the change in annual losses, therefore, it is the doubling of catastrophic

event frequency that seems the most problematic for society and the economy.

One important drawback of this assessment is that sea level rise is neglected,

even though it is likely to cause a large increase in coastal flooding risks in the

future. Nicholls et al. (2007), for instance, found that a 50 cm sea level rise would

double the population exposed to the 100-yr flood event in Miami and Greater New

York. A more complete analysis would have to take into account this important

factor.

Adaptation, Positive and Negative Effects

Since the analysis uses normalized losses that remove the influence of inflation,

population and wealth, one can then use scenarios about how these parameters will

change in the future to estimate the value of future losses. But this approach cannot

take into account other changes, like building norms, protection measures, etc. Only

physical models can explicitly take into account how, for example, a change in

building norms could reduce hurricane losses.

Numerous actions have been undertaken in the last one hundred years to reduce

hurricane damages and these actions demonstrate that adaptation can be effective.

First, there are investments in new protection infrastructures like flood protection

systems, dams and building elevations. For example, the sea wall built in Galveston

in the aftermath of the 1900 hurricane largely mitigated the consequences of

Alicia’s landfall in 1983. On a smaller scale, the town of Belhaven, Florida, in

the aftermath of hurricane Fran (in 1996), implemented a program to elevate 379

houses. When hurricane Floyd struck in 1999, damages were reduced by 80%,

thanks to this program (Williams, 2002). Hopefully, the new protection system that

is currently built in New Orleans will be more efficient that the system in place

before Katrina in 2005.

Second, building codes have been improved and they have limited hurricane

damages. The best example is the building code implemented in Florida after

Andrew’s landfall, even though its effects are only starting to be visible. Also,

existing norms have been enforced more rigorously, since hurricanes have shown

that the lack of compliance with existing rules had significantly increased damages.

The impact of building codes is far from negligible: according to Ryland (2002), ‘‘if

all buildings in South Florida were either retrofitted or in compliance with the post-

Andrew South Florida Building Code, or the new Florida Building Code that went

into effect this year [2002], another Hurricane Andrew would cause only about half

as much damage to residences and 40 percent less damage to commercial property.

The combined loss reduction would be about $10.4 billion, according to the study’’.

Third, hurricane track forecasts have improved and better warning systems have

been implemented to help people and business to prepare for hurricane landfalls and

avoid damages. With early warning, people and businesses can protect houses and

suspend dangerous industrial processes, which in turn will reduce direct and
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indirect damages. For instance, flood damages experts quoted in Carsell (2004)

estimate that a 48-hour warning can reduce flood damages by up to 50%, thanks to

small-scale preparation actions inside houses. Also, protecting windows reduces

wind damages by 12 to 54 percent (Williams, 2002). Preparing industrial facilities

can also avoid large pollution and other ancillary damages that can be deadly and

costly (e.g., RMS, 2005).

Fourth, individual responses to natural risks may have improved thanks to the

direct observation of hurricane consequences or thanks to educational efforts

implemented in disaster aftermaths. Nathe (2000) assess the efficacy of public

education to reduce earthquake losses and this analysis has parallels with other

types of natural disaster.

Most importantly for future vulnerability, much can be done to reduce risk

through urban planning and land-use management (Burby and Dalton, 1994).

According to the National Research Council’s Board on Natural Disasters (1999),

‘‘Communities can often achieve significant reductions in losses from natural

disasters by adopting land-use plans,’’ and the Second National Assessment on

Natural and Related Technological Hazards concluded that ‘‘No single approach to

bringing sustainable hazard mitigation into existence shows more promise at this

time than increased use of sound and equitable land-use management’’ (Mileti

1999). It seems, therefore, that including risk management in land-use planning

could very efficiently reduce vulnerability to hurricanes and therefore reduce the

direct losses from hurricane. The drawback of this method is its long timescale for

implementation. A building has a long lifetime and the stock of buildings already

present cannot be replaced instantaneously. Better land-use management would

reduce hurricane damages only after several decades. Looking forward to assess

hurricane risks by the end of this century, however, it is possible that improved

land-use and urban planning could decrease vulnerability and largely compensate

for almost any increase in hurricane risk.

When considering adaptation, however, one has to look at the details of

how adaptation strategies can be implemented. In particular, as demonstrated in

Hallegatte (2006) and Hallegatte et al. (2007a), uncertainty about future climate is a

strong obstacle to the implementation of adaptation measures. Indeed, while the

cost of adaptation is immediate, the benefits from adaptation measures are uncertain

and delayed in the future. For instance, rejecting building permits in a zone that may

become excessively vulnerable to hurricane storm surge if hurricane intensity

increases in the future has an immediate political and economic cost. But the

benefits of such a measure, namely limiting losses from future property expropria-

tion because hurricane risk has become too high, are uncertain. These benefits

depend on how hurricane characteristics will change in the future, which is still

largely unknown. It is understandable, therefore, that costly adaptation and risk-

management decisions are not always made, in spite of estimates suggesting that

there will be long term benefits if climate change projections are correct.

To improve this situation, innovative decision-making frameworks have to be

promoted, especially those that favour decisions that can be reversed if necessary.

As an example, allowing the urbanization of an area is hardly reversible: when
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buildings have been built, it is economically and politically costly to retreat from

the area. On the opposite, prohibiting the urbanization of an area is highly revers-

ible, since urbanization can then be allowed at any time and at no cost. In presence

of uncertainty, the latter option should, therefore, be valued higher.

Regardless, it is important to make a difference between (i) optimal adaptation

measures that can be theoretically implemented if future climate and risks were

known, and if decision-making processes were perfectly rational, and (ii) realistic

adaptation strategies, that take into account political and economic constraints and

uncertainties about future climate.

To measure the benefits from adaptation measures, it is essential to take into

account also their negative side-effects. For instance, in the case of coastal infra-

structure to protect against storm surge such as sea walls, these may threaten the

tourism industry because they change landscape, ecosystem health and beach

leisure attractions. Coastal attractiveness for leisure and tourism activities is closely

linked to various parameters such as landscapes (Lothian, 2006), the quality of the

environment, water availability, etc. As a consequence, in some contexts, hard

protection would simply not be an option.

Also, even if successful cases do exist, geographers around the world have

repeatedly demonstrated that adverse effects of dike construction are almost the

norm in the past decades (see e.g. Paskoff, 1994). Beach landscape degradation,

marine ecosystem damage and loss of leisure activity (e.g. diving) would surely lead

to a drastic reduction in tourism flows – or at least to a decrease in the willingness to

pay of tourists – leading in turn to declining local incomes. Equally important, hard

protection could contribute to fish stocks depletion by further damaging coastal

ecosystems (Clark, 1996). Since 90 percent of fishes depend on coastal zones at

one point in their life cycle (Scialabba, 1998), such impacts could have a significant

impact on economic income from fisheries.

From Direct Losses to Indirect Losses

Different actors in climate change risk management process are interested in

different types of information. City planners and flood protection designers are

mainly interested in landfall probabilities; insurers focus on average annual direct

losses and probabilities of exceeding a given level of damages. But national and

local governments, when they perform cost-benefit analyses to assess the desirabil-

ity of new infrastructure, cannot consider only direct losses. The communities they

represent, indeed, suffer not only from direct loss but from total losses, which

include many indirect effects including production losses during the recovery and

reconstruction periods (see, e.g., Tierney, 1995; Pielke and Pielke, 1997; Lindell

and Prater, 2003; Hallegatte et al., 2007b).

Direct cost can be amplified (i) by spatial or sectoral propagation into the rest of

the economic system over the short-term (e.g., through disruptions of lifeline

services) and over the longer term (e.g., sectoral inflation due to demand surge,
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energy costs, insurance company bankruptcy, larger public deficit, or housing

prices that have second-order consequences on consumption); (ii) by responses to

the shock (e.g., loss of confidence, change in expectations, indirect consequences of

inequality deepening); (iii) by financial constraints impairing reconstruction (e.g.,

low-income families cannot finance rapidly the reconstruction of their home); and

(iv) by technical constraints slowing down reconstruction (e.g., availability of

skilled workers, difficulties in equipment and material transportation, difficulties

in accommodating workers).

To measure the impact of these effects, Hallegatte et al. (2007b) introduced the

Economic Amplification Ratio (EAR), which measures the ratio between the overall

economic cost and the direct loss due to a disaster. While this ratio is less than one

for small-scale disasters, EAR is found, using a simple model, to increase dramati-

cally for large-scale disasters like the New Orleans floods. This increase arises

mainly from propagation effects between sectors or regions, and from the addition

to capital replacement costs of the production losses during the reconstruction

phase. For example, if a $1 million plant is destroyed and immediately rebuilt,

the loss is equal to $1 million; if its reconstruction is delayed by one year, the total

loss is the sum of the replacement cost and of the value of one year of production.

For housing, the destruction of a house with a one-year delay in reconstruction has a

total cost equal to the replacement cost of the house plus the value attributed to

inhabiting the house during one year. The value of such production losses, in a

broad sense, can be very high in some sectors, especially when basic needs are at

stake (housing, health, employment, etc.).

To carry out cost-benefit analyses in a fair way, indirect losses must be estimated

in spite of the difficulties to do so. A model able to provide an assessment of a

fraction of these indirect losses will now be proposed and applied, as an illustration,

on the landfall of Katrina on Louisiana. This case study illustrates how indirect

losses can be estimated, and how difficult this assessment is.

Assessing Indirect Losses

Case Study on Katrina and Louisiana

The assessment of the total cost of disasters is the topic of intense research (e.g.,

Rose et al., 1997; Brookshire et al., 1997; Gordon et al., 1998; Cochrane, 2004;

Okuyama, 2004; Rose and Liao, 2005; Greenberg et al., 2007). In this literature,

however, nobody pretends to reproduce all the mechanisms involved in disaster

aftermaths. In the present article, only two types of indirect effects are accounted

for: (i) the propagation effect between sectors; (ii) the reconstruction duration and

the production loss during this period.

Many models used to assess disaster consequences are based on Input-Output

(IO) models, which are powerful tools to assess how a shock, on one or several sec-

tors, propagates into the economy through intermediate consumption and demand.
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In Hallegatte (2008a), a modified IO model has been proposed: the Adaptive

Regional Input-Output (ARIO) model, which is based on IO tables and a hybrid

modelling methodology, in the spirit of Brookshire et al. (1997). This dynamic

model takes into account changes in production capacity due to productive capital

losses and adaptive behaviour in disaster aftermaths. Importantly, the model takes

as an assumption that the Louisiana economy will eventually return to its pre-storm

situation. Of course, the uncertainty in results is still very high and the model results

must be considered only as indicators of the disaster seriousness.

As an illustration, this model is applied to the landfall of Katrina on Louisiana.

Following the classification by the Bureau of Economic Analysis, the Louisiana

economy is constituted of 15 sectors: (1) Agriculture, forestry, fishing, and hunting;

(2) Mining; (3) Utilities; (4) Construction; (5) Manufacturing; (6) Wholesale trade;

(7) Retail trade; (8) Transportation and warehousing; (9) Information; (10) Finance,

insurance, real estate, rental, and leasing; (11) Professional and business services;

(12) Educational services, health care, and social assistance; (13) Arts, entertain-

ment, recreation, accommodation, and food services; (14) Other services, except

government; and (15) Government. From the U.S. Input-Ouput tables, a regional

one for the state of Louisiana is built. Sector losses due to Katrina have been

evaluated by the Committee on the Budget U.S. House of Representatives, and are

reproduced in Figure 5.

From these sectoral losses, the model simulates the reconstruction of the region,

as shown in Figure 6. In its upper panel, this figure provides the evolution of the

‘‘regional economic production’’, i.e. the sum of the value added by all sectors of

the economy. In the bottom panel, one can see that the model predicts a reconstruc-

tion period of about 10 years.

Comparisons with available data in Louisiana are proposed in Hallegatte

(2008a). The orders of magnitude reproduced by this model are realistic, with an

instantaneous production reduction of 8 percent after the shock, and a production
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Fig. 5 Sector-per-sector estimated losses due to Katrina in Louisiana
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loss over the four last months of 2005 of 2.8 percent of annual Gross State Product.

This production loss underestimates the observed growth loss, which is close to 4.5

percent according to BEA data when exogenous growth is removed. This under-

estimation is likely to arise from the model inability to reproduce the New Orleans

disorganization in the months following Katrina, which is caused by lifeline inter-

ruptions, bankruptcy, and supply-chain issues. Additionally, the political and prac-

tical issues linked to the reconstruction of New Orleans are not taken into account.

This model also provides the evolution of the production of each sector over

time, as shown in Fig. 7. This figure shows (i) the generalized decrease in produc-

tion following the event (the horizontal dark region); (ii) the large increase in

0 24 48 72 96 120 144
−10

−8

−6

−4

−2

0

2

Time (months)

O
ut

pu
t v

ar
ia

tio
ns

 (
%

 o
f p

re
-K

at
rin

a 
ou

tp
ut

)

0 24 48 72 96 120 144

20

40

60

80

100

Time (months)

R
ec

on
st

ru
ct

io
n 

ne
ed

s 
(b

ill
io

n 
U

S
$)

Fig. 6 Louisiana output variation, in percent of pre-Katrina output (upper panel); and reconstruc-
tion needs in U.S.$ billion (bottom panel)

Roadmap to Assess the Economic Cost of Climate Change 377



production in the construction sector (sector #4) caused by the large demand for

reconstruction, and the subsequent production increase in the sectors that are large

suppliers of the construction sector (e.g., the retail trade sector, sector #7). The sum

of these production losses (positive and negative) over the entire reconstruction

period is estimated at $28 billion.

Also, the model provides an assessment of the ‘‘production loss’’ in the housing

sector. Indeed, the decrease in housing services because of damaged houses and

buildings has to be taken into account. The model, because it reproduces the

reconstruction period and duration, can assess the total loss in housing service

production. In the Katrina’s case, the model estimates this loss at $19 billion. As a

consequence, the total production loss (sector production plus housing services) is

estimated at $47 billion, i.e. 44% of direct losses. Total losses, i.e. the total

production loss plus the part of production that has to be dedicated to reconstruction

instead of normal consumption, are estimated around $154 billion. The Economic

Amplification Ratio, the ratio of total losses to direct losses, is, therefore, equal to

1.44.

Importantly, this model cannot capture all indirect losses. For instance, it does

not assess which portion of customer demand will be satisfied and which fraction

will be rationed. Such an assessment is not easy, because customers will be more or

less able to turn to external producers, depending of the category of goods and

services that is considered. If customers are rationed, there is an additional loss that

is not included in the present analysis. Also, it is essential to repeat that the model

assumes that the economy will return to its initial situation, which is not automatic.

In the New Orleans case, it is even quite unlikely. It is difficult to do better,

however, because the final state will depend on political choices that cannot be

modelled. Finally, this model does not include losses outside the affected region
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(e.g., through higher energy prices in the New Orleans case), and social and

psychological costs, which are nevertheless very important (e.g., disruption of

social networks, psychological trauma, loss of cultural heritage).

But the most interesting aspect of this model is the fact that it allows to relate

various amount of direct losses to the corresponding total losses. Figure 8 shows

that, for the same sectoral structure than Katrina (shown in Fig. 5), total losses are

increasing nonlinearly with total aggregated direct losses. When direct losses are

below U.S. $40b, indirect losses are negative. It means that, for most disasters, the

response of the economic system damps the shock and limits the economic con-

sequences. But when direct losses exceed U.S. $40b, the economic system is not

able to react efficiently any more. Indeed, a larger disaster causes more damages

and reduces production capacity in the sectors involved in reconstruction. Because

of the interplay of these mechanisms, the Economic Amplification Ratio (EAR), the

ratio of total losses to direct losses, increases with the size of the disaster. For a

disaster like Katrina, with about $100 billion direct losses, the EAR is found equal

to 1.44. For a disaster with $200 billion direct losses, this ratio reaches 2.00, with

total costs twice as large as direct costs.

This relationship between direct losses and indirect losses has been estimated for

the state of Louisiana in 2005, and for the consequences of Katrina. Of course,

results would be different for different states, for instance because the production

capacity of the construction sector would be different. Results would also be

different for different disasters, for instance because affected sectors would not

be the same.
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Regardless, results would be different if considering an economy in 2030 or

2080, as needed to assess climate change impacts. It seems out of reach, however, to

predict how IO tables will change over several decades. Considering the huge

uncertainty that would surround any attempt to do so, it seems reasonable to use

the present IO table, possibly scaled to account for economic growth, assuming that

all sectors will growth at the same rate. In the present analysis, however, we assess

how future hurricane risks would impact the present-day economy, disregarding the

impact of economic growth. This assumption corresponds to the suppression of the

right-hand arrow in Fig. 1, from the top box on scenarios to the bottom box on

indirect impacts. Even though this method is not satisfying, it is the only one

available: one can doubt it will soon be possible to project IO tables over decades

with enough accuracy to perform this type of analysis on future economies.

In the following, in spite of these large uncertainties, the nonlinearity in total

losses is assumed valid for all regions and all disasters, and the Katrina’s case is

used as a benchmark to provide a first-order estimate of how the changes in direct

losses suggested in Section 4 could translate into changes in total losses.

Assessing Indirect Losses

Using a polynomial regression on the relationship between direct and indirect

losses calculated for Louisiana and Katrina, one can assess the total losses due to

the 3000 synthetic tracks created by the Emanuel’s model (see Section 3 and 4). In

the present climate, averaged direct losses were estimated at 1578 million U.S.$ per

landfall and 980 million U.S.$ per track. These values translate into averaged total

losses estimated at 1426 million U.S$ per landfall and 885 million U.S$ per track.

These values are lower than direct losses only, because the economic system is able

to limit total losses and make them lower than direct losses for the weakest

hurricanes, which constitute the large majority of hurricanes. Indeed, indirect losses

are positive only for hurricane causing direct losses in excess of $40b, and only

8 landfalls cause such losses in the 3000 synthetic tracks created for the present

climate. The taking into account of indirect effects leads, therefore, to a reduction in

the mean annual economic losses due to hurricanes.

In the modified climate, since hurricane intensity is increased according to the

Emanuel’s model, total losses are larger than in the present climate: the model

estimates averaged total losses at 2272 million U.S.$ per landfall and 1448 million

U.S.$ per track. When considering indirect losses, the Emanuel’s model suggests,

therefore, that a 10-percent increase in potential intensity would translate into a 59

percent increase in total economic losses.

Like in Section 4, when were considered only direct losses, the most worrying

result concerns the very rare, most intense hurricanes. According to the present

analysis, with all its drawbacks including the use of a single hurricane model, a 10-

percent increase in potential intensity would double the likelihood of a hurricane

landfall causing more than $50 billion of damages in the U.S.
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Adaptation to Reduce Indirect Losses

Adaptation options able to reduce direct losses were discussed in Section 4.2. But

different adaptation options may be able to reduce indirect losses, independently of

direct losses. As explained in Section 5.1, indirect losses arise mainly from propa-

gation between sectors and from production losses during the reconstruction.

Measures can be implemented to limit these two sources of indirect losses.

First, a resilient economic, i.e. an economy able to cope with a disaster in an

efficient manner, is an economy where all producers are not too dependent on their

suppliers. This can be the case (1) if the production of the most important produc-

tion factors (especially the non-stockable goods like electricity) can be rapidly

restored; (2) if each company has several redundant suppliers, implying that if one

of its suppliers becomes unable to produce because of the hurricane, the company

will not be forced to stop its own production; (3) if companies have inventories and

can keep producing even when a supplier cannot produce. In that respect, the most

recent and efficient industrial organization, with a limited number of suppliers, on-

demand production, and small stocks, increases the vulnerability of the economy to

disasters.

The resilience is also increased if imports from outside the affected region can

replace local production. To do so, essential infrastructures have to be repaired as

fast as possible, to reconnect the affected region to the rest of the economy: roads,

railways, ports, airports, phone, internet, etc. Much can be done to improve this

aspect of resilience: (i) making sure that utility companies and the organizations in

charge of transport and communication infrastructures can mobilize enough work-

ers to restore rapidly their services; (ii) facilitating imports in case of disasters (e.g.,

by simplifying administrative requirements).

Emergency services can also be improved, emergency management plans can be

established and maintained, and new institutional structures can be created (see for

instance, Hecker et al., 2000), to facilitate a more rapid recovery after the event.

Second, reconstruction must be done as fast as possible to restore production and

housing. First, utility companies and the institutions in charge of transport infra-

structure must be equipped to face large-scale disasters and reduce as much as

possible the period during which their production is interrupted or unreliable.

Second, the construction sector has a specific role in a disaster aftermath. There

are numerous examples of cases where the reconstruction was slowed down by the

lack of qualified workers in the construction sector. For instance, after the explosion

of the AZF chemical plant in Toulouse in 2001, tens of thousand of windows had

been damaged, and the number of glaziers was far insufficient to satisfy the demand,

even though glaziers from all over France came to Toulouse. In the same way, after

the particularly destructive hurricane season in 2004 in Florida, roofers were unable

to satisfy the demand and reconstruction costs increased by up to 40 percent in some

regions (Hallegatte et al., 2008). In most cases, reconstruction involves a few

specialties (among which glaziers and roofers), and increasing the number of such

specialists can reduce in a significant manner the reconstruction duration. As a
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consequence, preparing for disasters by organizing a special status for foreign

workers in this needed specialties can speed up the reconstruction, and therefore

reduces the total cost of a disaster. Also, administrations can facilitate reconstruc-

tion, for instance by making it easier and faster to obtain building permits.

Finally, disasters can also be opportunities. For instance, when a factory has

been destroyed, the reconstruction can be done using the most efficient new

technology, therefore improving productivity. Examples of such improvement

are: (a) for households, the reconstruction of houses with better insulation technol-

ogies and better heating systems, allowing for energy conservation and savings; (b)

for companies, the replacement of old production technologies by new ones, like

the replacement of paper-based management files by computer-based systems; (c)

for government and public agencies, the adaptation of public infrastructure to new

needs, like the reconstruction of larger or smaller schools when demographic

evolutions justify it. Capital losses could, therefore, be limited by a higher produc-

tivity of the economy in the event aftermath (see also Albala-Bertrand, 1993;

Stewart and Fitzgerald, 2001; Okuyama, 2003; and Benson and Clay, 2004).

Several factors, however, make it doubtful that this effect is totally effective in

disaster aftermaths (Hallegatte, 2008b). First, production has to be restored as fast

as possible to avoid unbearable losses, especially for small businesses. Second, the

productive capital is most of the time only partially destroyed, and the remaining

capital creates ‘‘inheritance’’ constraints on the replacement capital, preventing the

embodiment of new technologies or the adequacy of the capital to new needs.

Conclusions

This paper presents a methodological roadmap to assess climate change economic

impacts. To go from the large-scale climate change projected by global climate

models to its consequences on society, one has first to downscale this change at the

spatial scale that is pertinent to investigate economic impacts. Then, one has to

translate local changes into possible changes in direct losses. Of course, adaptation

strategies could be undertaken to limit these losses and these possibilities have to be

investigated, even though it is often out of reach to provide a quantification of their

benefits. Finally, economic mechanisms enter into action to reduce or amplify

direct losses: propagation from sectors to sectors, production losses during the

reconstruction period, macroeconomic feedback, etc. These indirect effects have

to be investigated. Again, adaptation strategies can reduce indirect losses. The

quantitative effects of these adaptation strategies are often difficult to assess, but

possible options have to be discussed.

Here, this roadmap is applied to one type of climate change economic impacts,

namely the hurricanes, in one region, the U.S. Atlantic and Gulf coastline. Despite

the difficulty of the exercise, the aim is to illustrate the usefulness of such an

assessment and a methodology to do so. The complexity of this interdisciplinary

analysis, the multiplicity of the models that have to be used, the uncertainty in the
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results from each of these models, and the number of unknown parameters demon-

strate the difficulty of climate change impact assessment.

The series of modelling exercises presented in this article can inform various

stakeholders, who need specific information. City planners and flood protection

designers need information about probability of landfall; insurers need projections

of future average annual direct losses and of future probabilities of exceeding

various loss levels; national and local governments have to take into account

economic indirect effects and, therefore, need assessments of future total losses

and ideas about adaptation strategies. The current analysis, in spite of its numerous

limitations, tries to provide a comprehensive view of future hurricane risks, as

pertinent as possible for all stakeholders.

Obviously, the tools used to assess the changes in landfall probabilities, direct

losses and indirect losses are far from perfect, and their results can, and must, be

questioned. Different models, based on different assumptions, would have found

different results. In presence of so much uncertainty, the main shortcoming of this

paper is the fact that only one model was used for each component of the analysis.

In a more comprehensive analysis, several models would be used across a range of

possible assumptions to bracket the uncertainty of possible results.

With respect to hurricane intensity and frequency, indeed, it seems that the

Emanuel’s model is particularly pessimistic, predicting a strong increase in hurri-

cane intensity in response to global warming. There is no consensus in the scientific

community about future levels of hurricane activity and other researchers (e.g.,

Landsea, 2005) are more optimistic. City planners and flood protection designers,

nevertheless, should take into account the possibility that future hurricane risk

could change by as much as is predicted by Emanuel’s model. This is especially

true when alternatives to be decided about involve very long timescales and are not

easily reversible. Many strategies to limit hurricane damages are obviously ‘‘no-

regret’’ strategies, meaning that they would yield significant benefit even if hurri-

cane frequency and intensity remain unchanged. But climate change could make

their benefits larger, and other strategies could also become cost-effective because

of the additional risk that climate change causes.

Clearly, it is much more difficult to design a flood protection system or to

manage land-use when there is such a large uncertainty about one of the main

natural hazard risks. This is, however, inescapable with the reality of a future with

climate change. Climate change introduces more complexity in all decisions that is

related with climate conditions, but there is much to be gained by taking into

account possible future changes in climate and their full economic impacts. More-

over, this uncertainty is associated with a cost, the cost of uncertainty, because, to
avoid extensive retrofitting in the next decades, all infrastructures must be designed

much more resilient than it was the case in absence of climate change.

This analysis demonstrates that the magnitude of costs associated with extreme-

event changes are likely to be large and that the indirect costs are a significant

portion of total costs and therefore need to be included in cost estimates. In spite of

the difficulties to assess economic costs of such events, the large orders of magni-

tude suggest that decision-makers should not ignore these in designing responses to
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climate change. Decision-makers, from land-use planners and insurers to those

involved in the design and implementation of climate policies, will be better able

to manage the risks of climate change if they understand the dynamic nature of

climate change, the uncertainty that it creates, and the potential scope and extent of

its economic impacts.
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The Science and Politics Problem: Policymaking,

Climate Change and Hurricanes

Glen Sussman

Abstract In February 2007, the Intergovernmental Panel on Climate Change

released its Fourth Assessment Report that discussed the progress made in our

understanding of the impact of natural and anthropogenic activities involving

global warming and climate change. On the basis of this report, policy makers

and citizens alike now have a scientific basis upon which to assess the problem of

global climate change and should be encouraged to implement appropriate national

and international actions in response to the warming of the planet. Given this

background, this study will: 1) examine the ‘‘science and politics problem’’ as it

relates to the subject of this book, 2) provide an overview of the scientific under-

standing of global warming, climate change and hurricanes, 3) focus on the political

factors that influence environmental policy making with emphasis on the United

States since it is a dominant global power and major producer of greenhouse gases,

and 4) offer a framework that shows the conditions when science is more or less

likely to have substantive input into the policy making process as it relates to global

climate change.

Between June 2005 and January 2006, twenty-seven tropical storms crossed the

Atlantic Ocean and threatened coastal communities in the United States. Three of

these storms became serious hurricanes that brought death and destruction to coastal

and inland regions in the United States. This tropical cyclone activity that spawned

Hurricane Katrina in August, Hurricane Rita in September and Hurricane Wilma in

October was part of an Atlantic tropical storm season never seen before (Hayden

2006:68). The devastation unleashed by this tropical cyclone activity revealed a

number of sociopolitical and economic problems including increasing populations

in coastal regions with the concomitant development of housing and businesses, a

lack of vision on the part of policymakers in Washington and the expense incurred

when monster hurricanes make landfall. The consequences of hurricane damage

also revealed the reality of the threat – namely, insurance companies that are in the

business of dealing with risk have begun to refuse providing coverage to home-

owners and businesses in the potential path of hurricanes. Climate change is now an

important issue for Lloyds of London Swiss Re and Munich Re in Europe while
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major insurance companies in the United States including State Farm, Traveler’s

Insurance and Allstate established criteria that reduced their risk (Garreau 2006).

For instance, Gulf Coast communities are no longer able to obtain insurance from

American International Group, Inc. the largest insurer in the world while in Florida

Allstate dropped 95,000 policies in 2005 and 120,000 in 2006 and in New York the

insurer dropped 28,000 of its policyholders (Larsen 2007). Moreover, as Larsen

(2007) reports, Allstate and MetLife have decided not to issue new policies on Long

Island, New York, the site of a powerful hurricane in 1938.

In February 2007, the Intergovernmental Panel on Climate Change (IPCC)

released its Fourth Assessment Report that discussed the progress made in our

understanding of the impact of natural and human activities on climate change.

While the report confirmed that ‘‘warming of the climate system is unequivocal, as

is not evident from observations in global average air and ocean temperatures,

widespread melting of snow and ice, and rising global mean sea level,’’ it stressed

the role played by anthropogenic actions that are now seen as a major contributor to

global climate change (IPCC 2007). What was noteworthy about this Fourth

Assessment Report was that it had built upon earlier studies and produced, in the

words of the authors, ‘‘improvements in the quantitative estimates of radiative

forcing.’’ In short, policymakers and citizens alike now have a scientific basis

upon which to assess the problem of global climate change and should be encour-

aged to implement appropriate national and international actions in response to the

likelihood of continuing warming of the planet. As the authors of the report stress:

Global atmospheric concentrations of carbon dioxide,methane, nitrous oxide have increased

markedly as a result of human activities since 1750 and now far exceed pre-industrial values

determined from ice cores spanning thousands of years. The global increases in carbon

dioxide concentration are due primarily to fossil fuel use and land-use change, while those

of methane and nitrous oxide are primarily due to agriculture (IPCC 2007).

The IPCC along with other scientific agencies have informed the international

community that global climate change will have serious consequences. While some

countries including the United States have moved slowly in response to the growing

body of global climate science that demands action, other countries including

Sweden, Britain and Denmark have taken the lead in efforts to reduce greenhouse

gas emissions (Kennedy 2006). However, an increasing effort is needed to secure

leadership by the United States and participation by developing countries to address

this transnational problem.

Although the research findings of the IPCC among other sources have been

distributed to policymakers and citizens, it is important to note that global warming

and climate change are complex and difficult to understand contemporary global

environmental policy problems. While it is unlikely that average citizens in the

United States and other countries would read scientific studies about global warm-

ing, it is noteworthy that the mass media (broadcast and print) have made an

important effort to inform and educate citizens. Moreover, citizens around the

world have, generally, acknowledged and accepted the argument set forth by the

scientific community as shown by numerous public opinion polls (Pew Global

Attitudes Project 2007).
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Given this background, this study will: 1) examine the ‘‘science and politics

problem’’ as it relates to the subject of this book, 2) provide an overview of the

scientific understanding of global warming, climate change and hurricanes, 3) focus

on the political factors that influence environmental policymaking with emphasis

on the United States since it is a dominate global power and the major producer of

greenhouse gases, and 4) offer a framework that shows the conditions upon which

science can be effectively integrated into the environmental policymaking process

as it relates to global warming and climate change.

The ‘‘Science and Politics Problem’’

Before proceeding to the issue of global warming, climate change and hurricanes, it

is important to address the ‘‘science and politics problem.’’ As Sam Earman

(1996:13) has written, ‘‘although there may be such a thing as ‘science policy,’

science and policy are two entirely different things, and they are practiced by groups

that are, for the most part, mutually exclusive.’’ The public official and the scientist

operate in two different worlds with two different cultures and two different

languages. It has become increasingly apparent that the two fields work to ensure

more collaboration in the field of environmental policy in order to effectively

address global environmental problems. So, what role should science play in the

environmental policy making arena where officials who speak for the public exhibit

both shared and diverse concerns? Offering an optimistic view on this issue, Kai

Lee has written, ‘‘the appropriate application of science to political decision making

will provide humanity with the guides it needs to direct itself away from its current

course of destruction’’ (Switzer 1998:307–308). Moreover, Arild Underdal

(2000:184–185) sets forth the position that ‘‘Governments rarely explicitly dispute

what the scientific community considers to be ‘consensual knowledge’,’’ that ‘‘faced

with broad consensus among competent experts on the description and diagnosis of

a (severe) environmental problem, governments do in fact most often take some

kind of collective action,’’ that in ‘‘thinking about the role of science in international

environmental regimes we probably see science as a supplier of warnings serving as

spurs for protective measures,’’ and finally that ‘‘we would also expect to find a

positive relationship between the demand for and the supply of scientific inputs.’’

However, as Lynton Caldwell (1990:19–20) has lamented:

Science alone cannot save the environment. Political choice is required to translate the

findings of the environmental sciences into viable policies. Scientific information, even in

its limited present state is far from being fully utilized in contemporary society. Unless

political will and ecological rationality can bring about the transformations necessary to

achieve a sustainable future of high environmental quality, science can do little more than

to slow the pace of environmental decline and to project the consequences for a world in

which all things are not possible.

Moreover, Lawrence Susskind (1994:63–64) argues that there are several rea-

sons why the scientific community does not have the kind of impact assumed by the

public. These factors include uncertainty and complexity that result in ‘‘rough
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estimates at best;’’ political actors that use any notion of uncertainty to delay or

oppose collective action; and members of the scientific community itself that enjoy

promoting debates over issues that confuse the lay public and policy makers who

don’t understand the difference between real scientific conflict and ‘‘intramural

disagreements among experts.’’ In addition, Neil Harrison and Gary Bryner

(2004:329) conclude, ‘‘Uncertain problems . . . are especially difficult to handle

in the anarchic international system, because the nature of the problem must be

negotiated through contending national preferences and interpretations.’’

Continued debate exists over the role of science in policy making and the need

for an improved effort to bridge the two diverse fields. For instance, where policy-

makers and citizens are inclined to look at the short term, the scientific community

can keep the policy process focused on the long-term. For instance, where scientists

are guided by the scientific method, objectivity, the collection of data and the

replication of their studies, politicians are more likely to view issues through the

prism of partisanship or ideology or be influenced by interest groups. Where

scientists might need time to experiment, politicians might need an answer prior

to the next election. The science and politics ‘‘problem’’ can be viewed in the

following way – scientific knowledge might be ignored or politicized by office-

holders or it might be integrated effectively into the policymaking process. In short,

as Desler and Parson (2006:39) argue, ‘‘In addition to the challenges that policy

debates pose to science, science also poses hard challenges to policy debates,

because citizens and politicians are not generally able to make independent judg-

ments of the merits of scientific claims.’’ Nonetheless, the discoveries of science

must be used to educate the public and must be effectively mediated through the

political process in order to provide policymakers with the knowledge needed to

implement appropriate environmental policies both nationally and globally.

Scientific Understanding of Global Warming, Climate Change,

Hurricanes

The U.S. National Academy of Sciences distinguishes between global warming and

climate change in the following way: global warming refers to an ‘‘average increase
in the temperature of the Earth’s surface and in the troposphere, which can

contribute to changes in global climate patterns’’ while climate change concerns

‘‘significant change in measures of climate (such as temperature, precipitation, or

wind) lasting for an extended period’’ (U.S. EPA 2006a).

Global Warming and Climate Change

Over the years, the environmental policy domain has become diversified into a

variety of issues demanding attention. As Michael Kraft (2001:15) has suggested,

we are now facing a ‘‘third generation’’ of environmental problems that are quite
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distinct from earlier concerns about ‘‘first generation’’ issues involving air and

water pollution and ‘‘second generation’’ issues dealing with toxic chemicals and

hazardous wastes. As Kraft (2001:15) explains, ‘‘third generation’’ policy problems

including global climate change are ‘‘global in origin and effects,’’ are more

‘‘politically controversial’’ and are more ‘‘difficult to address than the environmen-

tal issues of earlier eras’’

Over the centuries, the Earth’s climate has changed as a result of natural cycles

alternating between periods of warmth and ice ages. Beginning with the Industrial

Revolution in the mid-to-late 19th century, human activities began to have an

influence on the Earth’s atmosphere. During this period, several ‘‘greenhouse effect

pioneers’’ including French mathematician Jean-Baptiste Fourier in 1827, British

scientist John Tyndall in 1861 and Swedish chemist Svante Arrhenius in 1896

discovered that a buildup of greenhouse gases was associated with the warming of

the Earth (Sussman et al. 2002:291). Over time, scientific knowledge about global

warming expanded with new experimentation and research findings by British

engineer, G. S. Callendar in 1938, Roger Revelle and Hans Suess of Scripps

Institution of Oceanography in the late 1950s and Stephen Schneider of the

National Center for Atmospheric Research in the late 1980’s (Sussman et al.

2002:291). For instance, Revelle and Suess argued that ‘‘mankind is now engaged

in a great experiment’’ while Stephen Schneider suggested that global warming

‘‘could well cause climate change over the next two generations as large or larger

than civilization has experienced.’’

As described by the Energy Information Administration of the Department of

Energy of the United States:

Many chemical compounds found in the Earth’s atmosphere act as ‘‘greenhouse gases.’’

These gases allow sunlight to enter the atmosphere freely. When sunlight strikes the earth’s

surface, some of it is reflected back towards space as infrared radiation (heat). Greenhouse

gases absorb this infrared radiation and trap the heat in the atmosphere. Over time, the

amount of energy sent from the sun to the Earth’s surface should be about the same as the

amount of energy radiated back into space, leaving the temperature of the Earth’s surface

roughly constant (U.S. DoE 2004).

There are four major types of greenhouse gases – namely, carbon dioxide,

methane, nitrous oxide and fluorinated gases (U.S.EPA 2006c). The main culprit

is carbon dioxide that is produced primarily from the burning of fossil fuels (oil,

coal, natural gas). World carbon dioxide emissions are, in most cases, increasing.

As the data in Table 1 show, however, among a selected sample of countries/

regions, variation in greenhouse gas emissions is evident. Where OECD (Europe)

and Russia are projected to reduce their emissions by about 5% by 2010, China’s

contribution will increase by almost 9%. A modest decrease is expected for the

United States while Japan’s emissions will remain relatively stable. The problem

remains that the U.S. will continue to be the major producer of greenhouse gas

emissions unless fundamental changes are implemented while China’s contribution

is expected to surpass the U.S. very shortly.
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In 2001, the National Research Council stated:

Greenhouse gases are accumulating in the Earth’s atmosphere as a result of human

activities, causing surface air temperatures and sub-surface ocean temperatures to rise.

Temperatures are, in fact, rising. The changes observed over the last several decades are

most likely due to human activities, but we cannot rule out that some significant part of

these changes is also a reflection of natural variability’’ (U.S. DoE 2004).

Five years later, however, the U.S. Environmental Protection Agency (2006b)

stated that ‘‘scientists know with virtual certainty’’ that the buildup of greenhouse

gases in the atmosphere including the burning of fossil fuels is largely the result of

human activities. Moreover, beginning in 1990, the Intergovernmental Panel on

Climate Change has issued four reports on global warming and climate change. The

conclusions set forth in the IPCC’s Fourth Report issued in February 2007 was

important and noteworthy since it stressed that scientists are ninety percent certain

that human activities are the cause of the conspicuous increase in the warming of

the Earth’s atmosphere.

Global Warming, Climate Change and Hurricanes

The hurricane season for the Atlantic region begins on June 1 and ends on

November 30. Since these ‘‘intense tropical storms’’ require warm ocean tempera-

tures, the ‘‘more heat available in the surface water, the more potential there is to

generate heavy rain and high wind’’ (Pew Center on Global Climate Change 2007).

Notwithstanding natural factors that influence the development of hurricanes, the

question has been raised whether and to what extent anthropogenic activities have

played a role in generating an increase in frequency as well as severity of Atlantic

hurricanes.

According to the U.S. National Oceanic and Atmospheric Administration

(NOAA) (U.S. NOAA 2006a), our ‘‘science is not mature enough to determine

what percentage of anthropogenic climate change and what percentage of natural

climatic variability is driving our current hurricanes.’’ Ironically, while NOAA

Table 1 World Carbon Dioxide Emissions, Selected Countries (% total emissions)

Country/Region 1990 2003 2010 (projected) Percent Change

(1990�2010)*

China 10.6% 14.1% 19.3% +8.7%

India 2.7 4.1 4.5 +1.8

Japan 4.8 4.8 4.0 -.8

OECD (Europe) 19.3 17.0 14.7 -4.6

Russia 11.0 6.4 5.9 -5.1

United States 23.5 23.2 21.0 -2.5

Adapted from the Energy Information Administration, U.S. Department of Energy, ‘‘International

Energy Outlook 2006’’ at www.eia.gov. Accessed August 15, 2007.

*Calculations by author.
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argued in favor of ‘‘improving the quality and scope of hurricane relevant data sets,

a two-year study by the U.S. National Academy of Sciences revealed that the

budget of the National Air and Space Administration (NASA) declined by thirty

percent between 2000 and 2006 and especially since 2002 thus reducing NASA’s

ability to support many Earth satellite programs that provide important weather-

related data (Kaufman 2007). Meanwhile, an increasing number of governmental

and non-governmental organizations as well as work conducted by members of the

scientific community have provided research findings that point to the increasing

likelihood that human activities have had an increasing impact on climatic change

in general and hurricane activity in particular. From the World Meteorological

Organization to the Pew Center on Global Climate Change to the U.S. National

Center for Atmospheric Research, studies show that human beings are increasingly

responsible for global warming and global warming is having a direct impact on

weather patterns. For instance, consequences include sea level rise, changing

amounts of regional precipitation, altered agricultural patterns among others.

Among these concerns raised about climate change is an increase in the frequency

and intensity of hurricanes.

The cumulative impact of rising seas, a warmer planet and increased residential

and commercial development in coastal zones along with the increasing likelihood

of severe hurricanes suggests a future of what some scientists call a ‘‘recipe for

potentially serious natural degradation’’ (Associated Press 2007). Mounting evi-

dence of the consequences of global warming and climate change acts as a counter

to ‘‘a Bush administration that contends global warming is an unproven theory’’

(Reuters 2007a). In short, while political debates over global warming, climate

change and hurricanes reflect the politics in American politics, the scientific

community has demonstrated that ‘‘human- induced global warming – driven by

heat-trapping gases in air pollution from cars and factories – could be heating sea

water, which in turn fuels stronger hurricanes’’ – research that contradicts those

who argue that potentially severe future hurricanes will result from natural climatic

cycles (Reuters 2007b, 2007c).

Recent research by Santer, et. al. has added to the debate over the extent to which

human activities are linked to global warming and thus to climatic changes includ-

ing more intensified hurricanes. These researchers have raised questions over policy

statements made by the Bush administration in 2005 that ‘‘rising global tempera-

tures were due entirely to natural fluctuations’’ and instead argue that there is a ‘‘link

between warmer ocean temperatures and human use of fossil fuels’’ (Reuters

2007c). Consequently, the warm water that serves as fuel for hurricanes is viewed

as a product of human activities rather than natural cycles. Subsequent research by

the National Center for Atmospheric Research supports these results. For instance,

the Center stated that its study ‘‘contradicts recent claims that natural cycles are

responsible for the upturn in Atlantic hurricane activity since 1995. It also adds

support to the premise that hurricane seasons will become more active as global

temperatures rise’’ (MSNBC 2006). Moreover, the World Meteorological Organi-

zation (WMO 2007) has reported that ‘‘We know for certain that there is an

intensification of the hydrological cycle, which translates into greater risk in
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some areas of a rain deficit and accentuated problems of drought linked to climate

change’’ suggesting that there is an ‘‘increasing link between global warming and

natural disasters such as droughts and flooding.’’ The policy position of the WMO

was produced at its 6th International Workshop on Tropical Cyclones in November

2006 when it stated that: ‘‘The surfaces of most tropical oceans have warmed by

0.25–0.5 degree Celsius during the past several decades. The Intergovernmental

Panel on Climate Change (IPCC) considers the likely primary cause of the rise in

global mean surface temperature in the past 50 years is the increase in greenhouse

gas concentrations’’ (U.S. NOAA 2006b).

Wither United States Leadership?

Environmental issues have assumed increased salience as they reflect transnational

or cross-national impact. For instance, actions taken by one country can have a

regional or global effect ranging from coal-fired power plants in the midwest region

of the U.S. affecting eastern Canada or greenhouse gases emanating from indus-

trialized countries thus having a global impact. As Jacqueline Vaughn Switzer

(2001:67) notes, a global approach to environmental issues didn’t occur until the

Nixon administration and the involvement of the U.S. at the 1972 UN Conference

on the Environment in Stockholm. Several years later, the Carter administration

produced the first-ever examination of global environmental issues in the Global
2000 Report to the President. As a foundation for long-term planning, the Report

emphasized the following: ‘‘Environmental problems do not stop at national

boundaries. In the past decade, we and other nations have come to recognize the

urgency of international efforts to protect our common environment’’ (U.S. CEQ

and U.S. DoS 1982).

Despite research findings presented by American and international scientific

bodies, the United States has become increasingly isolated from the international

community for its failure to demonstrate leadership and vision on the combined

global warming/climate change issue. Policymakers within the United States have

argued over 1) the extent to which human activities as well as natural cycles are

contributing to global warming and climate change and 2) what policy should be

initiated in response to global warming. The most vocal and visible opponent of

international collaborative efforts to address global warming has been President

George W. Bush. He repudiated the Kyoto Protocol two months after moving into

the White House. As a matter of fact, it was Vice President Dick Cheney who

‘‘pushed Bush to abandon a campaign pledge to impose mandatory reductions on

carbon emissions from power plants’’ (Baker 2008:10). Moreover, government

scientists have been required to receive clearance from the White House before

they could speak with journalists.

We also know, for example, that fundamental partisan differences divide Con-

gressional Democrats and Republicans over the issue of global warming. According

to the National Journal’s ‘‘Insider’s Poll conducted in February 2007, 95% of
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House and Senate Democrats agreed that the ‘‘Earth is warming because of man-

made problems’’ compared to ‘‘84% of House and Senate Republicans’’ who dis-

agreed with this statement (National Journal 2007: 6–7). Among the dissenters in

Congress who have vigorously argued against the scientific community’s research

findings about global warming is Senator James Inhofe, an Oklahoma Republican.

In 2003, when Inhofe was chair of the Senate Environment and Public Works

Committee he stated that ‘‘Kyoto . . . is an extreme approach’’ and he has referred to

global warming as a ‘‘hoax perpetrated by environmentalists on the American

public’’ (CBS News 2003). Moreover, as Chris Mooney informs us in a CBS

News report, Senator Inhofe attacked the ‘‘hockey stick’’ explanatory graphic

proposed by climate scientist Michael Mann where Dr. Mann depicts a spike in

warming in the 20th century and Senator Inhofe also used Michael Crichton’s

novel, State of Fear, as a scholarly example of the flaws put forth by proponents

of global warming and climate change (Inhofe, 2001; Mooney 2005).

In addition to Inhofe, vocal dissenters include Senators Larry Craig of Idaho, Kit

Bond of Missouri and David McIntosh of Indiana who have raised concerns about

efforts to curb greenhouse gas emissions. For instance, during President Bush’s first

year in office, the Energy Information Administration housed within the Depart-

ment of Energy (DOE) prepared a report at the request of Representative McIntosh

who opposed mandatory cuts in greenhouse gas emissions that, in effect, ‘‘ignored

the findings of the DOE’s much more thorough report, ‘‘Scenarios for a Clean

Energy Future,’’ as well as input from independent reviewers and analysts at the

Environmental Protection Agency’’ (Hawkins 2001). Two years later, responding to

the Senate’s rejection of the McCain-Lieberman legislation that required industrial

plants to reduce carbon dioxide emissions, Senator Craig publicly opposed a

‘‘massive new regulatory process’’ because he opposed the idea that carbon dioxide

is a pollutant and therefore it ‘‘does not represent a direct threat to public health’’

while his colleague Senator Bond argued that the bill would have a deleterious

impact on the U.S. economy (CBS News 2003). In short, opponents of efforts to

curb greenhouse gas emissions, especially carbon dioxide, have criticized the

science of global warming or have diminished the potential consequences of

climate change.

The American political system is characterized by a variety of political actors

that use their power resources in order to shape public policy. Among these actors

are the presidency and the Congress that have important responsibilities related to

public policymaking. The president has a variety of legislative and executive

powers that can be employed in the policymaking process. For instance, the

president can issue executive orders or proclamations as chief executive or sign

or veto legislation passed by the Congress. Presidents can respond to environmental

issues as an activist, in a symbolic way or as an obstructionist. Recent research on

American presidents has found, for instance, that Democratic presidents including

Lyndon Johnson, Jimmy Carter and Bill Clinton had a much more favorable impact

on the environmental agenda compared to Republicans including Ronald Reagan,

George H.W. Bush and George W. Bush (Daynes and Sussman 2007).
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Located at the other end of Pennsylvania Avenue is Congress where political

power has been fragmented into committees and subcommittees that can promote,

delay or oppose legislation. Jurisdiction over environmental affairs can be found

among several different committees in the House and the Senate. Consequently,

environmental affairs can receive critical support or fall victim to fragmented

government. Moreover, partisanship can play a role in legislative affairs. For

instance, research over the last three decades has shown that Democratic legislators

are more likely to support environmental legislation compared to their Republican

counterparts (Dunlap and Michael 1973; Kamieniecki 1995:146–167; Sussman

et al. 2002:96–97).

While the global warming issue caught the attention of the Carter administration

and was discussed in The Global 2000 Report to the President (U.S. CEQ and U.S.

DoS 1982) prepared by the Council on Environmental Quality and the Department

of State, Congress did not take action in a substantive way until 1988. In response to

Congressional hearings during the 1980s held by Al Gore, Tim Wirth and John

Chaffe, ‘‘President Reagan reluctantly signed the Global Climate Protection Act . . .

which obliged him to submit to the Congress a plan for stabilizing greenhouse gases

in the atmosphere’’ (Agrawala and Andresen 1999). During the 1988 campaign for

the presidency, George H.W. Bush proclaimed himself an environmentalist in the

tradition of Theodore Roosevelt. After winning the presidential election, three

noteworthy events illustrated his approach to the environment in general and global

warming in particular. On the one hand, he used the power resources of his office in

support of the 1990 Clean Air Act Amendments that were important in addressing

transboundary air pollution. On the other hand, in 1992, in response to pressure

from the fossil fuel industry and his concern about the state of the economy, he gave

lukewarm support to the Energy Policy Act of 1992 and the United Nations

Framework Convention on Climate Change. As Michael Kraft (2004) argues,

although the legislation offered several items to improve U.S. energy efficiency,

it ‘‘did not raise [Corporate Average Fuel Economy] CAFÉ standards for motor

vehicles, which was the top priority of environmental groups, nor did it do much to

reduce the use of oil.’’ Thus, the legislation did little to address the problem of

increasing levels of carbon dioxide in the atmosphere.

When Bill Clinton captured the White House in 1992, one of the first efforts he

made was to push a deficit reduction plan early in 1993 that included a tax on

energy production that, he believed, would result in less energy consumption thus

reducing the use of fossil fuels and thereby cutting greenhouse gas emissions

(Paarlberg 1997). Although the House of Representatives passed Clinton’s legisla-

tive proposal, organized interests opposed to the energy tax succeeded in killing the

proposal in the Senate Finance Committee.

Over a decade passed before Congress updated the energy bill. However, the

2005 Energy Policy Act ‘‘emphasized greater production and use of oil, natural gas

and coal and strongly boosted federal support for nuclear power’’ while critics

‘‘especially faulted the act’s billions of dollars of subsidies and tax breaks for the

oil, gas, coal and nuclear industries’’ (Kraft and Furlong 2007:353). In effect, the

2005 Act actually encouraged increased production of greenhouse gases. Two years
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later, while several legislative proposals were being prepared to address global

warming, George W. Bush signed the Energy Independence and Security Act of

2007 that the president argued would ‘‘improve vehicle fuel economy and help

reduce U.S. dependence on oil’’ and ‘‘could reduce projected CO2 emissions of

billions of metric tons’’ (The White House 2007). While the new Act was notable

for its effort to improve fuel efficiency it also provided billions of dollars in

subsidies to the fossil fuel and nuclear industries, continued to push for oil explora-

tion in Alaska’s Arctic National Wildlife Refuge and as reported in theWashington
Post just ‘‘hours after Bush signed the energy bill, the administration invalidated an

effort by California and 17 other states to impose tougher tailpipe emission rules’’

(Baker 2008).

The fragmented political system in the United States promotes actions by

organized interests due to multiple access points into the policymaking process.

The environmental domain has been characterized by two types of organized

interests. On the one hand, we find the umbrella ‘‘environmental movement’’

comprised of a variety of groups committed to conservation and preservation

values. Yet these groups are characterized by diversity in membership, resources,

strategies and tactics. On the other hand, we find groups that are committed to

developmental values. While some of these groups represent business and industry

(e.g., fossil fuel industry, mining, timber) other groups are concerned about proper-

ty rights.

Finally, to what extent is the citizenry informed and concerned about environ-

mental issues? Moreover, to what extent should policymakers follow public opin-

ion? Generally, it depends on how one examines public opinion. On the one hand,

when asked specifically about the environment, American citizens exhibit strong

views in support of protecting the environment. On the other hand, when the

environment is one among several issues, it can be characterized as a latent issue

as Americans show more concern about the economy, jobs, health care, Social

Security among others. Having said this, when The Gallup Poll (2006) asked

Americans their opinion about the environment, this policy domain elicited serious

attention among citizens who expressed concern that the ‘‘government is doing too

little to protect the environment,’’ the ‘‘quality of the environment is getting worse,’’

that ‘‘human activities rather than natural causes explain the rise in the Earth’s

temperature,’’ and that the ‘‘effects of global warming are already manifest or will

happen within five years.’’

American public opinion data also indicates that U.S. citizens are increasingly

concerned about global warming in general and its causal relationship to hurricanes

in particular (Zogby International 2006). Not only do more Americans (74%)

believe that global warming is occurring but this sentiment cuts across all socio-

demographic characteristics including age, gender, race, religion, region of the

country and partisan identification. More importantly, in terms of this study,

seven out of ten Americans now believe that global warming has a ‘‘major or

some influence’’ on hurricanes. Consequently, global warming as an important

transnational public policy issue remains problematic as policymakers in the United

States face pressure from organized interests as they read public opinion.
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All of these political actors play a role in foreign as well as domestic policy-

making – a point not missed on political commentators who point out the important

role of the U.S. as the dominant global power. For instance, as Paul Harris

(2001:34) argues, ‘‘Because the U.S. economy is so large, its diplomatic influence

so great and its contributions to environmental problems so extensive . . . the United

States must be part of international solutions to environmental change. Over the last

three decades or so, the U.S. has played a relatively positive role regarding global

environmental affairs. At the same time, as environmental issues become increas-

ingly transnational in character and impact, domestic political factors have played

an important role in shaping U.S. policy toward global environmental policy (Suss-

man 2004). It is noteworthy, therefore, as global climate change assumes increasing

salience in domestic and global politics that the U.S. offer guidance and leadership.

Failure to do so can have serious consequences. As Beldrich Moldan, former

Minister of the Environment of the Czech Republic lamented a decade ago, ‘‘The

United States is watched much more than Americans realize. As a European, you

may like the United States or not like it, but you know it’s the future. So when the

United States refuses to reform, other countries will refuse as well’’ (Hertsgaard

1998:288).

The issue of global warming gained prominence during the presidential admin-

istrations of George H.W. Bush, Bill Clinton and George W. Bush. What is note-

worthy is how each president addressed the issue in a different way (see Table 2).

George H.W. Bush [hereafter Bush (41)] came into office stating that he would

be an ‘‘environmental’’ president and indeed he used the power resources of the

White House to ensure passage of the 1990 Clean Air Act Amendments that had

languished during the administration of Ronald Reagan. However, when he had the

opportunity to demonstrate leadership at the international level he failed in this

regard. Bush (41) had two opportunities to take the lead in addressing global

warming – namely, the 1990 World Climate Change Conference and two years

later at the Earth Summit in Rio. The impact of carbon dioxide accumulation in the

atmosphere was discussed at the World Climate Change Conference where an

agreement was obtained to stabilize the amount of greenhouse gases emitted into

the atmosphere (Sussman 2004:362). The 1992 Earth Summit again focused on the

issue of greenhouse gases and their impact on global climate. However, the

president’s lack of interest in addition to pressure from the fossil fuel industry,

resulted in, in the words of political scientist Gary Bryner (2001:142), opposition to

the ‘‘development of a global climate change agreement’’ because Bush (41)

believed that ‘‘limits on emissions would require major changes in Americans’

way of life and would threaten an already weakened economy.’’

The behavior of Bush (41) regarding the Earth Summit’s focus on global climate

change affected the success of the international gathering. First, as Lawence

Susskind (1994:39–40) informs us, the president attended the conference for only

three days and had waited until a month before the summit whether to attend at all.

Second, the resulting global climate change agreement required that the costs and

technologies be shared by the signatories and most importantly that the guidelines

and timetables would be mandatory. Bush (41), therefore, used his influence to
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revise the agreement so that it reflected voluntary rather than mandatory require-

ments in reducing greenhouse gas emissions. Consequently, on the one hand, the U.

S. was a signatory to the Global Climate Change Convention produced at the Earth

Summit. On the other hand, the actions by Bush (41) created a problem for

international cooperation and ignored the warnings of the scientific community

regarding human-induced global warming.

Bush (41)’s successor, Bill Clinton, did not bring ‘‘environmental’’ credentials

with him when he assumed the presidency of the United States. However, he did

make important ‘‘green’’ appointments to important positions within his adminis-

tration. For instance, former Senator Al Gore who published Earth in the Balance in
1992 was selected as his Vice Presidential running mate, Carol Browner was chosen

to head the Environmental Protection Agency and former Arizona Governor, Bruce

Babbit, became Secretary of the Interior.

In 1997, delegates from industrialized countries met in Kyoto, Japan to formal-

ize agreements made in Berlin two years earlier to address the problem of green-

house gases and global climate change. Delegates were successful in securing

agreements on two important issues. First, signatories accepted mandatory cuts in

Table 2 Comparing Presidents George H.W. Bush, Bill Clinton and George W. Bush and Global

Warming

Bush (41) Clinton Bush (43)

Environmental

Theme

To be an environmental

president

Great green hope Eco-friendly

president

Environmental

Philosophy

Pro-development Sustainable

development

Pro-development

Important

International

Conference

Earth Summit, Rio,

1992

3rd Session of the

COPS, Kyoto,

1997

3rd Session of the

COPS, Kyoto,

1997; Bali

Conference, 2007

Global

Environmental

Agreement

Convention on Global

Warming

Kyoto Protocol Kyoto Protocol

Requirements of

Agreement

Voluntary Mandatory Mandatory

Presidential and

Congressional

Response

Agreement signed by

President and ratified

by the U.S. Senate

Agreement signed

by President but

not ratified by the

U.S. Senate

Agreement

renounced by the

President and

opposed by the

U.S. Senate

Implications Basis established for

Kyoto Protocol

albeit with voluntary

measures

U.S. leadership

questioned due to

lack of Senate

ratification

Kyoto Protocol

weakened due to

non- participation

by the U.S; Bali

effort weakened

due to continued

U.S. opposition to

explicit emission

targets
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greenhouse gas emissions to 1990 levels. In doing so, different countries were given

different target levels since they produced different amounts of greenhouse gases.

Second, the industrialized countries were willing to excuse developing countries

from the requirements of the agreement although China and India, in particular,

were increasingly adding greenhouse gases into the atmosphere. On the advise of

Vice President Al Gore, President Clinton signed the Kyoto Protocol thus commit-

ting the U.S. to reducing its greenhouse gas emissions.

Clinton was faced with two problems, however. First, an alliance consisting of

the fossil fuel industry and organized labor opposed U.S. adherence to the agree-

ment. Second, Clinton was confronted with two legislative obstacles – namely, a

Republican-controlled U.S. Senate that was obstructionist with regard to environ-

mental initiatives making it clear that the protocol would not receive Senate

ratification and a Senate that through passage of the Byrd-Hagel Resolution made

it clear that any international environmental agreement that did not include devel-

oping countries would be opposed.

Despite the fact that the Kyoto Protocol remained in limbo in the United States,

delegates from industrialized countries continued to meet – in Buenos Aires in

1998, in Bonn in 1999 and in the Hague in 2000 – to continue the debate about

human contributions to global warming. Moreover, the Intergovernmental Panel on

Climate Change and the U.S. National Academy of Sciences continued to warn the

global community about the effects of greenhouse gases on climate change.

George W. Bush [hereafter Bush (43)] occupied the White House in January

2001 and in a fateful decision only two months into his presidency he renounced the

Kyoto Protocol. In doing so, the president argued that the international environ-

mental agreement was flawed, it needed to include developing countries, especially

China and India, and it would have a negative impact on the U.S. economy. While

his rejection of the protocol had global impact since the U.S. was and remains the

major emitter of greenhouse gases, President Bush (43) also refused to attend the

global warming conference eight months later in Morocco (Cable News Network

2001). The following year, the American president reported to the United Nations

that countries should adapt to the changes resulting from global warming (Revkin

2002).

By 2004, a sufficient number of signatories to the Kyoto Protocol had ratified the

agreement to put it into effect. However, without the participation of the United

States, the effort to address greenhouse gas emissions and global climate change

remains problematic. Ironically, according to President Bush (43)’s own Environ-

mental Protection Agency (U.S. EPA 2006a):

For over the past 200 years, the burning of fossil fuels… [has] caused the concentrations of

heat-trapping ‘greenhouse gases’ to increase significantly in our atmosphere.…Most of the

warming in recent decades is likely the result of human activities.… Scientists are certain

that human activities are changing the composition of the atmosphere, and that increasing

the concentration of greenhouse gases will change the planet’s climate.… Scientists have

observed that some changes are already occurring. Observed effects include sea level rise,

shrinking glaciers, changes in the range and distribution of plants and animals, trees

blooming earlier, lengthening of growing seasons, ice on rivers and lakes freezing later
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and breaking up earlier, and thawing of permafrost. Another key issue being studied is how

societies and the Earth’s environment will adapt to or cope with climate change.… ‘‘human

health can be affected directly and indirectly by climate change.…

Despite the warnings of the scientific community and poll data results of

American public opinion, by 2007 the Bush (43) administration has yet to take

substantive action regarding this most important global environmental problem.

While some observers of the Bush (43) presidency have argued that his legacy is

linked to the war in Iraq, it is clear that his legacy is also closely tied to the inaction

of his administration in response to global warming and climate change.

The Global Community

While the United States has refrained from adhering to the principles of the Kyoto

Protocol, other members of the global community have made efforts, some sub-

stantial, some nominal regarding the commitment to reduce greenhouse gas emis-

sions. Among the 168 countries that have ratified the Kyoto Protocol are seven of

the world’s wealthiest and industrialized countries including Canada, France,

Germany, Italy, Japan, Russia and the United Kingdom. In contrast, along with

the United States, Australia, Croatia and Kazakhstan have failed to ratify the Kyoto

agreement.

According to two observers of the global warming issue, ‘‘The [U.S.} president’s

‘greenless’ diplomacy, challenged at home, has provoked an international response

as well. Efforts to persuade the [Bush] administration and Americans to change

course have been undertaken by such loyal allies as British Prime Minister Tony

Blair, who began drawing up a climate change treaty at the end of 2004 that he

hoped even the United States could support’’ (Daynes and Sussman 2005:442).

Despite Blair’s efforts at the meeting of the G-8 summit in July 2005, the United

States, in essence, backed off any formal commitment to take substantive actions

with regard to greenhouse gas emissions. As The Observer reported, ‘‘it was a

contrast between the British approach, demanding ‘immediate placing of controls

on transport, factories and power suppliers,’ and the ‘more leisurely’ American

approach, asking countries to ‘put faith in technology’ – even in technology ‘as yet

undeveloped’ – that could help reduce global warming by the year 2025’’ (Daynes

and Sussman 2005:442).

Although a sufficient number of countries have ratified the Kyoto Protocol to put

it into effect, problems remain. President George W. Bush continues to oppose the

international agreement and the U.S. Senate through the Byrd-Hagel Resolution

passed 95–0 in July 1997 requires developing countries to make formal commit-

ments regarding targets to reduce greenhouse gases. Moreover, as Jeff Frankel

(1999) of The Brookings Institution explained in 1999, from the ‘‘viewpoint from

the north,’’ it is essential for developing countries to offer meaningful participa-

tion because a) ‘‘a global problem requires a global solution,’’ b) ‘‘Emissions in
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developing countries are increasing the most rapidly, and will pass those from the

industrialized countries early in the next century,’’ c) ‘‘if developing countries do

not participate in the international regime, their emissions might rise by even more

than anticipated under a continuation of global business as usual,’’ and d) develop-

ing country participation is crucial because it would permit relatively low-cost

reductions in emissions in place of high-cost reductions in the industrialized

countries.’’ Having said this, developing countries also maintain a position that

centers on economic development and improving the standard of living of their

citizens. Moreover, as Frankel (1999) informs us, developing countries argue that

‘‘their priority must be raising their own economic standards of living. To do so,

they must raise incomes as reflected in market transactions, while also controlling

local air and water pollution. . . . Controlling local pollution must take precedence

over controlling greenhouse gases, which are not visible, and which may not have

serious health effects until a century into the future’’ and second, ‘‘the developing

countries should not be required to take any step that entails economic sacrifice

until the industrialized countries have done so. The industrialized countries created

the problem; and they are richer and can more readily afford to make sacrifices’’

(Frankel 1999).

The wealthy United States and member states of the European Union have

played leadership roles regarding two important global issues. As Miranda Schreurs

(2004:222) points out, ‘‘The U.S. was considered an international leader in the

development of the 1987 Montreal Protocol addressing stratospheric ozone deple-

tion caused by the release of chlorofluorocarbons and other manmade substances. In

contrast, it has been the EU that has been the champion of the Kyoto Protocol and

international efforts to address climate change.’’ Over a decade ago prior to the

establishment of the Kyoto Protocol, James Sebenius (1995:73) of the Harvard

Business School warned that the ‘‘power of the coalitions that will arise to block

greenhouse action – not merely for reasons of economic interest, but also for

reasons of science, ideology, or opportunism – must be taken into account in the

design of an effective negotiating process.’’ Yet a decade later, when Russia ratified

the Kyoto Protocol, the international environmental agreement went into effect

demonstrating that countries were formally committed to the Kyoto Protocol. At the

same time, the reluctance of the United States to join its wealthy partners and the

increasing contribution of greenhouse gases by China, India and other developing

countries poses a continued dilemma for addressing global warming and climate

change. As John Dutton (1994:101–102) reminds us, ‘‘governments must . . .

provide informed leadership,’’ ‘‘governments must seek international cooperation

to address global problems,’’ and ‘‘governments must act as catalysts of change.’’

In 2007, the Bush administration responded in two ways that, once again,

demonstrated its commitment to oppose mandatory goals and timetables and

continue support for voluntary guidelines. In preparation for the Group of Eight

meeting scheduled in Germany in June, Bush announced that he would offer a ‘‘new

global framework’’ that would show the U.S. willingness to deal with global

warming. Heading into the last year of his administration, the American president

wanted the international community to see an active U.S. role in shaping global
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environmental policy. However, as reported in the Washington Post, the adminis-

tration continues to oppose binding targets and instead puts forth ‘‘aspirational

goals’’ to reduce greenhouse gas emissions (Fletcher and Eilperin 2007). Moreover,

the Bush announcement would have a negative effect on the U.N.-sponsored global

warming conference scheduled for December in Bali that had the goal of preparing

a successor to the Kyoto Protocol. In the words of the British newspaper, The
Guardian, the purpose of the Bali conference was ‘‘thrown in doubt by the initiative
announced yesterday by President Bush’’ since the American president set forth a

position that ‘‘killed off hopes of an agreement on basic principles for combating

climate change at the G8 meeting’’ (Borger, Adam, Goldenberg 2007). Adding to

the difficulties for the G8 and Bali conferences was a public position taken by

Michael Griffin who heads NASA, the U.S. space agency. In a radio interview in

the summer of 2007, while accepting the proposition that a ‘‘trend of global

warming exists’’ he asserted that ‘‘I am not sure that it is fair to say that it is a

problem we must wrestle with’’ (Borger, Adam, Goldenberg 2007).

In December, the U.N.-sponsored global warming conference in Bali convened

to put forth a post-Kyoto Protocol mechanism to address greenhouse gas emissions.

Prior to the meeting itself, internal dissension arose in the White House over who

should represent the U.S. at the conference. While President Bush wanted his

environmental advisor, James Connaughton, to co-head the U.S. delegation, the

U.S. Department of State argued that this would be a ‘‘breach of protocol’’ (Baker

2008:11). Although Undersecretary of State Paula Dobrinasky was eventually sent

to lead the U.S. delegation, the U. S. position remained the same – namely,

opposing explicit emission targets – while delegates from other countries criticized

the United States and put forth a proposal that developed and developing countries

‘‘make measurable but unspecified cuts in greenhouse gases’’ (Baker 2008:11). In

short, without U.S. leadership, problems rather than opportunities and unilateralism

rather than collaboration remained the theme and approach of the U.S. role regard-

ing global warming and climate change.

Integrating Science and Politics

According to the Pew Climate Center, ‘‘Given future trends in population growth

and increasing development in coastal areas, we know that the damage caused by

severe weather will increase regardless of global warming. Climate change, namely

sea level rise and increases in tropical storm activity, likely will exacerbate the

damage’’ (Pew Center on Global Climate Change 2007). In light of the recent

findings of the IPCC, United Nations Environment Program executive director

Achim Steiner stated that failure to act on global warming ‘‘will one day in the

history books be considered irresponsible’’ (Leicester 2007). Or, as former CBS

New Anchor Walter Chronkite (2004) warned during the 2004 presidential elec-

tion: ‘‘Global warming is at least as important as gay marriage or the cost of Social

Security. And if it is not seriously debated in the general election, it will measure
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the irresponsibility of the entire political class. This is an issue that cannot, and must

not, be ignored any longer.’’

While concerned about securing collective action on an international scale to

effectively address global environmental problems, researcher Lawrence Susskind

(1994:76–78) has argued that scientists play five important roles in the global

environmental policy process. These five roles are ‘‘trend spotters’’ who identify

changing environmental patterns; ‘‘theory builders’’ who attempt to explain the

changes noted by trend spotters; ‘‘theory testers’’ who are involved in experimenta-

tion to test hypotheses set forth by theory builders; ‘‘communicators’’ who function

is to take complicated scientific findings and make them understandable to the lay

public and policy makers; and ‘‘applied-policy analysts’’ who offer scientific advice

to policy makers based upon the work of the other groups of scientists. As Susskind

argues, in order to be effective, scientists involved in each role must interact within

a public framework and confront the sources of their disagreement as a means to

adequately perform their responsibilities.

Taking into consideration Susskind’s view of the role of scientists in the policy

making process and on the basis of the discussion set forth so for, five steps that

might be considered in an effort to improve the linkage between science and politics

are set forth in Table 3. The table depicts the importance of addressing the role of

data gathering, communication, understanding, politicization and recalcitrance.

The solutions suggested in the table represent a preliminary effort to help to

improve the linkage between science and politics that will foster better decision

making in the domestic and global environmental domains.

Since policy makers and citizens alike rely on the scientific community to

provide warnings and potential solutions in response to environmental problems,

to what extent will scientists and scientific knowledge play a role in the policy

making process regarding global warming? The Montreal Protocol represents the

outcome of collaboration between scientists, policy makers, and organized interests

(environmentalists and business and industry) to address the global problem of

Table 3 Linking Science, Politics and Policy

Problem Solution

Inadequate data More research and continued replication and refinement of

experimentation

Poor communication between

scientists and policy makers

Clarify the issues and concepts addressed in the scientific

and policy making domain

Lack of understanding between

science and citizens

Improve the education system to enhance the scientific

knowledge base of citizens to strengthen their

understanding and decision making ability

Politicization of issues Develop and improve methods to ensure policy makers a

transparent and open decision making process

Recalcitrant skeptics Increased efforts to ensure that consensus or majority view

positions among members of the scientific community

are disseminated to the citizenry
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stratospheric ozone depletion (Sussman 2004:360–362). Although chlorofluorocar-

bons (CFC’s) were discovered in the 1930s, it wasn’t until 1974 when two chemists,

Molina and Rowland, concluded that once in the stratosphere they contribute to the

breakdown of the ozone layer (Miller 2002:466–467). Although steps were taken in

the U.S. to address this problem, international cooperation was needed to take a

global view about this environmental threat. A decade later, notwithstanding an

American president (Ronald Reagan) who pushed an anti-environmental agenda,

the chemical industry concerned about the impact on their industry resulting from

the prohibition of ozone depleting substances and pressure from organized interests

(e.g., The Alliance for Responsible CFC Policy) that opposed the protocol, consen-

sus was achieved to reduce CFC’s. In this case, the work of the scientific commu-

nity was effectively integrated into the decision making and policy process

resulting in an important international environmental agreement.

In contrast, despite the warnings of the IPCC and other national and international

organizations, the case of global warming and climate change has yet to achieve

this same kind of consensus among the relevant political, scientific and economic

players. As Miranda Schreurs (2004:207) observed, fundamental differences sepa-

rate the United States and the members of the European Union (EU): ‘‘The

[European Union] and the U.S. have reluctantly agreed to disagree on their climate

change strategies. The fifteen members of the EU strongly support the Kyoto

Protocol. . . . The United States, in contrast, has rejected the Kyoto Protocol and

instead is advocating what it calls a voluntary, science-based approach to reduction

of greenhouse gas emissions.’’

Arild Underdal (2000) established a framework to better understand the role of

science in the environmental policy making process. The study reported here

employs Underdal’s framework and adapts it to the issue of global warming and

climate change (see Table 4). The purpose is to assess when science and scientists

are more or less likely to have inputs into the policy making process regarding

global warming and climate change.

It is evident that scientists and science are more likely to be employed in the

environmental policy making process when there is a consensus on the issue and

whether there is a feasible ‘‘cure’’ for the problem. Notwithstanding the arguments

Table 4 The Impact of Science on Global Warming Policymaking

Factors Impact of Science

on Policymaking

More Likely

Mixed Impact of Science

on Policymaking

Less Likely

Consensus *

Cure *

Effects *

Socio-Economic Center *

Development of Problem *

Effect on Public *

Political Conflict *
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put forth by some naysayers, members of the scientific community are in general

agreement that human activities are a major contributor to greenhouse gas emis-

sions that are generating global warming. There are several climatic consequences

resulting from this global phenomenon and one is the increased likelihood of

powerful hurricanes impacting the coastal eastern and gulf states of the United

States and countries located on the Asian pacific rim. Moreover, a variety of options

have been offered to address this problem from the scientific community to policy

makers and most recently by former Vice President Al Gore through his recent film,

An Inconvenient Truth. For instance, industrialized countries can slowly ween

themselves off of fossil fuels, put more funding and research into alternative

sources of energy and employ conservation of natural resources as a fundamental

principle of their energy policy.

It is less clear whether and to what extent four factors put forth by Underdal–

whether the effects are close or remote, does the problem effect the socio-economic

center of society, whether the problem is developing quickly or slowly and are the

effects being experienced by the public – will lead to substantive inputs by the

scientific community. Unlike earlier environmental problems including air and

water quality that were more easily ‘‘experienced’’ by the consumer, global climate

change is a complex problem. As Michael Kraft (1996:14) has described it:

Increasingly, it seems, the so-call ‘‘third generation’’ of environmental problems, such as

global climate change and loss of biodiversity, are even more problematic than the more

familiar issues of the ‘‘first generation’’ of environmental concerns of the early 1970s (e.g.,

air and water pollution) and the ‘‘second generation’’ that emerged later in the 1970s (toxic

chemicals and hazardous wastes). The third generation of problems are less visible, their

impacts are distant and uncertain, they are often not very salient to the public, and experts

disagree on the magnitude, timing, and location of their effects.’’

For policy makers and citizens alike, it is difficult to understand whether the

‘‘effects’’ are close or distant in time, how quickly or slowly this is happening and

the extent to which these effects are experienced by the general public. Moreover,

compared to visible air pollution or an oil spill, global climate changes may seem to

be occurring incrementally and slowly over time according to the lay person. While

scientists can inform us that the polar caps are melting, for instance, this phenome-

non is far from the social center of society. Moreover, notwithstanding recent and

powerful hurricanes impacting the U.S., most recently Hurricane Katrina, coastal

dwellers are accustomed to ‘‘hurricane season’’ and may not understand the poten-

tial impact of global warming on the intensity of hurricanes of the future. Conse-

quently, the results appear to be mixed in terms of integrating science into the

policy making process under these circumstances.

Finally, science is least likely to be part of the policy making process when

political conflict is high. Despite the recent report of the IPCC, domestic forces

within certain countries and international disagreements work against effective

efforts to address the problem. For instance, the current U.S. President Bush

along with a Republican-controlled Congress (1994–2006) supported only volun-

tary measures to address the problem. Democratic legislators representing automo-

bile or energy-producing states oppose any changes unless developing countries are

406 G. Sussman



included in any global warming agreements. Despite a new U.S. Congress with a

Democratic majority, efforts to deal with global warming and its consequences

appear to be ‘‘backbenchers’’ as the war in Iraq remains the primary issue of

concern. At the same time, several U.S. states, including the largest state California,

have undertaken initiatives to reduce greenhouse gas emissions. Moreover,

hundreds of U.S. cities in 44 states have joined together in an effort to curb

greenhouse gas emissions through the U.S. Mayors’ Climate Protection Agreement

(ICLEI 2007). These efforts include land use management, transportation planning,

energy efficiency, green power among others. Furthermore, over 600 cities around

the world have announced their commitment to combat global warming (Herro

2007).

Despite the fact that a sufficient number of countries including Japan, Russia and

member states of the European Union have ratified the Kyoto Protocol putting it

into effect, in addition to increased efforts at the subnational level in the U.S. and

other countries, the effort to achieve successful international collaboration on this

issue remains problematic without the leadership of the United States.

Conclusion

The global community is being confronted with new challenges of global change

that involve both the scientific and political communities. As John Dutton

(1994:78–79) persuasively argues, the challenge facing the scientific community

involves the ‘‘task of understanding a complex and fascinating system and the

responsibility of providing a reliable basis for policy decisions concerning possible

modification of human activities in order to mitigate or adapt to global change.’’ In

the political arena, as Jacobson and Weiss (1998:7) put it, ‘‘the actions of other

states in implementing and complying with [an international environmental agree-

ment] can also affect a state’s compliance with an agreement. To what extent have

other countries’ noncompliance or compliance with [an international environmental

agreement] affected the willingness of countries to abide by the accord?’’

Over the last three or four decades, members of the global community have

demonstrated a willingness to engage in constructive efforts to establish interna-

tional environmental agreements across a range of issues. Among these agreements

are the Convention on International Trade in Endangered Species of Wild Fauna

and Flora (1973), the International Convention on Long-Range Transboundary Air

Pollution (1979), United Nations Convention on the Law of the Sea (1983), the

Montreal Protocol on Substances that Deplete the Ozone Layer (1987), the Con-

vention on Biodiversity (1992), the United Nations Framework Convention on

Climate Change (1992) and the International Tropical Timber Agreement (1994).

Having said this, while the U.S. has played a leading role in the international

environmental domain in the past, more recently, the American president (Bush

[41]) failed to sign the Convention on Biodiversity and he signed the United
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Nations Framework Convention on Climate Change only after the requirements of

the agreement were changed from mandatory to voluntary.

Sadly, the contemporary role of the U.S. regarding international efforts to

address global warming and climate change resemble its position in 1992 on

biodiversity and climate change rather than its leadership role involving the Mon-

treal Protocol in 1987. Moreover, other major contributors to global warming

including China and India remain outside an international environmental agree-

ment. While the scientific basis for political action has been provided by the IPCC

and other national and international agencies, political conflict remains within and

between countries on this issue.

As far as hurricanes are concerned, what remains is a debate between scientists

on the one hand who argue that ‘‘human-caused global warming is responsible for

raising sea surface temperatures, making stronger hurricanes more likely’’ while on

the other hand, a small but vocal group of critics maintain the position that

‘‘hurricane intensity goes in natural cycles, and say the record-breaking 2005

Atlantic and Caribbean season was part of a high-category hurricane cycle’’ (Reu-

ters 2007d). Residents and commercial interests in coastal areas face the conse-

quences of increasingly devastating storm surges and major flooding due to

hurricanes feeding off of warmer waters resulting from global warming. As scien-

tists continue to study the relationship between global warming, climate change and

hurricanes, world governments face the challenge of finding appropriate means to

respond to the global warming problem while at the same time improving emer-

gency management procedures. Ultimately, as Steel, Clinton and Lovrich (2003:70)

warn:

Human cloning, global warming, biodiversity protection, and yet unknown issues affecting

the biosphere we share with the rest of nature are all going to involve the active interaction

of science, scientists, and major political institutions. . . . It seems clear that public

education, scientific outreach to policy makers, active debate, and political engagement

over policy options all need to occupy a high priority on the public policy agenda for the

development of effective environmental policies in our country and elsewhere across the

world.

It remains to be seen whether and to what extent appropriate actions will be

taken to ensure that global warming will be addressed in order to reduce climate

threats including severe tropical cyclone activity.
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